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Ich erkläre an Eides statt, dass ich die vorliegende Arbeit selbstständig verfasst, andere
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Zusammenfassung
Der Entwicklungsprozess eines KFZ-Antriebstrangs erfordert den kontinuierlichen Ein-

satz von immer komplexer werdenden Lösungsansätzen für die wesentlichen Bestandteile,
den Motor, das Getriebe, elektrische Antriebe, das Abgasnachbehandlungssystem und
elektronische Regelungsstrategien. Die dabei entwickelten Qualitätsstandards müssen
dabei den allgemeinen Marktanforderungen der Automobilindustrie nicht nur einmalig
entsprechen, sondern sie müssen sich auch gegenüber der Produktions- und Nutzungsvari-
abilität bewähren. Die Total Costs of Ownership (TCO), zu Deutsch die Gesamtkosten
der Eigentümerschaft, werden inzwischen als Schlüsselfunktion in der Qualität betrachtet,
die es unter allen zulässigen Qualitätsstandards zu minimieren gilt.
Unter Einsatz von modellbasierter Simulation und statistischen Werkzeugen entwickelt
diese Arbeit eine Methode um die versteckten Kosten zulässiger Qualitätsstandards und
deren Erfüllung hinsichtlich existierender Anforderungen ohne wiederholtes Simulieren
bewertbar zu machen. In diesem Zusammenhang wird ein modellbasierter Produktions-
und Lebensdauerorientierter Entwicklungsprozess vorgestellt, wodurch ein Fahrzeugher-
steller beim zentralen TCO Minimierungsproblem in optimaler Weise unterstützt werden
kann. Die stochastischen Einflussgrößen der Produktion und Nutzung werden unter Zuhil-
fenahme der statistischen Prozesskontrolle sowie mittels Umweltdaten- und Nutzungspro-
filanalyse modelliert und in eine semi-physikalische Modellumgebung eingepflegt. Die
zu berücksichtigenden Wahrscheinlichkeitsverteilungen werden dabei parametrisch oder
nichtparametrisch aus vorliegenden Messdaten geschätzt. Zudem wird eine neue Ver-
suchsanleitung, bestehend aus einer Screening-Prozedur und einer Space-Filling-Prozedur,
präsentiert. Versuchspläne, wie das Definitive Screening Design, das Latin Hypercube
Design, oder das in dieser Arbeit neu entwickelte Depth Design helfen dabei den zu
Grunde liegenden hochdimensionalen Versuchsraum möglichst effizient untersuchbar zu
machen. Die vorgeschlagene Versuchsanleitung wird um eine Methode erweitert, die
eine Einbindung der Systemalterung unter Verwendung von Alterungsmodellen zulässt.
Die zugrunde liegenden Verteilungen werden schließlich durch Einsatz von Monte Carlo
Methoden und hochgenauen Metamodellen, wie dem Multi-Layer Perceptron oder Radial
Basis Function Networks, repräsentativ abgedeckt, sodass versteckte Kosten zulässiger
Qualitätsstandards und deren Erfüllung hinsichtlich existierender Anforderungen sofort
bewertet werden können. Am Ende dieser Arbeit werden im Zuge einer Fallstudie die
entwickelten Methoden am Beispiel eines Dieselmotors umgesetzt.





Abstract
The powertrain development process of a vehicle continuously covers an increased

number of complex systems for its major elements, the engine, the transmission, elec-
tric drives, the exhaust after treatment system and electronic controls. Here, the quality
standards developed have to comply with the market requirements set out for the auto-
motive industry and they need to be robust against the variability caused by production
and lifetime usage. By now, the term total costs of ownership (TCO) is emerging more
and more to the overall key function in quality that has to be minimized according to
feasible quality standards. Under the usage of model-based simulation and statistics,
this thesis establishes a method capable of instantly assessing the hidden costs of feasible
quality standards and their compliance with the requirements given. In this regard, the
production and lifetime-oriented development process is introduced so that a vehicle man-
ufacturer can be optimally supported in solving the central TCO minimization task. In
consideration of the statistical process control (SPC) and analysis procedures regarding
environmental data and usage profiles, the stochastic factors incorporating the produc-
tion and lifetime usage are modeled and implemented into a semi-physical simulation
environment. The probability distributions necessary are estimated by parametric and
nonparametric estimation approaches on basis of available measurement data. Moreover,
an experimental guideline, consisting of a screening and a space-filling procedure, is given.
The experimental designs applied, such as the definitive screening design, the latin hy-
percube design and our new development the depth design allow to efficiently explore the
resulting high-dimensional feature space by computer simulations. The proposed guide-
line is then extended by a methodology on how to incorporate multiple aging states by
aging models in order to capture the system deterioration of all factor combinations con-
sidered. The application of Monte Carlo methods on most accurate metamodels, such
as the multi-layer perceptron or radial basis function networks eventually facilitates the
coverage of the underlying feature space distributions in a representative manner. By this
hidden costs of feasible quality standards and their compliance with the given require-
ments become instantly assessable. Finally, in a case study the methods developed are
applied to a compression ignition engine.
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1.2 Work Environment

The investigation of complex systems subject to many influence factors has been signif-
icantly affected by the new opportunities in the field of computer simulation software.
Beside the functional range of software products available on the market, the high avail-
ability and broad acceptance in the industry are the main decision criteria.
AVL has decided on the well accepted commercial software packages MATLABTM and
SimulinkTM in order to develop its powertrain and engine simulation tool MoBEOTM,
employed in this thesis. Both, Matlab and Simulink are offered by the MathWorks1, Inc.
company with headquarters in Natick, Massachusetts, USA. Matlab is a highly sophisti-
cated mathematical programming language and interactive environment that is primarily
consulted for data analysis, but also used to simulate and solve numerical tasks. Moreover,
Matlab is the basis of the block diagram environment Simulink. Simulink is mainly used
for time-controlled simulation and model-based design applications. The graphical editor,
customizable block libraries and solvers make Simulink to a very well designed, technical
intuitive and easy to work environment. Matlab and Simulink have been used to generate
all the simulation data, analyzed and processed in the course of this thesis. Statistical
computations and data analyzes have been performed with the Matlab toolboxes neural
network toolbox, optimization toolbox and statistics and machine learning toolbox.
In addition to Matlab and Simulink, the software environment RTM has been employed
during this thesis too. R, which origins at the university of New Zealand, is currently de-
veloped by the R Development Core Team2. It is an open source statistical programming
language for data manipulation, calculation and graphical display. The effective data
handling, the storage facility, the free access to a huge collection of functional packages
for data analysis as well as the inclusion of conditionals, loops and user-defined recursive
functions make R to the preferred choice among statisticians and data miners. In this
thesis, the work environment R has been widely used to perform all statistical compu-
tations and to generate most of the figures (some figures were remodeled by Microsoft3

ExcelTM and PowerPointTM 2013).

1www.mathworks.com
2cran.r-project.org
3www.mircosoft.com

www.mathworks.com
http://cran.r-project.org
www.mircosoft.com


Chapter 2

Introduction

Rinne and Mittag [1995] believe that quality, which can be seen as the level of satisfac-
tion and the fulfillment of requirements, is directly linked to the success of a company.
From their point of view, quality will directly lead, when present in an above-average
form, to higher market shares, higher end-user confidence and so to higher revenues in
the mid-term. Similarly to that, Montgomery [2012] describes quality as one of the most
important decision factors in the selection among competing products and services. Un-
derstanding and manipulating quality in the right way leads to business success, growth
and enhanced competitiveness.
Beside the quality requirements at the manufacturer’s side and at the end-user’s side,
also the public society demands by law for particular quality standards. In the indus-
trial sector, these legal requirements mainly request an environmentally-friendly product
with regard to its production, usage and disposal. Consequently, it is not surprising that
quality standards are continuously improved and assured by manufacturers. On this ac-
count, it is very important for AVL1 customers (these are usually Original Equipment
Manufacturers or OEMs) that the implemented quality standards comply with the over-
all requirements given and prevent the same from expensive hidden costs, that may arise
from production or lifetime variability. In the automotive industry, the term robustness
investigation has been established here for all investigations, accounting for the variabil-
ity of the production and of the vehicle’s usage so that hidden costs can be assessed and
largely prevented. The term Total Costs of Ownership (TCO) emerges here more and
more to the overall key function in quality that needs to be minimized under given quality
constraints. In the past years, AVL has already performed robustness investigations that
helped its customers to assess and refine their quality standards in terms of TCO. The
parallel investigation of several identical test objects has allowed estimating the natural
variation of crucial response variables, like fuel consumption or legally regulated emis-
sions. Among others, this gave AVL the possibility to advise the OEMs in determining
optimal hardware and software concepts, and in finding the engineering targets necessary.
Nevertheless, so far many of these statements have been of qualitative nature and based
on expert knowledge rather than on detailed mathematical calculations. Predicting TCO
for a given quality standard requires, however, the availability of a closed mathemati-
cal method able to instantly provide quantitative statements about hidden costs and the

1www.avl.com

3

www.avl.com
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compliance with constraining requirements. On the basis of model-based engine optimiza-
tion and the statistical concept of the robust parameter design this thesis will introduce
a new approach, the so called production and lifetime-oriented development that allows
the instant assessment of a quality standard in terms of given requirements and hidden
costs. Once this is accomplished, TCO can be minimized over feasible quality standards.

2.1 Quality Management and the Minimization of

the Total Costs of Ownership

Quality management is the fundamental basis of all principles and measures implemented
by manufacturers in order to improve and assure quality. Due to Rinne and Mittag [1995]
the concept of quality and its understanding have been subject to change over decades.
While at the beginning quality considerations were mainly restricted to individual techni-
cal features, the general definition of quality expired soon and was expanded by the degree
of suitability concerning intended purposes. In the automotive industry, this degree of
suitability targets OEM requirements, legal requirements and end-user requirements. The
most common requirements are listed in table 2.1 (cf. Timischl [1995]). As already pointed

Table 2.1: Quality Requirements

out, the one-time compliance with given requirements is not sufficient anymore. By now,
more importance is attached to quality standards that are, at least for a particular time
period, insensitive to the variability of production processes and lifetime usage. Intro-
duced robustness targets (e.g. low failure probabilities, limited penalty or warranty costs)
shall guarantee that the product variability remains within specified limits so that hid-
den costs at the manufacturer’s side, arising from legal penalties, end-user dissatisfaction,
high warranty payments, or even vehicle call backs for instance, can be largely prevented.
The transition to a higher quality standard is usually an expensive measure that needs to
be balanced with all associated benefits for the manufacturer regarding the product’s life
cycle. Geissdörfer [2009] partitions the life cycle of a product into six stages reaching from
the very first beginnings of the development stage to the point in time, when the product
is eventually removed from the market. Figure 2.1 gives an overview of these stages and
its associated costs drivers. Under the assumption of fixed profit margins the Life Cycle
Costs (LCCs) of the manufacturer directly determine the TCO of an end-user product
considered. As outlined by Geissdörfer [2009], the economic literature interchangeably
uses the terms Life Cycle Costing (LCC) and TCO to describe these lifetime-related
costs for both, the manufacturer and the end-user. This is, because TCO incorporates
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Figure 2.1: Total Costs of Ownership \\ Life Cycle Costing

the LCCs as acquisition costs. In this thesis the term TCO, and not LCC, is used to
describe all costs of a product’s life cycle. For Ellram [1995] TCO is a philosophy which
is aimed at understanding the true costs of a particular product. Especially, in the word
’true’, Götze and Weber [2008] recognize a reflection of the endeavor to completely assess
all TCO. They infer that TCO denote more than a simple quantity, but an objective
function to be minimized. After Ehrlenspiel et al. [2014] and Zehbold [1996], the variable
part of TCO is thereby determined mainly by the quality provided by the manufacturer
during the first stages of the product’s life cycle. This statement is clearly illustrated by
figure 2.2, originating these sources. Although the first phase, market research & product
concept, amounts only small portion of the overall TCO incurred, it includes about 2/3 of
the TCO determining factors. Moreover, the development and production stage include
already more than 95% of the TCO determining factors. Hence, minimizing TCO can be
almost entirely seen as a manufacturer’s responsibility, and the provided quality during
the development stage as the key figure to be manipulated. Consequently, the manufac-
turer should spend as much effort as technically feasible on the development stage. An
automotive consulting firm may serve here as an engineering partner, advising its cus-
tomers on optimally solving the central TCO optimization problem, captured in figure 2.3.
There, the central task is to find a feasible quality standard or product specification that
minimizes the TCO under the requirements given and the robustness targets set. Before
investigating on how TCO response on a particular quality standard, it is worth to spend
some lines on the quality management, covering all organizational measures intended to
improve and assure quality standards at the manufacturer’s side.
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Figure 2.2: Determination of TCO

Figure 2.3: Minimization of TCO

2.1.1 Quality Improvement

Pindyck and Rubinfeld [2003] outline that a certain demand on the market is generally
satisfied by several manufacturers. Basically, the manufacturers and end-users need to
accept the existent acquisition prices on the market for the products offered. As described
by Rinne and Mittag [1995], higher market shares are in the end the only possibility to
achieve higher revenues for the manufacturer. If two comparable products have the same
acquisition costs, it is expected that end-users tend to buy the more familiar product on
the market. Hence, unless a manufacturer maintains a monopoly position, improving the
quality standard is desirable, as it helps to increase the market shares and the company
image in the mid-term. Moreover, a higher quality standard prevents the manufacturer
from hidden costs that may arise due to unexpected product failures.
Dr. W. Edwards Deming (1900-1993) proposed to improve and assure quality by contin-
uously going through the four stages of the Plan-Do-Check -Act (PDCA) cycle.

• Plan. The product to be manufactured needs to be planned before its serial pro-
duction. This concerns the recognition of the current state and finding room for
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improvements. The establishment of objectives in accordance with the deliverables
allows the comparison between expected and achieved performance.

• Do. The product is manufactured by implementing the plan. Response variables
are determined and corresponding data is collected in this phase.

• Check. Compare the actual results with the expected results that have been made
during the planning phase. The deviation between actual and expected values needs
to be assessed and converted into information.

• Act. Identify the root causes for the differences between actual and expected results,
and either decrease or eliminate the deviations by corrective actions. The acquired
knowledge can be applied in the next iteration during the planning phase.

As presented in figure 2.4, the successive iteration through the PDCA cycle shall improve
the quality standard of a product. The PCDA cycle has its origin by a lecture of Deming

Figure 2.4: The Plan-Do-Check-Act Cycle
Figure 2.5: Balance between TCO and
Quality

in Japan in 1950. His ideas found broad acceptance among the re-emerging Japanese
companies after World War II. With Deming’s approach these companies have been able
to achieve high quality standards of Japanese products in the last century. Today, all
modern quality management systems, just as robustness investigations, have their roots
in the PDCA cycle.
The improvement of quality is usually an expensive measure, whose benefits are above all
not directly noticeable for the manufacturer. Nevertheless, Timischl [1995] estimates the
costs necessary to achieve a higher quality standard much lower than the hidden costs
that would appear during the production and usage without the improvement measure.
Yet, the achievement of ”perfect quality” as such is not a desirable goal for the manufac-
turer. As described by Dong et al. [1994], the more the quality standard is improved, the
higher become the ”quality costs” and the lower become the benefits in terms of hidden
costs. Finally, there exists a point where quality costs overshoot the savings in terms
of hidden costs, as illustrated in figure 2.5. That quality standard may be denoted as
”over-engineered” system. While over-engineered systems are generally accepted in prac-
tice, the counterpart, that is an ”under-engineered” system has to be avoided at all costs.
Dobler et al. [2003] believe that achieving a balance between quality and hidden costs is
the true challenge that must be overcome to minimize TCO. And, in fact, quality costs
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can be appraised by the OEM in the development stage, while the associated hidden costs
are often unknown.
Today, quality management is playing such an important role that large-scale customers
urge manufacturers heavily to certify their quality management systems by independent
service companies. In the automotive industry the certification of all measures, which
assure quality, is mandatory. Beside service companies as the American Society for
Quality (ASQ)2 or the European Organization for Quality (EOQ)3 the most notable is
the International Organization for Standardization (ISO)4, with headquarters in Geneva,
Switzerland.

2.1.2 Quality Assurance

Improving quality requires the continuous assurance of quality standards already achieved.
Quality assurance refers to all activities that ensure the compliance of existent require-
ments. Due to company-internal peculiarities, quality assurance measures have been
significantly differed from one to the other company. In 1987, the International Organi-
zation for Standardization introduced the norm series ISO 9000 that established the first
standardization in quality management. ISO 9000 defines, provides and explains effective
quality assurance measures that prevent from defective products and poor service perfor-
mance.
The code numbers ISO 9001 and ISO 16949 are essential for the automotive industry.
ISO 9001 includes a multiplicity of minimum guidelines, whereof all concern the quality
management and are a manual on how products satisfy the requirements of end-users at
best. ISO 16949 is part of the ISO 9001 family, which regulates the development, the
production, the assembly and all kind of services in the automotive industry.
It is the increasing complexity of the offered products on the market that cause quality
assurance procedures to rise continuously in costs and time, making the supervision of
quality during the production chain no longer sustainable. Especially in the automo-
tive industry, ISO has become an inevitable standard that sustains competitiveness of
manufacturers and service providers all over the globe. Today, ISO is the market leader
in terms of quality assurance and the world’s largest developer of international quality
management standards.

2.2 Production and Lifetime-Oriented Development

ISO provides also a generally accepted definition of quality. After ISO 9000:2005 quality
refers to the degree to which a set of inherent characteristics fulfills requirements (cf. table
2.1). While AVL has been supporting its customers in achieving quality related require-
ments by concept or by feasibility studies for years, lately the AVL support also copes
with robustness investigations, giving the possibility to better assess the overall TCO.
Nevertheless, the proposals given have been often based on expert knowledge. Therefore,

2www.asq.org
3www.eoq.org
4www.iso.org

http://www.asq.org
http://www.eoq.org
http://www.iso.org
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an unprecedented solution of the central TCO minimization task in figure 2.3 requires the
ability to quantitatively assess a quality standard in terms of requirements and hidden
costs.
The TCO correspond to a function in quality that is provided by the manufacturer at
the development stage (cf. figure 2.2). Two objectives have to be met in order to find
an optimal quality standard in terms of the central TCO minimization task. On the one
hand, the relationship between a quality standard provided and the hidden portion of the
TCO involved, such as vehicle call-backs, warranty services or legal penalties, have to be
revealed. On the other hand, the compliance of the quality standard provided needs to
be measurable in terms of the requirements of table 2.1. The explanations of section 2.1
make clear that TCO is mainly determined by controllable factors set in the development
stage (cf. figure 2.2). Eventually, the uncontrollable factors of the production and usage
stage determine the actual amount of TCO, and they put an implemented quality stan-
dard to the test under the requirements given. The task of making the correct decisions
regarding controllable factors that are assessed in terms of uncontrollable factors gives
rise to the Robust Parameter Design (RPD) approach, firstly developed by the Japanese
engineer Genichi Taguchi (cf. Taguchi and Wu [1980] and Taguchi [1987]).
As Montgomery [2013] writes, the RPD is an approach to product realization activities
that focuses on correctly setting controllable factors of a process (or system) to achieve
two objectives: (1) to ensure that the mean of the output response is at a desired target,
and (2) to ensure that the variability around this target value (caused by uncontrollable
factors) is as small as possible. Figure 2.6 illustrates the RPD approach. The process

Figure 2.6: Robust Parameter Design

basically denotes a combination of resources, like methods, machines or human work,
transforming an input into an output. With regard to the automotive industry, the input
usually denotes an operable system, such as a complete vehicle, a stand-alone engine or
on an Exhaust Aftertreatment System (EAS). In this thesis it denotes for simplicity an
engine environment consisting of the engine, the EAS, the Engine Control Unit (ECU)
as well as all actuators and sensors required by the ECU. Thus, the process can be con-
sidered here as the experimental procedure, where the engine environment is exposed to
particular settings of the controllable and uncontrollable factors. The controllable factors
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are the variable parameters of a quality standard that is to be realized for the objective
engine environment. As the name suggests, controllable factors can be specifically set.
Subsequently, we refer to them as open system parameters. Montgomery [2013] defines
the uncontrollable factors as parameters that define manufacturing tolerances (e.g. di-
mensions of catalysts), different usage behavior (e.g. usage profile: 40% city driving, 50%
highway driving, 10% rural driving) and various environmental conditions (e.g. ambient
temperature, pressure and humidity). Uncontrollable factors are of stochastic nature and
are linked to probability distributions evidently. The output refers to one or multiple
data recording channels, referred to as response variables. The response variables could
be the consumption of operating fluids, all kinds of emissions, or the durability of indi-
vidual engine components. Consequently, the response variables allow to meet the two
objectives for the central TCO minimization task, as the hidden portion of TCO and the
compliance with general requirements becomes assessable.
Summing up, resolving the central TCO minimization task requires including the uncon-
trollable factors of the production and lifetime usage into the development process of a
vehicle. Particularly for the automotive industry, we denote this development approach
as the production and lifetime-oriented development. This denomination substantiates
the joint consideration of the development and usage stage respectively. A sketch of the
new approach is given by figure 2.7. On the one side, there are the factors of the de-

Figure 2.7: Production and Lifetime-Oriented Development

velopment stage. They consist of all open system parameters and a specification table
for manufacturing tolerances. Parameters regarding the environmental conditions and
usage behavior review the investigated quality standard. They refer to the usage stage,
positioned on the opposite side. Based on the RPD approach, a remarkable extension
of the new development approach is that manufacturing tolerances are passively control-
lable (nevertheless stochastic factors) by open system parameters. This is because the
OEM can generally specify the tolerance limits of the obstructed vehicle components by
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a change of the production quality, a transition to another hardware strategy, or a switch
of the suppliers. Although the development and usage stage are considered at once, an
independent treatment of both stages shall be assumed. While ambient temperature may
depend on ambient humidity, and manufacturing tolerances on open system parameters,
the factors of the usage stage are assumed to be independent of the factors of the devel-
opment stage.
Launching the production and lifetime-oriented development process with a real engine
environment proves to be not feasible in practice. This is because the investigated fac-
tor combinations must achieve a representative image of the stochastic factors included.
In other words, the investigated quality standards need to be completely assessed under
the variability of production and lifetime usage. The representative coverage becomes,
in fact, the more challenging, the more stochastic factors are included. Moreover, the
representation of a manufacturing specification table is almost not feasible with a real en-
gine environment. The engine would have to be completely reassembled with differently
specified components for each factor combination considered. Although this drawback
does not necessarily apply to open system parameters, environmental conditions and us-
age behavior (they can be fairly precisely simulated on a test bed), the time and financial
effort for the experimental setup and subsequent tests would be disproportionally high.
Here, AVL overcomes these problems by the semi-physical simulation tool MoBEOTM,
capable of accurately predicting all kind of processes taking place inside the engine envi-
ronment. MoBEO provides the outstanding advantage that different factor combinations
concerning the development and usage stage are easily implemented and simulated faster
than real time.

2.3 Model-Based Development

Since 2008, AVL has been developing the MATLABTM SimulinkTM based simulation tool
MoBEO (cf. Schüßler et al. [2008]). MoBEO, which stands for Model Based Engine
Optimization, is a model-based development approach to powertrain modeling that cov-
ers transient thermodynamics and tail pipe emissions.
The semi-physical tool MoBEO combines fast calculating empirical models with physical
components in order to increase the range of application. Moreover, the associated real
time capable engine and EAS simulations support the whole development process of a
vehicle in the fields of design, engine control software development and calibration. The
prediction accuracy of MoBEO generally ranges from approximately 3% for fuel consump-
tion, over 10K (20K) for temperatures at the intake side (at the exhaust side) to 15%
for tailpipe emissions. The high prediction accuracy provides the advantage to switch
from real to virtual engine and exhaust aftertreatment testing. There, different hard-
ware and software concepts can be investigated under specified stationary mappings or
time-resolved input traces. In general, these input traces are given by operational points,
consisting of engine speed, engine torque and environmental conditions. If a stand-alone
exhaust aftertreatment system is simulated on its own, the required simulation input
corresponds to a mapping or time series of temperatures, pressures, mass flows and gas
compositions. MoBEO also allows the application of aging models so that engine de-
terioration and exhaust aftertreatment performance losses can be simulated. For all its
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advantages, MoBEO is a suitable tool to conduct the introduced production and lifetime-
oriented development process.
MoBEO typically provides a model engine environment, which consists of four main in-
teracting layers that are connected by data buses. One layer contains all sensors, another
all actuators, another the combustion engine and the EAS components and another the
Engine Control Unit (ECU). These layers again consist of sublayers, modeling hardware
components or special ECU controls. The most accurate model prediction of response
variables demands for setting all variable model parameters in an optimal way. As high-
lighted by figure 2.8, the real engine environment can be either simulated by the Hardware
in the Loop (HiL) or the Model in the Loop (MiL) approach. With regard to the HiL

Figure 2.8: Model-Based Engine Optimization

approach, a real ECU is linked to the model environment, making allowance for ECU
software as well as data set validation or precalibration of all ECU functions. The most
realistic ECU behavior is achieved, if real actuators, like valves or injectors, are addi-
tionally installed. The HiL simulator has, however, the drawback that simulations are
not faster-than-real-time. Furthermore, the open system parameters may concern the
installed hardware so that expensive multiple implementation effort might be necessary.
This specific drawback of the HiL approach can be resolved by the MiL approach. The
MiL approach provides a software ECU and virtual actuators, which enable faster-than-
real-time simulations on the one hand, and the possibility of easily modifying actuators
and ECU on the other hand. Indeed, the consideration of a few basic ECU functions
proves often to be sufficient so that the calibration effort necessary remains within a rea-
sonable time frame.
The semi-physical simulation tool MoBEO exemplarily overcomes the problems that re-
late to the conduction of the introduced production and lifetime-oriented process with
a real engine environment. As outlined in this section, MoBEO can cheaply, accurately
and quickly investigate arbitrary factor combinations. Although MoBEO is an integral
part for transforming quality standards in observations of relevant response variables,
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simulation time and costs are usually limited. In general, a representative consideration
of the stochastic factors is however not ensured. Thus, the variability of the production
and lifetime usage has to be reflected by a limited number of experiments. Once this
is accomplished, it follows from the RPD approach that the associated observations are
representative for the distributions of the response variables.
The problem of inferencing from a limited number of experiments on probability distri-
butions directly refers to the field of statistics. Indeed, statistical tools allow generating
random variates of these distributions, if and only if the assumptions of the stochastic
factors are adequately fulfilled and efficiently as well as accurately processed. It is the
central target of this thesis to achieve these requirements and to generate samples of the
required probability distributions. Achieving this target means in detail addressing the
following four work items.

1. Probabilistic Modeling & Implementation,

2. Design of Experiments,

3. Lifetime Simulations,

4. Metamodeling Approaches and Monte Carlo (MC) Simulations.

As illustrated by figure 2.9, these items are the basis of a production and lifetime-oriented
development process that is technically feasible. Each of the listed work items will be
discussed in the subsequent chapters of this thesis. Chapter 3 focuses on the careful
probabilistic modeling of the stochastic factors. The corresponding implementation of
these factors into MoBEO is discussed in that chapter too. The second item, ”Design of
Experiments”, is explained in chapter 4. Strategies on how to optimally generate factor
combinations are presented there. Chapter 5 gives rise to the simulation procedure, con-
ducted with MoBEO, and provides a methodology for considering one or multiple aging
states. Chapter 6 presents state-of-the-art regression model approaches that can establish
a functional relationship between the factors involved and response variables considered.
These models are capable of predicting several thousand of factor combinations within
seconds. The application of MC simulation procedures yields observations that are repre-
sentative for the distributions of the response variables. Chapter 7 concludes this thesis
with a case study, where the distributions found are converted into quantitative state-
ments regarding the given requirements and in terms of hidden costs.
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Chapter 3

Probabilistic Modeling and
Implementation

The introduced production and lifetime-oriented development process is intended to eval-
uate quality standards in terms of the variability of production and lifetime usage. This
characteristic lays the exclusive foundation for determining a solution of the central min-
imization task regarding TCO. Although the simulation of different factor combinations
is overcome with the semi-physical simulation tool MoBEO, the production and lifetime
usage cannot be simulated in a representative manner. This means that the simulation
capacity of MoBEO is generally not sufficient to represent the distributions of the stochas-
tic factors included. Before facing the problem of a representative coverage, it is however
important to clarify how these distributions are derived, modeled and implemented into
the process. On this account, section 3.1 firstly deals with the factors of the development
stage. Especially, the probabilistic treatment of manufacturing tolerances is discussed in
the relating subsections. In contrast, section 3.2 copes with the stochastic factors of the
usage stage. The final section 3.3 of this chapter defines the feature space, that is the set
of all factor combinations.

3.1 Modeling and Implementing the Development

Stage

Usually, the development stage is the period where automotive consulting firms support
the OEMs in terms of quality-related decisions. The semi-physical simulation tool MoBEO
shall serve here as a virtual test-bed, where the factors regarding the development stage,
that are open system parameters and manufacturing tolerances, shall be varied and simu-
lated. Before starting the first simulation, it has to be clarified which engine environment
is the natural starting point, and what deviation measures are realistic.
The investigated factors basically refer to discrete or continuous features. On the one
hand, discrete features can only take finitely many values or levels, and they do not nec-
essarily need to be numeric (cf. Fahrmeir et al. [2010]). The substrate material of an EAS
monolith or different control strategies concerning the air path relate to discrete features
for example. Their factor levels are commonly referred as to {”0”,”1”,”2”,”3”, . . .}, es-

15
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pecially when more than three factor levels are considered (cf. Montgomery [2013]). On
the other hand, continuous features can realize on infinite possible values. The sensor
position on a pipe, the volume of a catalyst or calibration parameters set in the ECU
are typical examples for continuous features. In contrast to discrete features, which are
exclusively modeled by qualitative factors, continuous features can be considered by both
qualitative and quantitative factors. In case of a qualitative consideration, the levels
are often denoted by {” − ”,” + ”}. When there is also a center value available, one uses
{” − 1”,”0”,” + 1”} too. The consideration of quantitative factors is especially practicable
for computer experiments, where arbitrary values can be easily implemented between the
interval [−1,+1].
In the introduced production and lifetime-oriented development process all involved fea-
tures can be assumed as random variables. As a consequence of the underlying RPD
approach, the observed response variables, which refer to discrete or continuous features
(e.g. fuel consumption, the light up of the Malfunction Indicator Light (MIL), etc.),
denote random variables Y1 ∼ FY1 , Y2 ∼ FY2 , . . . , Yr ∼ FYr . Given that open system pa-
rameters are independent and not subject to any company internal preferences, they can
be assumed for reasons of consistency as independent uniformly distributed random vari-
ables. These are considered by discrete or continuous features U1, . . . , Uk̃. It follows from
the RPD approach that the associated realizations u1, . . . , uk̃ determine the mean values
µYs of the considered response variables for s = 1, . . . , r. The variability of the response
variables is determined by the factors regarding manufacturing tolerances. In the auto-
motive industry, manufacturing tolerances refer frequently to continuous features, just as
the cell densities or volumes of catalysts. In this thesis, factors regarding manufacturing
tolerances denote continuous random variables X1, . . . ,Xǩ, which transmit their variabil-
ity on the response variables. Making statements on how Y1, . . . , Yr respond to different
combinations of development decisions and manufacturing tolerances requires appropriate
data to be gathered.
The steady implementation and simulation of the development stage is overcome by the
simulation tool MoBEO. Open system parameters and manufacturing tolerances are im-
plemented by altering the existing layers, their interaction, the included functions or the
parameters loaded. Basically, it can be said that the consideration of a discrete random
variable Uj̃, which represents different boost pressure concepts for example, comes along
with more modification effort, because layers, wiring, functions and parameters need to
be simultaneously modified. The implementation of a continuous random variable Uj̃ is
realized, in contrast, by parameters only. Because of the higher implementation effort in
terms of discrete random variables, the number of continuous random variables consid-
ered is usually larger. Especially, the careful probabilistic handling and implementation
of manufacturing tolerances plays a central role for implementing the development stage.
This is because the number of considerable manufacturing tolerances ǩ far exceeds the
number of simultaneously considered open system parameters k̃. Additionally, the distri-
bution structure regarding manufacturing tolerances is more complex. While U1, . . . , Uk̃
are considered as independent uniformly distributed random variables, X1, . . . ,Xǩ are
not necessarily independent random variables and may follow other than uniform distri-
butions, as described by the Statistical Process Control (SPC).
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3.1.1 Statistical Process Control

The SPC is regulated by ISO and origins the Six Sigma1 approach, firstly published by
Motorola in the mid 80s. SPC provides the probabilistic background for manufacturing
tolerances. According to Fischer [2011] the manufacturing tolerance of a produced com-
ponent is determined by physical quantities aiming hardware related features that deviate
from their nominal design values. These features are subject, as applicable, to deviations
of the form, size, orientation or location.
The actual causes of manufacturing tolerances are versatile. Hochmuth et al. [2007] clas-
sifies all causes according to the four M’s, given by Material, Machine, Method, Men. Raw
material used for manufacturing is not completely identical. Different winning processes,
impurities of the resources and transit under different conditions cause a natural devia-
tion of the quality. Regular wear and tear of the construction unit makes the permanent
output of identical products impossible too. Beside the fact that production methods
may differ from one to another factory, also outer reasons do sometimes force engineers
to instantly change scheduled production processes. The list is completed with the incon-
stancy of human labor, which has a substantial impact on almost all production processes
worldwide. The exhibition and adherence of manufacturing tolerances can be seen as a
major pillar of the engineer’s responsibility.
Manufacturing tolerances are controlled for two important reasons. At first, development
procedures, conducted on a little number of prototypes, should remain valid and appli-
cable for the whole subsequent production series. The second reason is that components,
obstructed inside the powertrain, must not significantly endanger its performance and
need to get easily exchanged in a fault event (cf. Dobler et al. [2003]). At the beginnings
of quality assurance, quality of individual features was simply ensured by monitoring all
produced components. If any key features did not correspond to the expectations made,
the relating components were sorted out before delivery. Eventually in the 1930s, She-
wart [1939] proposed statistical sampling and assessment methods in order to intervene
defective processes. SPC, as regulated by ISO 11462:2001, combines all statistical sam-
pling methods to prevent from unacceptable manufacturing tolerances during production.
Moreover, it provides all measures to monitor, evaluate and adjust running processes. The
basic principle of SPC is the statistical inference to the whole product series on the basis
of random samples that need to be drawn out of the production line. As Montgomery
[2013] says, ”a random sample is a sample that has been selected from the population in
such a way that every possible sample has an equal probability of being selected”. Depen-
dent on the scale of the monitored feature, counting methods or measuring methods are
applied to make these statistical assessments. ISO 2859:2006 and ISO 3951:2013 provide
detailed information concerning counting methods and measuring methods, respectively.
Unless the monitored feature is not qualitative, measuring methods are usually preferred
to counting methods, because they contain more information.
Assuming that all features observed are quantitative, manufacturing tolerances refer to the
continuous random variables X1, . . . ,Xǩ, whose realizations x1, . . . , xǩ describe to which
extend nominal design values m1, . . . ,mǩ have been met. Measuring methods assume
that the influence of the four M-causes balances on average for each monitored feature

1cf. Rinne and Mittag [1995], Timischl [1995], Brussee [2012] or George et al. [2004]
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Xǰ (cf. Mischke [1980]). It is moreover assumed that extensive deviations from nominal
values result of unusual production incidents. This concept corresponds to a well known
mathematical statement, the so called Central Limit Theorem (CLT) (cf. Fahrmeir et
al. [2010]). Thus, measuring methods assume all features to be independent random
variables that are subject to the normal distribution. This is formally expressed by the

notation Xǰ ∼ N (µǰ, σ2
ǰ
) for ǰ = 1, . . . , ǩ. Although the bell-shaped density of the normal

distribution is probably well known, the functional form should be reminded at this point.

Definition 3.1. (Density of the Normal Distribution)

Let X ∼ N(µ,σ2) be a normally distributed random variable. Then, the probability density
function (pdf) of X corresponds to

f(x ∣µ,σ2) = 1√
2πσ2

⋅ exp(−(x − µ)
2

2σ2
) (3.1)

where
x ∈ R,E(X) = µ and VAR(X) = σ2 > 0.

As apparent from the definition above, the support of the normal distribution’s den-
sity is the complete closed real number scale, which theoretically allows arbitrarily large
deviations from a given nominal design value. It seems intuitively clear that there must
exist tolerance limits that ensure the capability of the components produced. Here, SPC
defines production capability by the tolerance interval T = [LSL,USL], wherein a mon-
itored feature X must realize with a minimum amount of probability. Thereby, LSL
denotes the Lower Specification Limit, and USL denotes the Upper Specification Limit
of feature X.

Definition 3.2. (Process Capability)

In the automotive industry, a production process is usually denoted as capable, if the
monitored features Xǰ ∼ N(µǰ, σǰ) exhibit mean values µǰ that correspond approximately
to the nominal values mǰ, and if the process capability value

Cpǰ =
USLǰ −LSLǰ

6 ⋅ σǰ
with −∞ ≤ LSLǰ < µǰ < USLǰ ≤∞ (3.2)

exceeds 4/3 for all ǰ = 1, . . . , ǩ. In other words, a production process is capable, if

∀ǰ ∶ LSLǰ
!
≤ µǰ − 4 ⋅ σǰ and USLǰ

!
≥ µǰ + 4 ⋅ σǰ and µǰ ≈mǰ. (3.3)

The normal distribution N(µ,σ2) possesses 99.994% probability mass below the 8σ-
tolerance interval T = [µ − 4 ⋅ σ,µ + 4 ⋅ σ]. This means that less than 7 of 100.000 produced
components are defective with regard to every monitored feature Xǰ (cf. 1st distribution
in figure 3.1). If one feature Xǰ is exclusively monitored for a produced component, the
associated distribution is said to completely describe the underlying production process.
According to Timischl [1995], SPC distinguishes two different causes for unsatisfactory
production quality. These are incapable and off-center processes.
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Definition 3.3. (Incapable Production Process)

An incapable process provides at least a feature Xǰ that exhibits a process variance σ2
ǰ

that

is too large compared with the outlined specification limits (cf. 2nd distribution in figure
3.1). Hence,

∃ǰ ∶ LSLǰ > µǰ − 4 ⋅ σǰ and USLǰ < µǰ + 4 ⋅ σǰ. (3.4)

Natural wear and tear of the construction unit may cause one or more µǰ to drift away
from mǰ towards one of the corresponding specification limits.

Definition 3.4. (Off-Center Production Process)

An off-center process is characterized by at least one process mean that is too far away
from the corresponding nominal value (cf. 3rd distribution in figure 3.1), i.e.

∃ǰ ∶ (LSLǰ > µǰ − 4 ⋅ σǰ or USLǰ < µǰ + 4 ⋅ σǰ) and µǰ /≈mǰ. (3.5)

Figure 3.1: Process Capability

Drifting of the process mean is not considered by the process capability value. In
general, features Xǰ need to be considered by a more deterministic process capability
value Cpκǰ .

Definition 3.5. (Capable Production Process Considering Process Drifting)

A production process is denoted as capable and safe from process drifting, if the process
capability values satisfy

∀ǰ ∶ Cpκǰ = Cpǰ ⋅ (1 − κǰ) where κǰ =
∣mǰ − µǰ ∣
Tǰ/2

≤ 1. (3.6)

This process capability value additionally considers, beside the process variance, the
process mean µǰ within the tolerance interval Tǰ. Given that the process mean µǰ of Xǰ
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corresponds to the nominal value µǰ (i.e. µǰ = mǰ), κǰ = 0 and Cpǰ = Cpκǰ is implied. For
all other cases, the Cpκǰ -value is more restrictive than the Cpǰ -value so that Cpκǰ ≤ Cpǰ
follows for all ǰ. Process drifts of µǰ from mǰ up to 2σǰ away are assumed to be realistic
in engineering (i.e. ∣mǰ − µǰ ∣ ≥ 2 ⋅ σǰ). If the outlined specification limits of a feature Xǰ

span at least the tolerance interval Tǰ = [µǰ − 6 ⋅ σǰ, µǰ + 6 ⋅ σǰ], it follows that

Cpκǰ = Cpǰ ⋅ (1 − κǰ) =
Tǰ

6 ⋅ σ
⋅ (1 −

∣mǰ − µǰ ∣
Tǰ/2

) ≥
12 ⋅ σǰ
6 ⋅ σǰ

⋅ (1 −
2 ⋅ σǰ
6 ⋅ σǰ

) = 2 ⋅ 2

3
= 4/3. (3.7)

Cpκǰ ≥ 4/3 implies that approximately 99.9999998% of feature Xǰ realizes in Tǰ (cf. figure
3.2). Consequently, a process is capable and safe from process drifting, when it is outlined
by a 12σ-tolerance interval. Although the 12σ-tolerance interval is the basis of Six Sigma
strategies, the fulfillment of Cpκ = 4/3 is rather of theoretical concern (cf. Toutenburg and
Knöfel [2008]). In the context of this work, process capability will be assumed without
process drifting and with a capability-process-value that equals Cp = 4/3 for all normally
distributed features. Consequently, unless specified differently, available tolerance speci-
fication limits can be assumed to span 8σ-tolerance intervals.

Most commonly, manufacturing tolerances in terms of a feature Xǰ are outlined by

Figure 3.2: 12σ: Off-Center Processes Figure 3.3: Densities of Different Beta Dis-
tributions

the specification limits LSLǰ and USLǰ only. In fact, it is the distribution of Xǰ that
completely describes the issue of manufacturing tolerances. If no further distribution in-
formation is supplied and both provided limits have (approximately) the same distance
from the nominal design value mǰ, the application of the normal distribution is sug-
gested. Assuming process capability, the parameters µǰ and σ2

ǰ
of the normal distribution

are consequently determined by

µǰ =mǰ and σ2
ǰ
= (

USLǰ −LSLǰ
8

)
2

. (3.8)

Although SPC is strongly linked to the normal distribution, monitored features do some-
times realize in a uniform or skewed manner. Furthermore, manufacturers may still mon-
itor the whole production and sort out defective components. For that reason, features
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Xǰ shall be generally allowed to follow other than normal distributions. This shall be
emphasized by the notation Xǰ ∼ FXǰ (or Xǰ ∼ Fǰ) in this thesis. The uniform distri-
bution, for example, seems a good choice for all features that realize uniformly within
their specification limits. The Lognormal distribution, the chi-squared distribution or the
Beta distribution cope among others with skewed deviation behavior. Especially, the
Beta distribution provides useful properties in the context of manufacturing tolerances,
as highlighted by Lin et al. [1997]. Various density shapes can be achieved by setting only
two parameters α and β. The Beta distribution also eliminates the explicit need of the
uniform distribution with parameters α = 1 and β = 1. Moreover, the Beta distribution is
able to represent the normal distribution over a finite interval, making allowance for sort
out procedures in the forefront of the delivery. The various shapes of different pdfs of
possible Beta distributions are illustrated in figure 3.3. The pdf of the Beta distribution
is usually defined over the unit interval [0,1] as follows (cf. Hahn and Shapiro [1967]),

Definition 3.6. (Density of the Beta Distribution)

Let X ∼ Beta(α,β) denote a Beta distributed random variable. Then, the pdf of X is
given by

f(x ∣α,β) = x
α−1 (1 − x)β−1

B(α,β)
, (3.9)

where
0 ≤ x ≤ 1 and α,β > 0.

The denominator B(α,β) =
1

∫
0

tα−1 (1 − t)β−1dt denotes the complete Beta function.

In principle, the definition of the Beta distribution can be generalized to an arbitrary
interval [a, b] ⊂ R (cf. Casella and Berger [2006]). However, as alluded in subsection 4.1.1
the standardization, for example to the domain [0,1], is often a meaningful preparatory
action before starting with a statistical evaluation of several features.
Applying the Beta distribution requires generalizing the definition of process capability.
Before that, the cumulative distribution function and the theoretical quantile function
must be defined.

Definition 3.7. (Cumulative Distribution Function)
The cumulative distribution function (cdf) of a continuous random variable X ∼ F is
defined by

F (x) ∶= P (X ≤ x) =
x

∫
−∞

f(x)dx, for x ∈ R,

where f denotes pdf of distribution F .

Thus, F (x) denotes the probability that the realization of a random variable X is less
or equal than the value x ∈ R (i.e. F (x) = P (X ≤ x)). In contrast, the theoretical quantile
function is the inverse of the cdf.

Definition 3.8. (Theoretical Quantile Function)
The theoretical quantile function regarding a random variable X ∼ F is defined by
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q(p) = F −1(x) ∶= inf {x ∈ R ∣F (x) ≥ p} for 0 ≤ p ≤ 1.

The theoretical quantile qp ∶= q(p) represents a border that splits all possible realization
values of random variable X into two classes. If X ∼ F , then (100 ⋅ p)% of all realizations
of X can be expected to be smaller or equal than qp. Accordingly, in (100 ⋅ (1 − p))%
of all cases the realizations can be expected to be larger or equal than qp. With regard
to a normally distributed random variable, that is a feature X ∼ N(µ,σ2), it is assumed
that the process mean µ corresponds approximately to the nominal value m. For skewed
distributions with heavy tails, it is more robust to design the production process such that
the process median corresponds to the nominal value. The median of a random variable
X, which refers to q0.5, ensures that the nominal value is in the center of all realizations.
The alignment of the process median with the nominal value is consistent with the normal
distribution, where µ = q0.5 holds. A closed form of the median does not exist for the Beta
distribution, as provided by definition 3.6. Nevertheless, the median of a Beta distributed
random variable X can be approximated by the distribution parameters α and β in the
following way (cf. Kerman [2011]).

q0.5 ≈
α − 1

3

α + β − 2
3

for α,β > 0. (3.10)

The definition of a capable production process, as provided by Definition 3.2, shall be
generalized by the aid of theoretical quantiles.

Definition 3.9. (Generalized Process Capability)

A production process is generally denoted as capable, if all monitored features are random
variables Xǰ ∼ Fǰ complying with

∀ǰ ∶ LSLǰ
!
≤ qǰ0.00003

and USLǰ
!
≥ qǰ0.99997

and qǰ0.5 ≈mǰ. (3.11)

Thus, the tolerance intervals of all monitored features have to possess at least 99.994%
of the realized values. If Fǰ ≡ N(µǰ, σ2

ǰ
) holds for all ǰ, definition 3.9 corresponds to def-

inition 3.2. Provided that only the specification limits LSLǰ and USLǰ of a feature Xǰ

are given, the Beta distribution is proposed when one of the limits is further away from
the nominal value than the other. The methodology on how to determine the parameters
αǰ and βǰ of the Beta distribution, when the production process of Xǰ is barely capable,
that is LSLǰ = qǰ0.00003

and USLǰ = qǰ0.99997
, is shown in subsection 3.1.3 by example 3.6.

Manufacturing tolerances concerning a feature Xǰ ∼ Fǰ are commonly outlined by a tol-
erance interval Tǰ = [LSLǰ, USLǰ]. While the spanning specification limits are frequently
given, information about the process capability or the distribution Fǰ is rarely available.
This gap of knowledge concerning the unknown distribution Fǰ is likely bridged by the
normal distribution for two reasons. At first, the assumption of the normal distribution
often turns out to be adequate because of the CLT. In addition to that, even if skewed
features are apparently indicated, the normal distribution is consciously accepted by many
engineers. This is because of the methodical advantages of the normal distribution, given
by invariance to convolution, ”easy to have” parameter estimators, universal accepta-
tion and broad application in engineering tasks. In spite of the methodical advantages
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of the normal distribution, the accurate modeling of existent manufacturing tolerances
shall be emphasized in this thesis. Consequently, the versatile Beta distribution shall
be applied, if skewed data is clearly indicated. Independent of the chosen distribution
type, it is suggested to assume barely capable production processes, specifically given by
LSLǰ = qǰ0.00003

and USLǰ = qǰ0.99997
for all ǰ. Thus, the monitored feature Xǰ realizes

between LSLǰ and USLǰ in approximately 99.994% of all cases. Simulating manufac-
turing tolerances requires continuously accessing and modifying the right parameters in
MoBEO. Yet, it needs to be clarified whether or not MoBEO is capable of processing a
given manufacturing tolerance information by its parameters.

3.1.2 Processing Manufacturing Tolerances

In theory, manufacturing tolerances refer to hardware features Xǰ (ǰ = 1, . . . , ǩ) that are
subject to distributions Fǰ. Still, manufacturing tolerances are usually outlined by a
nominal design value mǰ and specification limits LSLǰ as well as USLǰ. As outlined in
subsection 3.1.1, Fǰ can be obtained by assuming a bare process capability so that the
available values correspond to the theoretical quantiles mǰ = qǰ0.5 , LSLǰ = qǰ0.00003

and
USLǰ = qǰ0.99997

. Simulating manufacturing tolerances of Xǰ ∼ Fǰ requires accessing and
modifying the right parameters in MoBEO. If available manufacturing tolerances are not
processable by parameters, it is required to either transform the available information
or gather new manufacturing tolerance information that is processable. It is the semi-
physical structure of MoBEO that makes a careful processing of available manufacturing
tolerance information necessary.
The semi-physical structure of MoBEO in part permits accessing hardware features of
the engine environment by parameters. This is, for example, the case for the geometry
of individual EAS components, where a monolith diameter or length is processed in a
physical way. Given that Xǰ ∼ Fǰ denotes a processable hardware feature, manufacturing
tolerances of Xǰ can be simulated by setting the corresponding MoBEO parameter on
realization values xǰ in the forefront of the simulation. Regarding the diameter of an EAS
catalyst, for example, manufacturing tolerances could be outlined by 0.15m ± 1.75mm.
In correspondence to equation (3.8), manufacturing tolerances are simulated by setting
the diameter to realization values of X ∼ N(0.00015mm, (1.75mm/4)2) in the MoBEO
model.
MoBEO does not allow the consideration of manufacturing tolerances for all parts at the
very lowest hardware level. Nevertheless, although manufacturing tolerances theoretically
aim hardware features, a detailed consideration of the tiniest components is not always
reasonable in engineering tasks. To give an example, a prospective customer of an ex-
pensive watch is certainly more interested in the temporal preciseness than in dimension
deviations, chemical impurities or location tolerances of every single component of the
clockwork. In almost the same manner this applies to components obstructed in a vehi-
cle, just as sensors or actuators. There, the overall accuracy is usually far more important
to engineers than their exact composition. Indeed, tolerance information made available
for these components has almost exclusively of functionality inaccuracies. Sensors, for
instance, establish the important link between the ECU and physical as well as chemical
processes during engine operation. The relationship between the stimulus S of a sensor,
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which may be a measured quantity, a condition, or a property, and the according out-
put signal is described by a so called transfer function τ that is usually unknown. For
simplicity, τ is frequently assumed in a simple parametric form, given by

τ(S) = ∆ + Γ ⋅ S where ∆,Γ ∈ R. (3.12)

While the intercept ∆ refers to the transmitted signal, when stimulus S = 0, the slope
parameter Γ refers to the influence of S ≠ 0. In practice, ∆ and Γ are unknown and have
to be determined by a calibration procedure, where the output signal of a few random
samples with known reference source is investigated. Once, ∆ and Γ have been esti-
mated, the ECU is able to process the output signal of the sensor by the inverse transfer
function. In most cases, the form (3.12) is only a rough approximation of the real trans-
fer function that always consists at least a small portion of non-linearity. Nevertheless,
higher calibration costs often deter manufactures from considering more complex transfer
functions. Additionally, as pointed out by Fraden [2010], the intercept and slope are not
always estimated for every individual sensor so that production tolerances may cause the
ECU to ’misinterpret’ the received output signals. Hence, the intercept δ and slope γ
of the actual obstructed sensors do not necessarily correspond to the estimated intercept
and slope parameter m∆ and mΓ, deposited in the ECU. The following sensor errors are
distinguished in measurement technology (cf. Reif [2012]).

1. The offset error combines all error sources of the production and the calibration
procedure. If a linear transfer function is used, the offset error denotes a deviation
from the deposited intercept m∆, causing a systematic bias of the output signal (cf.
figure 3.4). Hence, the offset error refers to a continuous random variable ∆ ∼ F∆,
where m∆ = q∆0.5 , LSL∆ = q∆0.00003 and USL∆ = q∆0.99997 .

2. The gain error, which is intended to cover deviations of the resistors within the
circuit, is a special case of the linear transfer function and denotes a deviation
from the deposited slope parameter mΓ (cf. figure 3.5). The gain error refers
to a continuous random variable Γ ∼ FΓ, where mΓ = qΓ0.5 , LSLΓ = qΓ0.00003 and
USLΓ = q∆0.99997 .

3. Physical peculiarities of the sensor cause the non-linearity error. The non-linearity
error denotes a conditional random variable Λ∣S, whose distribution depends on the
sensor stimulus S. Consequently, mΛ∣S = qΛ∣S0.5

, LSLΛ∣S = qΛ∣S0.00003
and USLΛ∣S =

qΛ∣S0.99997
correspond to functions.

The simulation of the offset and gain error is easily accomplished, because linear transfer
functions, as given by (3.12), are available in MoBEO. Thus, it suffices to alter the respec-
tive offset and gain parameter on account of the available tolerance information. That
is setting the parameter δ and γ regarding the distributions F∆ and FΓ. As illustrated
by figure 3.6, the non-linearity error denotes a quantitative factor, which describes a per-
centage deviation between input and output signal that depends on the sensor stimulus
S. It is a characteristic of the non-linearity error that it cannot be corrected by a calibra-
tion procedure using a linear transfer function. Simulating non-linearity errors requires
considering conditional random variables in terms of manufacturing tolerances.
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Figure 3.4: Offset Error Figure 3.5: Gain Error Figure 3.6: Non-Linearity
Error

Definition 3.10. (Independent Random Variables)

Two random variables Xi ∼ Fi and Xj ∼ Fj (i ≠ j) are called (stochastically) independent,
if and only if

P (Xi ≤ xi,Xj ≤ xj) = Fi(xi) ⋅ Fj(xj) for all (xi, xj) ∈ R2. (3.13)

Likewise, the random variables X1, . . . ,Xk are independent, if and only if

P (X1 ≤ x1, . . . ,Xk ≤ xk) =
k

∏
j=1

Fj(xj) for all x = (x1, . . . , xk) ∈ Rk. (3.14)

The joint cdf of k independent random variables X1, . . . ,Xk is given by

F k
(1,...,k)(x) =

k

∏
j=1

Fj(xj) for all x = (x1, . . . , xk) ∈ Rk. (3.15)

The notation F k highlights the dimension of the underlying distribution. In probability
theory, the chain rule gives the general definition for the joint cdf of two random variables
Xi ∼ Fi and Xj ∼ Fj that are not necessarily independent (cf. Bishop [2007]).

Definition 3.11. (Conditional Random Variables)

The joint cdf of two not necessarily independent (conditional) random variables Xi and
Xj is given by

F 2
(i,j)(x) = FXi∣Xj=xj(xi) ⋅ Fj(xj), (3.16)

where
FXǐ∣Xǰ=xǰ(xǐ) = P (Xǐ ≤ xǐ ∣Xǰ = xǰ) (3.17)

denotes the conditional cdf of random variable Xi given Xj = xj for all (xi, xj) ∈ R2.

It is also possible that a random variable Xi depends on more than one random
variable. Then, one may decompose the joint distribution as follows

F k
(i,j)(x) = FXi∣Xj≠i=xj≠i(xi) ⋅ F k−1

j≠i (xj≠i), (3.18)
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where
FXi∣Xj=xj(xi) = FXi∣Xj≠i=xj≠i(xj) (3.19)

denotes the conditional cdf of random variable Xi given Xj≠i ∶= (xj)j≠i for all x ∈ Rk.
The non-linearity error is simulated in MoBEO by multiplying the output signal τ(S)
with realization values of the conditional random variable Λ∣S ∼ FΛ∣S that depends on
engine operation. Realized values s of S may depend on other simulated manufacturing
tolerances so that Λ is not necessarily independent of other Xǰ simulated. Especially, this
concerns all random variables which have an influence on the stimulus S. Nevertheless,
an independent simulation of the non-linearity error can be ensured by implementing the
functions mΛ∣S, LSLΛ∣S and USLΛ∣S into MoBEO. This is shown by the following example.

Example 3.1. (Simulation of the Non-Linearity Error)
In measurement technology, the NOx sensor is a probably well known representative in
terms of non-linearity errors. The measurement accuracy Λ of a NOx sensor typically
depends on the NOx concentration S in the exhaust gas. In particular, the accuracy
specification of a state-of-the-art NOx sensor is given by mΛ∣S =mΛ = 0ppm and

LSLΛ∣S =
⎧⎪⎪⎨⎪⎪⎩

−10ppm if S ≤ 10ppm

−10 % if S > 10ppm
,USLΛ∣S =

⎧⎪⎪⎨⎪⎪⎩

+10ppm if S ≤ 10ppm

+10 % if S > 10ppm
, (3.20)

as illustrated by figure 3.7. According to subsection 3.1.1, the equidistant specification lim-

Figure 3.7: NOx Sensor: Non-Linearity
Error

Figure 3.8: NOx Sensor: Simulation of
the Non-Linearity Error

its propose the modeling by a normal distributed random variable, subject to N(0, σ2(S)).
Consequently, the introduced approach on how to simulate manufacturing tolerances fails.
This is because setting the corresponding MoBEO parameter to the realized value of a
N(0, σ2(S)) distributed random variable is not possible in the forefront of the simulation.
This problem can be resolved, however, if the functional relationship of the non-linearity
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error is implemented into MoBEO. In practice this means, that a dummy parameter X
is introduced, which may be chosen within the interval [−1,+1]. Setting the dummy pa-
rameter to ”x = 0” before starting the simulation, means for example that a sensor is
simulated, whose non-linearity error corresponds to mΛ = 0ppm. In contrast, setting the
parameter to ”−1” (”+1”) means that a sensor is simulated, whose accuracy exactly equals
to LSLΛ∣S (USLΛ∣S). If a real value between ”−1” and ”+1” is chosen, the sensor ac-
curacy shall correspond to the respective linearly interpolated form between LSLΛ∣S and
USLΛ∣S. Thus, as illustrated for the dummy values ”−2

3” and ”+1
3” by figure 3.5, the

assumption has to be made that the functional error form of an arbitrary sensor reflects
the specification limits given. To sum up, the non-linearity error of the NOx sensor can be
modeled by the random variable X ∼ N(0, 1

4). It can be independently simulated by setting
the introduced dummy parameter to the realization values of X, once the functional error
forms are implemented in MoBEO.

In principle, the simulation of the offset and the gain error would require similar mea-
sures, as presented for the non-linearity error. Due to the already implemented transfer
function (3.12) this is, however, not necessary, because the offset and gain error directly
correspond to the dummy variable introduced. Among others the non-linearity error of
a sensor may depend on manufacturing tolerances of actuators, used to convert electri-
cal signals into mechanical labor. Comparable with sensors, manufacturing tolerances
concerning actuators are usually evaluated on how accurately they operate, but not in
regard of any hardware features. In fact, the simulation of manufacturing tolerances of
an actuator corresponds to the simulation of a non-linearity error.
Although manufacturing tolerances theoretically refer to hardware features, engineers may
rather prefer assessing the overall functionality of a monitored component. Just as for
sensors and actuators, this simplification accommodates the simulation of manufacturing
tolerances in MoBEO, where not every hardware feature is considerable. If available man-
ufacturing tolerance information is not processable by parameters, there exists at least
the chance to transform the available information in an appropriate manner, as shown by
the subsequent example.

Example 3.2. (Mathematical Transformation of Manufacturing Tolerances)
The crankshaft position sensor is an important device in the powertrain that supplies the
ECU with information about the crankshaft’s current rotational speed. An economical fuel
injection as well as an accurate boost pressure and EGR control are realized with this
information. The following offset errors are available for a certain crankshaft position
sensor. The equidistant specification limits propose the assumption of the normal distri-
bution, as described by (3.8). Although it is not possible to individually process these offset
errors by MoBEO, the information of table 3.1 can be summed up by convolution, if the
errors are assumed as stochastically independent. The root sum of squares approach, as
described by Scholz [1995], gives an overall offset error that can be processed.

Beside mathematical transformation techniques also heuristic transformations can be
applied. Many physical processes are modeled by empirical auxiliary models in MoBEO.
Their complexities reach from simple constant functions to multivariate mathematical
models, whose parameters may take special physical roles.
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Table 3.1: Production Tolerances: Crankshaft Position Sensor

Example 3.3. (Heuristic Transformation of Manufacturing Tolerances)
The Arrhenius’ equation approach (cf. Heck et al. [2009]), for instance, is used to model
chemical reactions occurring inside an EAS catalyst. This equation describes the rate
constant K of a reaction to be inversely related to the exponential of the activation energy
E. In detail, the Arrhenius’ equation is given by

K = k0 ⋅ exp(− E

R ⋅ T
) , (3.21)

where T is the absolute temperature, R the universal gas constant and k0 the preexponential
constant. The parameters of the Arrhenius’ equation are set in a way that measurement
data, made with a real catalyst, is well interpolated. As a result, manufacturing tolerances
with regard to features like precious metal coating or washcoat loading are hidden in the
parameters of Arrhenius’ equation. Simulating manufacturing tolerances of such hidden
features is realized by adequately transmitting the available tolerance information to the
parameters of the empirical auxiliary model. On this account, let X ∼ F denote the
feature precious metal coating, whose manufacturing tolerances are given. Assuming that
m ≠ 0, it is proposed to alter the preexponential constant k0 of the respective Arrhenius’
equation within the transformed tolerance interval [k0 ⋅LSL/m,k0 ⋅USL/m] in 99.9994%
of all cases. This is because the preexponential constant is assumed to be proportional to
the catalytically active surface of the catalyst.

In practice, one Arrhenius’ equation is used for every chemical reaction modeled.
Thus, with regard to a Selective Catalytic Reduction (SCR) catalyst for instance, the
HC-oxidation and NO-oxidation are modeled by separate Arrhenius’ equations. If manu-
facturing tolerances of the feature precious metal coating are considered by the respective
preexponential constants, it would be reasonable that these depend on each other. This
issue will be reconsidered in example 3.9 in the next subsection.
Just as for precious metal coating, hardware features of the Charge Air Cooler (CAC),
like the overall geometry or the quality of the materials used to build the core and header
plates, are not considerable by MoBEO parameters. These hardware features are instead
hidden by an empirical auxiliary model that determines the CAC hot effectiveness ηCAC
at different intake air mass flows. The CAC hot effectiveness is defined by

ηCAC = TIN − TOUT
TIN − TCoolant

, (3.22)
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where TIN (TOUT ) denotes the absolute air temperature before (after) the CAC, and
TCoolant refers to the absolute temperature of the coolant. Regarding ηCAC , neither a
direct processing of the available manufacturing information, aiming the overall geometry
as well as quality, nor a mathematical or heuristic transformation thereof is applicable.
Consequently, manufacturing tolerances of the CAC can only be considered by MoBEO, if
manufacturing tolerances are re-assessed in terms of ηCAC . This means, a random sample
of charge air coolers has to be investigated, and the distribution FηCAC of the random
variable ηCAC needs to be estimated at different intake air mass flows. Once, the spec-
ification limits and the nominal values of the ηCAC are estimated for a set of support
points, a linear interpolation of the acquired tolerance information can be applied (cf.
figure 3.9). The simulation of manufacturing tolerances concerning the CAC is realized,

Figure 3.9: Functionality Tolerance of the CAC

just as for the non-linearity error of a sensor. Thus, the functional forms obtained need
to be implemented in MoBEO such that they can be controlled by a dummy parameter
X ∼ N(0, 1

4).
To sum up, the reason is twofold that manufacturing tolerances are not always consid-
ered concerning hardware features X1, . . . ,Xǩ. On the one hand, MoBEO uses empirical
auxiliary models, like the Arrhenius’ equation, so that processing tolerance information
aiming hardware features is not always directly possible. On the other hand, manufactur-
ing tolerances are not always outlined in terms of hardware features. This is, for example,
the case for more complex devices of the powertrain, like sensors or actuators, where
the functionality but not hardware features are assessed. In the end, it does not really
count whether or not hardware features are aimed. It is the right interpretation and
processing of the available tolerance information that must be overcome. The simulation
of manufacturing tolerances is basically realized by modifying parameters in MoBEO.
For that reason, the continuous random variables X1 ∼ F1, . . . ,Xǩ ∼ Fǩ should from now
on refer to parameters, which are modified in MoBEO. Hence, manufacturing tolerances
are considered by MoBEO parameters, but not necessarily by hardware features. As a
consequence of this subsection, X1, . . . ,Xǩ cannot be generally assumed as independent
random variables. The original distributions concerning hardware features, if available,
need to be either adequately transformed or re-estimated out of adequate measurement
data. On this account, the next subsection will present procedures on how to estimate
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unknown univariate and multivariate distributions.

3.1.3 Estimation Procedures and the Nominal Vehicle

Simulating manufacturing tolerances by MoBEO requires a careful interpretation and
processing of a possibly available information. Basically, manufacturing tolerances, which
are considered by a continuous random variable Xǰ ∼ Fǰ, are simulated by setting the

according MoBEO parameter to realized values xǰ for ǰ = 1, . . . , ǩ. As outlined in subsec-
tion 3.1.1 and 3.1.2 a possibly unknown distribution Fǰ can be obtained by transformation
procedures, taking into account available specification limits for example. This subsec-
tion will focus on the case where the required distribution Fǰ cannot be obtained by the
information available. Then, Fǰ may be estimated by parametric estimation methods, by
nonparametric estimation methods or by a mixture of both approaches (cf. Bishop [1995]).
With regard to subsection 3.1.1, it seems to be favorably to use parametric estimation
methods. On this account, it is proposed to generally use parametric estimation meth-
ods for manufacturing tolerances. Although, most of the considered random variables
X1, . . . ,Xǩ are independent in practice, the semi-physical structure of MoBEO makes it
necessary to additionally consider multivariate distributions. At the end of this subsec-
tion, the model of the so called nominal vehicle, is introduced.
Let the observations xǰ = {x1ǰ, . . . , xŇ ǰ} denote a random sample of a random variable Xǰ.
The agreement on a certain parametric distribution type Fǰ(θǰ) and the subsequent esti-
mation of the parameter vector θǰ on basis xǰ is called parametric estimation approach. In
accordance with subsection 3.1.1, the predetermined distribution types shall be either the

normal distribution with parameter vector θǰ = (µǰ, σ2
ǰ
) or the versatile Beta distribution

with parameter vector θǰ = (αǰ, βǰ). A simple histogram, a boxplot or statistical tests
(e.g. Shapiro-Wilk test) of the monitored random sample xǰ can be used to decide on
one of the two distribution types. The most popular parametric methods estimating θǰ
are the method of moments, the maximum likelihood method and least-squares estimation
method (cf. Casella and Berger [2006]). In case of the normal distribution, the respective
estimators are equivalent for all of these parametric methods. The unknown parameters
µǰ and σ2

ǰ
are estimated as follows,

µǰ ≈ x̄ǰ =
1

Ň
⋅
Ň

∑
ň=1

xňǰ and σ2
ǰ
≈ s2

ǰ
= 1

Ň
⋅
Ň

∑
ň=1

(xňǰ − x̄ǰ)
2
.2 (3.23)

As shown in subsection 3.1.1, theoretical quantiles are essential to define production
capability, if Fǰ is not a normal distribution. Assuming a bare process capability, the
nominal value mǰ and specification limits LSLǰ as well as USLǰ correspond to the theo-
retical quantiles qǰ0.5

and qǰ0.00003
as well as qǰ0.99997

. If Fǰ is unknown, these theoretical
quantiles need to be estimated by empirical quantiles. Therefore, let x(1ǰ) ≤ ⋅ ⋅ ⋅ ≤ x(Ň ǰ)
denote the realization of the order statistic X(1ǰ) ≤ ⋅ ⋅ ⋅ ≤X(Ň ǰ).

Definition 3.12. (Empirical Distribution Function)
The empirical distribution function (edf) of a random variable X is determined by a

2Often estimated by the unbiased estimator s2
ǰ
= 1

Ň−1
⋅

Ň

∑
ň=1
(xňǰ − x̄ǰ)

2
.
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corresponding random sample x = {x1, . . . , xN} as follows

FN(x) ∶=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0 x < x(1)
n

N+1 x(n) ≤ x < x(n+1)

1 x(N) ≤ x
for n = 1, . . . ,N − 1 (3.24)

It can be shown that (cf. Rohatgi [1976])

FN(x) N→∞Ð→ F (x) ∀x ∈ R. (3.25)

The empirical quantile function can be seen as the inverse of the edf .

Definition 3.13. (Empirical Quantile Function)
The p-th theoretical quantile qp of a distribution F satisfies F (qp) = p and respectively
qp = F −1(p) for any probability 0 < p < 1. The p-th empirical quantile xp of a random
sample x = {x1, . . . , xN}, estimating qp, can be determined by the ordered random sample
x(1) ≤ ⋅ ⋅ ⋅ ≤ x(N) as follows (cf. Hyndman and Fan [1996])

xp(x) = xp ∶= (1 − g) ⋅ x(⌊(N−1)⋅p⌋+1) + g ⋅ x(⌊(N−1)⋅p⌋+2), (3.26)

where g = (N − 1) ⋅ p − ⌊(N − 1) ⋅ p⌋.

Example 3.4. (Estimation of the Normal Distribution on Basis of Measurement Data)
The isentropic compressor efficiency is the ratio between the minimum work necessary
and the actual work required by a compressor unit to increase the pressure of the intake
air mass flow to a certain level. Due to manufacturing tolerances, identically constructed
compressor units may exhibit different isentropic compressor efficiencies at approximately
identical air mass flows. On this account, Ň = 15 equally constructed turbo chargers have
been investigated in terms of their isentropic compressor efficiencies. As shown by fig-
ure 3.10, each compressor has been investigated at four (m = 1, . . . ,4) different rotational
speed values, each supported by eight (ňm = 1, . . . ,8) different corrected intake air mass
flows. Hence, 32 different random samples {x1m,ňm , . . . , x15m,ňm} are available. If these
are standardized by the empirical medians

xň
std
m,ňm =

xňm,ňm

x0.5 ({x1m,ňm , . . . , x15m,ňm})
(3.27)

for all ň = 1, . . . ,15, m = 1, . . . ,4, ňm = 1, . . . ,8, it is possible to assess the measurement
data independently of the intake air mass flow and the rotational speed. Consequently, a
random sample of 15 ⋅ 4 ⋅ 8 = 480 observations is obtained, whose unknown distribution F
shall be estimated. The corresponding histogram, provided by figure 3.11, approximately
shows the shape of a normal distribution’s density. Assuming that F ≡ N (µ,σ2), pa-
rameters µ and σ2 have to be determined by equation (3.23). Figure 3.11 also contains
the density curve of the resulting normal distribution with parameters µ ≈ 0.9989 and
σ2 ≈ 0.02152 and the empirical quantiles xp ({xstd1 , . . . , xstd480}) that estimate the nominal
value m and the specification limits LSL and USL for p ∈ {0.5,0.00003,0.99997}. It is
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Figure 3.10: Production Tolerance: Compressor Efficiency

clearly visible that the estimated normal distribution not adequate, because too many ob-
servations have been made in regions where the density is almost zero. In addition to that,
one observation is even larger than the USL, although the expected number of observations
being larger than the USL is 0.0144 for 480 observations.

The defective estimation in example 3.4 can be eliminated, if the estimated standard
deviation is corrected by the sample size Ň . This amendment is accomplished by a
one-sided (1 − α)% confidence interval that contains the true variance with a probability
1−α for 0 < α ≤ 0.2. The one-sided confidence interval, providing an upper bound for the
unknown variance, stands in the main focus. For a random sample xǰ = {x1ǰ, . . . , xŇ ǰ}
that is the interval ⎡⎢⎢⎢⎢⎣

0,
(Ň − 1) ⋅ s2

ǰ

χ2
Ň−1;α

⎤⎥⎥⎥⎥⎦
, (3.28)

where χ2
N−1;α is the theoretical quantile qα of the chi-squared distribution with (N − 1)

degrees of freedom (dfs). It holds that the probability

P
⎛
⎝
σ2 ∈

⎡⎢⎢⎢⎢⎣
0,

(Ň − 1) ⋅ s2
ǰ

χ2
Ň−1;α

⎤⎥⎥⎥⎥⎦

⎞
⎠
= 1 − α. (3.29)

Example 3.5. (Continuation of Example 3.4.)

Assuming α = 0.05 and Ň = 15, the confidence interval of the variance in regard of
the standardized isentropic compressor efficiency measurements is given as [0,0.000986].
Figure 3.12 shows the resulting normal distribution, if the estimated standard deviation is
replaced by the square root of the upper bound of the one-sided 95% confidence interval.
Given that the true variance is within the estimated confidence interval, the assumed
process capability is not affected. Thus, P (xstd ∈ T ∣σ2 ∈ [0,0.000986]) = 0.99994. The
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Figure 3.11: Parametric Estimation Ap-
proach: Normal Distribution

Figure 3.12: Parametric Estimation Ap-
proach: Normal Distribution Punished by
Sample Size

improvement compared to the normal distribution of figure 3.12 is clearly visible at the
tails of the amended normal distribution.

Given that a monitored random sample x of a random variable X cannot be modeled
with the normal distribution, the Beta distribution is assumed for the parametric estima-
tion approach. Abourizk et al. [1994] critically discuss differences between the method
of moments, the maximum likelihood method and least-squares estimation method in
terms of the general Beta distribution with domain [a, b] ⊂ R. Its cdf is denoted by
FX∈[a,b] (x ∣α,β). The authors conclude their paper with a favor for the least-squares
estimation procedure, because unlike the maximum likelihood method, the least-squares
method does not require any knowledge about the unknown domain limits a and b. More-
over, in their paper the least-squares method presented consistently better results than
both other methods. Therefore, the least-squares method is presented in this subsection.
It uses the non-linear regression model, taking into account the edf of x, to estimate the
unknown parameter vector θ = (α,β). That is

FX∈[a,b](x(ň)∣α,β) = FŇ (x(ň)) + εň =
ň

Ň + 1
+ εň for ň = 1, . . . , Ň , (3.30)

where x(ň) denotes the ň-th realization of the order statistic X(1) ≤ ⋅ ⋅ ⋅ ≤ X(Ň) and εň the
model error with expected value E(εň) = 0 for all ň. Abourizk et al. [1994] suggest to
estimate the unknown parameter θ = (α,β) and the domain limits a, b by minimizing the
constrained nonlinear optimization problem

min
α,β,a,b

Ň

∑
ň=1

(FX∈[0,1] (xstd
(ň)∣α,β) −

ň

Ň + 1
)

2

subject to α,β > 0 and a <X(1), b >X(Ň),

(3.31)
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where

xstd
(ň) =

x(ň) − a
b − a

(3.32)

are the empirical quantiles, standardized to [0,1]. FX∈[0,1](x) equals the cdf of the Beta
distribution with domain [0,1], as provided by definition 3.6. Hence, the target function
of the optimization problem (3.31) is designed such that the error sum of squares between
the theoretical and empirical distribution function is minimized. Nevertheless, it has
been observed that the target function of this optimization problem has a disadvantage,
because it contains probabilities but not quantiles. As a result, the approach of Abourizk
et al. [1994] tends to inaccurate estimation results, especially in regions where the pdf is
approximately zero. This is problematic for manufacturing tolerances, where improbable
specification limits need to be estimated. That problem was resolved, however, by our own
approach defining the target function by quantiles. The problem was resolved, however,
by a new approach specifically developed during this thesis. There, the target function is
simply defined by quantiles so that the optimization problem

min
α,β,a,b

Ň

∑
ň=1

(q ň
Ň+1

⋅ (b − a) + a − x ň
Ň+1

)
2

subject to α,β > 0 and a <X(1), b >X(Ň)

(3.33)

minimizes the error sum of squares between the theoretical quantiles

q ň
Ň+1

= F −1
X∈[0,1] (

ň

Ň + 1
∣α,β) , (3.34)

which are transformed to the domain [a, b], and the standardized empirical quantiles
x ň
Ň+1

for ň = 1, . . . , Ň . The following example emphasizes the difference between both

optimization problems and clarifies the open topic of subsection 3.1.1. That is the esti-
mation of parameters αǰ and βǰ, whenever the production process is barely capable (i.e.
LSLǰ = qǰ0.00003

and USLǰ = qǰ0.99997
) according to a continuous random variable Xǰ.

Example 3.6. (Estimation of the Beta Distribution on Basis of Specification Limits)

Manufacturing tolerances concerning the hardware feature precious metal coating can be
simulated with MoBEO by the preexponential constant of the respective Arrhenius’ equa-
tion. Deviations in precious metal coating concern the amount of Platinum (Pt), which
supports

NO → NO2,CO → CO2,HC → CO2 +H2O and NH3 → N2 +H2O (only ASC)3.

and the amount of Palladium (Pd) that is frequently added for cost as well as thermal
stabilization reasons and to support reactions like

CO → CO2 and HC → CO2 +H2O.

3cf. section A.3
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The ratio between the precious metal coating applied on an arbitrary produced catalyst
and the nominal amount of precious metal coating is outlined by the specifications lim-
its LSL = 0.94 and USL = 1.01. Given that the nominal value corresponds to m = 1,
the different distances to the specification limits suggest using the Beta distribution. As-
suming bare production capability, the theoretical quantiles of the Beta distribution can be
estimated by q0.5 ≈ m, q0.00003 ≈ LSL and q0.99997 ≈ USL. Optimization problems (3.31)
and (3.33) are solved by the constrained quasi-Newton method of Byrd et al. [1995] for
x(1) = LSL, x(2) =m and x(3) = USL. The resulting Beta distributions and its theoretical
quantiles q0.5, q0.00003 and q0.99997 are provided by figure 3.13. There, it is clearly visible
that the optimization problem, used by Abourizk et al. [1994], shows a bad fit for the lower
specification limit. By applying the amended target function a Beta distribution is found
instead, whose theoretical quantiles q0.5, q0.00003 and q0.99997 almost completely correspond
to the preset specification values (cf. figure 3.14).

Figure 3.13: Parametric Estimation Ap-
proach: Beta Distribution Estimated by
Probabilities

Figure 3.14: Parametric Estimation Ap-
proach: Beta Distribution Estimated by
Quantiles

For continuous random variables Xǰ, where no tolerance specification limits are avail-
able, the nominal value mǰ and the specification limits LSLǰ and USLǰ need to be
estimated on basis of a random sample xǰ. Then, empirical quantiles xǰ n

N+1

need to be

determined for ň = 1, . . . , Ň so that the amended optimization problem (3.33) can be used
to estimate the parameter vector θ = (α,β). Still, attention has to be paid at the tails of
the unknown distribution Fǰ, where empirical quantiles are only poor estimators of the
theoretical quantiles.

Example 3.7. (Estimation of the Beta Distribution on Basis of Measurement Data)
The Exhaust Gas Recirculation (EGR) technology is widely used in heavy duty diesel
applications to reduce NOx emissions. A high pressure loop system is obstructed in the
considered test powertrain, where a portion of the exhaust gas is taken from upstream of the
high pressure turbine and is recirculated into the intake air path. The EGR flow is among
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others ensured by the waste gate valve, which maintains a positive pressure difference
between the exhaust and the intake manifold. Exhaust in the intake manifold leads to less
oxygen and so to lower combustion temperatures, which counteracts the formation of high
NOx concentrations.
Flow measurement data of four different valve positions m = 1, . . . ,4 is available for Ň = 15
identically designed EGR valves. The MoBEO parameter port flow coefficient α̇ has to
be altered in order to consider manufacturing tolerances of the EGR valve. The port flow
coefficient describes the fraction of any measured and one reference mass flow rate. In this
example, the reference air mass flow rate refers to a totally open EGR valve. Formally,
α̇ is given as

α̇ (ň,m) ∶= ṁmeas (ň,m)
ṁref (m)

for ň = 1, . . . , Ň and m = 1, . . . ,4. (3.35)

The measured port flow coefficients of the investigated EGR valves are provided by ta-
ble 3.2. As in example 3.4, the measurement data can be analyzed independently of the

Table 3.2: Measurement Data of Identical Designed EGR Valves

different valve positions, if the data is standardized by the empirical medians as follows.

α̇std (ň,m) = α̇ (ň,m)
x0.5 ({α̇ (1,m) , . . . , α̇ (Ň ,m)})

for ň = 1, . . . , Ň and m = 1, . . . ,4. (3.36)

The standardized data is summarized by the histogram, given in figure 3.15. It is assumed
that the unknown distribution F ≡ Beta (α,β), because the standardized data is signif-
icantly skewed. Optimization problem 3.33 should be applied to estimate the unknown
parameter vector θ = (α,β). Therefore, the necessary theoretical quantiles are estimated
by the empirical quantiles, given in (3.26).

Still, too small sample sizes Ň might be problematic. Similarly to the normal distri-
bution, punishing the sample size Ň is also possible for the Beta distribution. Let x n

N+1

denote the theoretical quantiles of a random sample x of the random variable X that
are obtained by the nonparametric estimation approach and used in (3.34). The spread
between the specification limits can be increased, if the distance between all empirical
quantiles and the median, obtained by (3.26), is increased by the upper bound of the
confidence interval in (3.28), that is

xcorr
ň
Ň+1

= (x ň
Ň+1

− x0.5) ⋅
¿
ÁÁÀ Ň − 1

χ2
Ň−1;α

+ x0.5. (3.37)
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Figure 3.15: Parametric Estimation Ap-
proach: Advantage of Robust Quantiles

Figure 3.16: Parametric Estimation Ap-
proach: Punished by Sample Size

This measure corresponds to an enlargement of the standard deviation as presented in
example 3.4. The Beta distribution, which is obtained by applying (3.37) in optimization
procedure (3.33), is illustrated in figure 3.16. Dependent on possibly available foreknowl-
edge, it could be sometimes useful to fix the domain [a, b] in the optimization procedure.
As outlined in subsection 3.1.2, the continuous random variables X1 ∼ F1, . . . ,Xǩ ∼ Fǩ,
referring to MoBEO parameters, are not necessarily independent. The pairwise assess-
ment of the stochastic relationship between random variables is a common approach in
statistics. A measure of this relationship is given by the covariance.

Definition 3.14. (Covariance)

The covariance of two continuous random variables Xi ∼ Fi and Xj ∼ Fj is given by

COV (Xi,Xj) = σij =
+∞

∫
−∞

+∞

∫
−∞

(xi −E (Xi)) (xj −E (Xj)) f 2
(i,j) (xi, xj) dxi dxj. (3.38)

The sign of the covariance reflects whether the relationship of the random variables is
positive or negative. If Xi is independent of Xj, σij = 0 follows. The covariance between
two random variables Xi and Xj can be estimated by the empirical covariance.

Definition 3.15. (Empirical Covariance)

The empirical covariance of two random samples xi = {x1i, . . . , xNi} and xj = {x1j, . . . , xNj}
is given by

sij =
1

N − 1
⋅
N

∑
n=1

(xni − x̄i) (xnj − x̄j) . (3.39)

For i = j the empirical covariance equals to the unbiased empirical variance (i.e.
sjj = s2

j), as outlined in (3.23. A standardized measure is given by Pearson’s correla-
tion coefficient, which transmits the strength of the relationship between two random
samples to the interval [−1,+1].
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Definition 3.16. (Pearson’s Correlation Coefficient)

The Pearson’s correlation coefficient rij of two random samples xi ∈ RN and xj ∈ RN is
given by

rij =
sij
si ⋅ sj

with − 1 ≤ rij ≤ +1. (3.40)

Due to Fahrmeir et al. [2010], the relationship between two random samples xi and xj is
classified as follows.

Weak correlation: ∣rij ∣ < 0.5

Medium correlation: 0.5 ≤ ∣rij ∣ < 0.8

Strong correlation: 0.8 ≤ ∣rij ∣ < 1.0

Given that two or more correlated random samples represent different normal distribu-
tions, the application of a multivariate normal distribution is proposed. Thus, the con-
sidered features X1, . . . ,Xǩ can be embraced to the random vector X = (X1, . . . ,Xǩ) that
is subject to a multivariate normal distribution with k dimensions (i.e. X ∼ N ǩ(µ,Σ2))).

Definition 3.17. (Density of the ǩ-dimensional Normal Distribution)

The density function of the multivariate normal distribution is given by

f ǩ(1,...,ǩ) (x ∣µ,Σ) = 1

(2π)(ǩ/2)∣Σ∣(1/2)
⋅ exp(−1

2
(x −µ)T Σ−1 (x −µ)) for x ∈ Rǩ, (3.41)

where µ ∈ Rǩ is the ǩ-dimensional mean and Σ ∈ Rǩ×ǩ the variance covariance matrix and
∣Σ∣ its determinant. Σ is given by

Σ =
⎛
⎜⎜⎜
⎝

σ2
1 σ12 . . . σ1ǩ

σ21 σ2
2 . . . σ2ǩ

⋮ ⋮ ⋱ ⋮
σ21 σ2

2 . . . σ2
ǩ

⎞
⎟⎟⎟
⎠
. (3.42)

According to (3.23) and (3.39), the parameter vector µ = (µ1, . . . , µǩ) and the matrix
Σ can be estimated by

µ̂ = (x̄1, . . . , x̄ǩ) and Σ̂ =
⎛
⎜⎜⎜
⎝

s2
1 s12 . . . s1ǩ

s21 s2
2 . . . s2ǩ

⋮ ⋮ ⋱ ⋮
s21 s2

2 . . . s2
ǩ

⎞
⎟⎟⎟
⎠
, (3.43)

for random random samples x1, . . . ,xǩ ∈ RŇ and xǰ = {x1ǰ, . . . , xŇ ǰ} for ǰ = 1, . . . , ǩ,

Example 3.8. (Estimation of a Multivariate Normal Distribution)
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Let X1 and X2 denote the unknown offset and the gain error of a specific temperature
sensor. Both errors shall be assessed in regard of the random samples x1 = {x1,1, . . . , x20,1}
and x2 = {x12, . . . , x20,2}, determined for Ň = 20 sensors. The boxplots and the correlation
coefficient r12 = r21 = +0.753 of both random samples, which are illustrated in figure 3.17,
indicate the need for a multivariate normal distribution. Thus, a random vector X =
(X1,X2) ∼ N2(µ,Σ) is considered, whose distribution parameters are estimated by (3.43).
The estimates are

µ̂ = (0.06,1.00) and Σ̂ = (0.2781 0.0033
0.0033 7.15e − 05

) . (3.44)

Figure 3.17: Conditional Random Vari-
ables: Multivariate Normal Data

Figure 3.18: Conditional Random Vari-
ables: Multivariate Skewed Data

As shown above, the estimation of a multivariate normal distribution based on cor-
related random samples x1, . . . ,xǩ ∈ RŇ is a straightforward procedure. Still, if two or
more correlated random samples are obviously skewed, fitting a multivariate normal dis-
tribution is not an appropriate solution anymore. Furthermore, a natural extension of the
univariate Beta distribution does not exist for two or more dimensions (cf. Johnson and
Kotz [1976]). Although the multivariate Dirichlet distribution is a multivariate extension
of the Beta distribution, it is not useful for arbitrary data. In fact, the Dirichlet distri-
bution is mainly applied to model rival events (cf. Kotz et al. [2000]). According to that,
if two or more correlated random samples are obviously skewed, a nonparametric density
can be estimated.
In contrast to the parametric ideology, the nonparametric density estimation approach
distances itself from any heuristics and dispenses with any assumptions about a possible
shape of the unknown distribution F . A probably well known example of how to nonpara-
metrically estimate the unknown density of available measurement data is the application
of a histogram. As already shown for the parametric density estimation approach, the



40 Chapter 3. Probabilistic Modeling and Implementation

histogram is rather useful for the instant visual assessment of the data than for estimat-
ing the unknown density. The histogram mainly suffers from the discontinuities at the
boundary bins, which do not represent the true shape of a continuous distribution. Non-
parametric but smooth density estimates are given by kernel-based or nearest-neighbor
methods.
Given that X ∼ F ǩ, the probability P = P (x ∈ B ⊆ Rǩ) can be written as

P = ∫
B
f ǩ(x)dx, (3.45)

where f ǩ is the density function of the unknown distribution F ǩ. Furthermore, let
x1, . . . ,xŇ denote random samples that were drawn from F ǩ, where xň = {xň1, . . . , xňǩ}
for ň = 1, . . . , Ň . Then, the probability that ν ≤ Ň random samples realize in region
B ⊆ Rǩ can be calculated by the Binomial distribution as follows.

P (ν ∣ Ň , P ) = (Ň
ν
) ⋅ P ν ⋅ (1 − p)Ň−ν , (3.46)

where ν ∶=
Ň

∑̌
n=1

χB(xň) is the sum of indicator functions χB(xň) =
⎧⎪⎪⎨⎪⎪⎩

1 if xň ∈ B
0 if xň ∉ B

.

For the Binomial distribution it holds that

E( ν
Ň

) = P and V AR( ν
Ň

) = P ⋅ (1 − P )
Ň

. (3.47)

Hence,
ν/Ň (3.48)

is a consistent estimator of P , whose distribution is sharply peaked if Ň is large (variance
goes to zero). For a given sample size Ň , the accuracy of approximation (3.48) demands
a large region B (compared to the value of the density above) so that sufficiently many
vectors realize therein. However, if B is sufficiently small and the density function f is
continuous (or at least to some extend continuous), the integral in equation (3.45) can be
approximated by

∫
B
f ǩ(x)dx ≈ f ǩ(x) ⋅ λǩ(B), (3.49)

where λǩ(B) is the ǩ-dimensional Lebesgue measure of B. With equations (3.45), (3.48)
and (3.49) the unknown density f ǩ can be finally estimated by

f ǩ ≈ ν

Ň ⋅ λǩ(B)
, (3.50)

where its validity demanded two contradictory assumptions about the size of region B.
Thus, a decision has to be made on how to exploit approximation (3.50). Either it is
possible to fix the number of points ν and determine the value of λǩ(B) from the sample
data, which results in the nearest-neighbor method, or it is possible to choose λǩ(B)
and determine ν from the sample data, giving rise to the kernel-based method. Duda
and Hart [2000] showed that both, the nearest-neighbor and the kernel-based estimation
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method, converge to the true density f ǩ, if Ň → ∞. The nearest-neighbor method will
not be considered further in this context, because the resulting approximation is not a
true density function since its integral over all the sample space diverges. The reader is
referred to Bishop [1995] for detailed information about the nearest-neighbor method.
For the kernel-based estimation method the region B is defined as a hypercube of side h
in ǩ dimensions centered at x ∈ Rǩ. With the kernel

H(u) =
⎧⎪⎪⎨⎪⎪⎩

1 if ∣uj ∣ < 1/2 ∀ǰ = 1, . . . , ǩ

0 else
, (3.51)

that is the Parzen Window, the statistic

ν =
Ň

∑
ň=1

H (x − xň
h

) (3.52)

counts all random samples inside of hypercube B. Approximation (3.50) can be rewritten
as

f ǩ(x) ≈ 1

Ň ⋅ hǩ
⋅
Ň

∑
ň=1

H (x − xň
h

). (3.53)

After discretizing the domain of the density into support vectors x, f ǩ can be estimated
by successively applying approximation (3.53). Yet, the density estimator provides dis-
continuities, which can be however eliminated by exchanging the kernel of equation (3.51)
with the Gaussian kernel

H(xň) =
1

Ň
⋅
Ň

∑
ň=1

1

(2π)ǩ/2
⋅ exp(− ∣∣x − xň∣∣2

2h2
) (3.54)

so that

f ǩ(x) ≈ 1

Ň
⋅
Ň

∑
ň=1

1

(2πh2)ǩ/2
⋅ exp(− ∣∣x − xn∣∣2

2h2
) = 1

Ň
⋅
Ň

∑
ň=1

f ǩň(x). (3.55)

The side length h of the hypercube B, which is often denoted as bandwidth, corresponds
to the constant standard deviation of the normal distributions fň ∶≡ N(xň, Iǩ h2) for
ň = 1, . . . , Ň . As highlighted in figure 3.19, approximation (3.55) adds up the contributions
of Ň normal distributions, spanned by x1, . . . ,xŇ , for x ∈ Rǩ, and it standardizes the
resulting value by N so that a density estimate is provided. A particular advantage of
Gaussian kernels is that an artificial random sample is easily generated by generating
random samples of N(xň, Iǩ h2). The alternating means xň are uniformly drawn (with
replacement) from the existing data, that is x1, . . . ,xŇ .

Example 3.9. (Estimation of a Multivariate Nonparametric Distribution)

Manufacturing tolerances in regard of a Diesel Oxidation Catalyst (DOC) shall be inves-
tigated. On this account, a random sample of Ň = 20 catalysts is monitored and recorded.
The data obtained is used to fit the preexponential constants K1 = X1 (CO-oxidation),
K2 = X2 (HC-oxidation) and K3 = X3 (NO-oxidation) of the implemented Arrhenius’
equations. The resulting random samples x1 = {x1,1, . . . , x20,1}, x2 = {x1,2, . . . , x20,2} and
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Figure 3.19: Nonparametric Density Estimation

x3 = {x1,3, . . . , x20,3} are skewed and correlated so that a 3-dimensional nonparametric dis-
tribution is fitted. The scatterplot-matrix in figure 3.18 illustrates the linearly transformed
random samples xstd

ǰ
(cf. transformation (3.32)) as well as the correlation coefficients rǐǰ

for ǐ, ǰ = 1,2,3. The R package ”ks” provides all functions necessary to nonparametri-
cally fit 3-dimensional data with Gaussian kernels. Figure 3.20 illustrates a possibility for
visualizing such a nonparametrically estimated density in 3 dimensions. Among others,
the optimal bandwidth h can also be determined with that package. Artificial observations
can be gathered with that bandwidth, as illustrated by figure 3.21.

Figure 3.20: Nonparametric Density Esti-
mate for Skewed Multivariate Data (Ň = 20)

Figure 3.21: Nonparametric Density Esti-
mate: Artificial Random Sample of Size 100

Manufacturing tolerances of the introduced production and lifetime-oriented process
are expressed by the random variables X1, . . . ,Xǩ. Due to the semi-physical structure of
the employed simulation tool MoBEO, these are not necessarily independent. Accordingly,
a more general approach is to consider a random vector X. In this thesis, its elements
may follow continuous multivariate distributions, as outlined by (3.56).

X =
⎛
⎜⎜
⎝

F 1

ª
X1, . . . ,

∼F 2

³¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹µ
Xǐ,Xǐ+1, . . . ,

∼F 3

³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
Xǰ−1,Xǰ,Xǰ+1, . . . ,

∼F 1

ª
Xǩ

⎞
⎟⎟
⎠
∼ F ǩ. (3.56)
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The density of distribution F ǩ is determined for the special case of (3.56) by the product
of independent terms as follows

f ǩ(1,...,ǩ)(x) = f
1
1 (x1) ⋅ ⋅ ⋅ ⋅ ⋅ f 2

ǐ,̌i+1
(xǐ, xǐ+1) ⋅ ⋅ ⋅ ⋅ ⋅ f 3

ǰ−1,ǰ,ǰ+1
(xǰ−1, xǰ, xǰ+1) ⋅ ⋅ ⋅ ⋅ ⋅ f 1

ǩ
(xǩ). (3.57)

In general, the dependent clusters may differ from (3.57) so that the multiplication has to
be adapted accordingly. In spite of the generalization to the random vector X, it should
be pointed out that most information is gathered by independent random variables. Once
the distribution F ǩ is determined for X, manufacturing tolerances can be simulated by
accessing and modifying the right MoBEO parameters in regard of distribution F ǩ (cf.
subsection 3.1.2).
An existent parameterization providing accurate simulation results is the basis for the
simulation of manufacturing tolerances. A natural starting point is a parameterization
that represents the complete production series in the best possible way. Here, the SPC,
introduced in subsection 3.1.1, suggests using a nominal parameterization, giving rise to
the so called nominal vehicle.

Definition 3.18. (The Nominal Parameterization)

Given that Xǰ
iid∼ Fǰ, the nominal engine model environment provides parameters x1, . . . , xǩ

that equal to the median values

xǰ ∶=mǰ = qǰ0.5 for ǰ = 1, . . . , ǩ.

A MoBEO model comprising a nominal parameterization models an engine envi-
ronment, which approximately divides the production series into two halves regarding
X1, . . . ,Xǩ. Hence, approximately 50% of the production would be simulated by xǰ ≤mǰ

(and by xǰ >mǰ vice versa) for all ǰ. Still, the SPC and consequently definition 3.18 pre-
sumes independent random variables X1, . . . ,Xǩ. Regarding the use of MoBEO, definition
3.18 is generalized as follows.

Definition 3.19. (The Generalized Nominal Parameterization)

Given that X = (X1, . . . ,Xǩ) ∼ F ǩ, the nominal engine model environment provides pa-
rameters x1, . . . , xǩ that satisfy

x ∶= MF ǩ ,

where MF ǩ denotes the ǩ-dimensional median of distribution F ǩ. The multidimensional
median will be defined and discussed in chapter 4.

The facility to work with the nominal engine is a big advantage of the simulation tool
MoBEO compared with a real test bed, where an arbitrary engine environment is inves-
tigated. Statements from the test bed may be slightly biased or even not representative
for the underlying production series. This is especially the case, when the test bed engine
environment comprises realizations of decisive random variables that are far away from
the relating nominal values, as illustrated by figure 3.22.
A probabilistic modeling of the development stage was given in this section. The factor
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Figure 3.22: Simulation of the Nominal Vehicle

combinations of the open system parameters, represented by uniform random variables
U1, . . . , Uk̃, and the manufacturing tolerances, considered by continuous random variables
X1, . . . ,Xǩ, need to be simulated and investigated. On this account, especially manufac-
turing tolerances were discussed in detail due to two reasons. Firstly, the number ǩ is
larger in practice than k̃ and, secondly, the distributions regarding manufacturing toler-
ances are usually not uniform distributions, as assumed for the open system parameters.
Subsection 3.1.1 introduced the probabilistic background for manufacturing tolerances.
Then, subsection 3.1.2 highlighted the problem that manufacturing tolerance informa-
tion need to be processed very carefully with regard to the semi-physical simulation tool
MoBEO. Subsection 3.1.2 discussed estimation procedures with regard to manufacturing
tolerances and introduced the idea of the nominal vehicle.

3.2 Modeling and Implementing the Usage Stage

The variability of the response variables concerning the production is captured by the
random variables X1, . . . ,Xǩ. In contrast, the variability transmitted by the lifetime us-
age is involved by different usage behavior and various environmental conditions. The
method how these relating factors can be modeled and implemented into MoBEO still
needs clarification.
Opposite to the factors of the development stage, environmental conditions or usage be-
havior are not controllable in practice. Hence, a reasonable consideration requires, first
of all, representative measurement data that needs to be carefully acquired. Once this
is achieved, the usage stage can be involved by conducting simulations under different
environmental conditions and usages. Environmental conditions are considered by quan-
titative features as seasonal ambient temperatures, pressures and humidities under which
a vehicle is mainly operated. If environmental conditions are held constant during a
simulation, their implementation corresponds to the implementation of manufacturing
tolerances. In spite of environmental conditions, usage behavior is considered as a dis-
crete feature that can realize in so called usage profiles, denoting portions of (almost) the
total usage in the field, like city-driving or mountain-driving for example.

3.2.1 Environmental Conditions

Environmental conditions, such as ambient temperature, pressure or humidity, may have
a significant impact on the performance of a vehicle. From the perspective of the modeled
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engine environment, these factors mainly affect the intake air path or the combustion of
the engine. In statistics, environmental factors denote continuous correlated features that
can be modeled by continuous random vector V ∼ F 3. Once, the three-dimensional distri-
bution F 3 is estimated, these can be simulated by MoBEO, as manufacturing tolerances.
During the usage stage, a vehicle is exposed to various environmental conditions. Primar-
ily, these depend on the time of the year and the location, where the vehicle is mainly
operated. Although exceptional ambient conditions are corrected by several control strate-
gies, these corrections are only effective to a certain extent. Especially beyond the normal
conditions of use (cf. subsection A.2), the engine responsiveness, emissions or fuel con-
sumption can be noticeably affected. This is because environmental conditions affect the
intake air path, cooling systems, the combustion, heat transfers, oil viscosities or the cat-
alyst light-off behavior. For all that, environmental conditions play a crucial role for the
introduced production and lifetime-oriented process. Their implementation is realized by
setting the corresponding environmental MoBEO parameters on demanded values before
starting a simulation. A representative consideration of environmental conditions requires
determining their underlying distributions.
Especially in a country, like Austria, vehicles are exposed to a broad range of temperature
and pressure levels over the whole year. The annual average temperature, for example,
varies between −9○C at the summit of the Großglockner (3798m or ≈ 63.50kPa) and
+11○C in Vienna (157m or ≈ 98.03kPa) (cf. Hiebl et al. [2010]). In Graz (353 or ≈
97.72kPa), the second largest city of Austria, the average temperature is distributed be-
tween −3.7○C and +25.3○C over the year. Comparable to Austria, Europe has a significant
environmental spread in terms of ambient temperature and pressure. From sea level to the
highest road in Europe, the Col de la Bonette (2715m or ≈ 72.55kPa) in the French Alps,
from average temperatures of 10.0○C in Stockholm to 22.3○C in Athens, Europe exhibits
a broad spectrum of environmental conditions. The internet offers plenty of information
concerning global climate data. The page www.wetterkontor.de, for example, provides
seasonal temperature and humidity data for many countries and their cities all over the
globe. Dependent on the application of the vehicle, the available data shall be combined
to derive representative environmental profiles, as presented in the following example.

Example 3.10. (Generation of Environmental Profiles)
During the production and lifetime-oriented development, the usage stage of a specific
compact car shall be modeled for Europe. Among others, this concerns the environmen-
tal conditions under which the sold vehicles are mainly operated. On this account, the
manufacturer provides the automotive consulting firm the predicted sales figures of the
most relevant countries, contributing to approximately 90% of the European sales. These
sales figures are outlined in table 3.3. Assuming that compact cars are mainly driven
in urban areas, it makes sense to focus the largest metropolitan areas of the countries
given. Here, table 3.3 also provides the lowest and highest seasonal ambient temperatures
in degree Celsius, and table 3.4 outlines the corresponding absolute humidities in g/kg.
The different sales figures propose a corresponding weighting of the measurement data
given. Therefore, the average temperatures (between low and high) and humidities are
replicated in respect of the sold vehicles. For this example, replicates are generated until
Ň = 100 observations are available. The resulting 2-dimensional observations are given
by figure 3.23. The correlation coefficient clearly indicates the need for a 2-dimensional

http://www.wetterkontor.de
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Table 3.3: Environmental Profiles: Ambient Temperature

Table 3.4: Environmental Profiles: Ambient Humidity

distribution. This should be estimated by a nonparametric Gaussian Kernel approach, as
outlined in subsection 3.1.3. Hence, ambient temperature and humidity is modeled by two
stochastically dependent random variables V1 and V2. The resulting density and a corre-
sponding artificial random sample with 200 observations is illustrated in figure 3.24. In
regard of the ambient pressure, the manufacturer proposes the use of an independent Beta
distributed random variable V3 ∼ Beta(θ) with parameters θ = (4.5,1.0) on [0.7,1.0] bar.
Hence, representative environmental conditions of the objective compact car are simulated
by setting the respective MoBEO parameters on realized values of the random vector

V =
⎛
⎜⎜
⎝

temp., hum.
³¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹µ
(V1, V2) ,

pres.
©
V3

⎞
⎟⎟
⎠
∼ F 3. (3.58)

So far, the environmental conditions of the usage stage can be simulated for ambient
temperature, pressure and humidity by MoBEO. Just as for manufacturing tolerances,
these are set once at the beginning of a simulation. Although, environmental conditions
may change while the vehicle is operated, the simplification to constant environmental
conditions is a plausible measure with regard to average statements. The environmental
profiles to be generated have to be determined with the internal sales figures of the
manufacturer and in dependence of the vehicle application. The operation radius of
a compact car will certainly be smaller on average than the one of a truck. Beside
environmental conditions, the usage behavior of potential end-users shall be modeled.
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Figure 3.23: Environmental Profiles: Ambi-
ent Temperature vs. Humidity (Ň = 100)

Figure 3.24: Environmental Profiles: Artifi-
cial Random Sample of Size 200

3.2.2 Usage Behavior

Modeling and implementing the usage stage requires, beside the consideration of environ-
mental conditions, the analysis of the usage behavior of prospective end-users. So called
usage profiles are characterized in order to enable a representative coverage of possible
driving patterns. The reader is referred to Kirschbaum [2013] for a detailed explanation
about how usage behavior is investigated. In this subsection, an overview of the ap-
proaches presented therein is given.
Modeling the usage behavior of prospective end-users requires finding out which usage re-
lated features Ξ1, . . . ,Ξm̆ are the most decisive for delimitable usage profiles {z1, . . . , zk̆}.
While such usage related features might be for example the engine speed, torque or
vehicle speed, the usage profiles, such as city-driving, highway-driving, or mountain-
driving, denote the data origin of the usage related features considered. If measurement
data ξ1j̆

, . . . ,ξm̆j̆ of features Ξ1j̆
, . . . ,Ξm̆j̆

is multiple times available for usage profile zj̆,

j̆ = 1, . . . , k̆, the observations can be summarized by a matrix

Ψj̆ =

⎛
⎜⎜⎜⎜⎜
⎝

ξ(11)j̆
ξ(12)j̆

. . . ξ(1m̆)j̆
ξ(21)j̆

ξ(22)j̆
. . . ξ(2m̆)j̆

⋮ ⋮ ⋱ ⋮
ξ(N̆1)

j̆
ξ(N̆2)

j̆
. . . ξ(N̆m̆)

j̆

⎞
⎟⎟⎟⎟⎟
⎠

(3.59)

where ξ(n̆ĭ)
j̆
∈ Rtn̆

j̆ for n̆ = 1, . . . , N̆ and ĭ = 1, . . . , m̆. Thus, the considered features are

neither necessarily the same nor of the same number for all usage profiles. Moreover,
the lengths of the observed data may differ from row to row and from usage profile
to usage profile so that each entry of Ψj̆ is a time sequence of tn̆j̆ observations. As

Kirschbaum [2013] outlines, it is proposed to use only measurement data that complies

with tn̆j̆ > 4h. Moreover, observations ξ(n̆ĭ)
j̆
∈ Rtn̆

j̆ are frequently fragmentary and may
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contain inappropriate measurement errors so that Ψj̆ has to be considered in a more robust
manner. This is overcome by determining numerous statistics, like empirical quantiles,
the InterQuartile Range (IQR) or the Median Absolute Deviation (MAD) for every
feature Ξĭj̆

. Each row

(ξ(11)j̆
,ξ(12)j̆

, . . . ,ξ(1m̆)j̆
) (3.60)

of Ψj̆ is transformed to

(ξ(n̆1)j̆ , ξ(n̆2)j̆ , . . . , ξ(n̆m̆′)j̆) , (3.61)

by this robustness measure, so that ξ(n̆ĭ′)
j̆
∈ R for ĭ′ = 1, . . . , m̆′ and m̆′ > m̆. Thus,

Ψrobust
j̆

=

⎛
⎜⎜⎜⎜
⎝

ξ(11)j̆ ξ(12)j̆ . . . ξ(1m̆′)j̆
ξ(21)j̆ ξ(22)j̆ . . . ξ(2m̆′)j̆
⋮ ⋮ ⋱ ⋮

ξ(N̆1)
j̆
ξ(N̆2)

j̆
. . . ξ(N̆m̆′)

j̆

⎞
⎟⎟⎟⎟
⎠

(3.62)

is obtained, whose column vectors denote observations of the robust features Ξrobust
1j̆

, . . . ,Ξrobust
m̆′
j̆

.

The objective is to find the most decisive robust features for all available usage profiles zj̆,

j̆ = 1, . . . , k̆. Kirschbaum [2013] achieves this by conducting a robust principal component
analysis (Robust PCA), as described by Croux et al. [2013]. Robust PCA is capable of
identifying those features, which possess 70% to 90% of total variability possessed by all
features. Conducting the robust PCA on Ψrobust

j̆
generally yields a few decisive robust

features, characterizing the investigated usage profile. The results show that load and
dynamic features are often outstanding, as illustrated for two dimensions by figure 3.25.
It is clearly visible that the usage profile city driving, for instance, is almost completely
separated from the other usage profiles, because it takes place in low load but high dy-
namic areas. Indeed, every illustrated point corresponds to a certain time sequence of
usage related features Ξ1j̆

, . . . ,Ξm̆j̆
. When using the simulation tool MoBEO, only the

usage related features engine speed and engine torque can be processed. In accordance
to example 3.10, it could be the target for MoBEO to simulate the city driving usage
profile. Then, the city driving usage profile needs to be characterized by one or more
gray triangles. The probably most simple approach is to randomly choose one of the gray
triangles, and simply look after the corresponding engine speed and engine torque trace.
Nevertheless, it might be of interest to simulate the data center, especially then when the
simulation effort is limited. The data center is illustrated by figure 3.26 for the usage
profiles city-driving, highway-driving, or mountain-driving. If every usage profile has to
be simulated multiple times, the simulations could correspond to the multi-dimensional
quantiles, which are introduced in section 4.2. On effect of this measure, the multidimen-
sional distribution of a usage profile is well covered. In any case, once it is clear on how
to simulate individual usage profiles, the distribution of the usage profiles needs to be
considered. On this account, it is assumed that the general vehicle usage is a mixture of
usage profiles {z1, . . . , zk̆}. Consequently, from the probabilistic point of view usage pro-
files are modeled by a discrete multinominal distributed random variable Z = (Z1, . . . , Zk̆),
whose realization values correspond vectors z = (z1, . . . , zk̆). The multinomial distribution
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Figure 3.25: Characterization of Usage Profiles

is defined as

P (Z1 = z1, . . . , Z2 = z2, . . . , Zk̆ = zk̆) =
N̆ !

z1! ⋅ z2!⋯zk̆!
⋅ pz11 ⋅ pz22 ⋯p

z
k̆

k̆
, (3.63)

where p1+p2+⋅ ⋅ ⋅+pk̆ = 1, describe the theoretical portion of each usage profile with regard
to the total use (or a majority thereof, as illustrated by figure 3.26 for 90% of the total
use). These portions shall be obtained with the aid of the manufacturer. For given a
given usage behavior z = (z1, . . . , zk̆), the simulations shall be conducted in accordance to
the empirical probabilities p̂1, . . . , p̂k̆. Thus, if city-driving is three times as probable as
highway-driving for the usage stage of a vehicle, then city-driving has to be approximately
simulated three times more often than highway-driving.
The European legislation, for example, provides the normal conditions of use and tran-
sient emission cycles4 like the NEDC 5 for passenger cars, the WHTC 6 or the NRTC 7 for
heavy-duty applications in order to cover the feasible emission spectrum during the usage
stage of a vehicle. In contrast to legislative requirements, the introduced development
and lifetime-oriented development process considers the usage stage without necessarily
focusing on emissions. The general view on the usage stage provides the possibility to
investigate the impact of the development stage on the usage stage. Beside the exhaust
behavior, this especially concerns the associated aging of the vehicle, thereby making pos-
sible geographical influenced warranty statements for example. The joint consideration of

4cf. subsection A.2.1
5”New European Driving Cycle”, cf. Delphi [2012]
6”World Harmonized Transient Cycle”, cf. Delphi [2012]
7”Nonroad Transient Cycle”, cf. Delphi [2012]
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Figure 3.26: Identification of Usage Profiles

the development and usage stage is expressed by the feature space that will be introduced
in the next section.

3.3 The Feature Space

The launch of the introduced production and lifetime-oriented process means starting
to investigate factor combinations in terms of the objective engine environment. Due
to the last sections it should be clear that the factors denote random variables, whose
realizations are generally subject to limited domains. The joint consideration of all factors
yields therefore a multidimensional random vector that is subject to a multidimensional
domain, that is the so called feature space. This section will deal with the definition of
the feature space and the modeling of its underlying multidimensional distribution.
In section 3.1 and 3.2 the factors of the development and usage stage have been discussed
in detail. Table 3.5 shortly recapitulates the findings concerning the controllable and
uncontrollable factors of the RPD. The joint consideration of all factors yields the random
vector

X = (U1, . . . , Uk̃,X1, . . . ,Xǩ, V1, V2, V3,Z) ∼ F k. (3.64)

Every realization x of X shall be denoted as experiment, meaning that x corresponds
to one simulation run with MoBEO. Under the agreement that k = k̃ + ǩ + k̆ + 3, every
experiment corresponds to a k-dimensional vector.

Definition 3.20. (Feature Space)

The set of all experiments x is defined as feature space Xk. Given that Ω1, . . . ,Ωk denote
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Table 3.5: Production and Lifetime-Oriented Development: Factor Overview

the marginal domains of X1, . . . ,Xk, the Cartesian product of the marginal domains spans
the feature space. Thus,

Xk = Ω1 × ⋅ ⋅ ⋅ ×Ωk ⊂ Rk. (3.65)

Dependent on whether or not X contains discrete random variables, Xk is a discrete space
or a continuous space, respectively.

In case of open system parameters, the domains correspond to all feasible quality
standards that have to be investigated. Thus, if the performances of a vanadium SCR
catalyst and an iron-zeolite SCR catalyst shall be compared, the domain of this discrete
consideration Uj̃ is given by Ωj̃ = {1,2}. In contrast, if the optimal light-off temperature
Uj̃ of an iron-zeolite SCR catalyst has to be detected, the respective domain is an interval
(usually Ωj̃ = [373.15K,673.15K]). With regard to manufacturing tolerances and barely

capable production processes, setting Ωǰ = Tǰ = [LSLǰ, USLǰ] would be a reasonable

choice for all ǰ = 1, . . . , ǩ. Concerning environmental conditions, the domains shall be
chosen such that the measurement data is well covered. With respect to the usage behavior
the domain of random variable Z equals to Ω = {1, . . . , k̆}.
Spanning a feature space shall be always conducted with regard to the response variables
considered. This is because each additional dimension of Xk causes the investigation
effort to exponentially grow. The reader is referred to Bishop [1995], where this problem
is well discussed under the synonym ”curse of dimensionality”. For that reason, it is
always proposed to preselect the considered factors in respect of response variables of
interest. In this thesis, these are denoted by Y1, . . . , Yr. Especially, the investigation of
particular manufacturing tolerances should be synchronized with expert knowledge. It
makes no sense to include manufacturing tolerances of components that have almost no
influence on the investigated response variable(s). As a result to that restriction, Xk can
be seen as a superset of all de facto produced vehicles and their way of usage. Indeed,
every experiment x ∈ Xk correspond to a particular vehicle assembly that is exposed to a
certain kind of usage. With the assumptions made in section 2.2, the cdf of the underlying
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feature space distribution F k corresponds to

F k(x) =
⎛
⎝

k̃

∏
j̃=1

P (Uj̃ ≤ uj̃)
⎞
⎠
⋅ P (Xǩ ≤ xǩ) ⋅ P (V ≤ v) ⋅ P (Z ≤ z) for x ∈ Rk (3.66)

where

{Xǩ ≤ xǩ} = {X1 ≤ x1, . . . ,Xǩ ≤ xǩ} ,
{V ≤ v} = {V1 ≤ v1, V2 ≤ v2, V3 ≤ x3} ,
{Z ≤ z} = {Z1 ≤ z1, . . . , Zk̆ ≤ zk̆} .

While the portions relating to the development stage, ∏k̃
j̃=1

P (Uj̃ ≤ uj̃) and P (Xǩ ≤ xǩ),
can be modified, the portions of the usage stage, P (V ≤ v) and P (Z ≤ z), are determined
and cannot be changed in practice.
The feature space Xk possesses all combinations of controllable and uncontrollable factors
of both the development and usage stage. Due to passively controllable manufacturing
tolerances Xk must be possibly investigated under multiple feature space distributions.
Hence, whenever multiple specification tables are considered for manufacturing tolerances
- for example, when taking into account two sensor types with different offset error spec-
ification limits - both resulting feature space distributions have to be covered in a repre-
sentative manner by experiments. This requirement limits the applicability of MoBEO in
a production and lifetime-oriented process, as the simulation time effort necessary quickly
exceeds all time targets. In industry, a well accepted approach is replacing rather slow
computer simulation models, like MoBEO, by much faster simulating empirical mod-
els or so called metamodels. These models are capable of simulating accurately several
thousands of experiments within seconds, if they have been fit in an appropriate manner.
Hence, metamodeling approaches require at first the appropriate allocation of experiments
in the feature space and their simulation by MoBEO. For this purpose, the generation of
such appropriate experiments and their simulation will take the center stage in the next
two chapters.



Chapter 4

Design of Experiments

The experimental feature space Xk ⊂ Rk, spanned by the factors of the development and
usage stage, might be subject to multiple features distributions F k. Setting the course
for a representative coverage of these distributions by design of experiments stands in the
main focus of the chapter. For the most part corresponding to Piffl and Stadlober [2015],
this chapter will give a guideline on how to efficiently provide high dimensional computer
experiments.
Computers have become an indispensable tool in all technical fields where complex pro-
cesses need to be investigated and optimized. Although computer simulation models, like
MoBEO, are becoming more and more precise, the associated increase in complexity has
hesitated much faster computation times and has caused confusing frameworks over the
last years (cf. Currin et al. [1991] & Siebertz, Van Bebber and Hochkirchen [2010]). DOE
minimizes here the simulation effort for investigating the relationship between input fac-
tors and response variables Y1, . . . , Ys, and it provides moreover the experiments necessary
to set up functional relationships by so called metamodels.
In section 4.1 3-level screening designs are compared and the power of the Definitive
Screening design of Jones and Nachtsheim [2011] is emphasized in the context of com-
puter simulation models. Then, the Total Sensitivity Index (TSI) of Homma and Saltelli
[1996] is recalled. The TSI allows identifying significant factors for the considered re-
sponse(s). In section 4.2 the Latin Hypercube design (LH-design) is discussed as well as
its capability to provide representative experiments concerning F k. With regard to the
results obtained, our new space-filling design approach, the Depth-design, is introduced
and presented in section 4.3.

4.1 Statistical Treatment of Computer Experiments

Let Xk denote the feature space, whose spanning factors have been preselected with
regard to response variables Y1, . . . , Yr. Then, the random vector X = (X1, . . . ,Xk) ∼ F k

represents all possible combinations of input factors x = (x1, . . . , xk) ∈ Xk for MoBEO
within Xk. In practice, the simulation capacity N is limited when using MoBEO. This
should be expressed by assuming the number of feasible simulations within 25 ≤ N ≤ 500
for this chapter. The number N should be optimally selected to build metamodels with
regard to Y1, . . . , Yr. As illustrated by figure 4.1, this is accomplished by conducting a
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screening and a space-filling procedure. It is assumed that most processes or systems are

Figure 4.1: Guideline to Generate Experiments for Metamodels

dominated by a few factors. This well-accepted rule of thumb is known in statistics as
the ”sparsity-of-effects principle”. Indeed, this rule turns out to be true in most cases
(cf. Wu and Hamada [2009], Mee [2009] and Montgomery [2013]). Hence, a preliminary
screening procedure, using a portion NSc of N feasible experiments, can cheaply reduce all
considered factors X1, . . . ,Xk to the most significant factors X1, . . . ,Xks (usually ks ≤ 10)
for each considered response variable Ys. As a consequence, it is possible to reduce Xk to
a subspace Xks for s = 1, . . . , r. The associated reduction of k to ks eases the experimental
coverage by NSf experiments during the subsequent space-filling procedure.

4.1.1 Screening Designs

Screening designs enable the identification of the most relevant factors X1, . . . ,Xk of a re-
sponse variable Ys with comparable low simulation effort. Given a fixed number of factors
k to investigate, screening designs mainly differ in the number of experiments NSc and in
the interpretability of the estimated effects (cf. Montgomery [2013]). Both criteria are
important, because, beside the numerical effort, the estimated effects outline how single
factors or combinations of factors influence a response variable Ys. Dependent on the
design approach, the estimated effects may bias each other. With regard to screening
designs, the statistician is especially interested in clear main effects. Such clear main
effects are neither biased by other main effects nor by 2nd order effects (cf. Montgomery
[2013]). While 2-level screening designs, share the idea of comparing the results of two
different factor levels ”−1” and ”+1” (extreme cases), 3-level screening designs addition-
ally consider the factors at a center level ”0”. This makes it possible to estimate pure
quadratic effects that may indicate a possible curvature in the relationship between input
factors and response variable.
During the screening procedure, factors X1, . . . ,Xk need to be assumed as independent
random variables. This simplification may be especially feasible for computer simulation
models. Due to the neglected correlation structure, in the worst case, more factors may
remain after the screening procedure. Hence, although ambient temperature and ambient
humidity, for instance, strongly correlate in a positive manner, they are assumed as in-
dependent for the screening procedure. If the independent setting of two or more factors
is not possible, it is suggested to successively neglect such factors until an independent
consideration becomes possible. It is proposed to standardize the edges of Xk to [−1,+1]
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so that eventually Xk = [−1,+1]k. This standardization measure is advantageous for two
reasons. On the one hand, quantitative input factors can be easily compared. On the
other hand, DOE notation of 3-level screening designs uses ”-1”, ”0” and ”+1” to denote
the factor levels. Design matrices of a 23 and 32 designs are given for illustration purposes
by table 4.1 and 4.2. Scientists and engineers do often feel more comfortable with 3-

Table 4.1: 23 Design Table 4.2: 32 Design

level screening designs, because they tend to expect a substantial non-linear relationship
between input factors and the response. As a result, the straightforward application of 3-
level full factorial designs (3k designs) is not possible, because the number of experiments
NSc exponentially grows in k. For instance, the 3k=10 design requires already NSc = 59049
experiments. The following alternative 3-level screening designs need less experiments for
k factors.

1. 3k−p fractional factorial design [Montgomery, 2013]

2. Box-Behnken design [Box and Behnken, 1960]

3. Face-Centered Central Composite design [Box and Wilson, 1951]

4. Definite Screening design [Jones and Nachtsheim, 2011]

At closer inspection, the 3k−p fractional factorial design comes along with a major dis-
advantage, as each effect has (3p − 1) /2 different aliases. If the number of fractions p is
increased in order to decrease the number of experiments, the generation of 3k−p fractional
factorial designs, exhibiting clear main effects, becomes very challenging. Xu [2005] pro-
poses a method, based on coding theory in order to identify clear main effects of large
3k−p fractional factorial designs. However, his method is only applicable for k ≤ 20 factors.
The very efficient Box-Behnken design, does not provide the vertices of Xk. This property
may be especially useful for applications where factor combinations with extreme levels
are not realistic. Still, if the factors are allowed to follow other than normal distributions,
this property is not desirable at all.
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An often proposed alternative to a 3k design is the 3-level Face-Centered Central Com-
posite design. In order to cope with non-linearity issues, it expands a 2-level full factorial
design (2k design) by introducing axial experiments and multiple experiments in the cen-
ter of the feature space. Nevertheless, the 2k design yields too many experiments when
k is large. One may have the idea to replace the 2k design by a 2k−p fractional factorial
design with clear main effects. This measure, however yields significantly biased pure
quadratic effects, which contradicts the original intended purpose of a 3-level screening
design (cf. Siebertz, Van Bebber and Hochkirchen [2010]).
Cheng and WU [2001], Tsai, Gilmour and Mead [2000] and Jones and Nachtsheim [2011]
address their studies to non-regular 1 3-level designs for screening procedures. The work of
Jones and Nachtsheim and their Definitive Screening design (DS-design) with NSc = 2⋅k+1
experiments should be emphasized at this point. Based on the strategy to minimize the
correlation structure among second order effects by the coordinate exchange algorithm2

and the target to achieve uncorrelated main effects by the fold-over technique3, they
produced 3-level designs with orthogonal columns. Jones and Nachtsheim itemize their
characteristics in the following way:

1. The number of required experiments is only one more than twice the number of
considered factors (NSc = 2 ⋅ k + 1).

2. Unlike resolution III designs, main effects are completely independent of two-factor
interactions.

3. Unlike resolution IV designs, two-factor interactions are not completely confounded
with other two-factor interactions, although they may be correlated.

4. Unlike resolution III, IV and V designs with added center experiments, all quadratic
effects are estimable in models comprised of any number of linear and quadratic
main-effects terms.

5. Quadratic effects are orthogonal to main effects and not completely confounded
(though correlated) with interaction effects.

Table 4.3 shows the orthogonal design matrix of a DS-design for 4 input factors. There,
the included fold-over technique becomes clearly visible, as each even numbered row is
obtained by multiplying each value of the previous row by −1. The last experiment de-
notes always the center experiment. If the DS-design of table 4.3 is projected into three
dimensions, one may get an idea which experiments of the feature space are simulated.
The projected DS-design is depicted by figure 4.2. However, Jones and Nachtsheim [2011]
constructed their designs with a complicated algorithm, which was not able to find or-
thogonal designs4 for k = 12. Furthermore, this algorithm suffered from slow convergence
speed in cases where k was large. In the paper of Xiao, Lin and Bai [2012], the generation
of the DS-design was completed by a well applicable construction method based on con-
ference matrices. Although conference matrices do not exist for k factors, if k ≡ 2 mod 4

1cf. Montgomery [2013]
2cf. Goos and Jones [2011]
3cf. Wu and Hamada [2009]
4cf. Montgomery [2013]
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Table 4.3: DS-Design for 4 Factors Figure 4.2: DS-Design for 4 Factors,
Projected to 3 Dimensions

and k−1 ≠ a2+b2 for a and b integers (cf. Van Lint and Seidel [1966]), it is always possible
to increase k, construct a DS-design and finally delete the dispensable columns. As long
as no design rows are deleted, orthogonality is not affected by this procedure. Altogether,
these designs provide the possibility to estimate pure main effects, quadratic effects and
interaction effects with one run-through. Hence, the DS-design is a very efficient screening
tool for all kinds of processes, where a non-linear relationship between many input factors
and one response is expected.

4.1.2 Evaluation of the Definitive Screening Design

By construction, the non-regular DS-design provides 2 ⋅ k + 1 degrees of freedom. In
principle, this allows the estimation of 2 ⋅ k different effects. Still, the assessment of all
main effects, 2nd order interactions and quadratic effects requires 2 ⋅ k + (k

2
) + 1 degrees of

freedom. Here, pair-by-pair comparisons are a possible remedy to estimate all effects (cf.
Wu and Hamada [2009]). For two different factors A ∶=Xi and B ∶=Xj (1 ≤ i < j ≤ k) the
following linear (”L”) and quadratic (”Q”) effects can be estimated.

AL,AQ,BL,BQ,ABL×L
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

of interest

,

not considered
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
ABL×Q,ABQ×L,ABQ×Q . (4.1)

While the pure linear, pure quadratic and simple interaction effects are of interest, the ef-
fects ABL×Q, ABQ×L, ABQ×Q are neglected for the screening procedure. These effects are
usually negligible, hard to interpret and should be rather used to build regression models.
Thus, the square sums of the contrasts5, which can be directly derived by the estimating
AL,AQ,BL,BQ,ABL×L, are compared to the total sum of squares of Ys. Consequently,
one compares the impact of single effects on the variability of the response. All effects of
interest can be estimated, if this so called ANalysis Of VAriance (ANOVA) is conducted

sequentially for all (k
2
) = k ⋅(k−1)

2 factor pairs.
Let y1, . . . , yNSc

denote the results of response variable Ys, obtained by the DS-design.

5cf. Montgomery [2013]
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Then, the linear contrast CAL of factor A is computed by the contrast weights of Hinkel-
man and Kempthorne [1994] as follows.

CAL = −1 ⋅
NSc

∑
n=1

yn ⋅ 1{A=−1} + 0 ⋅
NSc

∑
n=1

yn ⋅ 1{A=0} + 1 ⋅
NSc

∑
n=1

yn ⋅ 1{A=+1} = −1 ⋅ y− + 0 ⋅ y0 + 1 ⋅ y+. (4.2)

The wrapped fold-over technique of the DS-design yields clear main effects. The square
sum of a linear effect is obtained by the fraction of its squared contrast and the number of
experiments in each group, weighted by its squared contrast coefficient (cf. Montgomery
[2013]). For AL that means

SSAL =
C2
AL

NSc

∑
n=1

1{A=−1} ⋅ (−1)2 +
NSc

∑
n=1

1{A=+1} ⋅ (+1)2

=
C2
AL

∣y−∣ ⋅ (−1)2 + ∣y+∣ ⋅ (+1)2
. (4.3)

Estimating the pure quadratic effect of a factor requires experiments at the center level
”0”. As the DS-design only provides three center level experiments per factor, but (k−1)
experiments with levels ”−1” and ”+1”, the design is generally not balanced. By definition
of a contrast, the scalar product between vector m, which contains the observations per
level

m = (∣y−∣, ∣y0∣, ∣y+∣) , (4.4)

and the contrast weight vector c = (c−1, c0, c+1) must be zero (cf. Montgomery [2013]).

Hence, to comply with mT c
!= 0, it is necessary to standardize the elements of c to the

smallest coefficient of m, which corresponds to ∣y0∣ = 3 for the DS-design. Hence, the
contrast weight vector for the quadratic contrast c = (1,−2,1) needs to be replaced by

c = (1 ⋅ ∣y0∣
∣y−∣ ,−2 ⋅ ∣y0∣

∣y0∣ ,1 ⋅
∣y0∣
∣y+∣) so that

mT c = (k − 1) ⋅ 3

(k − 1)
− 2 ⋅ 3 + (k − 1) ⋅ 3

(k − 1)
= 0 (4.5)

holds for the DS-design. The quadratic contrast CAQ of factor A can be estimated by

[CAQ] = c−1 ⋅ y− + c0 ⋅ y0 + c1 ⋅ y+ = 1 ⋅ 3

(k − 1)
⋅ y− + (−2) ⋅ y0 + 1 ⋅ 3

(k − 1)
⋅ y+. (4.6)

Although orthogonal contrasts are used, it has to be pointed out that the contrast CAQ
is biased due to the correlation structure of the DS-design. The contrasts describe the
coherence between the biased [CAQ] and CAQ as follows

[CAQ] = CAQ + ∑
E≠A

r(AQ,EQ) ⋅CEQ + ∑
F≠E

r(AQ,EFL×L) ⋅CEFL×L , (4.7)

where factors E and F differ from factors A and B. Jones and Nachtsheim [2011] showed
that the absolute value of correlation r(⋅,⋅) between pure quadratic effects converges towards
1
3 and between quadratic effects and 2nd order interaction effects towards 1

6 for k →∞.

The square sum of the pure quadratic effects is estimated by

[SSAQ] =
([CAQ])2

∣y−1∣ ⋅ ( 3
(k−1)) ⋅ (+1)2 + ∣y0∣ ⋅ (−2)2 + ∣y+1∣ ⋅ ( 3

(k−1)) ⋅ (+1)2
. (4.8)
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Finally, the contrasts of the two-factor interaction effects have to be determined. Here,
the contrast weights origin a (3 × 3)-matrix, derived from the matrix multiplication of the
contrast weights of the involved effects

cABL×L = c(AL)T × c(BL) = (−1,0,1)T × (−1,0,1) =
⎛
⎜
⎝

+1 0 −1
0 0 0

−1 0 +1

⎞
⎟
⎠
. (4.9)

As a result, the contrast CABL×L of the two-factor interaction is estimated by

[CABL×L] = 1 ⋅ y−− + (−1) ⋅ y−+ + (−1) ⋅ y+− + 1 ⋅ y++ (4.10)

whereas

[CABL×L] = CABL×L +∑
E

r(ABL×L,EQ) ⋅CEQ + ∑
E≠F

EF≠AB

r(ABL×L,EFL×L) ⋅CEFL×L . (4.11)

The desired square sum is

[SSABL×L] =
([CABL×L])2

∣y−−∣ ⋅ (+1)2 + ∣y−+∣ ⋅ (−1)2 + ∣y+−∣ ⋅ (−1)2 + ∣y++∣ ⋅ (+1)2
. (4.12)

4.1.3 Total Sensitivity Index

The total sum of squares SST =
NSc

∑
n=1

(yn − ȳ)2 reflects the artificially generated variability

of response Ys for a number of conducted experiments. Whenever two factor pairs, (A,B)
and (A,C) are evaluated by the described pair-by-pair approach, SST is partitioned into
the following components

SST = SSAL + [SSAQ]B + SSBL + [SSBQ]A + [SSABL×L] + SSRAB and (4.13)

SST = SSAL + [SSAQ]C + SSCL + [SSCQ]A + [SSACL×L] + SSRAC , (4.14)

where the error sums of squares SSRAB, SSRAC reflect the portion of SST , not explained
by the effects considered. The combination of factor A with another factor E ≠ A entails
k − 1 different square sums [SSAQ]E. Here, it is proposed to take their mean value

[SSAQ] =
1

k − 1
⋅ ∑
E≠A

[SSAQ]E (4.15)

as the desired statistic. With the TSI, introduced by Homma and Saltelli [1996], the
portion of the total variability caused by factor A can be finally expressed by

STA =
SSAL + [SSAQ] + ∑

E≠A
[SSAEL×L]

SST
. (4.16)
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Originally, this index demands unbiased estimators of the involved square sums. In the
worst case [SSAQ] or [SSAEL×L] are affected by an overall noise, which may obscure
relevant effects or erroneously increase the significance of unimportant effects (cf. figure
4.3). A possible remedy is to consider a bias corrected TSI, where the overall noise is
removed with respect to a relevance level 0 < α ≤ 0.1.

STAcorr(α) =
SSAL + [SSAQ]corr(α) + ∑

E≠A
[SSAEL×L]corr(α)

SST
(4.17)

with

[SSAQ]corr(α) ∶=
⎧⎪⎪⎨⎪⎪⎩

δAQ α ≤
[SSAQ ]
SST

0 else
, (4.18)

where

δAQ =
RRRRRRRRRRRRRR
[SSAQ] −mean

E≠A

⎧⎪⎪⎪⎨⎪⎪⎪⎩
[SSEQ] ⋅ I⎧⎪⎪⎨⎪⎪⎩

[SSEQ
]

SST
<α

⎫⎪⎪⎬⎪⎪⎭

⎫⎪⎪⎪⎬⎪⎪⎪⎭

RRRRRRRRRRRRRR
. (4.19)

Accordingly, the same formulas apply to [SSABL×L]corr(α). The impact of this correction
becomes visible when figures 4.3 and 4.4 are compared. Figure 4.3 contains fractions
[SSAQ]/SST and [SSABL×L]/SST that origin a simulated DS-design with k = 69 factors.
As visible, the TSIs of many factors are likely to be influenced by a multiplicity of interac-
tion effects. On basis of the ”sparsity-of-effects principle”, it is expected that only a few
decisive main effects and second order effects dominate the simulated process. Assuming
that the correlations of equation (4.11) are the root cause of this problem, the corrected
TSI shall be applied. Figure 4.4 illustrates the corresponding fractions after having ap-

Figure 4.3: Share of Effect Square Sums
in the Total Square Sum

Figure 4.4: Share of Corrected Effect
Square Sums in the Total Square Sum

plied the corrected TSI with α = 0.025. As visible, two quadratic effects and only a few
two-factor interaction effects are relevant. After a consultation with the model experts
these effects have been confirmed. Moreover, no further effects than the identified effects
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have been expected to be significant. The results of the concerning corrected TSIs are
visible in figure 4.5 and 4.6. Pie plots or bar diagrams are suggested to highlight which
factors are significant and which factors can be neglected respectively. As expected, only

Figure 4.5: Pie Plot - Corrected
TSIs

Figure 4.6: Bar Plot - Corrected
TSIs

ks = 10 of the k = 69 considered factors dominate the MoBEO model in terms of Ys.
To sum up, the DS-design of Jones and Nachtsheim [2011] with NSc = 2 ⋅k+1 experiments
is a powerful screening tool for computer simulation models, where a non-linear relation-
ship between factors and response variables is expected.

4.1.4 Space-Filling designs

The DS-design of Jones and Nachtsheim [2011] is proposed as the first step of building
metamodels for response variables Y1, . . . , Yr. Thereby, the simulation of one DS-design
allows detecting the most significant factors X1, . . . ,Xks and reducing Xk to subspaces
Xks for each Ys, s = 1, . . . , r. Although the space-filling procedure needs to be repeated
for each response variable in theory, in practice this only denotes the worst case scenario.
Often, two or more response variables share almost the same significant input factors so
that the individual reduction of Xk is not useful. From methodical point of view, it is
sufficient to consider one response variable Ys.
While the feature space distribution F k played a minor role during the screening proce-
dure, it plays an important role in the subsequent space-filling procedure. Input factors
regarding the usage stage are associated to distributions that cannot be modified in prac-
tice. Following that, a representative coverage of the reduced feature space Xks (in terms
of F ks) should be ensured for all usage stage related factors as applicable. This measure
later ensures that the corresponding metamodels work precisely under different usages.
Contrary to that, the portions of the development stage of F ks in (3.66) have to remain
variable. The distributions of the factors that model manufacturing tolerances might be
known or can be estimated. Still, investigating more than the existent distributions for
these factors, requires a precise metamodel for the entire domain. This also applies to the
open system parameters, which are modeled by uniform random variables. Due to the
fact that the factors of development stage are assumed to be independent to the factors
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of the usage stage, it suffices to merge two separate space-filling designs. The one has
to provide most efficiently distributed experiments with regard to the development stage.
The other must provide most representative experiments concerning the usage stage. On
this account well known space-filling design approaches should be briefly discussed.
The first space-filling designs were introduced to uniformly distribute experiments within
a given feature space. Hence, the experiments of these designs represent approximately
a multidimensional uniform distribution. As Montgomery [2013] points out, this is de-
sirable, if the experimenter is not aware of the relationship between the input factors
and the response, and if the underlying feature space distribution is either unknown or
not determined. The most popular space-filling design approaches, included in commer-
cial software packages, are listed below in table 4.4. The pdf of the ks-dimensional

Design Type Background
Non-uniform

SourceDistributions
possible

1. Sphere Packing max min
x,x′∈Xk

∣∣x − x′∣∣2 No Johnson et al. [1990]

2. Uniform min
Xk

Discrepancy No Fang [1980]

3. Maximum Entropy max
Xk

Shannon Entropy Yes Shewry and Wynn [1987]

4. IMSE6 min
Xk

MSE(Residuals) Yes Sacks et al. [1989]

5. (Quasi) MC Yes Johnson [1987]Law of Large Numbers

6. Latin Hypercube Yes McKay et al. [1979]Permutation Matrix

Table 4.4: Standard Space-Filling Designs

distribution F ks is obtained by

fks (x1, . . . , xks) =
∞

∫
−∞

. . .

∞

∫
−∞

fk (x1, . . . , xks) dx′1 . . . dx′k−ks+1, (4.20)

where x′1, . . . , x
′
k−ks+1 correspond to the insignificant factors X ′

1, . . . ,X
′
k−ks+1, eliminated by

the screening procedure. Independent of their capability to represent other than uniform
distributions, space-filling designs 1., 2., 3. and 4. of table 4.4 are not further discussed
in this thesis. This is due to their long computation times in high dimensional spaces.

Given that the factors X1, . . . ,Xks are independent random variables (i.e. Xj
ind∼ Fj for

j = 1, . . . , ks), Fishman [1996] motivates pseudo MC methods in order to represent mul-
tidimensional distributions. So called pseudo MC-designs can be generated by directly
merging random samples of the marginal distributions Fj (cf. Siebertz, Van Bebber and
Hochkirchen [2010]). If the assumption of independent factors is too restrictive, there

6Integrated Mean Squared Error
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exists an easy transformation based on the Cholesky decomposition to generate represen-
tative experiments for a multivariate normal distribution F ks ≡ Nks(µ,Σ) (cf. Dagpunar
[1988]). Moreover, Johnson [1987] presents several techniques on how to generate random
samples of other than multivariate normal distributions, which can be used to generate
pseudo MC-designs. Probably because of their simple applicability, the pseudo MC-design
has gained a considerable amount of recognition in engineering. Still, it has to be men-
tioned that the efficiency of such designs is heavily influenced by the assumed distribution.
Replicate experiments may especially cause redundant information in regions of the fea-
ture space with small variability. Beyond all that, an efficient space-filling design ”per
se” can not be subject to total randomness. If F ks is a multidimensional uniform dis-
tribution, a more efficient experimental coverage can be achieved by quasi MC-designs
(cf. Siebertz, Van Bebber and Hochkirchen [2010]). Because the theory of non-uniform
random numbers does not directly apply to the quasi MC-design, this technique is not
suggested, however, for other than uniform distributions.
The LH-design of McKay et al. [1979] is also a well accepted space-filling design approach
in industry. The general idea behind the LH-design is to cover the feature space as best as
possible, while avoiding replicate experiments at the same time. Although the LH-design
is the first proposed space-filling design, and it was originally intended, like other pioneer
space-filling designs, to generate experiments in a uniform manner, Stein [1987] intro-
duced an approach to generate LH-designs for general multidimensional distributions. If
factors X1, . . . ,Xks are independent, the LH-design is generated by partitioning Xks into
hyper-rectangles with equal probability. Eventually, the experiments are distributed over
the resulting lattice so that the projection to any one dimension yields exactly one ex-
periment per cell. For cases, where factors X1, . . . ,Xks are not independent, Stein [1987]
proposes a technique using inverse marginal cdfs and permutation matrices to generate
appropriate LH-designs. Figure 4.7 illustrates the lattice approach for two independent
factors X1 ∼ N (0, 1

4
) and X2 ∼ N (0, 1

4
). Figure 4.8 depicts the LH-design, generated by

the approach of Stein [1987], for two dependent factors (X1,X2), subject to the bivariate
normal distribution N2(µ,Σ), where

µ = c (0,0) and Σ = (
1
4

1
5

1
5

1
4

) . (4.21)

The LH-design approach is a simple method on how to involve the feature space distri-
bution and avoid replicates at the same time. Still, Stein [1987] advises large sample sizes
in order to achieve representativeness for the underlying feature space distribution.
To sum up, the LH-design of McKay et al. [1979] is the perfect tool to efficiently gener-
ate experiments regarding the factors of the development stage. The question remains
whether or not the LH-design of Stein [1987] can produce representative experiments with
regard to a multidimensional distribution, when the simulation capacity is limited. In the
next section this question shall be answered by the aid of multidimensional quantiles.
For simplicity, it is assumed that all remaining factors X1, . . . ,Xks after the screening
procedure relate to the usage stage.
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Figure 4.7: LH-Design for Indepen-
dent Factors

Figure 4.8: LH-Design for Depen-
dent Factors

4.2 Multidimensional Quantiles and Depth Functions

In one dimension the representativeness of a set of points with regard to a particular
distribution can usually be illustrated by a Quantile-Quantile (QQ) plot, which scatters
the empirical quantiles against the theoretical quantiles. However, the concept of one-
dimensional quantiles with their natural linear order is not directly transferable to multi-
dimensional distributions. Serfling [2010] overcomes this issue by using median-oriented
quantiles. These imply nested contours, which enclose regions containing amounts of in-
ner probability around the ks-dimensional median of the multidimensional distribution
F ks . Median-oriented quantiles are defined for F , that is the class of distributions on the
Borel sets of Rks .

Definition 4.1. (Median-Oriented Quantile Function)
For ϑ ∈ Bks−1(0) = {ϑ ∈ Rks ∶ ∣∣ϑ∣∣ ≤ 1} the median-oriented quantile function Q(⋅, ⋅) ∶
Bks−1(0) × F → Rks generates nested contours {x = Q(ϑ, F ks) ∶ ∣∣ϑ∣∣ = c, 0 ≤ c ≤ 1} in Rks

that enclose the ks-dimensional median, defined by MFks = Q(0, F ks).

The following example shows how to determine the median-oriented quantiles for a bivari-
ate normal distribution, modeling two independent random variables (trivial covariance
matrix Σ).

Example 4.1. (Median-Oriented Quantiles of a Bivariate Normal Distribution)
Let N2 (µ,Σ) denote a bivariate normal distribution, well defined by the parameters

µ = (0,0) and Σ = (σ
2
1 = σ2 0

0 σ2
2 = σ2) for 0 < σ <∞. (4.22)

Then, the circles Al, defined by radii rl and by the center point µ ∈ Rks, are contours
possessing inner probabilities 0 < pl < 1. These are given by

P (X ∈ Al) = pl for l ∈ R, (4.23)
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where pl < pl′, if l < l′ (or Al ⊂ Al′). For l ∈ R and x ∈ Al the transformation

R (x,N2 (µ,Σ)) = pl ⋅
x

∣∣x∣∣
= ϑ (4.24)

yields the mapping R ∶ Rks × F → Bks−1 × F , which satisfies ∣∣ϑ∣∣ = pl < 1. The probability
pl can be determined for a circle Al with radius rl as follows.

pl = ∫
Al

f 2
N2(0,Σ)(x1, x2)d(x1, x2) =

1

2πσ2
⋅ ∫
Al

exp(− 1

2σ2
⋅ (x2

1 + x2
2))d(x1, x2).

Substitution of x1 = r ⋅ cosφ and x2 = r ⋅ sinφ by polar coordinates (r, φ) yields

pl =
1

2πσ2
⋅

2π

∫
φ=0

rl

∫
0

r ⋅ exp(− 1

2σ2
⋅ (r2 ⋅ cos2 φ + r2 ⋅ sin2 φ))drdφ.

Noting that cos2 φ + sin2 φ = 1, one receives the Circular Gaussian probabilities

pl = 1 − exp(−
r2
l

2σ2
).

The inverse of transformation (4.24) yields the median-oriented quantile function, with
which the median-oriented quantiles are obtained for all inner probabilities 0 < pl < 1.
They are given by

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

x = ϑ ⋅
=rl«
∣∣x∣∣
pl

∶
√
ϑ2

1 + ϑ2
2 = pl

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

(4.25)

for ϑ ∈ Bks−1(0) and pl ≠ 0. The ks-dimensional median MFks = Q(0, F ks) corresponds to
µ.

The solution approach shown above on how to determine the median-oriented quantiles
of a distribution F ks is a special application of the Depth-Outlyingness-Quantile-Rank
(D-O-Q-R) paradigm, described in detail by Serfling [2010]. In a nutshell, it says that three
functions, the depth function, the outlyingness function and the centered rank function,
closely relate to the median-oriented quantile function. Serfling [2010] uses this relation in
order to show that it suffices to find a depth function D(x, F ks) to obtain a valid quantile
function Q(ϑ, F ks) for a continuous distribution F ks . Thereby, the depth function must
possess nested contours, enclosing a point MFks ∈ Rks and bounding regions

Al = {x ∈ Rks ∶D(x, F ks) ≥ l} (l ∈ R) . (4.26)

As already indicated by example 4.1, where the nested contours Al were implicitly assumed
in (4.23), the median-oriented quantile function Q (ϑ, F ks), ϑ ∈ Bks−1, has an inverse at
each x ∈ Rks , given by the centered rank function R(x, F ks). The magnitude O (x, F ks) =
∣R(x, F ks)∣ of the centered rank function is called outlyingness function. The outlyingness
function, in turn, is related with the depth function by D(x, F ks) = 1 −O(x, F ks).
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After Serfling [2010] a valid quantile function is induced by setting MFks = Q(0, F ks)
and ϑ = R(x, F ks) = p ⋅ v ∈ Bks−1, where v is the unit vector that points towards x from
MFks . Moreover, pl denotes the inner probability of region Al with x on its boundary (cf.
transformation (4.24)). Hence,

P (X ∈ Al) = pl for X ∼ F ks . (4.27)

Furthermore, the probability pl, l ∈ R, equals to the outlyingness of all x on the closure
Al of Al, i.e. O(x, F ks) = ∣∣ϑ∣∣ = pl. Consequently, Al corresponds to the median-oriented
quantile possessing an inner probability pl. Zuo and Serfling [2000] define the depth
function in a more general way.

Definition 4.2. (Depth Function)
Let the mapping

D(⋅, ⋅) ∶ Rks ×F → R+ (4.28)

be bounded, non-negative and satisfying the subsequent conditions.

(i) D(Ax + b, F ks
AX+b) = D(x, F ks

X ) holds for any random vector X ∼ F ks, any non-
singular matrix A ∈ Rks×ks and any vector b ∈ Rks (affine invariance property);

(ii) D(θ, F ks) = supx∈Rks D(x, F ks) holds for any F ks ∈ F having a ”center” θ in Rks

(maximality at center);

(iii) For any F ks ∈ F having a ”center” θ ∈ Rks, D(x, F ks) ≤D (θ + δ (x − θ) , F ks) holds
for all δ ∈ [0,1] (monotonicity relative to the deepest point);

(iv) D(x, F ks)→ 0 as ∣∣x∣∣→∞ for arbitrary F ks ∈ F (vanishing at infinity).

Then, D(⋅, F ks) is called statistical depth function.

A random vector x ∈ Rks is usually denoted as centrally symmetric about a ”center” θ, if

x−θ d= θ−x, whereas ”
d=” means equal in distribution. Zuo and Serfling [2000] introduce a

more general notion, which defines X to be halfspace symmetric about θ, if P (X ∈H) ≥ 1
2

for every closed halfspace H ⊂ Rks that contains θ.
With condition (ii) of definition 4.2, the D-O-Q-R paradigm implies that the center θ
of F ks equals to the multidimensional median, i.e. θ ≡ MFks . Thus, it follows that the
ks-dimensional median possesses maximal depth.
With moderate effort it is possible to determine the probabilities pl in (4.27) of the ks-
dimensional normal distribution Nks (µ,Σ) with parameters

µ = (µ1, . . . , µks) and Σ =
⎛
⎜⎜⎜
⎝

σ2
1 0 . . . 0

0 σ2
2 . . . 0

⋮ ⋮ ⋱ ⋮
0 0 . . . σ2

ks

⎞
⎟⎟⎟
⎠

for ∣Σ∣ <∞. (4.29)

As highlighted by Waugh [1961], the determination procedure requires the integration of
the pdf of F ks over a centered ks-dimensional ellipse, whose ks semi axes correspond to
the diagonal elements of Σ. The analytical resolvability of the median-oriented quantile
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task, as presented in example 4.1, becomes challenging for F ks = N(µ,Σ) (Σ not trivial),
because the orientation of the ks-dimensional ellipse changes. Moreover, unless a multi-
variate normal distribution is considered, the analytical resolvability of probability pl of
region Al is no longer ensured.
The D-O-Q-R paradigm and the depth function approach shall be used to estimate
median-oriented quantiles of a general distribution F ks by realizations x1, . . . ,xN ′ of

Xn
iid∼ F ks . This is because, the depth function D(xn, F ks) yields a center-outward order-

ing of x1, . . . ,xN ′ . The probability pl of the region Al, as defined in (4.26), is estimated
as follows.

P (X ∈ Al) = pl ≈
∣Al∣
N ′ for l ∈ R and X ∼ F ks . (4.30)

The median oriented quantiles, which correspond to probabilities pl, are estimated by
the convex hulls of Al. In the papers of Liu et al. [1999] and Zuo and Serfling [2000]
various depth functions are presented, compared and discussed in terms of the four desired
properties affine invariance, maximality at center, monotonicity relative to the deepest
point and vanishing at infinity. Zuo and Serfling [2000] conclude by recommending the
halfspace- and the projection depth, because they fulfill the four desired properties of
definition 4.2. Although the D-O-Q-R paradigm can be applied for every valid depth
function, an appropriate choice would be the affine invariant version of the L2 depth.
This recommendation is threefold:

1. The affine invariant version of the L2 depth fulfills all properties of definition 4.2.

2. The affine invariant version of the L2 depth can be approximated with controllable
effort, as shown in (4.33).

3. The affine invariant version of the L2 depth can be determined for F ks ≡ N(µ,Σ).

Definition 4.3. (L2 Depth)
The L2 depth of x ∈ Rks is given by

L2D(x, F ks) = (1 +EFks ∣∣x −X∣∣2)−1
, (4.31)

where X ∼ F ks.

Mosler [2013] showed that the nested contours, possessed by (4.31), bound convex regions
Al. In addition to this desirable characteristic, Zuo and Serfling [2000] describe that the
L2 depth provides all desired properties with the exception of affine invariance. Here, Rao
[1988] have demonstrated that an affine invariant version of definition 4.3 can be obtained

by replacing the euclidean norm with ∣∣x∣∣M ≡
√

xTMx, where M ∈ Rks×ks is a positive
definite matrix.

Definition 4.4. (Affine Invariant Version of the L2 Depth)

L̃2D(x, F ks) = (1 +EFks ∣∣x −X∣∣Σ−1)−1, (4.32)

where X ∼ F ks and Σ−1 the covariance matrix of distribution F ks.
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The expected norm in definition 4.4 can be estimated by a moderate sized subset
{x̃1, . . . , x̃NL2

} of {x1, . . . ,xN ′} in N ′ ⋅NL2 < N ′2 operations as follows.

L̃2D(xn, F ks) ≈
⎛
⎝

1 + 1

NL2

⋅
NL2

∑
n=1

√
(x − x̃n)T Σ−1 (x − x̃n)

⎞
⎠

−1

for n = 1, . . . ,N ′. (4.33)

If F ks ≡ Nks(µ,Σ), the expected value in (4.32) can be determined. For xn ∈ Rks , the
exact solution requires the consideration of the positive random variable

Wxn = (xn −X)T Σ−1 (xn −X) ∈ R+, where X ∼ Nks(µ,Σ). (4.34)

Given that the distribution FWxn
of Wxn is known, we can apply the well known formula

E(W γ
xn) = γ ⋅ ∫

∞

0
tγ−1 ⋅ P (Wxn > t) dt (4.35)

for γ = 1
2 . Now it holds that distribution FWxn

corresponds to a non-central chi-squared
distribution with ks degrees of freedom and non-centrality parameter λ2 (cf. Anderson
[1984]).

Wxn ∼ χ2
ks

(λ2) where λ2 = (xn −µ)T Σ−1 (xn −µ) . (4.36)

Still, it has to be pointed that the resolvability of the affine invariant version of the L2

depth must not be confused with the resolvability of the median-oriented quantile task.
The product of N ′ and the computational effort, necessary to evaluate the integral in
(4.35), dominates the operations required to estimate the median-oriented quantiles of
F ks ≡ Nks (µ,Σ). If F ks /≡ Nks (µ,Σ), the computation speed mainly depends on N ′ and
on the approximation quality NL2 in (4.33).
Figure 4.9 illustrates the median-oriented quantiles of a bivariate normal distribution
N2 (µ,Σ) with parameters

µ = (1
2 ,

1
2) and Σ = (

1
8

1
10

1
10

1
8

) (4.37)

that have been estimated by N ′ = 10.000 pseudo MC samples for pl = 0.1, . . . ,0.9. Repre-
sentatively for a distribution F ks /≡ N (µ,Σ), figure 4.10 shows the nonparametric estima-
tion approach for the versatile Beta distribution. The estimation was based on N ′ = 10.000
pseudo MC samples (x1, x2) ∈ R2, which were realizations of

X1

X1 +X2 +X3

and
X2

X1 +X2 +X3

, (4.38)

where
X1 ∼ γ (2,5) and X2 ∼ γ (1

2 ,5) and X3 ∼ γ (2,5) . (4.39)

γ(κ, θ) denotes a gamma distribution with shape parameter κ > 0 and scale parameter
θ > 0. The computation of the convex hulls was performed with the algorithm of Barber
et al. [1996].
It should be clarified which sample size N ′ is required to estimate the median-oriented

quantiles of a distribution F ks in an adequate manner. By means of the law of large
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Figure 4.9: Median-Oriented Quantiles of
N2 (µ,Σ)

Figure 4.10: Median-Oriented Quantiles of
Bivariate Beta Distribution

numbers, one can count on stochastic sampling strategies like the LH-design (or pseudo
MC sampling) to depict the true distribution, ifN ′ is large enough. The estimated median-
oriented quantiles can be easily validated with a test set {x1, . . . ,xNtest} (Ntest > N ′),
because the estimated probabilities pl of all regions Al can be compared to the fractions
ptest
l of the test set Atest

l , given by

Atest
l = {x ∈ {x1, . . . ,xNtest} ∶ D(x, F ks) ≥ l} , and ptest

l =
∣Atest

l ∣
Ntest

. (4.40)

The performance of the estimated median-oriented quantiles shall be assessed by the Root
Mean Squared Error (RMSE)

RMSEs =
√

1

N ′ ⋅∑
l

(pl − ptest
l )2

. (4.41)

Indeed, RMSEs is a measure of representativeness of the realizations x1, . . . ,xN ′ for the
distribution F ks . If the Latin-Hypercube sampling approach of Stein [1987] is used to
generate the concerning realizations the open question, stated at the end of subsection
4.1.4, can be answered. That question was whether or not the LH-design is descriptive
enough to represent a distribution F ks , when the number of experiments is limited.

Example 4.2. (Validation of Estimated Median-Oriented Quantiles: LH-Design)
The validation procedure should be demonstrated for the example of the multivariate nor-
mal distribution F ks ≡ Nks (µ,Σ). This is because random normal distributions are eas-
ily generated and the affine invariant version of the L2 depth can be analytically deter-
mined. Several experiments with different normal distributions Nks (µ,Σ) showed that
N ′ = 150.000 is a good choice for ks ≤ 100 dimensions. As an example, figure 4.11 illus-
trates the validation of median-oriented quantiles of N100 (µ,Σ) estimated by N ′ = 150.000
experiments and validated by Ntest = 250.000 experiments.
Hence, a LH-design with N ′ = 150.000 experiments represents N100 (µ,Σ) in an adequate
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manner. Even if N ′ = 150.000 are far beyond the considered boundary of NSf = N −NSc

experiments, x1, . . . ,x150.000 can be definitely used to validate median-oriented quantiles,
estimated by less experiments. On this account,

N ′ ∈

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

25,50,75,100,150,200,300,400,500
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

possible values for NSf

,1.000,10.000,50.000,100.000
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

for validation purpose

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
and Ntest = 150.000 are considered. As outlined in subsection 4.1, the dimension of the
initial feature space Xk will practically reduce to ks ≤ 10 after the screening procedure.
Figure 4.12 highlights the performance of the median-oriented quantiles, when estimated
on basis of a LH-design, comprising N ′ ∈ {25,50,100,150,500} experiments. It is clearly
visible that the larger ks is given, the more fails the LH-design to represent the underlying
distribution F ks for a given N ′. This is due to the construction method of Stein [1987],
which ”only” considers marginal cdfs. Figure 4.13 illustrates that for the multivariate
normal distribution, considered with different dimensions ks ∈ {2,5,10,20,50}. For each
dimension, the outlined RMSEs are based on an average of 20 different distributions.
The LH-design fails to accurately estimate the median-oriented quantiles, when ks > 10
and the NSf ≤ 500.

Figure 4.11: Validation of Esti-
mated Median-Oriented Quantiles of
N100 (µ,Σ)

Figure 4.12: Validation of Estimated
Median-Oriented Quantiles of N10 (µ,Σ)

The LH-design of Stein [1987] is a very efficient design that includes the feature space
distribution. Still, it lags in representing a high dimensional distribution, when less than
500 experiments are feasible. Hence, the LH-design of Stein [1987] is not the best choice
to generate representative experiments for the factors of the usage stage. On this account,
a new space-filling design, expanding the LH-design approach of Stein [1987] by median-
oriented quantiles and depth functions, is now developed. This so called Depth-design
will be introduced in the subsequent section.
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Figure 4.13: LH-Design: Validation of Estimated Median-Oriented Quantiles of
Nks (µ,Σ)

4.3 The Depth-Design

The combination of a high dimensional feature space and a limited number of experi-
ments significantly endangers the capability of the LH-design of Stein [1987] to represent
an underlying feature space distribution. In such cases (NSf ≤ 500 and ks ≈ 10) it is as-
sumed that the experiments, generated by the LH-design, do not provide the information
necessary to represent the associated distribution F ks in an accurate manner. This dis-
advantage can be eliminated by our new Depth-design, which expands the LH-design of
Stein [1987] by the median-oriented quantile approach of Serfling [2010].
In the first step of constructing the Depth-design, realizations x1, . . . ,xN ′ of X ∼ F ks need
to be generated by a stochastic sampling procedure (i.e. pseudo MC sampling, LH-design,
etc.) in order to estimate the median-oriented quantiles of the underlying distribution. In
doing so, it is proposed to choose N ′ in correspondence with figure 4.13 so that RMSEs
is kept at a minimum level. This means, one has to set N ′ = 50.000, if ks = 50 for instance.
If NSf experiments are feasible, the median-oriented quantiles Al are of particular interest.
They correspond to the probabilities

pl =
Al
N ′ ∈ { 0

NSf − 1
,

1

NSf − 1
, . . . ,

NSf − 1

NSf − 1
} . (4.42)

The regions Al are received by sorting x1, . . . ,xN ′ in an ascending order by their depth
value. Then, the estimated median-oriented quantiles Al can be approximated by

Al ≈ {x ∈ {x1, . . . ,xN ′} ∶D(x, F ks) − ε ≤ l ≤D(x, F ks) + ε} (ε > 0) . (4.43)

The idea is to adjust the LH-design of Stein [1987], given by NSf experiments x̃1, . . . , x̃NSf

by the estimated median-oriented quantiles, obtained by condition (4.42). By construc-
tion, each experiment of the LH-design is linked to a specific Al. Starting with the smallest
probability pl and successively proceeding to the largest probability, the experiments of
the Depth-design are generated as follows.

DD (xn) = argmin
x∈Al

∣∣x − x̃n∣∣2 for n = 1, . . . ,NSf. (4.44)
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The computational effort of the Depth-design is dominated by the estimation procedure
of the median-oriented quantiles, as described in section 4.2.

Example 4.3. (Generation of the Depth-Design for Dimension ks = 2)
The reader may reconsider the bivariate normal distribution in (4.37) and the bivariate
Beta distribution respectively in (4.38). There, the affine invariant version of the L2

depths were estimated from N ′ = 10.000 pseudo MC samples. The introduced Depth-
design approach is illustrated by figures 4.14 and 4.15. Due to visualization purposes, the
number of experiments corresponds to NSf = 10 only. Both figures clearly highlight the
idea of the design by the yellow arrows. When figure 4.12 is compared with figure 4.16,

Figure 4.14: Depth-Design for Bivariate
Normal Distribution N2 (µ,Σ)

Figure 4.15: Depth-Design for Bivariate
Beta Distribution

the improvement achieved by the Depth-design becomes instantly visible. According to the
RMSEs obtained, already 25 Depth-design experiments contain more information about
the considered distribution (ks = 10) as 500 experiments, generated by the LH-design of
Stein [1987]. Again, the median-oriented quantiles have been validated with a test set of
size Ntest = 150.000.

In line with figure 4.13, the performance of the Depth-design shall be analyzed, when
the dimension ks is increased and the number of experiments is varied. Figure 4.17
clearly shows the power of the Depth-design in terms of representing a multidimensional
distribution with a limited number of experiments. Individual tests showed that the per-
formance for non-normal distributions is comparable to the results obtained in figure 4.17.
Additionally, due to the fact that the Depth-design is based on the LH-design, it nearly
shares all desirable advantages, like good projection properties or the efficient distribution
of the experiments within Xks . Compared to the LH-design, the generation of a Depth-
design is often more time-consuming. Nevertheless, the capability of the Depth-design
to represent an underlying distribution with much less experiments can save hundreds
to thousands of experiments. For these reasons the application of the Depth-design is
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Figure 4.16: Depth-Design for Bivariate
Normal Distribution N2 (µ,Σ)

Figure 4.17: LH-Design: Validation of
Estimated Median-Oriented Quantiles of
Nks (µ,Σ)

proposed for all factors of the usage stage during the space filling procedure.
In this chapter, a guideline was provided on how to efficiently generate experiments
for computer simulation models, when the number of feasible experiments is limited
(N ≤ 500). It was assumed that the simulation models have a large number (k ≥ 50)
of input factors, subject to a multidimensional distribution F k. As the first step of gen-
erating representative experiments it was suggested to spend a portion NSc of N for a
screening procedure. Here, the very efficient Definitive Screening design of Jones and
Nachtsheim [2011] was proposed. This was because pure linear and 2nd order effects were
assessable with only NSc = 2 ⋅ k + 1 experiments. Due to the undersized and unbalanced
Definitive Screening design, a bias corrected pair-by-pair comparison strategy was estab-
lished. This strategy enabled the estimation of the corrected TSI of Homma and Saltelli
[1996], which gave a relative significance measure for each input factor. The space-filling
procedure was demonstrated on the example of one response variable Ys. It was proposed
to merge two independent space-filling designs with NSf = N −NSc experiments. While
the LH-design of McKay et al. [1979] is perfectly suited for the factors of the development
stage, the LH-design approach was not suitable for the factors of the usage stage. As
shown for the multivariate normal distribution and the affine invariant version of the L2

depth, the LH-design of Stein [1987] lagged in transmitting high dimensional distribu-
tions to the generated experiments, if NSf ≤ 500. Here, the Mean Squared Error (MSE)
between the inner probabilities of the estimated median-oriented quantiles (on basis of
x1, . . . ,xNSf

) and the inner probabilities of estimated median-oriented quantiles (on basis
of pseudo MC samples x1, . . . ,xN ′ , N ′ = 150.000 for ks ≤ 50) were consulted as a mea-
sure of representativeness with regard to F ks . A new space-filling design approach, the
”Depth-design”, was proposed instead to generate the experiments for the factors of the
usage stage. It expanded the LH-design of Stein [1987] by the concept of multidimensional
quantiles and depth functions. Particularly, the Depth-design adjusted the experiments of
the LH-design of Stein [1987] in a way that the median-oriented quantiles were accurately
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estimated. Indeed, NSf = 25 Depth-design experiments provided already more information
about a multidimensional distribution than 500 experiments, generated by the LH-design
of Stein [1987]. This is because already a few Depth-design experiments carried almost
all information about the median-oriented quantiles of the underlying distribution. After
having modeled the factors of the development and usage stage in a probabilistic manner
in chapter 3, and after having discussed most efficient DOE approaches in order to set up
accurate metamodels in this chapter, the next chapter will cope with simulation of the
generated experiments by MoBEO.



Chapter 5

Lifetime Simulations

Balancing the TCO of a vehicle series requires the development of a closed mathemat-
ical method, able to instantly combine quality related development decisions with their
associated risks in the field. This thesis addresses this challenge by the production and
lifetime-oriented development process, introduced in chapter 2. Due to the parallel con-
sideration of the development and the usage stage of the product’s life cycle, a high
dimensional feature space Xk is spanned in the first phase of this process. Beside the high
dimension k of Xk, the underlying distribution F k shall be varied so that a representative
exploration of Xk requires simulating millions of experiments. Due to the limited simu-
lation capacity of the semi-physical simulation tool MoBEO, accurate metamodels shall
be applied in order to overcome the high numerical effort. The experimental basis for the
therefore necessary simulation data was given in the previous chapter. This chapter will
deal with the simulation of the generated experiments under the consideration of one or
multiple system aging states.
Section 5.1 will expand the feature space by the factor ”time” and will particularly cope
with the new state of an engine environment. Section 5.2 will extend the consideration
of the factor time to multiple aging levels. Particularly, it will be shown how to embed
aging statuses obtained by aging models into the overall simulation process.

5.1 Simulating the New State

Data gathering procedures, like the simulation of experimental designs, are the basis for
understanding and modeling unknown systems. Montgomery [2013] cites the great New
York Yankees catcher Yogi Berra that said ”... you can observe a lot just by watching”.
And in fact, probably almost everyone would sign that a better understanding of an un-
known system is easily achieved when comparing system inputs with the corresponding
system outputs. The best understanding about an unknown system is achieved, however,
when the input factors are not only observed, but systematically controlled. As discussed
in chapter 3, the possibility of easily changing input factors makes MoBEO to a very
powerful tool in this context. This is not only because modifications of the engine en-
vironment are quickly implemented, but also because different operational conditions as
well as system aging can be easily simulated.
Let Xk denote the feature space, yet spanned by the factors of the development and the

75



76 Chapter 5. Lifetime Simulations

usage stage in respect of Y1, . . . , Yr. It is of particular interest to investigate the factor
combinations of the development and the usage stage over the time axis. This amendment
expands Xk by the additional factor ”time”, as highlighted in figure 5.1. In the course

Figure 5.1: Expansion of the Feature Space by the Factor ”time”

of this section, ”time” shall be initially assumed as a dummy factor, which can only take
level ”0” within an observation period [0, t]. Thereby, it is agreed that the factor level
denotes the operation hours of a new engine environment. Hence, if ”time”= 0, for ex-
ample, experiments regarding the development and usage stage shall be simulated with
a new engine environment. Accordingly to the outlined thoughts in chapter 3, the factor
”time” can be considered as uniform random variable.
In the course of this section the unknown system to be investigated should correspond
to a new engine environment (i.e. ”time”= 0). The system inputs evolve from random
vector (3.64), which can be practically rewritten to

X = (X1, . . . ,Xk) ∼ F k. (5.1)

The rows of a specifically generated experimental design correspond to a systematic se-
ries of N realization vectors of (5.1), where the n-th realization xn = (xn1, . . . , xnk) is
denoted by ”experiment n”. As pointed out in figure 5.2, the specified design shall now
be augmented by an additional ”time” column in order to highlight the aging state of the
simulating engine environment. In this regard, parameter vector x0 implements the new
state ”0” of the modeled engine environment. The successive simulation of the design rows

Figure 5.2: Simulating the New State with MoBEO
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yields the system output, which consists of the results of response variables Y1, . . . , Yr. In
particular, ”experiment n” yields a set of vectors {yn1, . . . ,ynr}, whose lengths correspond
to the lengths of the simulated usage profile tn̆j̆ (in s) multiplied by the specified record
resolution, outlined in Hertz. Consequently, the simulation of the n-th experiment yields

a vector yns ∈ R
tn̆
j̆
⋅Hz

for all s = 1, . . . , r, if a usage profile j̆ with length tn̆j̆ is simulated.
In order to ease the notation, the simulated time span of ”experiment n” shall be denoted
by tn. The complete notation shall be clarified by the subsequent example.

Example 5.1. (Simulating with MoBEO)
It is assumed that two response variables

• Y1 . . .NOx tailpipe emissions

• Y2 . . .NH3 tailpipe emissions

shall be investigated by N = 4 MoBEO experiments for an engine environment. One is
particularly interested in simulating the air path control strategy with a real air flow sensor
and virtual air flow sensor respectively. At the same time, the non-linearity error of the
NOx sensor, ambient conditions and usage behavior shall be altered. Thus, the following
input factors are considered.

• X1(= U1) . . .Optional Air Flow Sensor

• X2 . . .Non-Linearity Error NOx Sensor

• X3(= V1) . . .Ambient Temperature

• X4(= V2) . . .Ambient Humidity

• X5(= Z) . . .Usage Profile

For these input factors a possible experimental design is given by figure 5.3. There, ”exper-
iment 1”, for instance, corresponds to the objective engine environment without air flow
sensor and with a NOx sensor, exhibiting a completely negative deviated non-linearity er-
ror. Simulating ”experiment 1” predicts the engine operation with regard to the respective
environmental conditions and the usage profile ”city driving”, which lasts for tn̆0 = 4h for
all available city driving observations (i.e. tn̆0 = 4h for all n̆). Due to the agreement made
above, t1 = tn̆0 = 4h follows. If the record resolution is set to 10 Hz, a vector of length
4 ⋅3.600 ⋅10 = 144.000 is obtained for both response variables. Correspondingly, the lengths
of the other results equal to 162.000, to 18.000 and to 144.000 for the other experiments.

Operating a new engine environment for a certain time span causes the underlying
system to age in an extent that depends on how the system is operated in the meantime.
Beside individual driving habits, system aging does moreover depend on the quality of
the materials and on external issues, such as environment conditions.
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Figure 5.3: Data Gathering with MoBEO - Example

5.2 Simulating Multiple Aging States

From worse sensor measurement accuracies to working fluid aging, or from mechanical
abrasion of engine components to catalytic performance losses in the exhaust aftertreat-
ment system, material deterioration concerns almost every part of the engine environment.
The need for including system aging into a lifetime-oriented development process is self-
explanatory, at least for parts of the engine environment that are modeled by MoBEO.
So far the factor ”time” has been only considered for the new state of the modeled engine
environment (i.e. ”time”= 0). In contrast to the new state, an aged state after t hours
(i.e. ”time”= t) always depends on how the engine environment has been operated in the
meantime. This relationship shall be clarified by the aid of aging models, which transform
recordings of damage causing factors into corresponding damages statuses. Subsequently,
it will be described on how to arrange the factor ”time”, when considered on multiple
levels, with the recommended screening and space-filling procedure of chapter 4.

5.2.1 Aging Models

The Weibull distribution is a well accepted approach in the industrial sector to model aging
behavior (cf. Rinne [2009]). It establishes the theoretical link between the input factors in
(5.1) and system aging. The short introduction into the Weibull distribution, follows an
approach on how to combine design of experiments with lifetime-oriented considerations.
Rinne [2009] defines the lifetime of a technical unit as the time span, for which the same
exhibits a certain functionality. The technical unit is said to be dead, if the functionality
reaches a particular damage status. This is for example the case, when a connecting rod
of the crankshaft breaks or when catalytic performance losses in the EAS cause emissions
to exceed legislative limits. The lifetime L of a technical unit is considered as a continuous
Weibull distributed random variable (i.e. L ∼We (a, b, c)), whose density is defined by

Definition 5.1. (Density of the Weibull Distribution - We(a, b, c))

f(l ∣a, b, c) = c
b ⋅ (

l−a
b
)c−1 ⋅ exp (− ( l−a

b
)c) for l ≥ a.

The physical meaning of the Weibull distribution can be probably understood most
easily by the model of the weakest link, where a technical unit is stripped down to ι =
1, . . . , I vitally important subunits. Thereby, the death of a single subunit ι causes the
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complete unit to die. The lifetimes of the subunits are assumed to be independently and

identically distributed, i.e. Lι
iid∼ GL. Hence, the lifetime of the technical unit is described

by the conditional random variable

L ∣ I ∶= min
1≤ι≤I

{Lι} where FL ∣ I(l) = 1 − (1 −GL (l))I . (5.2)

Because the limiting distribution FL = lim
I→∞

FL ∣ I is degenerated, in the early 20th century

the search after a non-trivial limiting extreme value distribution of FL started. Eventually,
it was Walloddi Weibull (1887-1979), who solved this problem in Weibull [1939a] as well
as Weibull [1939b] by a distribution known as the Weibull distribution today.
As described by Rinne [2009], the parameters a, b and c of the Weibull distribution can
be estimated by several techniques, like least-squares, maximum likelihood or Bayesian
estimation approaches. All estimation approaches require a sample of realized lifetimes
l = {l1, . . . , lǸ} with regard to a particular unit. As illustrated by figure 5.4, the aging
behavior of a technical unit, whether discrete or continuous aging is considered, is generally
subject to a certain amount of variability. This is mainly because a series of identical
appearing technical units is always subject to manufacturing tolerances and different
operational and environmental stresses during use. Hence, the parameters of the Weibull
distribution establish a link between the lifetime of a technical unit and its development
as well as usage stage. Thereby, the location parameter a is called minimum lifetime or
threshold. The density moves over the abscissa when parameter a is exclusively changed
without changing its shape. The scale parameter b determines the speed of aging, or
also the characteristic life, when altered exclusively on its own. The shape parameter c
refers to the form and skewness of the density. Figure 5.5 clearly shows the impact on
the density, when the distribution parameters are exclusively altered. Furthermore, an
outstanding property is highlighted, that is the right skewness of the Weibull distribution,
which indicates higher probabilities for shorter rather than longer lifetimes.

AVL has been developing aging models, capable of predicting not only the lifetimes of

Figure 5.4: Discrete and Continuous Ag-
ing Behavior

Figure 5.5: Weibull Densities with Dif-
ferent Parameters

individual technical units but also their complete aging behavior. For all that, the Weibull
distribution plays a secondary role in this thesis. In general, individual damage modes of
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a technical unit are modeled, but not the technical unit itself. Hence, every aging model
corresponds to one particular damage mode. The most important aging models of the
EAS, for example, are highlighted by table 5.2.1.1

Aging / Damage Mode Modeled EAS Components Reversibility

Thermal Aging DOC, TWC, DPF, SDPF, GPF, SCR, ASC No
Sulfur Poisoning DOC, TWC, DPF, SDPF, GPF, SCR, ASC Yes
Chemical Aging DOC No
UREA Deposits upstream SCR Yes
Ash Poisoning DPF, SDPF, GPF No

PGM Migration SCR No

Table 5.1: Aging Models of EAS Components

In addition to the EAS, various aging models with respect to important engine com-
ponents need to be included. Just to mention a few, these are aging models for injector
fouling, EGR cooler fouling, turbo charger damages, or divers sensor aging modes.
In general, an aging model A (⋅ ∣pA) transforms a matrix Y0

t ∈ Rt×φ into a damage status
DX t at a point in time t (cf. figure 5.6). That is

A (Y0
t ∣pA) =DX t , (5.3)

where the rows {y0
1, . . . ,y

0
φ} of Y0

t denote recordings of damage causing factors of length t,
obtained by a new engine environment (outlined here by the superscripted ”0” above Yt).
The vector pA is set by aging model experts. It comprises fit parameters, determining the

Figure 5.6: General Damage Model Figure 5.7: Thermal Aging of a SCR
Catalyst

prediction performance of the aging model. Given that the modeled engine environment
represents the new state, a predicted aged status DX t is implemented by overwriting X0,
set in MoBEO, by parameter vector

X t ∶= (xt1, . . . , xtϕ) ∈ Rϕ. (5.4)

1cf. appendix for abbreviations



5.2. Simulating Multiple Aging States 81

Example 5.2. (Thermal Aging Model of a SCR Catalyst)
The irreversible thermal aging of an EAS monolith, for instance, cause coarsening, sin-
tering or phase transformation of the active surface area and its thereon applied catalytic
material. Due to the fact that higher temperature loads yield faster catalytic performance
decays, the Arrhenius’ equation is used for the thermal aging model. The parameter vector
pA is set in a way that measured performance losses of real catalysts, which had been aged
at different temperatures, are well interpolated. The semi-physical nature thereby allows
extrapolating measurement data. The resulting parameterized thermal aging model takes
a single vector of temperatures as input and converts it to a damage status at a point
in time t. If the temperatures are generated by a new engine environment the input vec-
tor is denoted by y0

T = (y0
T1
, . . . , y0

Tt
) ∈ Rt. As shown by figure 5.7, the predicted damage

status DX t of a thermal aging model regarding the SCR catalyst involves among others
the DeNOx performance ηt and the NH3 storage capacity NH3capt. Consequently, the il-
lustrated damage status in figure 5.7 is implemented by overwriting the modeled engine
environment by the parameter vector

X t =

⎛
⎜⎜⎜⎜
⎝

Aged NH3
Storage Capacity

©
xt1 ,

Aged SCR
Kinetic Parameters³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
xt2, x

t
3, x

t
4, . . . ,

Other
³¹¹¹¹¹·¹¹¹¹¹µ
. . . , xϕ

⎞
⎟⎟⎟⎟
⎠

∈ Rϕ. (5.5)

Modeling such irreversible damages, just as thermal aging or PGM migration, provides
information about service intervals or warranties. Beside irreversible damages, reversible
damages like sulfur poisoning and UREA deposits can be modeled in the same way. Based
on adsorption and desorption equations the semi-physical sulfur poisoning model, for in-
stance, transforms a vector of exhaust temperature and lambda values into performance
losses of the respective monoliths. The acquired information can be used to adapt coun-
teracting methods, just as regular DeSOx procedures.

Aging models are generally not embedded into the MoBEO environment, meaning
that the model environment does not age automatically. This ”offline” consideration is
mainly argued by the possibility of quickly predicting progressed aging (e.g. t > 500h).
The therefore necessary recordings {y0

1, . . . ,y
0
φ} are usually replicated to a desired length

t. If y0
φ ∈ Rtn , for instance, then y0

φ is concatenated ⌈t/tn⌉ times and cut to a length t.

5.2.2 Implementing Aging Behavior

Let Aj′ , j′ = 1, . . . , k′, denote the available parameterized aging models that shall be
consulted for faithfully reflecting the usage stage. Then, the damage statuses at a point
in time t to be implemented are determined by

Aj′ (Y0
t,j′ ∣pA′j) =DX t

j′
for j′ = 1, . . . , k′. (5.6)

For simplicity, it is assumed that damage statuses DX t
j′

do not effect each other. In
other words, this condition says that the impact of a turbo charger aging on a particular
EAS monolith aging is neglected for instance. The input data Y0

t,j′
of aging model Aj′ is
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obtained by replicating MoBEO simulation data, gathered with a new engine environment.
In particular, the simulation of ”experiment n” yields, beside the observations of the
considered response variables Y1, . . . , Yr, recordings of damage causing factors for each
aging model. The inputs are given as

Y0
tn,j′

= (y0
n,1j′

, . . . ,y0
n,φj′

) =

⎛
⎜⎜⎜⎜⎜
⎝

y0
n,1j′ ,1

y0
n,2j′ ,1

. . . y0
n,φj′ ,1

y0
n,1j′ ,2

y0
n,2j′ ,2

. . . y0
n,φj′ ,2

⋮ ⋮ ⋱ ⋮
y0
n,1j′ ,tn

y0
n,2j′ ,tn

. . . y0
n,φj′ ,tn

⎞
⎟⎟⎟⎟⎟
⎠

∈ Rtn×φj′ for j′ = 1, . . . , k′.

(5.7)
As highlighted by figure 5.8, every simulated experiment yields different inputs for the
considered aging models. After replicating the obtained input data to a unique length
t, the corresponding damage statuses can be determined by the aging models and im-
plemented. Recordings of damage causing factors generated by the resulting aged model
environment shall be denoted by matrices

Yttn,j′ = (ytn,1j′ , . . . ,y
t
n,φj′

) ∈ Rtn×φj′ for j′ = 1, . . . , k′. (5.8)

As indicated in the previous subsection, aging might affect the considered input factors
X1, . . . ,Xk of the experimental design. A particular sensor accuracy, which is specified
by an experiment for instance, might not be realistic after a time span t. In this case
the specified sensor accuracy is overwritten by (5.4). The simulation of an ”experiment
n” shall be repeated for the aged engine environment so that the aging effect in terms of
Y1, . . . , Yr becomes assessable. Thus, each experiment of the specified experimental design
has to be repeated for both levels of the factor ”time”. With regard to chapter 4, two
DS-designs shall be simulated during the screening procedure, one regarding the new state
and the other regarding the aged state of the engine environment. Then, ”time” corre-
sponds to a categorical factor, whose linear effect and interaction effect with X1, . . . ,Xk

can be evaluated, just as described in subsection 4.1.2, in terms of Y1, . . . , Yr. As a conse-
quence, the pure aging effect and its interaction with the factors of the development and
usage stage becomes assessable. This enables statements such as one usage profile is more
damaging as the other for example. Aging models shall be only involved, if an aging effect
on one or more of the response variables is expected. If the factor ”time” turns out to
be not significant in the screening procedure, it proposed to neglect it only under special
care and upon consultation with skilled experts. Just as for the screening procedure, the
obtained experimental design is simulated twice, once for the new state and once for the
aged state.
So far the factor ”time” has been considered for two levels ”0” and ”t”. The consideration
of three levels ”0”, ”t/2”, ”t” triples the simulation effort, as illustrated by figure 5.9. The
aged state ”t/2” is obtained by replicating the simulation data of the new state to a length
t/2 and predicting the corresponding aging statuses. The input data for the aged state
”t” is in turn provided by the model at point in time t/2. In general the simulation effort
becomes κ times larger, if the factor ”time” is considered for κ > 1 levels.
By now, it has been assumed that damage statuses do not effect each other. It is not ex-
pected however that this simplification holds in reality. Higher temperatures downstream
of the turbine, which are likely caused by turbo charger aging, might have an effect on
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Figure 5.9: Lifetime Experimentation: Factor ”time” at 3 Levels

the thermal aging of the DOC for instance. With respect to the air path of the engine
environment, one would expect more cross influences the further back a component is
located within the modeled air path. On this account, the existent simplification shall
be generalized in the sense that the aging of engine components might effect the aging of
EAS components. For demonstration purposes, the factor ”time” shall be again consid-
ered for κ = 2 levels (”0” and ”t”). The difference between the procedure, described in
figure 5.8, and the generalized version is that the aged state ”t” is considered in the first
instance exclusively for engine components, as highlighted by figure 5.10. Nevertheless,

Figure 5.10: EAS Aging Depends on Engine Aging

the damage causing factors of the existing EAS aging models are recorded for both stages.
Hence, Y0

tn,j′
and Yt

tn,j′
are obtained for every experiment and every aging model Aj′ of the

EAS. Let tn > t, then the linear interpolation yields

Yt
′ ⋅tn
tn,j′

= Y0
tn,j′

+
(Yt

tn,j′
− Y0

tn,j′
) ⋅ tn

t
⋅ t′ for t′ = 0, . . . , ⌈t/tn⌉ . (5.9)



5.2. Simulating Multiple Aging States 85

The input of an EAS model Aj′ is composed of interpolated but not replicated data. The
input is specifically given by

Yt,j′ =

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

y0
n,1j′

y0
n,2j′

. . . y0
n,φj′

y1⋅tn
n,1j′

y1⋅tn
n,2j′

. . . y1⋅tn
n,φj′

y2⋅tn
n,1j′

y2⋅tn
n,2j′

. . . y2⋅tn
n,φj′

⋮ ⋮ ⋱ ⋮
ytn,1j′ ytn,2j′ . . . ytn,φj′

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

∈ Rt×φj′ . (5.10)

As a consequence of the interpolated input (5.10), the EAS aging eventually depends on
how the engine ages. Making EAS aging dependent on engine aging triples the simulation
effort, if two levels of the factor ”time” are considered. In just the same manner, the
simulation effort is increased five-fold for three levels and respectively seven-fold for four
levels.
Simulation data, gathered with MoBEO, basically consists of N experiments and the
consequential results of response variables Y1, . . . , Yr. The next step is to establish a func-
tional relationship between input factors and response variables. Particularly, univariate
regression models shall be build for each response variable Ys (s = 1, . . . , r). Within the
spanned feature space these regression models can be seen as metamodels of MoBEO,
capable of simulating several thousands of experiments in a few seconds.



86 Chapter 5. Lifetime Simulations



Chapter 6

Metamodeling Approaches and
Monte Carlo Simulations

The production and lifetime-oriented development process, which was introduced in chap-
ter 2, plays a central role in minimizing the TCO of a vehicle. On basis of the statistical
concept, the RPD, the new approach allows the instant assessment of diverse quality
standards in terms of given requirements and hidden costs. This is basically achieved
by observing particular response variables while assessing a representative set of factor
combinations regarding the development and usage stage under multiple aging states.
Although the semi-physical simulation tool MoBEO is the perfect tool to simulate these
factor combinations (or experiments), the simulation time available is limited in prac-
tice. The representative investigation of different feature space distributions, as defined
in chapter 3, and of the considered response variables respectively is consequently not
practicable. Therefore, the simulation capacity shall be rather used to set up much faster
metamodels of MoBEO. The procedure on how to efficiently generate the required simula-
tion data was subject of chapters 4 and 5. This chapter concludes the technical feasibility
of the introduced production and lifetime-oriented development process by giving rise to
metamodeling approaches and their application by MC simulation procedures.
The fundamental basis of metamodeling approaches will be given in section 6.1. There,
the univariate regression approach, its assumptions and requirements will be outlined.
Sections 6.2 and 6.3 will introduce state-of-the-art parametric and nonparametric meta-
model approaches in order to precisely overcome the numerical challenge given. Section
6.4 will discuss the most important quality criteria of a metamodel, making allowance
for choosing a ”best” metamodel for a particular response variable. The last section 6.5
will show how a representative coverage of the feature space is derived so that quality
standards become eventually assessable according to the product’s life cycle.

6.1 Univariate Regression

The regression model approach is probably one of the most powerful tools in statistics.
The establishing of a functional relationship between a quantitative feature and other
correlated features was firstly published by the mathematicians Adrien-Marie Legendre
in Legendre [1805] and by Carl Friedrich Gauss in Gauss [1809]. Udny Yule eventually

87
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introduced the term regression, which originates the Latin word regredi (go back or trace
back to something), into the field of statistics in Yule [1897]. The response variables
Y1, . . . , Yr denote the quantitative features, for which such functional relationships shall
be established by univariate regression models. Here, the term univariate highlights that
one model exclusively refers to one specific response variable, denoted by Y for this section.
Let X, as given in (5.1), consist of all features that significantly correlate with response
variable Y . Then, the regression model R (X) explains the variability of Y by X except
for an additive random error ε (cf. Fahrmeir et al. [2010]). This is expressed by

Y =R(X) + ε, (6.1)

where it is generally assumed that the random error ε ∼ N(0, σ2). Similarly to subsection
3.1.1, the normality assumption for ε is argued by the CLT, where negligible influences
balance on average. The n-th experiment xn ∈ Xk of an experimental design denotes
a (deterministic) realization of X. From the invariance of the normal distribution to
convolution follows

Yn
ind∼ N (E (Yn ∣xn) =R (xn) , σ2) for xn ∈ Xk and n = 1, . . . ,N. (6.2)

Figure 6.1 illustrates the regression model approach. It claims that the outcome of ex-
periment xn is a realization of a normally distributed random variable Yn with constant
variance σ2 and expected value that equals to the regression function at the point xn.
The central regression target is to satisfy condition (6.2) with the available simulation
data, given by

{(y1,x1), . . . , (yN ,xN)} . (6.3)

As illustrated in figure 6.2, the objective is to find a regression function R and variance σ2

so that the normal distribution of (6.2) optimally fits (yn,xn) for n = 1, . . . ,N . Given that

Figure 6.1: Regression Model Approach Figure 6.2: Regression Model Fit

Y = (Y1, . . . , YN) and y = (y1, . . . , yN), this can be achieved by the maximum likelihood
approach as follows

max
R,σ2

f(Y)(y ∣R (x1, . . . ,xN) , σ2), (6.4)
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where

f(Y)(y ∣R (x1, . . . ,xN) , σ2) = (2πσ2)−(N/2) ⋅
N

∏
n=1

exp(− 1

2σ2
⋅ (yn −R (xn))2). (6.5)

Maximization problem (6.4) fulfills the central regression target, as it searches for a func-
tion R and parameter σ2 so that the available data optimally satisfies condition (6.2).
Under the normality assumption, it can be easily shown1 that the maximization procedure
of (6.5) over R is independent of σ2, and that it equals to minimizing the error function

min
R

∶=E
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
1

2

N

∑
n=1

(yn −R (xn))2
. (6.6)

Let the function R̂ denote a solution of minimization problem (6.6) that likewise satisfies

R̂ (x1, . . . ,xN) = (R̂ (x1) = ŷ1, . . . , R̂ (xN) = ŷN) ∶= ŷ. (6.7)

Then, maximizing (6.5) over σ2 yields a solution, which directly depends on R̂. That
solution is σ̂2, where

σ̂2 = 1

N

N

∑
n=1

(yn − R̂ (xn))
2
. (6.8)

Under assumption (6.2), Siebertz, Van Bebber and Hochkirchen [2010] denote R̂ as a
”satisfying” regression model, if the residuals

rn ∶= yn − R̂ (xn) = yn − ŷn, (6.9)

estimating the unknown model errors εn
iid∼ N(0, σ2), are uncorrelated and zero-mean

normally distributed with constant variance. The procedure to check these three
requirements is well known as residual analysis. The literature offers several procedures
that can be used to check whether the residuals fulfill these requirements. Beside graphical
analysis tools like autocorrelation functions, QQ-Plots or histograms, diverse statistical
hypothesis tests can be applied to check the conformity of the residuals. While the
Shapiro-Wilk test2, the Cramer von Mises test3 or the Anderson-Darling4 test can be
used to check whether or not the residuals origin a normal distribution, the Breusch-Pagan
test5, the Goldfeld-Quandt test6 or the Fligner-Killeen test7 might be applied to test for
constant variance and the Durbin-Watson test8 to detect the presence of autocorrelation.
While the absence of constant variance (heteroscedasticity) is resolvable by the Box-Cox

1cf. Bishop [2007]
2cf. Shapiro and Wilk [1965]
3cf. Anderson [1962]
4cf. Anderson and Darling [1952]
5cf. Breusch and Pagan [1979]
6cf. Goldfeld and Quandt [1965]
7cf. Conover et al. [1969]
8cf. Durbin and Watson [1971]
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transformation procedure9, the regression model is said to be defective, if one or both of
the other two requirements on the residuals are not fulfilled. A regression model might be
defective, for instance, if a significantly correlated feature has not been taken into account
by X. For that reason, the major basis of a satisfying regression model is the involvement
of expert knowledge.
Given that R̂ is a satisfying regression model, estimated by (6.4), the RMSE σ̂ denotes the
average prediction accuracy of R̂ with regard to the fitted simulation data. For all that,
a small RMSE is not a sufficient condition for a well predicting metamodel. As outlined
in subsection 6.3.3, the R̂ can theoretically reach a complexity, where the simulation data
is perfectly fitted so that

R̂(xn) = yn ∀n. (6.10)

The main purpose of a metamodel is nevertheless to predict unknown but not already
simulated experiments x∗ ∈ Xk. In fact, regression models fulfilling condition (6.10) will
generally produce bad predictions for x∗ ∈ Xk, because they reflect the random error
ε ∼ N(0, σ2) but not the underlying relationship between X and Y . In machine learning,
this phenomenon is also well known as the over-fitting problem. The other side of the
coin is well known as the under-fitting problem, where the relationship between response
variable and the correlated features is not totally caught. The challenge is therefore to
find an acceptable trade-off between over-fitting and under-fitting, as shown in figure 6.1.
Bishop [2007] proposes here to separate the available data {(y1,x1) , . . . , (yN ,xN)} into

Figure 6.3: The Problem of Under-Fitting and Over-Fitting

a training set and into a validation set, whereas the validation set should exhibit a size
Nval between (0.01 ⋅N) to (0.1 ⋅N). To simplicity matters, N shall denote the size of
the training set for this chapter. An acceptable trade-off between over-fitting and under-
fitting can be eventually achieved by observing the RMSEs of the training set as well
as the validation set while successively increasing the model complexity. Ways on how to
increase the model complexity depend thereby on the regression model approach chosen,
and will be described in the following sections. As shown in figure 6.1, the complexity
is increased as long as the RMSE of the validation set decreases. At the point where
the RMSE of the validation set starts to ascend the procedure is stopped. It finally
depends on the individual application, if the model complexity with the lowest RMSE

9cf. Box and Cox [1964]
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Figure 6.4: Find Optimal Metamodel Complexity by RMSE

regarding the validation data is chosen or not. Especially when the RMSE stagnates at
a certain level before starting to ascend, it is often more practical to choose the simplest
possible model complexity, approximately achieving that level. Programming and using
an automatized residual analysis can significantly accelerate the search for the optimal
complexity.
To conclude this section, a good prediction performance regarding the validation data
makes a regression model to a metamodel. Yet, it is required however to solve min-
imization problem (6.6). Dependent on the approach chosen for R, the optimization
procedure and controlling the model complexity must be differently overcome. Ways on
how to choose R are generally separated into parametric and nonparametric regression
approaches.

6.2 Parametric Regression Approaches

The main characteristic of parametric regression approaches is that the functional form of
R is predefined except for variable parameter vector w. By solving minimization problem
(6.6) these are set such that the underlying data is optimally fitted. Therefore, parametric
regression approaches are especially suited for metamodeling procedures, if the functional
relationship between response and correlated features is assessable to a certain extend.
The most famous and best researched parametric regression approach is certainly the
polynomial regression (cf. Montgomery [2013] or Sachs and Hedderich [2006]).

6.2.1 Polynomial Regression

Technical experts are often capable of limiting the functional relationship to a certain
polynomial order. Then, the polynomial regression approach can very well process this
existing knowledge. In particular, the general functional form of the polynomial regression
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model

R(X) = w0 +
k

∑
j=1

wjXj + . . . (6.11)

k

∑
j=1

wjjX
2
j +

k

∑∑
j<i

wjiXjXi + . . . (6.12)

k

∑
j=1

wjjjX
3
j +

k

∑∑
j<i

wjjiX
2
jXi +

k

∑∑
j<i

wjiiXjX
2
i +

k

∑∑∑
j<i<h

wjihXjXiXh + . . . , (6.13)

comprising the variable parameter vector

w = (w1,w2, . . . ,wk,w11,w12 . . . ,wkk,w111,w112, . . . ) , (6.14)

is curtailed according to the expected polynomial order. If a linear relationship is pre-
sumed for example, the employment of a first-order polynomial regression model is ade-
quate. Thus, it is sufficient to exclusively consider term (6.11). Higher than first-order
polynomial regression models are useful instead, if some amount of curvature between
the response and system inputs is expected. Quadratic or cubic coherences necessitate
a second-order model and a third-order model respectively. These are obtained by addi-
tionally including the terms (6.12) as well as (6.12) and (6.13) to the first-order model. It
is generally dissuaded to use arbitrary large polynomial orders, because the data size N ,
necessary to determine w, extensively increases with the polynomial order d of the model
(”curse of dimensionality”). In fact, the dth-order polynomial regression model requires
the estimation of

kR = 1 +
d

∑
i=1

(k
i
) ⋅ (d

i
) (6.15)

effects. Due the general experience that most systems can be at least locally modeled
by low-order polynomials, the maximum polynomial order is often restricted by (6.12)
or (6.13). Once the number of effects in R is fixed, minimization problem (6.6) can be
solved by the least-squares estimation method. Under given simulation data (6.3) and a
fixed polynomial order d, the substitution of the non-linear terms by

xk+1 ∶= x2
1, x2k+1 ∶= x1x2, . . . , xkR ∶= x1x2 . . . xd

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
d-factor

interaction

(6.16)

and
wk+1 ∶= w11, w2k+1 ∶= w12, . . . , wkR ∶= w1...d (6.17)

yields a linear system of equations. This can be written down in matrix notation

R (x1, . . . ,xN) = Φw, (6.18)

where Φ ∈ RN×kR and w ∈ RkR . In the regression context, the matrix

Φ =
⎛
⎜⎜⎜
⎝

φ (x1)
φ (x2)

⋮
φ (xN)

⎞
⎟⎟⎟
⎠
=
⎛
⎜⎜⎜
⎝

x11 x12 . . . x1kR

x21 x22 . . . x2kR

⋮ ⋮ ⋱ ⋮
xN1 xN2 . . . xNkR

⎞
⎟⎟⎟
⎠
∈ RN×kR . (6.19)
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is also well known as the design matrix. If det (ΦTΦ) > 0, the least-squares estimator

ŵ = (ΦTΦ)−1
ΦTy (6.20)

solves minimization problem (6.6) for the polynomial regression approach. If the residuals
of

R̂ (x1, . . . ,xN) = Φŵ (6.21)

satisfy condition (6.2), the result y∗ ∈ R of an unknown experiment x∗ ∈ Xk can be
predicted by

ŷ∗ = R̂ (x∗) = ŵTφ (x∗) =
kR

∑
i=1

ŵi ⋅ x∗i. (6.22)

In order to prevent the final polynomial regression model from under-fitting or over-fitting,
the model complexity needs to be controlled by the included effects. On this account, a
two-step procedure is proposed, determining the minimal polynomial degree before the
individual effects to be included. As illustrated by figure 6.5, the RMSE referring to
validation data is evaluated successively in the first step, starting with a first-order poly-
nomial. In the second step, the search for the optimal model complexity is eventually
refined, as shown in figure 6.6. On basis of the polynomial regression model possessing

Figure 6.5: Determination of the Mini-
mum Polynomial Order

Figure 6.6: Successive Inclusion of Ad-
ditional Effects

the lowest RMSE, this is accomplished by gradually adding all effects that belong to the
next ordered model. In doing so, only those effects are effectively added that can further
reduce the RMSE regarding the validation data. All other possible effects are neglected.
At last, the reader is reminded that every investigated regression model must pass the
residual analysis before observing the RMSE.

6.3 Nonparametric Regression Approaches

The more complex the underlying technical system becomes, the less previous knowledge
about the coherences between response and system input is usually existent, even among
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experts. An optimal application of the parametric regression approach is therefore only
possible to a limited extent, if at all. Nonparametric regression approaches overcome this
problem, as the underlying models automatically fit the simulation data over a so called
training procedure without providing any explicit functional form for R.
Many nonparametric regression model approaches exist in literature. In this thesis the
most notable approaches of Siebertz, Van Bebber and Hochkirchen [2010] shall be dis-
cussed, that are

• Multivariate Adaptive Regression Splines (MARS), cf. Friedman [1991]

• Multilayer Perceptron (MLP), cf. Bishop [2007]

• Radial Basis Functions (RBF), cf. Powell [1987]

• Gaussian Processes (GP), cf. Bishop [2007].

6.3.1 Multivariate Adaptive Regression Splines

Several regression spline techniques, like B-splines10 or cubic Hermite splines11, have been
used as metamodels in industry. One of the most successful spline regression approaches
has been introduced in Friedman [1991], the so called Multivariate Adaptive Regression
Splines (MARS).
In practice, the curse of dimensionality makes it necessary to restrict the order of poly-
nomial regression models. This restriction may limit, however, the global performance of
the polynomial regression model, because low order polynomials are rather expected to
achieve a sufficient prediction performance in local areas of the feature space (cf. Mont-
gomery [2013]). Another limitation of the polynomial regression model is that the basis
functions (6.16) are global functions in the respective features, so that the adaptation in
a particular region of Xk affects the model performance in all other regions. Regression
splines generally cope with these issues, as they split the feature space by so called knots
into disjoint subsets that are modeled by separate but connected polynomial functions.
Given a one-dimensional feature space, the spline regression approach reads as follows

R (X) = w0 +
d

∑
i=1

wiX
i +

l

∑
m=1

wd+m (X −Km)d+, (6.23)

where {K1, . . . ,Kl} denote the knots that split the feature space into l+1 subsets. As sub-
sequently shown, (6.23) yields separate but connected polynomial functions. Expanding
the regression spline approach (6.23) to k dimensions requires standardizing the under-
lying feature space Xk to [−1,+1]k. Furthermore, the position of the knots is frequently
chosen identically for all dimensions so that a basis function vector

sj (X) = (s0j(Xj), s1j(Xj), s2j(Xj), . . . , sdj(Xj), s(d+1)j(Xj), . . . , s(d+l)j(Xj)) (6.24)

10cf. Prautzsch et al. [2001]
11cf. Schoenberg [1973]
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1st Order Regression Splines:
cf. figure 6.7

X <K1 ∶ R(X) = w0 +w1X

X >K1 ∶ R(X) = w0 +w1X +w2 (X −K1)d=1

= w0 −K1w2
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

w̃0

+ (w1 +w2)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

w̃1

X

2nd Order Regression Splines:
cf. figure 6.8

X <K1 ∶ R(X) = w0 +w1X +w2X
2

X >K1 ∶ R(X) = w0 +w1X +w2X
2 +w3 (X −K1)d=2

= w0 +w3K
2
1

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
w̃0

+ (w1 −w32K1)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

w̃1

X + (w2 +w3)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

w̃2

X2

Figure 6.7: 1st Order Regression Splines Figure 6.8: 2nd Order Regression Splines

is obtained for each considered feature Xj, j = 1, . . . , k, where

s0j(Xj) = 1, s1j(Xj) =Xj, s2j(Xj) =X2
j , . . . , sdj(Xj) =Xd

j ,

s(d+1)j(Xj) = (Xj −K1)d+ , . . . , s(d+l)j(Xj) = (Xj −Kl)d+ .

The multidimensional basis functions Br result from multiplying the terms of (6.24),
where each single term must correspond to a different feature j. Hence, the r-th possible
combination of basis functions is given by

Br (X) ∶= Br (X1, . . . ,Xk) =
k

∏
j=1

i∈{0,...,d+l}

sij (Xj). (6.25)

The overall number of such basis functions Br equals to kR =∶ (d + l + 1)k, so that the
multidimensional expansion of (6.23) can be finally written as follows.

R(X) =
kR

∑
r=1

wrBr (X) . (6.26)

For given simulation data, one may write (6.26) as

R (x1, . . . ,xN) = Φw, (6.27)

where

Φ =
⎛
⎜⎜⎜
⎝

φ (x1)
φ (x2)

⋮
φ (xN)

⎞
⎟⎟⎟
⎠
=
⎛
⎜⎜⎜
⎝

B1(x1) B2(x1) . . . BkR(x1)
B1(x2) B2(x2) . . . BkR(x2)

⋮ ⋮ ⋱ ⋮
B1(xN) B2(xN) . . . BkR(xN)

⎞
⎟⎟⎟
⎠
∈ RN×kR (6.28)
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and w ∈ RkR . Then, the least-squares estimator (6.20) solves minimization problem (6.6)
for (6.27) and

R̂ (x1, . . . ,xN) = Φŵ (6.29)

follows. Given that R̂ is a satisfying regression model with respect to the residual analysis,
an unknown experiment x∗ ∈ Xk can be predicted by

ŷ∗ = R̂ (x∗) = ŵTφ (x∗) =
kR

∑
r=1

ŵr ⋅Br (x∗) . (6.30)

Still, the analytical resolvability of the minimization problem is overshadowed by the
fact that the number of possible basis functions exponentially increases in the number of
involved features and considered knots. The estimation of

w ∈ RkR (6.31)

becomes therefore problematic, if at all possible (N
!
> kR).

In Friedman [1991], a practically oriented version of regression splines, the MARS ap-
proach, is presented. In order to reduce the numerical complexity of the underlying
model, it is proposed to restrict the valid basis functions in (6.24) to

s0j(Xj) = 1,

s1j(Xj) = (Xj −K1)+, . . . , slj(Xj) = (Xj −Kl)+,
s(l+1)j (Xj) = (K1 −Xj)+ , . . . , s(2l)j (Xj) = (Xj −Kl)+ .

Thus, the considered features are only allowed to linearly influence the response within
the separated subsets of the feature space. The true challenge behind the MARS approach
is to include adequate basis functions in (6.26) such that neither under-fitting nor over-
fitting occurs. In the end, it is the uncertainty about the choice of the basis functions
that makes MARS a nonparametric regression approach. Friedman [1991] proposes to
conduct a two-step algorithm in this context. On basis of given simulation data (6.3), in
the first step of this algorithm valid basis functions are successively added to the starting
mean model

ŷ = ȳ (6.32)

until a maximum number of basis functions is exceeded, or the RMSE of the training data
falls under a certain limit. While increasing the model complexity, such basis functions
are prioritized that mostly reduce the RMSE regarding the training set. In the second
step, such basis functions are successively eliminated that can decrease the RMSE of the
validation set. Similar to the first step, functions with a high influence are chosen first.

6.3.2 Multilayer Perceptron

The term neural network originally roots in the search of McCulloch and Pitts [1943],
Widrow and Hoff [1960] and Rosenblatt [1962] for mathematical representations regarding
information processing in biological systems such as the human brain. The link to biology
is however not so important anymore. Nowadays, neural networks are rather used instead
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as robust, efficient and adaptive metamodels in statistics. The practically most proven
neural network, the MultiLayer Perceptron (MLP), will be shortly introduced in this
subsection.
A general neural network corresponds to a directed graph12 G, whose vertices are denoted
as neurons. The connecting edges exhibit real weights. Particularly, the edge directing
from neuron j to neuron i comprises wij ∈ R. Moreover, the value of a neuron j shall be
denoted by

zj =
⎧⎪⎪⎨⎪⎪⎩

z
(0)
j if j is an input neuron

hj(aj) else
, (6.33)

where the quantity aj is called activation. The nonlinear but differentiable function hj(⋅)
is correspondingly known as the activation function that is usually chosen to be the
sigmoidal ”tanh” or a linear function for regression applications. If j is not an input
neuron, its activation is determined by

aj = ∑
i∈pre(j)

wjizj where pre (j) ∶= {i ∣ edge (i, j) ∈ G} . (6.34)

A special case of a neural network is the layered neural network or the so called MLP,
where neurons are classified into multiple layers, that are the input layer and one or more
(usually two) hidden layers. Furthermore, each neuron of any preceding layer is connected
to all neurons of the directly succeeding layer, as illustrated by figure 6.9. No other than

Figure 6.9: Multilayer Perceptron with 2 Hidden Layers

the connective edges just explicated are permitted for the MLP. While the values of the
neurons in the input layer correspond to standardized realizations of (5.1) to [−1,+1], the
values of the neurons in the hidden layers result from the values of the input neurons, given
weights, the chosen activation functions and (6.33). Thereby, the ”tanh” as activation
function covers the complete standardized range [−1,+1] taken at the beginning, and the
linear activation function eventually reverses the necessary standardization of the response
values. The class identity is emphasized by an additional superscripted index. The hidden
variables z

(0)
0 , z

(1)
0 and z

(2)
0 include the so called bias parameters w

(0)
i0 , w

(1)
i0 and w

(2)
i0 .

Again, the target is to find a solution of minimization problem (6.6), given available
simulation data (6.3). The minimization problem can be reformulated for the MLP as
follows.

min
w
E (w) ∶= min

w

1

2

N

∑
n=1

(yn − ŷn (w))2
. (6.35)

12cf. Diestel [2010]
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Unlike (6.20), a minimum has to be found in an iterative way, because the ŷn (w) are gen-
erally non-linear in the network weights w. The error function E(w) can be approximated
by the second order Taylor polynomial (cf. Heuser [2003]), that is

E (w +∆w) ≈ E (w)+∆wT∇wE (w)+ 1

2
∆wTH∆w ∶= Ẽ (w) for H ∶= ∇2

wE (w) . (6.36)

Equalizing

∇∆wẼ (w) != 0, (6.37)

yields the Newton-Raphson method with the update rule

w(s + 1) = w(s) −H−1∇wE(w) for s = 0,1,2, . . . . (6.38)

As long as the activation functions of the network are differentiable, the gradient ∇wE(w)
can be quickly (linearly in the number of weights) determined by the error backpropaga-
tion procedure of Rumelhart et al. [1986]. The analytic determination of the inverse
Hessian, however, might become problematic, because the computational effort necessary
to determine H−1 cubically grows in the number of weights. In practice, the Hessian

HN = ∇2
wE(w) =

N

∑
n=1

∇wyn∇wy
T
n +

N

∑
n=1

(yn − ŷn (w))∇w∇wyn (6.39)

is therefore approximated by the outer product approximation (cf. Bishop [2007])

HN ≈
N

∑
n=1

∇wyn∇wy
T
n ≈

N

∑
n=1

bnb
T
n = JTJ, (6.40)

where J ∈ RN×N denotes the Jacobian matrix. Approximation (6.40) yields good results,
if the residuals rn = yn − ŷn are uncorrelated or yn ≈ ŷn. Moreover, the outer product
approximation can be expanded iteratively by

HN+1 =HN + bN+1b
T
N+1. (6.41)

Inserting (6.41) into the Woodbury Identity, given by

(M + vvT )−1 =M−1 − (M−1v) ⋅ (vTM−1)
1 + vTM−1v

, (6.42)

allows determining the inverse Hessian iteratively, that is

H−1
N+1 =H−1

N −
H−1
N bN+1bTN+1H

−1
N

1 + bTN+1H
−1
N bN+1

, (6.43)

where H0 = αIN for some α and the N -dimensional identity matrix IN . The approaches
explained above are eventually bundled by the Levenberg-Marquardt-backpropagation al-
gorithm (cf. Hagan and Menhaj [1999]). The associated update rule

w (s + 1) = w (s) − (JTJ + αIN)−1∇wE(w), (6.44)
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comprising an adaptive parameter α (that is chosen smaller if the target function is close
to a local minimum), achieves, at least locally, quadratic convergence speed. In practice,
the initial weights of (6.44) are calculated by the Nguyen-Widrow initialization function,
described in Nguyen and Widrow [1990]. The idea behind this initialization function is
to randomly set the weights in such a way that the derivative of the activation function
is rather large. Although a predetermination of R is not required for the MLP, its basic
architecture has to be defined in order to avoid under-fitting and over-fitting. Thus, before
training a MLP by (6.44), an adequate number of hidden layers and associated neurons
has to be figured out. In this regard, the available simulation data is repeatedly separated
into a training set and into a validation set (size ≈ N ⋅ 0.1 to N ⋅ 0.2), and the RMSEs
are observed for different network architectures, trained by (6.44). As a rule of thumb,
it is proposed to neither use more than two layers, nor to apply as many neurons that
the number of weights exceeds N . Once an acceptable network architecture has been
detected, the experimenter is advised to repeat the training for different initial weights,
and select the best local minimum of (6.35), which complies with the residual analysis.
For a MLP with two hidden layers, as illustrated by figure 6.9, such minimum is achieved
by a parameter vector ŵ ∈ RkR that consists of coefficients of

{ŵ(0), ŵ
(0)
0 , ŵ(1), ŵ

(1)
0 , ŵ(2), ŵ

(2)
0 } , (6.45)

where

ŵ(0) =

⎛
⎜⎜⎜⎜
⎝

ŵ
(0)
11 ŵ

(0)
12 . . . ŵ

(0)
1k1

ŵ
(0)
21 ŵ

(0)
22 . . . ŵ

(0)
2k1

⋮ ⋮ ⋱ ⋮
ŵ

(0)
k1 ŵ

(0)
k2 . . . ŵ

(0)
kk1

⎞
⎟⎟⎟⎟
⎠

∈ Rk×k1 and ŵ
(0)
0 =

⎛
⎜⎜⎜⎜
⎝

ŵ
(0)
01

ŵ
(0)
02

⋮
ŵ

(0)
0k1

⎞
⎟⎟⎟⎟
⎠

∈ Rk1×1, (6.46)

ŵ(1) =

⎛
⎜⎜⎜⎜
⎝

ŵ
(1)
11 ŵ

(1)
12 . . . ŵ

(1)
1k2

ŵ
(1)
21 ŵ

(1)
22 . . . ŵ

(1)
2k2

⋮ ⋮ ⋱ ⋮
ŵ

(1)
k11 ŵ

(1)
k12 . . . ŵ

(1)
k1k2

⎞
⎟⎟⎟⎟
⎠

∈ Rk1×k2 and ŵ
(1)
0 =

⎛
⎜⎜⎜⎜
⎝

ŵ
(1)
01

ŵ
(1)
02

⋮
ŵ

(1)
0k2

⎞
⎟⎟⎟⎟
⎠

∈ Rk2×1, (6.47)

ŵ(2) =

⎛
⎜⎜⎜⎜
⎝

ŵ
(1)
1

ŵ
(1)
2

⋮
ŵ

(1)
k2

⎞
⎟⎟⎟⎟
⎠

∈ Rk2×1 and ŵ
(2)
0 ∈ R. (6.48)

Thus, it holds that

kR = k1 ⋅ (k + 1) + k2 ⋅ (k1 + 2) + 1. (6.49)

The final regression model is given by

R̂ (x1, . . . ,xN) = α (tanh (tanh (Φŵ(0) + ŵ
(0)
0 ) ŵ(1) + ŵ

(1)
0 ) ŵ(2) + ŵ(2)

0 ) + β, (6.50)
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where the parameters {1/α,−β/α} transform the response values y to [−1,+1]. Further-
more, the design matrix corresponds to

Φ =
⎛
⎜⎜⎜
⎝

φ (x1)
φ (x2)

⋮
φ (xN)

⎞
⎟⎟⎟
⎠
=

⎛
⎜⎜⎜⎜
⎝

z
(0)
11 z

(0)
12 . . . z

(0)
1k

z
(0)
21 z

(0)
22 . . . z

(0)
2k

⋮ ⋮ ⋱ ⋮
z
(0)
N1 z

(0)
N2 . . . z

(0)
Nk

⎞
⎟⎟⎟⎟
⎠

∈ RN×k (6.51)

with z
(0)
nj = αjxnj + βj ∈ [−1,+1] for n = 1, . . . ,N . Hence, an MLP with two hidden layers

predicts an unknown experiment x∗ ∈ Xk by

ŷ∗ = R̂ (x∗) = α (tanh (tanh (φ (x∗) ŵ(0) + ŵ
(0)
0 ) ŵ(1) + ŵ

(1)
0 ) ŵ(2) + ŵ(2)

0 ) + β, (6.52)

where φ (x∗) = (α1x∗1 + β1, α2x∗2 + β2, . . . , αkx∗k + βk). The treatment of MLPs with more
or less than two hidden layers is straightforward.

6.3.3 Radial Basis Function Networks

Radial Basis Functions (RBF) emerge from the idea of exact data interpolation (cf.
Powell [1987]). Consequently, one seeks for a functional relationship that satisfies con-
dition (6.10). Although the exact data interpolation is not desirable for metamodels
(over-fitting), a slight modification of the original RBF approach can yield well predicting
metamodels.
Similar to subsections 6.2.1 and 6.3.1, let

R (x1, . . . ,xN) = Φw (6.53)

be a regression model that is linear in w ∈ RkR . Then, the simulation data is exactly
interpolated, if

Φw
!= y (6.54)

or, equivalently, if Φ is a regular matrix of size N×N . The more effects of multiple features
are involved in a design matrix Φ, the more likely becomes the inclusion of redundant
effects (cf. chapter 4: ”sparsity-of-effects principle”). As a consequence, larger design
matrices are usually almost singular matrices. Micchelli [1986] showed, however, that
the matrix or, equivalently, if Φ is a regular matrix of size N ×N . The more effects of
multiple features are involved in a design matrix Φ, the more likely becomes the inclusion
of redundant effects (cf. chapter 4: ”sparsity-of-effects principle”). As a consequence,
larger design matrices are usually almost singular matrices. Micchelli [1986] showed,
however, that the matrix

Φ =
⎛
⎜⎜⎜
⎝

φ (x1)
φ (x2)

⋮
φ (xN)

⎞
⎟⎟⎟
⎠
=

⎛
⎜⎜⎜⎜
⎝

h (∣∣x1 −µ1∣∣2) h (∣∣x1 −µ2∣∣2) . . . h (∣∣x1 −µkR ∣∣2)
h (∣∣x2 −µ1∣∣2) h (∣∣x2 −µ2∣∣2) . . . h (∣∣x2 −µkR ∣∣2)

⋮ ⋮ ⋱ ⋮
h (∣∣xN −µ1∣∣2) h (∣∣xN −µ2∣∣2) . . . h (∣∣xN −µkR ∣∣2)

⎞
⎟⎟⎟⎟
⎠

∈ RN×kR (6.55)
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is regular for many real valued functions h such as the Gaussian radial basis functions

φ (xn) = h (∣∣xn −µi∣∣2) = z
(0)
i ∶= exp(−(∣∣xn −µi∣∣22)

2σ2
i

) , (6.56)

if xn = µn for n = 1, . . . ,N . Similar to regression splines, the Gaussian radial basis
functions also overcome the disadvantage of global basis functions, as highlighted at
the beginning of subsection 6.3.1. By reducing the number of basis functions kR in
(6.55), the original approach (kR = N) becomes the RBF network model, illustrated by
figure 6.10. The parameters µi and σ2

i , i = 1, . . . , kR, are generally determined by the so

Figure 6.10: Radial Basis Function Network

called unsupervised learning procedure that exclusively uses input data, standardized on
[−1,+1]. In this context, an often applied procedure is to randomly equalize the centers
with standardized inputs (i.e. µ1 = xstd

8 ,µ2 = xstd
N , . . . ,µkR = xstd

3 ). As outlined by Bishop
[2007], also other techniques on how to determine the centers µi have been discussed in
literature, such as orthogonal least squares (cf. Chen et al. [1991]), Gaussian mixture
models (cf. Bishop [1995]) or clustering algorithms (cf. Moody and Darken [1989]). The
treatment of the spread parameters is likely to be simplified by agreeing on σ2

i = σ2, where
the unique σ2 must cause overlapping basis functions. A too large choice of σ2, however,
vanishes the influence of single basis functions so that the model will start to ”under-fit”
the relationship between X and Y . The spread σ2 is typically chosen as the square of the
average distance between the involved centers. Thus,

σ = 1

(kR
2
)
∑
i≠m

∣∣µi −µm∣∣2 ⋅ δ, (6.57)

where the adjustment factor δ > 1 shall guarantee a certain amount of overlapping and
that σ is smaller than the longest distance within [−1,+1]k, that is

σ < k

√
k ⋅ (1 − (−1))2

. (6.58)

The optimal number of basis functions kR is found by successively adding basis functions
until the RMSE of the training set falls beneath an error goal. Then, the number found is
continuously decreased by one until the RMSE of the validation set starts to increase. If
the activation function is linear, the least squares estimator w(0) ∈ RkR , obtained by (6.20)
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solves minimization problem (6.6) for the radial basis function network model. Given that
the corresponding residuals comply with the residual analysis, an unknown experiment
x∗ ∈ Xk may be predicted by

ŷ∗ = R̂ (x∗) = ŵTφ (x∗) =
kR

∑
i=1

ŵ
(0)
i ⋅ z(0)i , (6.59)

where

z
(0)
i = exp(−(∣∣xstd

∗ −µi∣∣22)
2σ2

i

) . (6.60)

6.3.4 Kernel Methods: Gaussian Processes

All regression approaches R presented so far share the unique characteristic of using a
vector w ∈ RkR of adaptive parameters to establish the desired functional relationship
between considered features X and the response variable Y . In this regard, a training set
of the simulation data (6.3) has been used to estimate w by the least-squares estimator ŵ.
The training set was eventually discarded, as predictions of new experiments x∗ ∈ Rk were
exclusively based on ŵ. Although these methods have the advantage that predictions are
instantly generated, the determination of ŵ becomes challenging the more parameters kR
are at the bottom of w. There exist other regression techniques, like Gaussian processes
that overcome that disadvantage. These regression models establish an invariance to kR
by using so called kernels. The price to be paid, however, is the inclusion of the simulation
data during the prediction phase.
The complexity of the metamodels, which have been described in the previous subsections
of this chapter, is determined by the magnitude kR of the parameter vector w. With
regard to figure 6.1, over-fitting consequently occurs, if kR becomes too large. Bishop
[2007] describes an interesting indicator for over-fitting in this context. It is stated that
the more over-fitting is present, the larger become the coefficients of ŵ. This principle
can be adapted to the error function in (6.6) so that large vectors w are penalized. The
modified error function is given by

Ẽ (w) ∶= 1
2

N

∑
n=1

(yn −R (xn))2 + λ
2 ∣∣w∣∣2, (6.61)

where the coefficient λ governs the importance of the introduced regularization. In statis-
tics, the minimization of (6.61) is also well known as Ridge Regression. In matrix notation
(6.61) reads as

Ẽ (w) = 1
2 ∣∣Φw − y∣∣22 + λ

2 ∣∣w∣∣22, (6.62)

where ∇wẼ
!= 0 yields

ŵ = − 1
λΦT (Φw − y) = ΦT â with â = − 1

λ (Φw − y) . (6.63)

Hence, a transition from ŵ to â requires processing the input data, contained by Φ. When
(6.63) is inserted into (6.62) one obtains

Ẽ (a) = 1
2aTΦTΦΦTΦa − aTΦTΦy + 1

2yTy + λaTΦTΦa (6.64)

= 1
2aTKKa − aTKy + 1

2yTy + λaTKa. (6.65)
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The entries
Knm = φ (xn)T φ (xm) ∶= K (xn,xm) (6.66)

of the so called Gram Matrix K ∈ RN×N are denoted as kernels. The least-squares esti-
mator

â = (K + λIN)−1
y (6.67)

eventually results from setting ∇aE
!= 0, and

R (X) = ŵTφ (X) = âTΦφ (X) =
N

∑
n=1

ân ⋅K (X,xn) (6.68)

follows with (6.63). In machine learning, a valid kernel corresponds to a function

K ∶ Xk ×Xk → R (6.69)

that is an inner product on RkR . Mercer’s theorem (cf. Mercer [1909]) gives rise to the
so called kernel trick, allowing to incorporate kR effects in k + 1 arithmetic operations.
The trick becomes instantly clear by the simple polynomial kernel of order d = 2. For two
vectors x, x′ ∈ Rk=2, it is given by

K (x,x′) = (x1x
′
1 + x2x

′
2 + β)

d=2
(6.70)

= (x2
1x

′
1

2 + 2x1x
′
1x2x

′
2 + 2x1x

′
1β + x2

2x
′
2

2 + 2x2x
′
2β + β2) (6.71)

= (β,
√

2βx1,
√

2βx2,
√

2x1x2, x
2
1, x

2
2)
T

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
φ(x)

(β,
√

2βx′1,
√

2βx′2,
√

2x′1x
′
2, x

′
1

2, x′2
2)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
φ(x′)

.

(6.72)

Thus, instead of computing all effects in (6.72), it suffices to simply evaluate (6.70) in
order to incorporate all effects up to the quadratic order. The larger the polynomial order
d is, the greater is the potential for operational savings. More generally, the polynomial
kernel (6.70) is given for xn,xm ∈ Rk by

K (xn,xm) = (α ⋅ xTmxn + β)
d
. (6.73)

Karatzoglou et al. [2006] propose the application of the ANOVA radial basis kernel

K (xn,xm) = (
k

∑
j=1

exp (−σK (xnj − xmj)2))
d

(6.74)

which performs very well in multidimensional regression problems. A very well investi-
gated regression technique in the field of kernels are Gaussian processes.

Gaussian Processes

Gaussian processes are motivated by the simple linear regression approach (6.18), which is
expanded by the additional assumption that the underlying parameter vector is a normally
distributed random vector W. Consequently, one obtains

R (X) = ΦW ∼ NN (0,K) ≡ P (YR) for YR ∶= ΦW, (6.75)
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where Knm = K (xn,xm). Gaussian processes become suitable for the regression approach,
if the central regression assumption is adapted. Considering N experiments, assumption
(6.2) can be considered under (6.75) as

P (Y ∣YR = Φw) ≡ NN (Φw, σ2IN) . (6.76)

Then, the marginal distribution of Y is obtained by

P (Y) = ∫ P (Y ∣YR) ⋅ P (YR)dYR ≡ NN (0,C) , (6.77)

where the matrix C has elements

Cnm = K (xn,xm) + σ2δnm. (6.78)

The two Gaussian sources of randomness are independent so that their covariances simply
add. Furthermore, Bishop [2007] shows that

P (Ya ∣yb) ≡ NN (µa ∣ b,Σa ∣ b) , (6.79)

with parameters

µa ∣ b = µa +ΣabΣ
−1 (yb − µb) (6.80)

Σa ∣ b = Σaa −ΣabΣ
−1
bb Σba, (6.81)

if
Y = (Ya,Yb) ∼ Nk (µ,Σ) , (6.82)

with parameters

µ = (µa,µb) and Σ = (Σaa Σab

Σba Σbb
) . (6.83)

Result (6.79) consequently yields

P (Yn ∣ym≠n) ≡ N (µn ∣m, σ
2
n ∣m) , (6.84)

where

R̂ (xn) = µn ∣m = kTm≠nC
−1
N−1ym≠n =

N

∑
m≠n

âm ⋅K (xn,xm) (6.85)

and
σ2
n ∣m = c − kTm≠nC

−1
N−1km≠n (6.86)

for

km≠n = (Kn1, . . . ,Km=N,N)Tm≠n , â = (K + σ2IN)−1
y and c ∶=Knn + σ2. (6.87)

The tuning parameter σ2 has to be optimally set in the training procedure. If the ANOVA
radial basis kernel (6.74) is used, the parameter σK has to be tuned as well. In particular,
Karatzoglou et al. [2006] suggest using a cross-validation procedure, where the training
set is split into kv equally sized subsets. Then, all subsets except for one are taken into
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account for the generation of a Gaussian process so that kv RMSEs in respect of the
subsets left out are obtained. It is proposed to apply the parameter σK, which yields the
best setting in terms of the mean and standard deviation regarding RMSE. An unknown
experiment x∗ ∈ Rk is finally predicted by

ŷ∗ = kTC−1
N yn =

N

∑
n=1

ân ⋅K (x∗,xn) , (6.88)

where k and CN are analogous to the upper findings.

6.4 Quality Criteria for Metamodels

In the last two subsections 6.2 and 6.3, parametric and nonparametric metamodel ap-
proaches have been introduced. The natural question is ”which metamodel approach
proves to be the best in modeling the semi-physical simulation tool MoBEO?”.
The most intuitive target for a well performing metamodel is certainly accuracy. In gen-
eral, it is desired that the metamodel predictions are as close as possible to the real
simulation results of the underlying model. In engineering, a frequently used term is the
coefficient of determination R2, given by

Definition 6.1. (Coefficient of Determination: R2)

R2 = 1 −

N

∑
n=1

(yn − R̂ (xn))
2

N

∑
n=1

(yn − ȳ)2
where 0 ≤ R2 ≤ 1. (6.89)

Hence, R2 denotes the average prediction improvement when switching from a simple
mean model ȳ to a regression model R̂. The exclusive use of R2 regarding prediction
accuracy is however not suggested for a major reason. That is, R2 grows in the model
complexity so that potential over-fitting might be not detected. This is because R2 mea-
sures the adaptation of the model towards the training set, but not in terms of how well
new experiments are predicted. Indeed, the more effects are included into the model, the
more grows R2 towards its upper boundary 1. Although that trend can be counteracted
by the adjusted coefficient of determination R2

adj, which is defined by

Definition 6.2. (Adjusted Coefficient of Determination: R2
adj)

R2
adj = 1 − (N − 1)

N − kR
⋅R2 where R2

adj ≤ 1, (6.90)

the prediction performance regarding new experiments is still not assessed. Mont-
gomery [2013] suggests the application of the PRediction Error Sum of Squares (PRESS)
statistic to measure the prediction performance of a regression model. This statistic is an
implicit part of the so called Coefficient of Prediction R2

Pred
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Definition 6.3. (Coefficient of Prediction: R2
Pred)

R2
Pred = 1 − PRESS

N

∑
n=1

(yn − ȳ)2
= 1 −

N

∑
n=1

(yn − R̂(n) (xn))
2

N

∑
n=1

(yn − ȳ)2
for 0 ≤ R2

PRESS ≤ 1. (6.91)

The model R̂(n) denotes a regression model that does not include the n-th observation
for the model fit. In practice, the coefficient R2

Pred is however not practical, as N regres-
sion models need to be fit in addition to the elaborate training procedure. Therefore,
a more preferable solution is considering the coefficient of determination with regard to
the validation data, which needs to be randomly selected in the forefront of the training
procedure. Given that Nval ≤ N denotes the size of the validation data, the coefficient of
determination regarding the validation data is defined as

Definition 6.4. (Coefficient of Determination Aiming Validation Data: R2
Val)

R2
Val = 1 −

NVal

∑
n=1

(yValn − R̂ (xVal
n ))

2

NVal

∑
n=1

(yValn − ȳVal)2

for 0 ≤ R2
Val ≤ 1. (6.92)

Beside the need for prediction accuracy, a truthful inference on the feature space dis-
tribution F k quickly requires predicting more than ten thousand experiments, as alluded
in chapter 4. Thus, in addition to the prediction accuracy, a metamodel must be capable
of predicting thousands of experiments within a few seconds.
The regression models introduced in this chapter have been investigated in terms of ac-
curacy and prediction speed. Nevertheless, the performance of the metamodels differed
according to the data sets. Hence, a clear identification of a ”best regression approach”
was not possible. This result coincides with the findings of Most and Will [2008], who
had a similar experience after having compared different metamodel approaches. It is
therefore generally recommended to compare different metamodel approaches in terms of
(6.92) and prediction speed, and to eventually decide on the metamodel that provides the
best prediction performance for the given data set.

6.5 Monte Carlo Simulation

A generated metamodel provides an accurate functional relationship between a response
variable and correlated features within the boundaries of the feature space. Although this
relationship is generally better (semi-physically) implemented in MoBEO, the capability
to instantly derive predictions from experiments is an exclusive property of the empirical
metamodel, which enables the representative investigation of a quality standard with
regard to the product’s life cycle. Yet the meaning and the accomplishment of such a
representative investigation needs to be clarified. In this sense, the pseudo MC design is
picked up again, and it is applied to metamodels to derive a distribution for the underlying
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response variable. The distribution obtained can be used to determine failure probabilities
and their root causes.
Let the random vector X ∼ F k consist of all features that significantly correlate with a
response variable Y . Due to the RPD approach behind the considered production and
lifetime-oriented development process, the response denotes a random variable, whose
distribution FY only depends on the multidimensional distribution F k of X. Furthermore,
let R̂ denote a metamodel in terms of Y and X, which performs well inside the feature
space Xk under considerations of this chapter such that

R̂ (X) ≈ Y. (6.93)

If the factor combinations

{x1, . . . ,xN ′} with xn′ ∈ Xk (6.94)

are representative for F k, it follows from the RPD approach that

{y1, . . . , yN ′} with yn′ ∈ R (6.95)

are representative for FY . Thus, the determination of the unknown distribution FY
primarily requires experiments (6.94), which are representative for F k. From section
4.2 the reader already knows that N ′ = 150.000 experiments, generated with the LH-
design of Stein [1987], are capable of representing high-dimensional normal distributions
F k ≡ Nk (µ,Σ). As a measure of representativeness the RMSE (4.41) was introduced
in this context. The metamodel (6.93) allows, however, a method to assess representa-
tiveness in terms of F k that is less cumbersome than the determination of that RMSE
via depth functions. Indeed, it suffices to generate pseudo MC samples xn′ ∈ Xk of F k

and transform them into yn′ ∈ R by (6.93) as long as the empirical density function of Y
significantly changes. Once, the empirical distribution of Y does not significantly change
anymore, the generated pseudo MC samples are representative for F k and the correspond-
ing predictions are representative for FY . If multiple aging states are considered, each
aging state has to be treated individually. Figure 6.11 highlights the approach on how
to derive a representation of the density fY , whereby the two illustrated aging states
differ for simplicity only by shift (the shape is generally also different). For N ′ = 200
experiments, the density fY clearly looks unstable and fragmentary. While the density of
FY looks smoother, but not yet stable for N ′ = 10.000 pseudo MC samples, there is no
significant difference observable when predicting N ′ = 50.000 or N ′ = 150.000 experiments
by (6.93). Consequently, one can infer that the samples

{x1, . . . ,x50.000} with xn′ ∈ Xk (6.96)

are representative for F k. In conformity with subsection 3.1.3, one may also gener-
ate pseudo MC samples until the estimated distribution parameters do not significantly
change anymore. Hence, if a normal distribution is indicated for FY , experiments are
generated as long as the estimated parameters ȳ and s2

y significantly change.
The multidimensional distribution F k represents a certain quality standard with regard to
the product’s life cycle. The representative coverage of arbitrary distributions F k, can be
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Figure 6.11: Representation of the Feature Space Distribution

achieved by the model R̂ (X) ≈ Y , if the domains of F k are a subset of Xk. Consequently,
the boundaries of the feature space need to be chosen always such that the investiga-
tion area is covered by Xk. Given that two different sensor types shall be investigated
for a particular application, it is always proposed to incorporate the wider specification
limits in Xk. This is because F k is variable, while the space Xk is determined once at
the beginning of the production and lifetime-oriented development process (cf. chapter
3). The distribution FY allows to instantly assess F k in terms of how Y complies with
quality requirements under the production and lifetime variability. The probability that
Y exceeds a particular limit yL for example is easily estimated by

P (Y > yL) ∶= pL ≈
1

N ′ ⋅
N ′

∑
n′=1

1{R̂(xn′)>yL}
= 1

N ′ ⋅
N ′

∑
n′=1

1{y′n >yL}. (6.97)

As illustrated by figure 6.12, fY can be determined for multiple aging states in a represen-
tative manner, so that (6.97) can be evaluated respectively. Dependent on the response
variable considered, this information can be processed in order to assess the compliance
of particular requirements. If Y is a legally regulated emission for instance, one can di-
rectly assess the compliance with legislative requirements for the underlying feature space
distribution. Another example would be that Y is a quantity, which is observed by the
On-Board Diagnostic (OBD) system. Then, (6.97) yields the probability for a light up of
the corresponding MIL lamp. Furthermore, (6.97) can be used to estimate hidden costs,
arising from legal penalties, warranty costs or vehicle call backs. The probability of an
undesirable MIL event within the warranty period multiplied with the associated fixing
costs estimates the associated warranty costs for example.
The failure probability is certainly an outstanding product of this thesis. Nevertheless,
beside the evaluation of the failure probability (6.97), engineers are frequently interested
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Figure 6.12: Failure Probability of a Response Variable Y

in the root causes of the failure itself. On this account, the involved factors of

X = (X1, . . . ,Xk) ∼ F k (6.98)

that relate to the metamodel R̂ (X) shall be examined in a more detailed manner. In
particular this is overcome by splitting the marginal domain Ωj of each random variable
Xj into Nj disjoint subsets or classes such that

Nj

⊍
nj=1

Enj ⊆ Ωj for j = 1, . . . , k. (6.99)

Then, it obviously holds that

P (Y > yL) = P(Y > yL ∧Xj ∈
Nj

⊍
nj=1

Enj) = (6.100)

=
Nj

∑
nj=1

P (Y > yL ∧Xj ∈ Enj) = (6.101)

=
Nj

∑
nj=1

P (Y > yL ∣Xj ∈ Enj) ⋅ P (Xj ∈ Enj). (6.102)

In this regard, the conditional probabilities

P (Y > yL ∣Xj ∈ Enj) for nj = 1, . . . ,Nj (6.103)

stand in the main focus. The conditional probability (6.103) denotes the probability for a
failure given that the random variable Xj realizes in a particular area of the domain Ωj.
All other involved random variables of (6.98) are thereby considered in a representative
manner. The idea of this approach shall be deepened by the following example.

Example 6.1. (Failure Probability and Root Cause Analysis)
Let R̂ (X) be a metamodel in terms of a response Y , and let X be the random vector

X = (X1,X2,X3) ∼ F 3, (6.104)
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where F 3(x) = FX1,X2(x1, x2) ⋅ FX3(x3) ∀x ∈ X3. It is assumed that the bivariate random
vector

(X1,X2) ∼ N (µ = (µ1

µ2
) ,Σ = ( σ2

1 σ1σ2

σ2σ1 σ2
2

)) (6.105)

incorporates the dependent factors, ambient temperature and humidity. The independent
random variable

X3 ∼MMULT (N ′, p1, p2, p3) (6.106)

involves the multinomial distributed usage behavior, considered by the usage profiles city-
driving, rural-driving and highway-driving. Analyzes of the usage profiles considered re-
sulted in the weighting parameters p1 = 0.60, p2 = 0.25 and p3 = 0.15. The response Y
denotes a counter, which causes a MIL light up when a limit of yL = 50 is exceeded.
In correspondence to this section, it has been found that the distribution F 3 is well rep-
resented by N ′ = 50.000 pseudo MC samples, originating F 3. Figure 6.13 illustrates the
resulting density of Y , when these pseudo MC samples are applied to the metamodel given.
The failure probability pL for a MIL light up can be determined by (6.97) and equals to
pL = 0.093. In order to examine the root causes for running into a failure, the conditional

Figure 6.13: Determination of the Failure Probability

probabilities (6.103) shall be observed for X1, X2 and X3. Regarding X1, the domain Ω1

is therefore split into N1 disjoint classes such that

N1

⊍
n1=1

En1 = Ω1. (6.107)

Then, the conditional probability in (6.103) is approximated by

P (Y > yL ∣X1 = xn1 ∈ En1) ≈
1

N ′ ⋅
N ′

∑
n′=1

1{R̂(xn1 ,xn′2,xn′3)>yL}
, (6.108)

where xn′2 are pseudo MC samples of FX2 ∣X1 =x and xn′3 of the multinomial distribution
with parameters (0.60,0.25,0.15) respectively. As illustrated in figure 6.14 for N1 = 100,
the conditional probability (6.108) can be illustrated in an absolute or in a relative way.
The absolute representation is given by the black line, which outlines (6.108) without
taking into account the underlying distribution of X1. One can see that up to 21 ○C
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Figure 6.14: Root Cause Analysis: Ambient Temperature

the probability of Y for exceeding yL = 50 is rather small, but increases rapidly above
21 ○C. Thus, a MIL light up could be largely prevented, if this temperature limit is not
exceeded. The key question is whether this event is probable or not. Indeed, by including
the marginal distribution N (µ1, σ2

1) of X1 into the consideration, one can see that 21 ○C
is rarely exceeded. This general overview is provided by the relative consideration, which
involves the different class probabilities

P (X1 ∈ En1) = ∫
En1

∫
Ω2

fX1,X2 (x1, x2)dx1dx2, (6.109)

and so the underlying distribution of X1. From the law of total probability, one obtains
the critical and the uncritical portion of each class probability by

P (X1 ∈ En1) = P (Y > yL ∧X1 ∈ En1)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

critical portion

+P (Y ≤ yL ∧X1 ∈ En1)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

uncritical portion

. (6.110)

In figure 6.14, the critical portions are represented by the yellow bars and the uncritical
portions by the green bars. Because of (6.100) it holds that the sum of all yellow bars
corresponds to the failure probability pL = 0.093. The procedure on how to obtain figure
6.15 regarding X2 is analogous to (6.108). There, it is clearly visible that ambient humidity
is rather uncritical in terms of a MIL light up compared to ambient temperature. Although
the absolute consideration of (6.108) outlines a large influence for low humidity values, the
relative consideration indicates small probabilities for the critical subsets En2. Moreover,
the critical portions are well distributed over the considered range of humidities. Therefore,
it can be concluded that the event of a MIL light up is rather independent of ambient
humidity. With regard to X3, the domain of (6.106) shall be investigated for the possible
events (1,0,0), (0,1,0) and (0,0,1). The conditional probability in (6.103) is therefore
obtained by

P (Y > yL ∣X3 = xn3 ∈ En3) ≈
1

N ′ ⋅
N ′

∑
n′=1

1{R̂(xn′2,xn′2,xn3)>yL}
. (6.111)
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Figure 6.15: Root Cause Analysis: Ambient Humidity

The estimated conditional probabilities are illustrated by the black line in figure 6.16.
While city-driving has a failure probability of approximately 34% and highway-driving of

Figure 6.16: Root Cause Analysis: Usage Behavior

approximately 42%, rural driving completely prevents the observed counter from exceeding
the limit yL = 50. The additional observance of the class probabilities p1, p2 and p3 yields
critical and uncritical portions, just as described for X1 and X2. Overall, the absolutely
more critical highway-driving turns out to be less than a half as critical as city driving. To
conclude the findings, the observed counter more likely exceeds yL = 50, when the vehicle
is driven in cities under high temperatures. The failure probability can be finally used to
determine all associated hidden costs.

Metamodeling approaches and MC simulations complete the feasibility of the intro-
duced production and lifetime-oriented development process. The capability obtained to
generate production and lifetime-representative distributions of relevant response vari-
ables raises, in fact, TCO and robustness investigations to the next level. The previous
example suggested an idea of how to make use of the new process in order to quantita-
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tively assess a given quality standard in terms of the usage stage. In the next chapter 7
a case study will be launched, where the new process will be applied on both stages, the
development and the usage stage.



114 Chapter 6. Metamodeling Approaches and Monte Carlo Simulations



Chapter 7

Case Study - Legislative Emission
Compliance

The production and lifetime-oriented development aims to achieve a solution of the central
TCO minimization task, displayed in figure 2.3. Seeking for a solution of this task, the
approach allows to quantitatively assess quality standards in respect of given requirements
and hidden costs. It is vitally important to elaborate a process which allows to generate
distributions of relevant response variables by a limited number of MoBEO experiments.
After all, the above described target can be narrowed down to four work items

1. Probabilistic Modeling & Implementation,
2. Design of Experiments,
3. Lifetime Simulations,
4. Metamodeling Approaches and MC Simulations.

These topics are broadly discussed in the previous chapters, whereas this chapter presents
a case study which shall illustrate how the obtained distributions can be adequately
processed. Subsequently the actual implementation of the case study is revealed in detail.
The target of the case study is to give the reader an insight about how an OEM could be
supported with the new approach. A commonly raised issue in the automotive industry
is ensuring the compliance of a vehicle or engine type with legal requirements. Among
others, this concerns the assurance of an environmentally friendly system. The legal
requirements apply here from the production, provided by Conformity of Production
(CoP) requirements, to the long term use of the vehicle, set under law by In-Service
Conformity (ISC) requirements. The reader is referred to the appendix for detailed
information about CoP and ISC testing procedures. In the case study the legally regulated
pollutants NOx and NH3 shall be checked for compliance with CoP and ISC under the
integration of two different NOx sensor types.

7.1 Test Object and Objective Target

The case study will be conducted for a heavy-duty on-road truck application with a ’tech-
nically permissible maximum laden mass’ over 3.500 kg (vehicle class N3)1. The vehicle is

1cf. section A.1

115
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equipped with a Compression Ignition (CI) engine, comprising six in line arranged cylin-
ders that displace about 13 liters. The dual charged intake air path and the integrated
common-rail fuel injection system ensure a dynamic engine response. NOx engine out
emissions are reduced by a high pressure EGR system, which recirculates a portion of the
exhaust from upstream of the turbocharger to the intake manifold. A positive pressure
difference between the exhaust and intake manifold as well as a better boost pressure
control is enabled by two exhaust side bypasses, or so called wastegates. A sketch of the
objective engine environment is given in figure 7.1. The installed EAS is supposed to

Figure 7.1: Engine Environment

fulfill the effective EURO VI standard, as summarized in section A.2. The EAS consists
of a DOC, a DPF, a SCR and an ASC, all installed on a scale of 2.5 ∶ 6 ∶ 6.5 ∶ 1.
The objective target of this case study is the application of the production and lifetime-
oriented development process in order to support the corresponding OEM in finding a
satisfactory quality standard regarding the NOx sensors, located engine out and tailpipe,
to be used. On this account, two sensor types different in accuracy, produced by supplier
A and B respectively, are in the main focus. The sensors are subject to the following
non-linearity errors:

Supplier A:

⎧⎪⎪⎨⎪⎪⎩

±15ppm NOx < 100ppm

±15% NOx > 100ppm
Supplier B:

⎧⎪⎪⎨⎪⎪⎩

±5ppm NOx < 100ppm

±5% NOx > 100ppm

7.2 The Employed MoBEO Model

The objective engine environment is available as a highly matured MoBEO model. This
means that crucial hardware components of the engine environment and their main phys-
ical characteristics were included into the model set-up. Furthermore, the model was
adapted to real stationary (or steady-state) and dynamic (or transient) data, measured
with the corresponding real engine environment at AVL. The widespread availability and
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faster-than-real-time simulations are good reasons to decide on the MiL approach, as de-
scribed in section 2.3. A realistic ECU functionality is provided by multiple closed loop
controls. These concern the air system for example, acting on the amount of fresh air
(controlled by the EGR valve) and the pressure inside the intake manifold (controlled
by electrical waste gates). The amount of injected Diesel Exhaust Fluid (DEF, or com-
monly referred to as AdBlueTM), added upstream SCR in order to lower the NOx tailpipe
emissions, is subject to a closed loop NH3 storage feedback controller too. The function
tolerances of the DEF injection system, that consists in most respects of the UREA dosing
module, the injector nozzle, the tank and the piping, are corrected within a precondition-
ing run by an adaption function making use of the NOx engine out and tailpipe sensors.

7.3 Conformity of Production

CoP has to be proofed by the manufactures after Regulation (EC) No 49 ECE. This is
intended to permanently ensure the manufacturer’s ability to produce a vehicle series that
by and large matches the specification, performance and marking requirements as agreed
with the type approval authority under the instance of manufacturing tolerances. This
also concerns testing the legally regulated pollutants, NOx and NH3 at the exhaust tailpipe
by an acceptance sampling system. Failure risks and testing effort shall be evaluated for
both sensor strategies under an existent specification table for all relevant manufacturing
tolerances.
The CoP testing procedure requires conducting one of the three possible acceptance sam-
pling systems that are all described in subsection A.2.3. Whether a production series
is rejected or not depends on measurement data, recorded by at least three randomly
chosen unmodified engines, not longer operated than 125 hours. In the case of an on-road
heavy duty application, the measurement data must origin a WHSC and WHTC testing
procedure (cf. subsection A.2.1) and has to be corrected by the associated Deterioration
Factors (DFs), as provided in subsection A.2.2. The general CoP testing procedure to
be conducted is summarized by figure 7.2. CoP normally requires testing all regulated
pollutants, as provided by table A.5. The testing procedure starts with three randomly
chosen engines, where the legally regulated pollutants of the WHSC and WHTC are
tested. The exclusive consideration of the pollutants NOx and NH3 is deemed sufficient
for the illustration purposes of a case study. If the associated data yields neither a pass
nor a rejection, additional engines (up to 32) might be tested. Assessing the failure risks
and the CoP testing effort in respect of the response variables

• Y1 . . .brake specific NOx tail pipe emissions (BSNOxTP) in g/kWh (cf. (A.1), sec-
tion A.2.1),

• Y2 . . .average NH3 (NH3) in parts per million molecules at the exhaust tailpipe,

necessitates establishing the associated distributions of Y1 and Y2 under the factors of the
development and usage stage.
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Figure 7.2: Schematic CoP Testing Procedure

In this regard, the production and lifetime-oriented development process shall be
launched in order to derive these distributions. The factors of the development stage
consist of one open system parameter, that is the supplier of the NOx sensors to be used.
Thus, this parameter is modeled by the discrete uniform random variable

U1 ∈ {Supplier A,Supplier B} . (7.1)

Furthermore, a specification table of manufacturing tolerances with the most relevant
parameters of MoBEO that might affect the prediction of Y1 and Y2 was elaborated under
the considerations of section 3.1. Overall, manufacturing tolerances are considered by 45
random variables X1, . . . ,X45, which are listed subsequently in tables 7.2 and 7.3. Under
CoP, the usage behavior is incorporated by the WHSC and WHTC, and the variable
environmental conditions are deterministically set such that the normal conditions of use
are fulfilled (see subsection A.2.1). Table 7.1 recapitulates the involved factors of the
resulting feature space Xk. The existent MoBEO model is used to efficiently generate

Table 7.1: Case Study: CoP Factor Overview

measurement data for Y1 and Y2 under different factor combinations, necessary to build
up most accurate metamodels. On this account, two DS-design of Jones and Nachtsheim
[2011] with NSc = 2⋅45+1 = 91, one for the WHSC, the other for the WHTC, are simulated.
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The TSIs of Homma and Saltelli [1996], illustrated in figures 7.3 to 7.6 visualize, which
factors are the most significant for Y1 and Y2 under WHSC and WHTC testing.

Figure 7.3: Corrected TSIs for
BSNOxTP (WHSC)

Figure 7.4: Corrected TSIs for
BSNOxTP (WHTC)

Figure 7.5: Corrected TSIs for NH3

(WHSC)
Figure 7.6: Corrected TSIs for NH3

(WHTC)

All four pie charts clearly outline that the measurement accuracy of both NOx sensors
have a significant impact on the variation of the BSNOxTP and NH3 measurement data.
In fact, these results are not totally surprising, as the included adaption function regard-
ing the DEF injection system is exclusively subject to the NOx engine out and tailpipe
sensor. Moreover, several turbo charger parameters are significant for the observed re-
sponse variables. From the technical point of view this result is argued by the fact that
the turbo charger has a major impact on the exhaust temperature. The exhaust temper-
ature, in turn, significantly affects the point in time when the DEF is released upstream
the SCR catalyst. The intake air mass flow sensor plays a significant role as well, because
it affects the operational area of the turbo charger as a crucial part of the air mass closed
loop controller.
As alluded at the beginning of subsection 4.1.4, the circumstance that Y1 and Y2 share
almost the same significant factors brings the benefit that one LH-design can be applied
for both response variables. A LH-design is generated for all significant factors of the
screening procedure, and then eventually merged with a pseudo MC-design involving all
other factors of tables 7.2 and 7.3. The resulting NSf = 1500 experiments are simulated
twice, once for the WHSC and once for the WHTC. The incorporation of multiple aging
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states, as discussed in chapter 5, is not scheduled for the CoP testing procedure, but im-
plicitly considered by the legal DFs. The gathered measurement data is used to generate
appropriate metamodels of the response variables for the WHSC and WHTC. In terms
of chapter 6, the measurement data is randomly split into a training set and a validation
set (in a ratio of 17:3) so that an optimal model complexity becomes detectable.

Table 7.2: Manufacturing Tolerances: Actuators and Sensors
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Table 7.3: Manufacturing Tolerances: Engine & Exhaust Aftertreatment System

After having fit in all conscience all metamodel approaches presented in the last chap-
ter, these shall be compared by the quality criteria, prediction accuracy and speed. Here,
the prediction accuracy is captured by the coefficient of determination regarding the val-
idation data (R2

Val). Figures 7.7 to 7.10 demonstrate a clear favorite in this context, that
is the MLP.
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Figure 7.7: Metamodeling Approaches for BSNOxTP (WHSC), NSf = 1.500

Figure 7.8: Metamodeling Approaches for NH3 (WHSC), NSf = 1.500
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Figure 7.9: Metamodeling Approaches for BSNOxTP (WHTC), NSf = 1.500

Figure 7.10: Metamodeling Approaches for NH3 (WHTC), NSf = 1.500



124 Chapter 7. Case Study - Legislative Emission Compliance

As visible in table 7.4, the MLP also scores regarding simulation speed, even if, with
the exception of Gaussian Processes, the advance to its competitors is smaller than in
terms of prediction accuracy. According to the results obtained, the MLP is used to

Table 7.4: Metamodeling Approaches: Simulation Speed

generate the distributions of BSNOxTP and NH3 for the WHSC and the WHTC under
the specifications of table 7.3. In respect of section 6.5, N ′ = 250.000 pseudo MC samples
prove to be enough to achieve the required representativeness regarding both NOx sensor
strategies. The corresponding distributions are illustrated by figures 7.11 and 7.12.

Figure 7.11: Distributions of BSNOxTP and NH3 under Supplier A
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Figure 7.12: Distributions of BSNOxTP and NH3 under Supplier B

The figures shown above clearly outline that a transition from NOx sensor supplier
A to B can significantly reduce the standard deviation of all distributions. In fact, this
effect is rather negligible for NH3, because the relating distributions are far away from the
legislative limit of 10 ppm. Still, the transition apparently has an impact on how critical
the production series presents against the legally regulated NOx tailpipe emissions. In
order to assess the associated failure risks and testing effort, the CoP testing procedure
is simulated under both suppliers, whereas it is assumed that the s-method is employed.
The s-method, which is described in subsection A.2.3, can be arbitrarily often repeated
by taking samples of the distributions in figures 7.11 and 7.12.

Figure 7.13: Conformity of Production: s-
Method under Supplier A

Figure 7.14: Conformity of Production: s-
Method under Supplier B
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The heights of the bars in figure 7.13 outline the resulting probabilities for the number
of engines to be tested for the s-method when obstructing the less accurate NOx sensors.
The probability for testing three engines during the CoP test procedure is consequently
approximately 36.83%, while the probability for testing four engines is already 5.07% (and
so on). The color of the bars thereby emphasizes the expected outcome. The ratio of
the color ”yellow” within the green bars indicates the failure fraction for each number of
engines to be tested. This conditional failure probability is additionally emphasized in an
absolute way by the added black curve. If figure 7.13 is compared with figure 7.14, the ob-
server easily recognizes that the probability for testing three engines is significantly higher
under supplier B than under supplier A. In addition to that, while the testing procedure
will be passed by all means under the more accurate sensor, this is not ensured under the
less accurate sensor strategy. There it holds that the more engines are tested, the more
the chances to fail CoP increase. An even better clarification of the benefit of switching to
supplier B is provided by figure 7.15. There, the difference of the green bars in figure 7.14
and 7.13 are given. Thus, the agreement on the more accurate sensor type significantly

Figure 7.15: Benefit of Switching from Supplier A to Supplier B

increases the chances for testing only a few engines and simultaneously reduces the risk for
testing more than 18 engines. Assuming that testing an additional engine costs 20.000$,
the OEM can reduce its expected testing costs by more than 100.000$. This benefit has
to be balanced by the OEM with the additional expenses when commissioning supplier
B.

7.4 In-Service Conformity

Regulation (EC) No 49 ECE also includes legal standards for demonstrating (tailpipe)
emission conformity of heavy-duty vehicles during their useful lives (cf. subsection A.2.2).
These standards are denoted as In-Service Conformity (ISC) requirements.
The manufacturer shall consult representative test objects and record legally regulated
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pollutants using Portable Emission Measurement System (PEMS). ISC requirements
need to be shown for CO, THC, NMHC, CH4 and NOx. All gaseous emissions that shall
be measured beside these pollutants are listed in table 1 of Regulation (EC) No 49 ECE
Annex 8 Appendix 1. Representative test objects are all vehicles or engines, registered in
the European Union and driven for more than 25.000 kilometers by a professional driver
on real driving routs under normal load conditions. Regulation (EC) No 49 ECE Annex
8 Paragraph 4.5. defines the trip requirements as given by table 7.5. As described in

Table 7.5: ISC Test Cycle Composition

subsection A.2.4, a statistical sequential sampling plan for an inspection by attributes has
to be conducted in the course of the ISC testing procedure. Starting with a sample of three
randomly selected test engines so called Conformity Factors (CFs) have to determined
for all regulated pollutants listed above. The CFs are thereby determined by a method,
denoted as work based averaging window method (cf. subsection A.2.4), which generates
a series of multiple monitoring windows within the ISC test cycle. An engine is said to
be non-conforming, if already one of the limits provided in table A.10 is exceeded by the
corresponding 90% quantile of the calculated CFs. The sample is considered as

- rejected, if the number of non-conforming vehicles is larger or equal than the re-
spective fail decision number in table A.9,

- accepted, if the number of non-conforming vehicles is smaller or equal than the
respective pass decision number in table A.9.

In case neither acceptance nor rejection is achieved, an additional engine has to be con-
sulted and evaluated correspondingly, whereas the test reaches a decision with ten engines
at the latest.
Assessing ISC under table 7.3 and assumption (7.1) requires establishing the underlying
distributions of the 90% quantiles of the CFs for each regulated pollutant. The introduced
production and lifetime-oriented development process shall be consulted to generate such
a distribution regarding the response variable

• Y3 . . .90% quantile of the CFs regarding NOx tailpipe emissions.

Again, the available MoBEO model is applied to generate the required measurement data.
In contrast to the CoP testing procedure, where new engines are tested, measurement data
of aged engines need to be considered instead. Unfortunately, there are no parameter-
ized aging models available for the employed model environment. The consideration of
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aging behavior by aging models, as described in chapter 5, is consequently not feasible
for this case study. Nevertheless, expert knowledge of former customer projects can be
used to directly implement appropriate assumptions about aging behavior. Therefore,
the aging behavior of the engine is considered to simplify matters by the random variable
X46 ∼ U(1,1.15), where its realization is multiplied with the NOx engine out emissions.
A realized factor of 1.15 corresponds thereby to the legal DF of NOx, imposed by law.
Different aging modes, like thermal aging, sulfur poisoning or ash poisoning can be ex-
pected for the DOC and DPF. Aging experts believe that the catalytic activity can drop
down to a residual activity of 5%. At a deeper level, a MIL light up and a consequent
service of the EAS is expected. Consequently, the random variables X47 ∼ U(0.05,1) and
X48 ∼ U(0.05,1) are introduced in order to model the aging behavior of the DOC and
DPF respectively. No severe thermal aging of the SCR and ASC is expected for ISC test
cycle, as the exhaust temperatures are typically below the critical limit of 500○C. Still,
the NH3 storage capacity of the SCR and ASC may drop to approximately 50%. This
issue shall be modeled by the random variables X48 ∼ U(0.5,1) and X49 ∼ U(0.5,1), whose
realizations are multiplied with the implemented storage capacities of the SCR and ASC.
Just as for the CoP testing procedure, the DS-design of Jones and Nachtsheim [2011] is
applied on the resulting feature space Xk, spanned by the factors provided by table 7.6.
Thus, NSc = 2 ⋅ 49+ 1 = 99 experiments are simulated for the screening procedure, whereas

Table 7.6: Case Study: ISC Factor Overview

the 90%-quantiles of the obtained CFs regarding NOx tailpipe emissions are recorded for
each experiment. The pie plot in figure 7.16 visualizes the TSIs of the most significant
factors involved. Once again, the NOx sensors turn out to be the most significant factors
for the response variable considered. Beside the NOx sensors there are several other cru-
cial factors regarding Y3, that are the intake air mass flow sensor, the SCR wall thickness,
the high pressure turbo charger compressor efficiency, the EGR cooler efficiency and the
start of injection. In contrast, the additionally considered factors X46, . . . ,X49 in order
to incorporate the system aging behavior have no significant impact on Y3. According
to chapter 4, a LH-design with NSf = 500 is generated for the significant factors of figure
7.16 and merged with a MC-design considering all other factors of Xk. Just as for the
CoP testing procedure, the obtained data is split into a training and validation set (in
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Figure 7.16: Corrected TSIs of Y3

a ratio of 17:3), and the discussed metamodel approaches are applied in all conscience
under consideration of chapter 6. The scatter plots in figure 7.17 and the respective
coefficients of determination regarding the validation data propose to resume the inves-
tigation with the RBF network. The RBF network can be also readily applied from the

Figure 7.17: Metamodeling Approaches for Y3, NSf = 500

perspective of the simulation speed, as the stopping times are by and large conforming
with results of table 7.4. With reference to section 6.5, a representative coverage of the
two desired distributions (one for supplier A, the other for supplier B) is achieved by
feeding the RBF network with N ′ = 250.000 pseudo MC samples of the underlying feature
space distributions. Figures 7.18 and 7.19 show the resulting distributions for supplier
A and B, respectively. There, the difference between the shapes of both distributions
and the higher risk under supplier A are clearly visible. A sample of these distributions
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corresponds indeed to a ISC testing result of a particular engine.

Figure 7.18: Distribution of Y3 under Sup-
plier A

Figure 7.19: Distribution of Y3 under Sup-
plier B

The statistical sequential sampling plan, described in subsection A.2.4, is simulated
for these distributions so that the associated failure risks and expected testing effort
become eventually assessable for both NOx sensors. Similarly to CoP, the simulation of
the ISC testing procedure can be arbitrarily often repeated, such that probabilities for
the number of engines to be tested and their according failure ratios become reasonably
estimable. Figure 7.20 shows the resulting probabilities and failure fractions for both
suppliers. Particularly, it becomes instantly clear that the ISC testing procedure can

Figure 7.20: Risk Assessment ISC Testing Procedure, Left Supplier A, Right Supplier B

only be passed for an even number of tested engines. The sequential testing procedure is
either continued with an additional engine or rejected when an odd number of engines is
tested. In contrast to CoP, where absolutely no risk was present under supplier B, now
for the ISC testing procedure there exists a positive failure probability for both suppliers.
Nevertheless, supplier A entails a significant higher risk for a failure than supplier B.
Moreover, the expected number of engines to be tested differs by more than 1 engine
(supplier A: 6.48 engines, supplier B: 5.43 engines) for both strategies. Moreover, the
overall failure probability can be decreased from 0.2213 down to 0.0383, if supplier B is
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preferred over supplier A.
The case study presented in this chapter emphasizes how the production and lifetime-
oriented development process can be employed in order to support an OEM in finding an
optimal quality standard in terms of TCO. Thus, the new approach made it particularly
possible to assess the risks during the CoP and ISC testing procedures for different quality
standards (considered by two different accurate NOx sensors). The final decision regarding
the effectively applied quality standard, that is either supplier A or B, is usually taken
by the OEM. It is eventually the vehicle manufacturer, who has to balance the acquired
results with all associated costs.
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Chapter 8

Conclusion and Outlook

The application of arbitrary technology is more restricted than ever. The globalization
and the concurrent opening of the markets force production facilities to optimize rele-
vant selling factors, like price level, product quality and included warranties. Nowadays,
decisions to purchase are no longer influenced by the acquisition price, but are also de-
pendent on the total costs of ownership (TCO), which embrace all costs incurred during
the product’s life cycle. Particularly for the automotive industry, the production and
lifetime-oriented development was presented, which allows to optimally advise an OEM
in minimizing the TCO under the constraining market requirements.
The quality standard defined by the OEM during the development stage determines for
the most part the actual TCO. It is worth investing as much effort as technically feasi-
ble into that stage. OEMs frequently commission automotive consulting firms to receive
an optimal support in defining their quality standards. This applies to the investigation
of feasible hardware and software solutions, such as necessary EAS solutions, air path
concepts or ECU control strategies. Particular attention is given the quality standards
suggested to ensure that they comply with the overall requirements of all parts, the OEM,
the public society and the end-users involved. Nevertheless, associated compliance risks
are often not quantitatively measurable, but are exclusively subject to expert knowledge.
Moreover, the variability of the production and usage behavior excessively aggravates
the prediction of TCO for an implemented quality standard. Hidden costs arising from
product failures, warranty services or legal penalties are considered as significant cost
drivers that have to be avoided by all means. Solving the TCO minimization task re-
quires addressing these open issues. In this regard, a new approach the production and
lifetime-oriented development process was introduced in this thesis. The new approach
proved to be capable of quantitatively assessing multiple quality standards with respect
to given requirements and hidden costs. The basic idea is to mathematically incorpo-
rate the uncontrollable stochastic factors of the production and lifetime usage into the
development process. On an experimental level, these can be jointly investigated with the
controllable factors, which define the quality standards to be analyzed. Since MoBEO
is slightly faster-than-real-time, the main difficulty lies in reaching a representative cov-
erage of the stochastic factors with a manageable number of experiments. The basis of
the new approach inevitably entails the appropriate modeling of the stochastic factors
by probability distributions. In respect of the statistical process control, process capa-
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bility is adapted and extended to other than normal distributions. The versatile Beta
distribution and the non-parametric kernel approach prove to be suitable instruments,
especially when the symmetric normal distribution is not applicable. Particularly, the
analysis of usage profiles and their treatment by the multinomial distribution is valuable
for modeling the stochastic usage behavior. The set of all feasible factor combinations,
referred to as the feature space, often consists of more than 50 dimensions so that most
efficient experimental designs are required to overcome the high numerical complexity.
This doctoral thesis proposes to start the experimental procedure by a screening proce-
dure, and more particularly, by the definitive screening design. This is because it provides
”nice to have” characteristics in terms of first and second order effects using only twice as
many experiments than factors considered. The subsequent investigation is then focused
on the region of the feature space, which belongs to the most significant factors selected
by the screening procedure. During that space-filling procedure the application of the
Latin-Hypercube design is suggested for all factors modeling manufacturing tolerances.
This is due to the fact that the associated distributions may depend on the quality stan-
dard investigated. The very efficient depth design, which had been introduced in this
thesis, is suggested for all factors, whose associated distributions are considered to be
definite. Thereby, the application of semi-physical aging models ensures the simulation
of the generated experiments considering one or multiple system aging states. The em-
ployment of MC simulation procedures on ”up-to-date” metamodel approaches turns out
to be a powerful approach on how to achieve representative coverages for different fea-
ture space distributions with only one experimental run-through of MoBEO. With focus
on decisive response variables, like emissions, fuel consumption or component lifetimes,
the methodology established allows to investigate feasible quality standards under the
stochastic factors of the production and lifetime usage. Eventually, the model-based sim-
ulation approach combined with statistical evaluation tools can significantly contribute
to a better solution of the TCO minimization task.
The established methodology has so far achieved great interest among AVL customers,
and the first commissioned projects have been successfully completed to full satisfaction.
In order to further increase the market acceptance, several activities are scheduled for the
near future. The influence of hardware tolerances on functional tolerances, as discussed
in subsection 3.1.2, shall be examined in more detail. This especially concerns the im-
pact of hardware tolerances of engine components on production costs, operating costs
and hidden costs due to failure and OBD related issues. An additional objective is the
initiation of a component supplier network so that hardware tolerances can be optimally
modeled and better assessed in terms of TCO. A task in the near future will also be the
investigation of tolerances in fuel and DEF quality. Closely linked to that is the intention
to incorporate more realistic usage and aging behavior so that OBD events and warranty
payments become better predictable. In that respect, the new depth design, introduced
in chapter 4, is the perfect tool for efficiently modeling different usage profiles in a repre-
sentative manner. Last but not least, the better understanding and incorporation of the
ECU into the production and lifetime-oriented development process is another task that
has to be mastered in the upcoming years.
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A.1 Vehicle Categories

All motor vehicles applicable to Directive 2007/46/EC are classified in the proper Annex
II as follows:

Category M : Motor vehicles with at least four wheels, designed and constructed for the

carriage of passengers

Category M1: Vehicles designed and constructed for the carriage of passengers and
comprising no more than eight seats in addition to the driver’s seat.

Category M2: Vehicles designed and constructed for the carriage of passengers,
comprising more than eight seats in addition to the driver’s seat, and having a
maximum mass not exceeding 5 tonnes.

Category M3: Vehicles designed and constructed for the carriage of passengers,
comprising more than eight seats in addition to the driver’s seat, and having a
maximum mass exceeding 5 tonnes.

Beside that, directive 2001/85/EC classifies vehicles having a maximal capacity of 22
passengers without the driver into class A and class B.

Class A: Vehicles designed to carry standing passengers; a vehicle of this Class has
seats and shall have provision for standing passengers.

Class B: Vehicles not designed to carry standing passengers; a vehicle of this Class
has no provision for standing passengers.

If 22 passengers without the driver are exceeded, directive 2001/85/EC differs three dif-
ferent classes, class I, II and III.

Class I: Vehicles constructed with areas for standing passengers, to allow frequent
passenger movement.

Class II: Vehicles constructed principally for the carriage of seated passengers, and
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designed to allow the carriage of standing passengers in the gangway and/or in an
area which does not exceed the space provided for two double seats.

Class III: Vehicles constructed exclusively for the carriage of seated passengers.

Category N : Motor vehicles with at least four wheels designed and constructed for the

carriage of goods.

Category N1: Vehicles designed and constructed for the carriage of goods and
having a maximum mass not exceeding 3,5 tonnes.

Category N2: Vehicles designed and constructed for the carriage of goods and
having a maximum mass exceeding 3,5 tonnes but not exceeding 12 tonnes.

Category N3: Vehicles designed and constructed for the carriage of goods and
having a maximum mass exceeding 12 tonnes.

Additionally, Directive 2007/46/EC distinguishes between on-road and off-road vehicles
(symbol G), which are defined in the following way:

Category G: All vehicles of class N1 with a maximum mass not exceeding 2.000 kg and of

M1 are considered as off-road vehicles, if

• at least one front axle and at least one rear axle is designed to be driven simultane-
ously, including vehicles where the drive to one axle can be disengaged,

• at least one differential locking mechanism or at least one mechanism having a
similar effect is obstructed, and if the vehicle can climb a 30% gradient,

• and at least five of the following six requirements have to be satisfied:

- the approach angle must be at least 25 degrees

- the departure angle must be at least 20 degrees

- the ramp angle must be at least 20 degrees

- the ground clearance under the front axle must be at least 180 mm

- the ground clearance under the rear axle must be at least 180 mm

- the ground clearance between the axles must be at least 200 mm.

Vehicles of class N1 with a maximum mass exceeding 2.000 kg and vehicles of classes N2, M2

and M3 with a maximum mass not exceeding 12.000 kg are considered as off-road vehicles, if

• all their wheels are designed to be driven simultaneously, including vehicles where
the drive to one axle can be disengaged, or if

• the following three points apply

- at least one front and at least one rear axle are designed to be driven simulta-
neously, including vehicles where the drive to one axle can be disengaged
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- there is at least one differential locking mechanism or at least one mechanism
having a similar effect

- they can climb a 25% gradient calculated for a solo vehicle.

Vehicles of class M3 with a maximum mass exceeding 12.000 kg and vehicles of classe N3

are denoted as off-road vehicles if

• all their wheels are designed to be driven simultaneously, including the cases, where
the drive to one axle can be disengaged

• or if the following requirements are met

- at least half the wheels are driven

- there is at least one differential locking mechanism or at least one mechanism
having a similar effect

- they can climb a 25% gradient calculated for a solo vehicle,

- at least four of the following six requirements are satisfied:

⋅ the approach angle must be at least 25 degrees,

⋅ the departure angle must be at least 25 degrees,

⋅ the ramp angle must be at least 25 degrees,

⋅ the ground clearance under the front axle must be at least 250 mm,

⋅ the ground clearance between the axles must be at least 300 mm,

⋅ the ground clearance under the rear axle must be at least 250 mm.

All vehicles, which cannot be classified as an off-road vehicle, are said to be ’on-road’
vehicles and are, in principle, only intended for the use on the road.

A.2 European Regulatory Framework and the Emis-

sion Standard EURO VI

The European basic legislative framework of motor vehicles, their trailers and of all kind
of equipment designed for such vehicles is rooted in Directive 70/156/European Economic
Community (EEC), established by the EEC in 1970. Until 2007, Directive 70/156/EEC
has been amended several times so that the EC established Directive 2007/46/EC for
reasons of transparency. The directive regulates all administrative provisions and general
technical requirements, relevant for the approval of new vehicles and all of their com-
ponents with the exception of agricultural equipment or forestry tractors, as defined in
Directive 2003/37/EC, quadricycles, as defined in Directive 2002/24/EC, and tracked
vehicles. In the European Union emission requirements are primarily dependent on the
vehicle reference mass. Vehicles of classes M1, M2, N1 and N2 with a reference mass1 not
exceeding 2610 kg are denoted as light-duty applications. The class of heavy-duty appli-
cations consists of all vehicles of categories M1, M2, N1 and N2 with a reference mass

1Reference mass is defined as the mass of the vehicle in running order +25 kg
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exceeding 2610 kg and all vehicles of classes M3 and N3.
The approval of a new vehicle or engine type normally requires tests with the complete
vehicle. However, in case of heavy-duty applications it usually suffices to test the engine
environment of the vehicle. The test object, as described in section 7.1, and all other
on-road heavy-duty applications powered by CI engines, Positive Ignition (PI) natural
gas or liquefied petroleum gas engines are subject to emission regulations denoted by the
synonym Euro VI, as shortly described in the following subsections.

A.2.1 Emission Regulation

The original basis of European emission regulations of all vehicles exceeding a maximum
design speed of 25km/h is Directive 88/77/EEC of 3rd December 1987. The same was
later re-cast and consolidated in the Directive 05/55/EC of 2005, where durability and
OBD specifications were introduced and emission limits were re-defined. A clear legisla-
tive framework for motor vehicles and their trailers and equipment was established in
September 2007, as provided by Directive 2007/46/EC (”framework directive”). Mani-
fested by Regulation (EC) No 595/2009 and amended by the Commission Regulation (EU)
No 582/2011, the EURO VI norm introduced more restrictive emission limits. A limit for
the Particle Number (PN), stricter OBD requirements and new testing requirements like
off-cycle and ISC testing were added.2 Commission Regulation (EU) No 582/2011 par-
ticularly refers to Regulation (EC) No 49 ECE of the Economic Commission for Europe
of the United Nations (UN/ECE) in terms of all measures to be undertaken against the
emission of gaseous and particulate pollutants from CI engines and from PI engines pow-
ered by natural gas or liquefied petroleum gas. Beside the European emission standards
for on-road heavy-duty applications, different emission standards are existent worldwide.
Examples are the United States-Standard 2010 or the Japanese Post-New Long Term
Regulations (PNLTR). Table A.1 provides an overview of the change in legislation over
the last years and with regard to the future for these regions. With regard to the EURO
VI norm, Article 12(2) of Regulation (EC) No 595/2009 dictates emission test procedures
for the approval of a new vehicle or engine type. The main test procedures to be con-
ducted for a heavy-duty on-road application are the World Harmonized Stationary Cycle
(WHSC) and the World Harmonized Transient Cycle (WHTC), both defined in Annex
4 of Regulation (EC) No 49 ECE.
The WHSC, which is provided in table A.2, is a steady-state emission test that is char-
acterized by a schedule of engine operation points, consisting of speed and torque. The
operation points have to be maintained for predetermined time spans, wherein recordings
are made every 0.1 s (10 Hertz). During the WHSC the tested system has time to stabilize
in the sense that mass flow values, temperatures and emissions maintain almost constant
levels. The operation points are processed linearly within 20 ± 1 seconds. The purpose
of the weighting factors entailed is to highlight the portion, spent on the single operation
points. Before starting a WHSC test, the engine has to be warmed up on operation point
”9” for at least 10 minutes, but no longer than 30 minutes, and then needs to be turned
off for 5 minutes. Operation point ”0” is not executed but considered with zero emissions

2https://www.dieselnet.com

https://www.dieselnet.com/standards/eu/hd.php
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Table A.1: Emissions Limits of On-Road Heavy-Duty Applications

and zero power. It is supposed to influence the final result with a weight of 24%.3 The
relevant key figures are the brake specific emission values. These are determined by the
fraction of the individual emission mass flow (mgas in [mg]) and integrated force (P in
[kW ]) over the testing procedure (this is the work Wtest), calculated by

egas,test = ∫Test
mgas

∫TestP
≈ ∑t

mgas (t) ⋅ 0.1
∑tP (t) ⋅ 0.1

. (A.1)

The WHTC, depicted in figure A.14, is a 30 minutes long-lasting series of speed and
torque conditions for heavy-duty on-road engines, each run for 0.1 s (10 Hertz). Despite
the WHSC, the short maintenance at each operation point forces the tested system to
operate in a dynamic manner. This means that the tested system does not necessarily
have enough time to stabilize. The idea behind the transient concept is to simulate real
driving behavior of vehicle, as discussed in the form of usage profiles in subsection 3.2.2.
This includes cold and hot starting, frequent accelerations, changes of load, idling, urban
driving, rural driving and highway driving. The cold and the hot WHTC test procedures
(WHTC cold and WHTC warm) are considered separately. After completion of the cold
start test, the powertrain is conditioned with a 10 ± 1 minutes long-lasting soak period
for the hot start test. A weighted average of the cold start emission result (14%) and the
hot start emission result (86%) determines the final test result. It is given by

egas,WHTC = 0.14 ⋅ egas,WHTC cold + 0.86 ⋅ egas,WHTC warm (A.2)

3cf. www.dieselnet.com
4image source: transportpolicy.net

https://www.dieselnet.com/standards/cycles/whsc.php
http://transportpolicy.net/index.php?title=International:_Nonroad:_NRTC
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Table A.2: World Harmonized Stationary Cycle (WHSC)

The WHSC and WHTC have to be conducted under the normal conditions of use. Normal
conditions of use denote an atmospheric pressure (pb) that is greater or equal 82.5 kPa
and an ambient temperature Tamb that needs to exceed at least 266 K (or −7 ○C) but that

is not allowed to exceed the boundary −0.4514 ⋅(101.3−pb[kPa])+311
!
> Tamb. In addition

to that, the engine coolant temperature Tcoolant

!
> 343 K (or Tcoolant

!
> 70 ○C).

A.2.2 Emission Durability

In addition to Article 12(2) of Regulation (EC) No 595/2009, where the emission compli-
ance of a new vehicle or engine has to be tested, Article 3 of Directive 05/55/EC requires
the compliance with the emission limits during the useful life of a vehicle or engine to be
approved (cf. table A.3). The useful life depends on the vehicle category. In order to com-

Table A.3: Emission Durability

ply with the emission limits at the end of useful life, aging behavior has to be respected
in terms of emission deterioration. Exact deterioration forecasts are rarely available for
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Figure A.1: World Harmonized Transient Cycle (WHTC)

the manufacturer at the time of the engine approval. Therefore, Regulation (EC) No
595/2009 provides legislative Deterioration Factors (DFs), as outlined by table A.4. DFs
may also be estimated by a predetermined service accumulation schedule that includes
at least three hot WHSC and/or the WHTC test runs. In any case, two test runs have
to be set at the beginning and at the end of the service schedule. The service accumula-

Table A.4: Assigned Deterioration Factors

tion schedule itself may end before useful life is reached, but it must not be shorter than
outlined in table 3.2.1.8. of Regulation (EC) No 582/2011. Emission results, which are
recorded during the service accumulation schedule, have to be considered with one plus
the same number of decimal digits and shall be fitted with a linear regression model (cf.
table A.2), as specified in Annex I to Regulation (EC) No 595/2009. An optional prior
agreement of the approval authority may permit the application of non-linear regression
approaches. Emission values of all pollutants shall be calculated at the beginning and
at the end of useful life, if necessary by extrapolating the regression equation. Although
individual test points may exceed the emission limits, the emissions calculated at these
points have to meet the emission limits at all costs (cf. table A.5). The multiplicative DF
results from the fraction of the calculated emission result at the end of useful life and the
emission result at the beginning of the service accumulation schedule. If agreed with the
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Figure A.2: Determination of the Deterioration Factor

Table A.5: Emission Limits - EURO VI

approval authority, the use of an additive DF is possible. This factor corresponds to the
difference of the emission results, obtained at the end and at the start of the service ac-
cumulation schedule. If the manufacturer makes the decision to estimate the DF for only
one of the test cycles (WHSC or WHTC), emission results of the other emission cycles
should be calculated at the beginning and the end of the service accumulation schedule.
These have to remain applicable for the calculated DFs of each pollutant.

A.2.3 Conformity of Production Requirements

With regard to paragraph 8 of Regulation (EC) No 49 ECE CoP shall be tested with
a minimum sample size of three vehicles or engines by one of the three tests, presented
subsequently. An acceptance sampling system for inspection by variables (these are mea-
suring methods) shall be applied for the first two test procedures. The first test requires
a known and satisfactory production standard deviation for each pollutant to be tested.
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The approval authority considers the standard deviation of a pollutant as satisfactory, if
respective emission measurement data adheres arranged limits. These limits are usually
set by a standard or a contract in the forefront of CoP (cf. ISO 3951-5:2006). In case
the pollutant’s standard deviation is either unknown or unsatisfactory, the second test
procedure, the so called s-method needs to be applied. At manufacturer’s request the
third test can be carried out. It specifies an acceptance sampling system for inspection
by attributes (these are counting methods) that counts the number of vehicles or engines
that exceed the legal emission limits (cf. ISO 8422:1991).

Test 1: σ-Method

The so called σ-method is applied for CoP testing, if the production standard deviation
is satisfactory for the approval authority. Appendix 1 of Regulation (EC) No 49 ECE
describes this method in the following way.

With a minimum sample size of three engines the sampling procedure is set so that the
probability of a lot passing a test with 40 per cent of the engines defective is 0.95 (producer’s
risk = 5 per cent), while the probability of a lot being accepted with 65 per cent of the engines
defective is 0.10 (consumer’s risk = 10 per cent).

The following test statistic has to be evaluated

TN = 1

σ

N

∑
n=1

(L − yn) = N ⋅ L − ȳ
σ

, (A.3)

where

L . . . the natural logarithm5of the limit value for the pollutant,

yn . . . the natural logarithm of the measurement (after having applied the relevant DF)
for the n-th engine or sample,

σ . . . the production standard deviation of the tested pollutant,

N . . . the current sample number.

Then:

(a) If the test statistic result is greater than the pass decision number for the sample
size given in table A.6, a pass decision is reached for the tested pollutant;

(b) If the test statistic result is less than the fail decision number for the sample size
given in table A.6, a fail decision is reached for the tested pollutant;

(c) Otherwise, an additional engine is tested in accordance to paragraph 8.3.2. (of
Regulation (EC) No 49 ECE).

The pass and fail decision numbers, as outlined in table A.6, are subject to ISO 3951:2013.

5ISO assumes pollutants to be Lognormally distributed random variables
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Test 2: s-Method

If the production standard deviation is either unknown or unsatisfactory, the so called
s-method shall be applied. The respective test procedure is provided by appendix 2 of
Regulation (EC) No 49 ECE as follows.

With a minimum sample size of three engines the sampling procedure is set so that the
probability of a lot passing a test with 40 per cent of the engines defective is 0.95 (producer’s
risk = 5 per cent), while the probability of a lot being accepted 65 per cent of the engines
defective is 0.10 (consumer’s risk = 10 per cent).

Thereby, the subsequent test statistic has to be evaluated

TN = 1/N ⋅∑Nn=1 (yn −L)√
1/N ⋅∑Nn=1 (yn − ȳ)

2
= ȳ −L

s ⋅
√

N−1
N

. (A.4)

The test statistic determines whether the production series has passed or failed the test:

(a) Pass the test, if TN ≤ AN ;

(b) Fail the test, if TN ≥ BN ;

(c) Draw another engine, if AN < TN < BN .

Table A.7 contains the values of the pass decision numbers (AN), the fail decision numbers
(BN) and the corresponding sample sizes. Similarly to the σ-method, the pass and fail
decision numbers follow from ISO 3951:2013.

Test 3: Inspection by Attributes

In coordination with the approval authority an acceptance sampling system for inspection
by attributes, as outlined by appendix 3 of Regulation (EC) No 49 ECE, can be carried
out. This procedure reads in the following way.

With a minimum sample size of three engines the sampling procedure is set so that the
probability of a lot passing a test with 30 per cent of the engines defective is 0.90 (producer’s
risk = 10 per cent), while the probability of a lot being accepted 65 per cent of the engines
defective is 0.10 (consumer’s risk = 10 per cent).

(a) If the test statistic is less than or equal to the pass decision number for the sample
size given in table A.8, a pass decision is reached for the pollutant;

(b) If the test statistic is greater than or equal to the fail decision number for the sample
size given in table A.8, a fail decision is reached for the pollutant;

(c) Otherwise, an additional engine is tested according to paragraph 8.3.2. of this regu-
lation and the calculation procedure is applied to the sample increased by one more
unit.

The pass and fail decision numbers, as provided by table A.8, refer to ISO 8422:1991.
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Table A.6: σ-Method: Pass and Fail Decision Numbers
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Table A.7: s-Method: Pass and Fail Decision Numbers
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Table A.8: CoP at Manufacturer’s Request: Pass and Fail Decision Numbers

A.2.4 In-Service Conformity Requirements

A schedule and a sampling plan must be provided for ISC by the manufacturer within 18
months from the first registration of type approved vehicle. ISC testing shall be repeated
every two years over the useful life period of the tested vehicle or engine type. Annex
8 of Regulation (EC) No 49 ECE sets out a statistical sequential sampling plan for an
inspection by attributes (these are counting methods) in order to test the ISC requirements
(cf. ISO 8422:1991). The corresponding test procedure reads as follows.

With a minimum sample size of three engines the sampling procedure shall be set so that
the probability of a lot passing a test with 20% of the vehicles or engines defective is
90% (producer’s risk = 10%) while the probability of a lot being accepted with 60% of the
vehicles or engines defective is 10%. The test statistic to be evaluated is defined by the
number of non-conforming vehicles or engines given a lot size that equals N . The pass or
fail decision of the lot shall be made according to the following requirements:
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(a) If the test statistic is less than or
equal to the pass decision num-
ber for the sample size given
in table A.9, a pass decision is
reached for the lot;

(b) If the test statistic is greater
than or equal to the fail deci-
sion number for the sample size
given table A.9, a fail decision
is reached for the lot;

(c) Otherwise, an additional engine
is tested, and the calculation
procedure is applied to the sam-
ple increased by one more unit.

Cumulative Number Pass Fail
of Engines Tested Decision Decision

(Sample Size) Number Number
3 - 3
4 0 4
5 0 4
6 1 4
7 1 4
8 2 4
9 2 4
10 3 4

Table A.9: In-Service Conformity:
Pass and Fail Decision Numbers

Whether a test vehicle or engine is conforming or not depends on the Conformity
Factors (CFs), which have to be determined by the use of the work based averaging
window method for all regulated pollutants. There, the idea is to evaluate measurement
data, recorded by PEMS for sequential sub-sets or so called windows. The lengths of these
windows are determined as to match the work of the WHTC (WWHTC). As depicted in
figure A.3, the length of the i-th window ti = [t1,i, t1,i] is chosen in a way that W (t2,i) −
W (t1,i) ≥Wref and W (t2,i −∆t) −W (t1,i) <Wref. The time increment ∆t of the moving
average calculations to be performed corresponds to the data sampling period. It should
be chosen less or equal than 1 second (i.e. ∆t ≤ 1s). All windows with average power

Figure A.3: Work Based Method

Pollutant Maximum allowed
of Engines Tested CF

CO 1.50
THC 1.50

NMHC 1.50
CH4 1.50
NOx 1.50

Table A.10: In-Service Conformity: Maxi-
mum Allowed Conformity Factors

less than 20% of the maximum engine power are invalid windows and must be neglected.
Moreover, the ratio of valid windows has to be equal or greater than 50%. Therefore,
lower power thresholds can be applied, if the 50% boundary is not reached. In such cases,
the power threshold has to be successively decreased by 1%, but not below 15%. For the
i-th window the specific emission egas (mg/kWh) is calculated by the fraction of mass
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emissions and work

egas,ti =
∫[t1,i,t2,i]mgas

W (t2,i) −W (t1,i)
≈
∑t∈[t1,i,t2,i]mgas(t)
∑t∈[t1,i,t2,i]P (t)∆(t)

. (A.5)

CFs shall be calculated for all valid windows and all relevant pollutants by

CFgas,i =
egas,ti

Lgas

, (A.6)

where Lgas is the corresponding emission limit of the WHTC, as specified by table A.5.
With regard to the described test procedure, a test vehicle or engine is denoted to be
non-conforming, if the 90% quantile of the calculated CFs turns out to be larger than the
values outlined in table A.10.
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A.3 Abbreviations, Acronyms and Symbols

α parameter of the Beta distribution, confidence level

α̇ port flow coefficient (gas mass flow)

αp depth value enclosing a probability of p

β parameter of the Beta distribution

χ characteristic function, chi-squared distribution

X t parameter vector, implementing an aged status at time t

∆ random offset error of a sensor

∆n record resolution of simulated experiment n

δ realized offset error after calibration

ε random model error (univariate regression)

Φ design matrix (univariate regression)

φ row vectors of Φ

ϕ number of input factors for an aging model

Γ random gain error

γ gain error determined by sensor calibration, Gamma distribution

η effectiveness, efficiency

ι index, reserved for subunits of a technical unit

K (⋅, ⋅) kernel function (univariate regression)

κ parameter of the Gamma distribution

λ(⋅) Lebesgue measure

µ parameter of the normal distribution, mean

µ parameter vector of the multivariate normal distribution, mean

θ parameter vector of an arbitrary distribution

θ parameter of the Gamma distribution

Σ parameter of the multivariate normal distribution, variance matrix

σ standard deviation, standard deviation of a production process

σ2 parameter of the normal distribution, variance of a production process

τ transfer function of sensor

Ωj domain of random variable Xj

Ξ features representing the usage behavior

ξ multiple realizations of Ξ

ξ realization of Ξ

Ψ observation matrix of ξ
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∇a gradient of vector a

A (⋅ ∣pA) aging model under parameterization pA

AL linear effect of factor A

Al circle with radius rl

AQ quadratic effect of factor A

ABL×L linear interaction effect of factors A and B

a parameter of the Weibull distribution

aj activation of a neuron j

Bk1 k-dimensional ball with radius 1

Br multidimensional basis functions (univariate regression)

b parameter of the Weibull distribution

CAL linear contrast of factor A

CAQ quadratic contrast of factor A

CABL×L linear interaction contrast of factors A and B

CNp general capability process value

Cp capability process value

Cpκ capability process value for production drifts

c parameter of the Weibull distribution, coefficient vector (contrasts)

cdf cumulative distribution function

COV(Xi,Xj) covariance between random variables Xi and Xj

D(⋅, F ) depth function of distribution F

DX t damage status at point in time t implemented by X t

DDF (n) the n-th test run of a depth design for distribution F

d order of a polynomial regression model

dfs degrees of freedom

E activation energy (Arrhenius equation)

E(X) expected value of random variable X

egas specific emission

edf empirical distribution function

F continuous probability distribution

F class of distributions on the Borel sets

G graph (graph theory)

H halfspace, Hessian matrix

h(⋅) activation function (univariate regression)
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I number of subunits per technical unit

Ik k-dimensional identity matrix

ĭ index, reserved for robust features of the usage stage

J Jacobian matrix

j index, reserved for the overall considered factors

ǰ index, reserved for manufacturing tolerances

j̃ index, reserved for open system parameters

j̆ index, reserved for features of the usage stage

j′ index, reserved for aging models of engine components

j′′ index, reserved for aging models of EAS components

K rate constant (Arrhenius equation)

K Gram matrix (univariate regression)

k total number of considered factors

ǩ number of features where manufacturing tolerances are considered

k̃ number of considered open system parameters

k̆ number of features considered for usage space

k′ number of considered aging models for engine components

k′′ number of considered aging models for EAS components

k0 preexponential constant (Arrhenius equation)

kR length of vector w (univariate regression)

ks reduced number of considered factors in terms of response ys

L random lifetime of a technical unit

Lgas legal emission limit

L2D(⋅, F ) L2-depth function of distribution F

L̃2D(⋅, F ) affine invariant L2-depth function of distribution F

l realization of a random variable L

M nominal value of a production process

MF multi-dimensional median of distribution F

mǰ design value of a feature, where manufacturing tolerances are considered

m̆ number of robust features considered for usage space

N number of total experiments that can be simulated, N = NSc +NSf

Ň number of features, where manufacturing tolerances are considered

N̆ number of real driving measurement observations

Ǹ number of observed lifetimes
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NSc number of feasible screening experiments, N = NSc +NSf

NSf number of feasible space filling experiments, N = NSc +NSf

n index, reserved for numbers

O(⋅, F ) outlyingness function of a distribution F

P usage profile, power [kW]

P (X ≤ x) probability for a random variable X to realize smaller or equal than x

pA fit parameter vector of aging model

pemp empirical probability

pl probability associated to Al

pdf probability density function

Q(⋅, F ) median-oriented quantile function for distribution F

qp theoretical quantile for probability p

R universal gas constant (Arrhenius equation)

R set of the real numbers

R+ set of the real positive numbers

R univariate regression model

R̂ prediction of a univariate regression model

R2 coefficient of determination

R2
adj adjusted coefficient of determination

R2
Val coefficient of determination aiming validation data

R(⋅, F ) rank function of a distribution F

r number of considered response variables

rij Pearson correlation coefficient of random variables Xi and Xj

rl radius of circle Al

rn n-th residuum

S stimulus of a sensor

SSAL linear effect square sum of factor A

SSAQ quadratic effect square sum of factor A

SSABL×L linear interaction effect square sum of factors A and B

STA total sensitivity index of factor A

SSR error sum of squares

SST total sum of squares

s index, reserved for response variables

si empirical standard deviation of a random variable Xi
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sij empirical covariance of random variables Xi and Xj

T tolerance interval (SPC), absolute temperature

t time

t̆ number of observations per feature Vj̆ of the usage stage

U uniformly distributed random variable (open system parameters)

u realization of random variable U

V feature regarding environmental conditions

V random vector modeling environmental conditions

W physical work

w parameter vector (univariate regression)

ŵ estimated parameter vector (univariate regression)

VAR(X) variance of random variable X

Xk k-dimensional feature space

X random vector

X random variable modelling stochastic factors

x realization of random vector X

x realization of a random variable X

x∗ new experiment, measurement not available (univariate regression)

xp empirical quantile for probability p

Y response variable

y observation vector of Y

y observation of a response variable

yL particular limit of the response variable Y

y+ observation of a response variable when input factor is at level ”+”

y− observation of a response variable when input factor is at level ”−”

ŷ∗ prediction of an experiment x∗ (univariate regression)

Y0
t input matrix of an aging model

Z random variable modeling usage behavior

Z random variable regarding the usage profiles considered

z usage behavior

z usage profile

ANOVA Analysis of Variance

ASC Ammonia Slip Catalyst

ASQ American Society for Quality
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AVL Anstalt für Verbrennungskraftmaschinen List

CAC Charge Air Cooler

CF Conformity Factor

CH4 Methane

CI Compression Ignition

CLT Central Limit Theorem

CoP Conformity of Production

DEF Diesel Exhaust Fluid

DF Deterioration Factor

DOC Diesel Oxidation Catalyst

D-O-Q-R Depth-Outlyingness-Quantile-Rank

DPF Diesel Particulate Filter

DS-design Definitive Screening Design

EAS Exhaust Aftertreatment System

EC European Commission

ECU Engine Control Unit

EEC European Economic Community

EGR Exhaust Gas Recirculation

EOQ European Organization for Quality

GPF Gasoline Particulate Filter

H2O Water

HC Hydrocarbon

HiL Hardware in the Loop

IMSE Integrated Mean Squared Error

iid Independent and Identically Distributed

ind Independently Distributed

ISC In-Service Conformity

ISO International Organization for Standardization

IQR Interquartile Range

LCC Life Cycle Costing

LCCs Life Cycle Costs

LSL Lower Specification Limit

LH-design Latin Hypercube Design

MAD median absolute deviation
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MARS Multivariate Adaptive Regression Splines

MSE Mean Squared Error

MC Monte Carlo (Simulations)

MIL Malfunction Indicator Light

MiL Model in the Loop

MLP Multilayer Perceptron

MoBEO Model Based Engine Optimization (Semi-Physical Simulation Tool)

N2 Nitrogen Gas

NEDC New European Driving Cycle

NMHC Nonmethane Hydrocarbons

NH3 Ammonia

NO Nitric Oxide

NO2 Nitrogen Dioxide

NOx Nitrogen Oxides (NO + NO2)

NRTC Nonroad Transient Cycle

OBD On-Board Diagnostic

OEM Original Equipment Manufacturer

PDCA Plan-Do-Check-Act (Cycle)

PEMS Portable Emission Measurement System

PGM Platinum Group Metals

PNLTR Japanese Post-New Long Term Regulations

PI Positive Ignition

Pt Platinum

QQ-Plot Quantile Quantile Plot

RMSE Root Mean Squared Error

RPD Robust Parameter Design

SCR Selective Catalytic Reduction

SDPF SCR coated DPF

std flag for standardized data

SPC Statistical Process Control

TCO Total Costs of Ownership

TSI Total Sensitivity Index

TWC Three Way Catalyst

UN/ECE Economic Commission for Europe of the United Nations
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USL Upper Specification Limit

WHSC World Harmonized Stationary Cycle

WHTC World Harmonized Transient Cycle
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