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Abstract

In recent times RFID has seen an incredible ascension, not only in availability and us-
ability but also in public perception. This is also proven by the enormous growth in
the contactless payment sector. However, standardization institutes are already lagging
behind and are struggling to keep up with proper methods to represent real-world ap-
plications properly. Active load modulation is becoming more and more relevant due to
limiting factors of traditional passive load modulation, such as decreasing transmission
quality or the diminishing of available power for the transmission of data between readers
and transponders due to smaller antenna sizes, batteries or metal housings.

In the course of this thesis, the different standards shall be shown. An existing ac-
tively modulating PICC on the basis of the EMV-TEST PICC V2.1 shall be utilized
as a new reference PICC, in order to build and test a fully functional test bench as
a proof-of-concept. The test bench shall be able to properly evaluate the limits of a
reader - transponder system. The different possibilities to synchronize the readers RF
field with the transponders RF field are examined and a system being able to lock the
phase of the transponder signal onto the reader signal is established. Furthermore an
evaluation software is implemented and exhibited to determine the actual amplitude and
phase.



Zusammenfassung

RFID sah in jiingster Zeit einen unglaublichen Aufstieg, nicht nur in ihrer Verfiigbarkeit
und ihrer Anwendungsfreundlichkeit, sondern auch in ihrer 6ffentlichen Wahrnehmung,.
Dies wird auch belegt durch den enormen Zuwachs im kontaktlosen Payment Sektor.
Standardisierungseinrichtungen hinken diesem Wachstum bereits hinterher und sind be-
miiht passende Methoden zu entwickeln um Applikationen der realen Welt sachgerecht
zu reprasentieren. Aktive Last-Modulation wird mehr und mehr relevant auf Grund
limitierender Faktoren traditioneller passiver Last-Modulation, wie abnehmende Uber-
tragungsqualitéit, oder die Verringerung der zur Verfiigung stehenden Leistung bei der
Ubertragung von Daten zwischen Readern und Transpondern aufgrund kleinerer Anten-
nen, Akkus oder Metalgehdusen.

Im Rahmen dieser Arbeit werden die unterschiedlichen Standards beleuchtet. Eine be-
reits existierende aktiv-modulierende PICC, auf Basis des EMV-TEST PICC V2.1 soll
als Referenz-PICC genutzt werden, um eine voll-funktionstiichtige Test-Bench, als Proof-
of-Concept, zu erstellen und zu testen. Diese Test-Bench soll in der Lage sein, die Li-
mitierungen eines Reader-Transponder Systems korrekt zu evaluieren. Unterschiedliche
Moglichkeiten zur Synchronisierung eines Transpondersignals mit einem HF Reader-
Feld werden untersucht und ein System, welches es erlaubt, die Signal-Phase des Trans-
ponders auf die Signal-Phase des Readers zu locken, wird etabliert. Zudem wird eine
Evaluierungs-Software implementiert, um die aktuellen Phasen- und Amplitudenverhéalt-
nisse festzustellen.
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Chapter 2

Introduction

Radio Frequency Identification (RFID) systems are being used in a huge number of
applications such as payment (credit cards), ticketing (public transport and events), ac-
cess control (company card) and identity verification (ePass, eID). The following work
is referring on inductively coupled RFID systems operating at a carrier frequency of
13.56 MHz which are primarily covered by the International Organization for Standard-
ization (ISO) and International Electrotechnical Commission (IEC) standards 14443!,
15693, 18000-3 and 18092.

The majority of applications, mentioned above, operate in accordance with ISO/IEC
14443 standardizations. These standards were designed not only, but also for high
security communication with transponders with ID1? sized (smart card) transponders
at proximity distances usually up to 15cm. According transponders are powered by an
electromagnetic field and use passive load modulation with subcarrier, a double-sideband
modulation scheme, to transmit data back to a reader producing the electromagnetic
field.[21]

nternational standard that defines proximity coupling smart cards used for identification, and the
transmission protocols for communicating with it.

2Different card/antenna sizes with up to six different antenna classes, defined by ISO/IEC 7810
Identification cards - Physical characteristics , an international standard that defines the physical char-
acteristics for identification cards.



Chapter 3

Proximity Coupling RFID
Systems

The two essential components of an RFID system are the reader device and the transpon-
der. ISO/IEC 14443 defines proximity coupling RFID systems as devices, coupled by the
reader’s generated electromagnetic field, with a carrier frequency of 13.56 MHz. ISO/IEC
14443 refers to such a transponder as Proximity Integrated Circuit Card (PICC). These
devices are able to communicate with the reader device over distances of up to 7—15cm
[20]. This range is well inside the near field of the electromagnetic field of the reader
which can therefore be considered as a time varying magnetic field.

transponder

contactless
reader

Mutual Inductance M

Figure 3.1: An inductively coupled RFID system uses mutual magnetic coupling to
transfer power and data.



Proximity coupling RFID systems belong to the class of systems that employ inductive
coupling, not only for communication, but also to supply the mostly passive transpon-
ders with the energy necessary for the device to operate. Figure 3.1 shows the basic
configuration of a proximity coupling RFID system.

The fundamental components of such a system will be explained in terms of their elec-
trical representation in the following sections.

3.1 PICC - Proximity Integrated Circuit Card

The simplest form of a transponder or PICC consists of an antenna coil and a chip.
The antenna coil provides the interface to the alternating magnetic field generated by
the reader, or the Proximity Coupling Device (PCD), at a transmission frequency of
13.56 MHz. The chip comprises of several digital and analogue functions in order to
function properly. Figure 3.2 shows a simplified equivalent circuit of a PICC.

The antenna of the PICC is depicted as a (secondary) inductor Ly with a series resistor
Ry. To be able to induce voltages high enough from the PCD into the PICC’s antenna,
its resonance frequency fres is tuned to a value close to the carrier frequency of the PCD
magnetic field. In order to accomplish this, a tuning capacitor Cyype is introduced. The
chip in its simplest form is represented as a capacitor Cg;, forming a parallel circuit
with a resistor R.p;,. The majority of these components are either nonlinear, frequency
dependent or even both.

iy
R;
uz ::Ctune ::CChip I:I RChip
L2
Antenna Chip

Figure 3.2: Simplified equivalent circuit of a PICC [28]



3.2 PCD - Proximity Coupling Device

The simplest electrical equivalent of a reader or PCD is depicted in figure 3.3. The
PCD consists of signal source along with an internal resistor in series R; and an inductor
L1 in series to a resistor R; representing the antenna. To match the antenna to the
source, between the two parts a matching network consisting of capacitors Cy,s and Cp,,
is introduced. If matched accordingly, the load and the internal impedance of the signal
source are equal. In this case, the maximum power is transferred from the source to the
load. Note that with the matching circuit shown in figure 3.3 only matching at a specific
frequency is possible. In case of systems according to ISO/IEC 14443, this will be the
carrier frequency of 13.56 MHz.

b 1 i
R; Clxln R
1
Uq() @l Ug —_. Cmp

(e]

Figure 3.3: Simplified equivalent circuit of a PCD [28]

3.3 System Interaction

3.3.1 Resonance

By exposing a PICC to the alternating magnetic field of a PCD, a voltage u; is induced
into the coil Lo. This induced voltage provides the power supply for the PICC. The
introduced parallel capacitor significantly improves the efficiency of the whole circuit, as
it forms a parallel resonance circuit with a resonance frequency corresponding with the
carrier frequency of the PCD!.

n reality (13.56 MHz) the selected resonance frequency is even a bit higher to minimize interfering
influences.



The equation to form the resonance frequency based on figure 3.2 is:

1
= 3.1
2my/Lo - Clune ( )

Ctune can be even split up further into a parasitic part C}, and a parallel part Cj,,.,
Chune = Cp+Clyne- So considering this parasitic capacitor one would end up with:

f

, 1
= — _2
Ctune (27Tf)2L2 CP (3 )

3.3.2 Power Supply of the PICC

The following figure shows the equivalent circuit of the real PICC.

3
C tune

72

Figure 3.4: Equivalent circuit of magnetically coupled conductor loops

The induced voltage u; = ug2 can be denoted as:
uQ2 = jwMil (33)

Equation 3.3 is the complex notation of the induced voltage due to Faraday’s law, where
w = 2nf represents the angular frequency of the sinusoidal magnetic field and iy is
the current through the PCD’s coil. The mutual inductance M describes the coupling
of two circuits via magnetic field. In this case Li and Lo of both coils in reader and
transponder are the determinants. In practice, this coupling factor is mostly influenced

by the coupling factor k:
M=k -/LiLs (3.4)



Using these equations one can obtain the following equation:

Ry,

1+ jwRL(Cp + Clyne
U = UQ2 JwRL(Cy RtL ) (3.5)

Ry + jwls + -
2T Wi 1+ jwRr(Cp+ Cf

UTLC)

Regarding equation 3.3 and equation 3.4 and after some summarizing and simplification
the equation reads as follows:

jwk N LlLQ’il

"o 1+ gj — w2LyClune + jw <R2Ctune + }L%i) o0
So by looking at the non-complex version of equation 3.6 it is revealed [24]
up = wk ;m“ : (3.7)
J(emsCume+22) 5 (14 22 —oan,c)

and additionally keeping the current ¢;, the resistors Ro and Ry, as well as the in-
ductance Lo and mutual inductance M constant, an observation reveals following: By

10
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Figure 3.5: Transponder coil for a constant magnetic field strength H with resonance at
fres = 13.56 MHz [20]

reaching the resonance frequency the voltage us in the resonant circuit reaches a max-
imum and becomes actually by the power of ten higher compared to a voltage in the
existing coil alone. At resonance frequency, the denominator of equation 3.6 will reach
its minimum, the current becomes only limited by the reactance, with the ohmic part
becoming theoretically zero.

To better understand the interaction between the different parameters and their influence
on the voltage uo the quality factor, or Q-factor is introduced, a measure for the voltage
and current step-up in a resonant circuit at resonance [20]. For the circuit in figure 3.4

it’s relatively easy to derive:
1

Q= Ry wlo (3.8)

Wres L2 Rchip

Equation 3.8 shows explicitly that both, for very high values of Ry and very low values
of Ry, the Q-factor tends towards zero. By implication, this means a very high Q-factor
can be achieved by having a very low Ry (representing a low antenna resistance) and
very high Ry (corresponding to a low current consumption of the RFID chip). The
voltage usg is proportional to the Q-factor, therefore the same can be applied and a very
high voltage ua can be achieved.

11



3.3.3 Load Modulation

Inductively coupled systems use a transformer-type coupling between the coils of reader
and transponder. If the resonant transponder antenna is located in the near field of
the reader’s transmitter antenna, the transponder can draw energy from the alternating
magnetic field. The near field denotes the “area from the antenna to the point where the
electromagnetic field forms” and can be calculated via ﬁ, with ¢ as the speed of light
and f as the frequency of radiation [20]. For a resonance frequency of f,.s = 13.56 MHz
this corresponds to approxiamtely 3.5 m.

So by being supplied by the magnetic field of the PCD, the PICC itself will produce a
magnetic field, which due to Lenz’s law? will have an effect on the current in the PCD
antenna. This influence can be represented as a transformed impedance Zp (see also [20]
for a detailed remarks), an additional load in series of the antenna coil of the PCD.

Toggling a load on and off in the PICC antenna coil would then equally mean a change
in this transformed impedance Zp. This is equatable with the modulation of the voltage
Uy, present at the primary coil of the reader. Moreover, if this load is varied deliberately
and controlled in time by a data stream, this data can thus be transferred from the
PICC to the PCD. This specific way of transferring data is called load modulation. To
make use of the data, a demodulation technique is needed to rectify the tapped signal
on the reader’s side.

The switching of an additional load in the transponder at a high frequency of fgu
leads to spectral lines +f,,; around the transmission frequency freqqer Of the reader.
This frequency is also commonly referred to as subcarrier. So, load modulation with a
subcarrier fg,, creates two modulation sidebands =+ f,,; distant to the reader or carrier
frequency.

The load modulation is now the most common procedure when it comes to data trans-
mission from a PICC to PCD. The load on the PICC resonance circuit can be now
everything from a resistor to a capacitance and all in-between. This allows for the in-
fluence - and therefore modulation - of both, magnitude (resistive) and phase (reactive)
of the transformed transponder impedance Zp. Normally, only two circuit parameters
in the PICC are influenced by the data carrier, the load resistance Ry and the parallel
capacitance Cj.

Ohmic Load Modulation

In ohmic load modulation, as shown in figure 3.6, a resistor R,,,q is toggled on and off.
This results in different ohmic loads. Toggling the additional resistor on, the resulting

24If an induced current flows, its direction is always such that it will oppose the change which produced
it.”

12



ohmic load is lowered, leading also to a lower quality factor ) and thus a lower trans-
formed impedance Zp which corresponds to a reduction of the voltage step up due to
resonarnce.

i is T S  Rcuip
O 7 7 1% -
R»
R A
L1 L2
M
O 2 O

Figure 3.6: Ohmic load modulation (adapted from [28])

This appears as a change in magnitude and phase of the transformed transponder
impedance and in the terminal voltage of the reader’s antenna. The modulation of
the magnitude of the field in order to transmit data is referred to as Amplitude Modu-
lation (AM). The technique to transmit data by varying the phase of the carrier signal
is referred to as Phase Modulation (PM). In reality the load is never truly resistive nor
reactive, thus the result is always a combination of both AM and PM. Under the cir-
cumstance, that the PICC’s resonance frequency is close to the PCD’s carrier frequency,
AM will be always the dominant part.

13



3.4 Baseband Coding

To transmit data from a PCD to a PICC and vice versa, RFID systems usually use
different types of baseband codes. ISO 14443 however provides two types of baseband
codes according to the direction of the communication and depending on the chosen
communication interface type, respectively.

3.4.1 PCD to PICC in Proximity Coupling Systems

For the downlink these two types of baseband codes would be:

Non-Return-to-Zero Encoding (NRZ) code
Used almost exclusively with Frequency Shift Keying (FSK) and Phase Shift Key-
ing (PSK) transponders, Non-Return-to-Zero code represents a binary 1 as a ’high’
level and a binary 0 as a 'low’ level of the present electrical signal. NRZ code is
used by Type B transponders (figure 3.7).

Tbit

voltage/current

Figure 3.7: NRZ code (Non-Return-to-Zero)

Modified Miller code
Modified Miller is, as the name explains, essentially a modified version of the Miller
code. A binary 1 is always represented in the same way: a negative pulse in the
second half of a bit period. A binary 0 can be distinguished by two possible cases:
a binary 0 following a binary 0, and a binary 0 following a binary 1. In the latter
case no negative pulse is initiated, in the former case a negative pulse at the start
of the bit duration of the second binary 0 is initiated.

These very short pulse durations (Tp; >> tpuse) are the reason why the Type A
communication interface utilizes Modified Miller encoding (figure 3.8).

3.4.2 PICC to PCD in Proximity Coupling Systems

For the uplink again two types of baseband codes are relevant. Transponders using Type
B again generate their baseband signal using the NRZ coding procedure.

14



physical
level Ty

Figure 3.8: Modified Miller code

Type A transponders however use again a different procedure:

Manchester code
Somewhat similar to the Miller code it uses pulses (falling and rising edges) usually
at the half of a bit period: a binary 0 is represented by a rising edge, a binary 1
by a falling edge. The pulses appear at the start of a bit period if similar binaries
appear consecutively (figure 3.9).

NeaNp
Mol o |

Figure 3.9: Manchester code

physical
level

4
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3.5 Principles of Digital Modulation

Modulation is the process of altering one or more signal parameters of a periodic, gen-
erally sinusoidal, carrier signal.

Furthermore the term baseband signal shall be introduced. The term describes the
representation of binary digits in form of an electrical wave shape [25]. Generally, a
baseband signal can be represented as a sequence of binary 0 or binary 1, represented
by electrical pulses. The coding into these pulses is achieved in the frequency range of
the transmitted signal and is therefore referred to as baseband encoding.

The process of modulation causes sidebands symmetrically around the carrier when ob-
serving the frequency domain3. Sidebands represent a band of frequencies containing
power and consist of all Fourier elements of the modulated signal. The spectrum as well
as the amplitude of the, lower and higher, sidebands are therefore affected not only by
the spectrum of the baseband signal, but also by the chosen modulation procedure. Prox-
imity coupling RFID systems (ISO 14443) use primarily digital modulation techniques
like Amplitude Shift Keying (ASK) and Binary Phase Shift Keying (BPSK).

Proximity coupling RFID systems are represented by a PCD and a PICC and are, as
shown in figure 3.1, inductively coupled systems. The reader (PCD) is generating the
magnetic sinusoidal field and is thus representing the sinusoidal, high-frequency (HF)
carrier. The carrier signal s(t) can be described mathematically as follows:

s(t)=A(t)-cos{(2mf(t))t+ ¢ (t)} (3.9)
A ... signal amplitude
f ... signal frequency

@ ... signal phase

Equation 3.9 reveals three signal parameters possible to be altered according to the data
to be transmitted. These three options simultaneously represent the three fundamental
modulation procedures: amplitude, phase and frequency modulation. The latter two
both originate from the the same type (()if (rtr)lodulation, the angle modulation, and are
©
d

mathematically related to each other by == = f(t).

In proximity coupling systems, linear modulation schemes are used to modulate the car-
rier with digital data. Consecutively, discrete values (symbols) are assigned to amplitude,
phase and frequency of the carrier, as shown in the following table?:

3There are not always necessarily two sidebands, depending on the actual modulation procedure.
4Many textbooks use the angular frequency w = 27 f instead of the actual frequency f.

16



Amplitude Shift Keying (ASK) Phase Shift Keying (PSK)  Frequency Shift Keying (FSK):
s(t) = A(t) - cos (wot + o) s(t) =Ap-cos(wot +¢(t) s(t)=Ap-cos(w(t)t+ o)

Table 3.1: mathematical description of ASK, PSK and FSK

3.5.1 Modulation: PCD to PICC
Amplitude Shift Keying (ASK)

Amplitude shift keying is the preferred modulation scheme used in proximity coupling
RFID data transmission from a PCD to a PICC. The amplitude of the RF sinusoidal
carrier is switched according to the to be transmitted data in the baseband. The base-
band signal knows two distinct levels: low (LO) and a high (HI). This process, in its
simplest form, is denoted as On-Off Keying (OOK). The amplitude is toggled between
the two states of the baseband, effectively on and off.

A binary ASK such as the OOK can be characterized by modulation index m a param-
eter describing the ratio between amplitudes of the carrier signal’s modulated and its

unmodulated level.
Arr—Aro

= - [1001%. 3.10
" AHI+ALO[ % (3.10)

The modulation index in standard ASK usually ranges from 0 to 100 %, whereas 100 %
implicates one of the two amplitude levels to be zero and 0 % means no modulation.

Figure 3.10 depicts the PCD’s magnetic field in the case of data transmission from
reader to transponder regarding the prior mentioned ISO 14443 communication interface

types:

100% ASK, modified Miller encoding

1 0 1 1 0 0

10% ASK, NRZ encoding

Figure 3.10: Downlink modulation procedures [3]
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Mathematically, a modulation is a multiplication of a carrier signal and a data signal.
In the case of OOK, an unipolar digital baseband signal, represented by two amplitude
levels, and an RF sinusoidal carrier signal. OOK, with a modulation index of m = 100%
would set the LO level of the baseband signal and therefore the modulated carrier signal
alike, to zero:

amplitude,
baseband
signal
Tyt
HI digital
baseband
signal
LO
1ol 1] 1]o] o]t
amplitude X HF
HF f, carrier
signal m
pa— ‘_
t HF
modulated
signal
T.
amplitude
OOK
signal (\ (\ (\ (\
+—
signal

Figure 3.11: Binary ASK modulation and OOK modulation (adapted from [20])

3.5.2 Modulation: PICC to PCD

When it comes to transferring data from the PICC back to the PCD there is one glaring
issue: the PICC is usually not generating its own carrier signal, it is utterly dependent
on the sinusoidal magnetic field of the reader. The magnetic field is utilized as RF carrier
signal.

The process in which the PCD’s magnetic field is modulated by keying the electrical
characteristics of the PICC has been described in section 3.3.3 and is denoted as load
modulation. Depending on the type of load modulation, the appropriate electrical pa-
rameter is altered according to the data signal to be transmitted. Due to the physics of
inductively coupled systems, the changes of the magnetic field are detectable in reader’s
electrical quantities like the voltage at or the current in the coil of the reader’s an-
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tenna. Hence, by demodulating one of these quantities the modulating data signal can
be recovered.

As previously discussed in section 3.3.3, load modulation causes the simultaneous mod-
ulation in amplitude and phase of the PCD’s magnetic field: the carrier signal. Con-
sidering equation 3.9 and table 3.1 the carrier signal can be denoted mathematically
by

s(t)=A(t)-cos(2mfe + ¢ (1)), (3.11)

a combination of ASK and PSK. In the case of proximity coupling systems even as
combination of binary ASK and binary PSK, as the transition happens commonly only
between two states.

amplitude A
HF loaded loaded

N A
VAVVAYRTATAY

unloaded unloaded

-V

Figure 3.12: ASK and PSK present in a load modulated carrier signal

Figure 3.12 shows what a typical signal, modulated by a binary toggled load might look
like, as denoted in equation 3.11: the binary states representing the unloaded and loaded
state.

When there is a digital modulation procedure involved where, in the case of load mod-
ulation, a combination of ASK and PSK is given, constellation diagrams are used to
analyze signals in relation to their modulating baseband signal in the complex plane.
Constellation diagrams are used in digital communications and depict the possible am-
plitude and phase states of the modulated carrier signal and are therefore tantamount to
the information of how many symbols can be transmitted. Such diagrams are depicting
how many different amplitude levels and phase states the modulated carrier has and
therefore how many symbols are transmittable using this carrier. Its analogous pendent
would be the phasor diagram.
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Regarding load modulation, the primary current, i;(t) through the PCD’s antenna coil
can be depicted as phasor, which translates also into an according constellation dia-
gram.

Am A Q
I I1,unm0d |
a 1,mod loaded
Ao
m - -
[ = >
Re I
(a) Phasor diagram of current I, (b) Constellation diagram of current I,

Figure 3.13: Relation between phasor and constellation diagram for load modulation

Due to the nature of digital modulation and baseband signals alike, the first step however
is to depict the time domain signal s (¢) from equation (3.11) in its complex notation,
using Fuler’s Identity:

s(t) = A(t) - cos (wot + ¢ (1)) =
= R{A(t) - & @otte®)} (3.12)

analytic signal s, (t)

To be able to simultaneously and separately modulate a signal’s amplitude and phase
it is of practical use to separate the signal into another set of independent orthogonal
components. Starting from equation 3.12 a trigonometrical relation

sin(a + 3) = sin(«) cos(B) + cos(a) sin(3) (3.13)

combined with fo being the carrier frequency and 27 fo(t) = we(t) = we leads to the
following equation:

A(t) - sin (wet + () = (3.14)
A(t) - sin(wcet) cos(p(t)) + A(t) - cos(wet)sin(p(t))
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Equation 3.14 can be split into two parts:

sr(t) = A(t) - cos(¢(t)) sin(wct) (3.15)

sq(t) = A(t) - sin(p(t)) cos(wet) (3.16)

Equations 3.15 and 3.16 mathematically describe the signal’s in-phase component, sy(t),
and its quadrature component, sg(t), whose phase is shifted by 90° (7/2) in relation to
the carrier signal sin(wct).

The complex signal in equation 3.12 is also referred to as analytic signal s, (t), which
is utilized in the complex time domain. The analytic signal s, (¢) is a representation of
the baseband as well as the carrier of the signal:

s, () = A(t) - eI91) . giwct (3.17)
baseband carrier
54 (1) = [A(1) - cos (¢ (1)) +j - A(t) -sin (o (1))] - 74"
in—phase quadrature phase

Equation 3.17 shows the relation between the analytic signal s, (¢) and the in-phase
component, s7(t), and its quadrature component, sg(t). For a better understanding
further simplifications can be made:

Equations 3.18 and 3.19 show the so-called I (in-phase) and @) (quadrature) components
of the signal independent from the carrier signal, also depicted in figure 3.14 illustrating
the basic concept of an 1/Q modulator.

The baseband signal I is multiplied with a sinusoidal Radio Frequency (RF) carrier
signal, the baseband signal ) with the same RF carrier signal shifted in phase by 90°
(™/2). This procedure is known as quadrature upconversion. The I/Q modulator directly
builds the sum of the I and @ branches, s;(t) and sg(t). The amplitudes and phases
in I and @ data can be influenced to create signals of any magnitude and phase on the
modulator’s output. Flexibility and simplicity of an I/Q modulator lead to a rather
popular use in practice. [30]
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sin(wct)

I=A()-cos(p®) RG]

+ A(®) - cos(wct + @(b))
O,
Q = A@® - sin(p®) so(t)

sin (wct + g)
Figure 3.14: Concept of a simple I/Q Quadrature-Modulator

With I and @ the phasor of the analytic signal is defined. Its length is represented by the
amplitude A (equation 3.20) and its angle is represented by the phase ¢ (equation 3.21).
The carrier cannot be seen directly, but is considered by the phasor’s actual rotation
with the angular carrier frequency of w¢.

At) = (1) + (Q1))? (3.20)
B Q)|
©(t) = arctan 10| (3.21)
Im
A Sa

(e .
N

Figure 3.15: Phasor diagram of an analytic signal s,(t)
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By varying the I and the @) component of s(t) the carrier signal can take every phase
and amplitude state. The figure exemplified above is also known as Quarterny Phase

Shift Keying (QPSK).

even bits 5(t)
I Channel
LO

sin(wct) N
data : : Y s(t)
s/p £ 90° (Z >—>QPSK

cos(wct) -
. So(t) Q Channel
odd bits

Figure 3.16: QPSK modulator (adapted from [30])

Figure 3.16 is based on the findings made before and subsequently leading to figure 3.14.
The bit stream of the baseband signal is split into two branches (even and odd) and then
fed into the IQ modulator. The signals in both channels, I and Q, are BPSK modulated.
The two resulting BPSK modulated signals, s7(t) and sg(t), result ultimately in a QPSK
modulated carrier signal. Therefore, the QPSK modulation scheme leads to four discrete
phase states of the modulated carrier.

Phase Shift Keying (PSK)

In PSK methods, symbols are represented by discrete phase states of the carrier signal.
Contrary to ASK, the baseband information is present in the phase of the carrier, ¢.
Binary phase shift keying represents the simplest PSK modulation scheme, with two
discrete phase states representing a high and low state of the baseband signal.

This can be mathematically described as a multiplication of a bipolar baseband with an
RF sinusoidal carrier signal, resulting in a phase shift of 180° (7) between the two states
of the carrier signal. The absolute phase is dependent on the carrier’s initial phase.

As mentioned in section 3.5.2, digital modulation signals can be represented in the
complex plane as a sum of an in-phase component I and a quadrature component ()
and as a result depicted in constellation diagrams. Each point in the complex 1/Q
plane represents a discrete state of phase and amplitude of the modulated carrier. The
transition into each state can be achieved by varying amplitudes of these previously
introduced I and @) components. This allows for the creation of any modulation signal
just by a combination of two amplitude-modulated signals.

Regarding to ISO 14443 standard two communication interfaces have been proposed and
accepted. Both use different approaches in their procedures to transfer data between
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Figure 3.17: BPSK modulation of sinusoidal RF carrier signal (adapted from [20])

Im

Figure 3.18: Phasor representation of an analytic signal

reader and the transponder and have their place in ISO 14443 commonly referred as to
Type A and Type B. While smart cards only need to support one of these communication
procedures, readers compliant to ISO 14443 must be able to handle both communication
interfaces equally well. Readers switch (poll) between the communication procedures
regularly while being idle, however not during an ongoing communication. [20]

ISO 14443 Communication Type A

For the data transfer from PCD to PICC, Type A smart cards utilize ASK modulation
with a modulation depth m of 100% along with modified Miller coding (cf. figure 3.8).
To ensure a steady power supply to the card, gaps between commands of a maximum
2 to 3us (Type A - gaps) are crucial. The transient behavior in these blank intervals
underlie strict standard requirements and are defined in ISO 14443.
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100% ASK, modified Miller encoding

.

1 T ol ol 11T 1 1o
Figure 3.19: PCD to PICC, Type A modulation scheme [3]

For the data transfer from PICC to PCD, load modulation with subcarrier is used. The
subcarrier frequency, fsup, of 847.5kHz (derived from 13.56/16 MHz) is modulated by
On-Off Keying using a Manchester coded data stream. [20)]

ISO 14443 Communication Type B

For the data transfer from PCD to PICC, Type B smart cards utilize ASK modulation
with a modulation depth m of 10%. Other than for Type A, NRZ coding is used.

Again, transient behavior in logical 0/1 transitions underlie standard requirements and
are defined in ISO 14443.

10% ASK, NRZ encoding

I L

1 0 0 1 1 0

Figure 3.20: PCD to PICC, Type B modulation scheme [3]

For the data transfer from PICC to PCD, as well as for Type A, load modulation with
a subcarrier, fgu, of 847.5kHz(13.56/16 MHz) is used. To modulate the subcarrier,
BPSK using the NRZ coding is utilized. This means a 180° phase shift of the subcarrier
[20].
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3.6 Demodulation

Demodulation is the procedure to reclaim the data, carried by a baseband signal from
a modulated carrier signal. From a technical point of view, modulation is a baseband-
passband transform: The spectrum of the modulating signal is shifted from its baseband
to the frequency range of the carrier signal. Consequently, demodulation is used to shift
the passband signal to baseband.

baseband
> —
C
0 f
carrier
Attt > —)éb
-, 0 £, £
passband A\
sidebands
(data)
| ‘ > &
£, 0 £, £

Figure 3.21: Baseband-passband transform of a sinusoidal carrier signal

3.6.1 Demodulation of Load Modulation

The previous sections revealed the nature of load-modulated signals, as being a com-
pound of ASK and PSK of the PCD’s antenna coil voltage® for the demodulation process.
This enables two possible demodulation schemes: demodulation of the amplitude or the
phase.

Common RFID readers detect load-modulated signals using a non-coherent amplitude
demodulation of e.g. the PCD’s antenna coil voltage. One of the greatest challenges
for reader manufacturers arises from interacting factors like the mutual inductance M,
or the electrical characteristics of the PICC-PCD-system. These factors cause, that

5This can be any electrical quantity chosen for the demodulation process.
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the information is not evenly included in the phase or the amplitude of the signal.
Situations emerge where the information can be predominantly included in the phase of
a load-modulated signal. Common RFID readers, as mentioned before, using amplitude
demodulation would fail [26].

Switching the load® between two quantities causes the load-modulated signal to be keyed
between two amplitude, as well as two phase states. A product detector” in combination
with a local oscillator (LO), generating a reference signal, can be used to coherently
demodulate the load-modulated signal in order to get either amplitude or phase infor-
mation.

Synchronization of the LO’s and the load-modulated carrier signal the can be achieved
using a Phase Lock Loop (PLL). However, this synchronization process, especially
regarding the demodulation of binary-keyed signals, can be avoided using an 1/Q de-
modulator.

LP HP

— /-

sin(wct)
spx (t) _ < : y

f(®© 90°

cos(wct) LP HP Q
Q-

Figure 3.22: I/Q demodulator to demodulate a load-modulated carrier signal sgx (t)

As figure 3.22 shows, both, I and Q channel are provided with the same information,
the received modulated carrier signal sgpx(¢). The relation between the carrier signal’s
absolute phase and the LO’s signal phase is pivotal. Subsequently, this relation can be
seen as ratio of high and low level and thus the signal-to-noise ratio of the demodulated
signal [26].

Practical tests revealed, for transponders converging to a reader the channel deliver-
ing the superior demodulated signal can change, due to the received signal’s absolute
phase depending on the distance between PCD and PICC antenna coils and the mutual
coupling between reader and transponder system.

The basic idea behind the I/Q demodulator and its benefit of not being reliant on a
synchronization unit will also be utilized later on in chapter 5.4.

5The load is commonly either a resistor or a capacitor.
"Also commonly referred to as mizer or multiplier

27



Chapter 4

Active Load Modulation

The following chapter is intended to shed some light on the principle of Active Load
Modulation (ALM), the motivation to use ALM, its opportunities and merits com-
pared to traditional Passive Load Modulation (PLM) and its influence on existing stan-
dards.

4.1 Motivation

According to ISO/TEC 14443 contactless transponders are powered from a reader-generated
high frequency magnetic field whose field strength is defined to range from 1.5 to 7.5 A/m
in zero distance [2]. By introducing such a transponder into the proximity of the reader
and its electromagnetic field, according to Faraday’s law of induction an Electromotive
Force (EMF) is induced which can then be utilized to supply the transponder with
the required energy. In addition, data transfer between the reader and the transpon-
der is accomplished in the same manner, simply using ASK (reader to transponder)
and load modulation (transponder to reader). To achieve load modulation, a modula-
tion impedance connected in parallel to the transponder antenna is switched on and off
based on the clock rate of and according to the signal to be transmitted. This method
is called OOK, which denotes the most basic form of ASK. The load impedance is
keyed by a modulated subcarrier (fg,, = 848 kHz) signal. The subcarrier itself is gener-
ated by using ASK modulation with the Manchester coded data signal at a bit rate of
106 kilobitspersecond (kbit /s).

However, such a system has some limiting factors regarding its communication range
that express themselves in:

1. being able to supply a contactless smart card with enough power to operate in the
defined range of the reader, as well as

2. correctly receiving data transmitted by the reader, and similarly

28



3. being able to transmit data from the smart card back to the reader, adequate
magnetic coupling between reader and smart card antenna provided (coupling fac-
tor (k) and Mututal Inductance (M)).

ISO/IEC 14443 compliant contactless systems utilizing typical ID1 smart cards have a
maximum reading range from approximately 5 to 10 cm [21]. The maximum achievable
communication range decreases drastically by using smaller antennas, such as in the
format of very common Subscriber Identity Module (SIM) cards or micro Storage Device
(SD) cards. Such small-scale contactless cards are commonly used, not only in mobile
phones but also in all sorts of today’s modern electronic gadgets. The additional shielding
due to surrounding batteries and metal layers in a mobile device leads promptly to further
issues, so that transponder reception and communication with an external reader gets
severely inhibited. [21]

Experimental measurements' to determine the impact of a tag using active load mod-
ulation were made using an ISO/TEC 14443 Type A compliant reader, which can read
contactless smart cards (ID1) over a range of typically up to 7 cm, well between the afore-
mentioned maximum achievable communication range. These measurements, although
using the very same antenna size together with a circuit enabling active load modula-
tion, resulted in a reading range of up to 50cm. The tests revealed a communication
and reading range reduced by a factor of approximately two when decreasing the corre-
sponding antenna size by a factor of 10 (figure 4.1).2 The advantages of ALM compared
to PLM seem to be clear: a larger operating distance as well as higher transmission
speeds.

ALM can overcome the limitations of low side band amplitudes of minimum antenna
sizes and achieve the side band amplitudes similar to these appearing with common
PLM. The reader defines the time reference in contactless communication. The card has
to respond synchronously to the reader alternating H-field. This is given for PLM, but
is a challenge for ALM. To guarantee interoperability, an adequate method for phase
drift measurement is necessary.

Hence this technology proved to be especially suitable for accomplishing a satisfactory
operating range, especially with very small antenna-designs as for example in data stor-
age devices. So even by using antennas in the size of micro SD cards, installed in mobile
devices, suffering the very issues as mentioned earlier, a nevertheless acceptable commu-
nication range of at least few centimeters can be obtained, making it applicable in the
field of modern electronic communications.

' All data and further information can be found in [21]
2Refers to effective antenna area [21]
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Figure 4.1: Different ranges of active and passive systems with differently sized antennas
(adapted from [21]).

4.2 Principles of Active Load Modulation

The Principles of active load modulation arise from the necessity to overcome the limiting
factors of transponder-reader systems using conventional PLM. To cope with the intrinsic
problem of providing a power supply to a contactless smart card is not an issue in case
of mobile devices: all mobile devices come with their own power supply, hence power is
always available (active transponder/card).

In contrary, the solution for data transmission from reader to transponder is a bit more
complex. An actively powered card with PLM communication provides just insignificant
improvement over a passive card unless the magnetic coupling (M or k) can be altered
for improvement (for example by decreasing the distance between the reader and the
transponder). The chosen method is an approach to transmit an actively generated signal
back to the reader, with exactly the same spectral characteristics as a PLM signal: the
exact method used in small battery-supplied tags.

According to ISO/IEC 14443 the frequency spectrum of the reader antenna’s signal aris-
ing as a result from the transponder’s load modulation is depicted in figure 4.2. Along
with the carrier signal (at 13.56 MHz), two additional spectral lines arise outlining the
lower (at 12.712 MHz) and upper (at 14.408 MHz) sidebands resulting from modulating
the carrier signal with the subcarrier signal. The upper and lower sidebands are sep-
arated from the carrier by the subcarrier frequency fq,;, = 848 kHz, having additional
modulation sidebands resulting from the modulation of the subcarrier signal. These
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Figure 4.2: Schematic frequency spectrum at the reader antenna resulting from a com-
mon modulation with a subcarrier, according to ISO/IEC 14443-2 (adapted from [21]).

modulation sidebands solely comprise the entire information. This indicates that data
transmission from an active transponder to a reader can be achieved by only generating
these two subcarrier spectral lines with their corresponding sidebands. Therefore, ALM
needs to exhibit the same spectral characteristics as PLM. A signal with these exact
characteristics is referred to as Dual Sideband Modulation (DSB)3.

The needed requirements for an enhanced modulation therefore are:
e compatibility - ALM needs to be fully compatible with traditional PLM
e conformity - reader needs to get the same signal spectrum as in common PLM
e cfficiency - additional power needs to be used in a most efficient manner

Figure 4.3(a) shows again the basic logical operations in an active RFID transponder,
using a simple binary ASK modulator. The modulator is fed with a 13.56 MHz carrier
signal (CF'), the subcarrier (SC) as well as the baseband data signal (BS). The output
signal of the modulator equals the required DSB signal. Before radiated by the antenna,
its amplitude gets increased using an amplifier. The data signal is a binary baseband
signal, consisting of two states, HI and LO.

The implementation of a simple logical AND operation leads to the multiplication of
binary signals (CF A SC A BS), the equivalent to the binary ASK modulation. The
output signal consists of carrier frequency bursts clocked by the modulated subcarrier
signal. [21]

3A basic telecommunication circuit to generate a DSB modulation is a ring modulator-.
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4.3 Testing against Standards

4.3.1 Context

Near Field Communication (NFC) is one of the most discussed and eagerly awaited topics
in our today’s industry. More and more projects, devices and applications literally pop
up each and every day. Industries know how to read the signs of our times and are well
advised to invest and participate in this branch of technology.

Predicted to account for almost a third of mobile payments transactions by 20144, mobile
NFC promises to revolutionize not only inter-device communication, but also the manner
how consumers will engage, interact and transact with brands and everyday activities.
Contactless services offer quantities of opportunities in areas like payment, transit &
ticketing, marketing & promotion, health-care, education, access control or general data
exchange. Many actors will live and rely on projects based on NFC technology, such
as:

e chip manufacturers

e tag manufacturers

mobile phone designers

system integrators
e banks
o ...
One substantial challenge arises: Interoperability.

Addressing the challenges of the NFC world is critical to enable its success from a device,
network and service perspective. Once again, the role of the ‘Secure Element’ within the
device is paramount in managing authentication and certification; not only to ensure
the integrity of financial transactions and data exchange throughout the NFC chain, but
to deliver the required levels of interoperability as well. Interoperability is defined at
several layers:

e Application layer
e Digital layer
e Analog layer

4Research and Markets, 2010
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4.3.2 Introduction to Contactless Standards

The purpose of standardization is to set technical standards to help maximizing and
optimizing compatibility, safety, reproducibility, quality and interoperability. On the
most basic level interoperability shall be ensured by defining analog test specifications.
As a consequence different institutions with different approaches and aims originated to
set separate, yet equivalent standards:

ISO/IEC 14443

ISO/IEC 14443 is the base standard and defines the contactless smart card technology
at an operating frequency of 13.56 MHz. The most essential features are:

e 4 different parts, each covering a specific layer including the physical characteris-
tics, specifications up to the protocol layer.

e Two different communication types, namely Type A and Type B, different in layers
2 and 3 but with similar capabilities thus sharing the protocol model as defined in
layer 4, the protocol layer.

e A somewhat strict separation between reader devices, as being the active part, and
cards. In general, the reader is initiator and provider of the RF field .

e ... thought to be a generic standard, being used as a base for a multitude of
different products.

The base standard only provides basic specifications and requirements. Test scenarios
were established later with the introduction of ISO/IEC 10373-6 [2], defining tests for
both, cards and readers on all available layers. Within ISO there is a continuous endeavor
to add further functionality such as higher bit rates or active modulation functionality,
displayed by diverse amendments.

The international committee defines testing methods and handling for contactless smart-
cards in a generalist approach and not particularly focused on specific businesses. Its test
specifications are public and groups are present in all major countries such as France,
Japan, Germany etc. Its members are mostly card makers, chip makers but also labo-
ratories or test tool vendors.

The ISO Test PCD assembly as defined in ISO 10373-6 [2] consists of the following
parts:

e PCD antenna: The PCD antenna encloses a circular area having a diameter of
150 mm and is matched to 502 via matching circuit on the same Printed Circuit
Board (PCB). The circular antenna creates a homogeneous field distribution in
an axial distance of 37.5 mm, to simplify measurement.
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e Two sense coils A and B: Via balancing circuit, both sense coils are connected
in a way, to achieve induced voltages opposing in phase of one another. They are
located on the back and front of the main antenna coil, equally distant to the main
coil. This allows the effective cancellation of the induced voltages in both sense
coils (figure 4.4).

*375 mm*|<-37,5 mm-’( active
I ] -/ conductors
i
DUT :
!
!
Calibration coil
Sense Coil A PCD antenna Sense Coil B

Figure 4.4: Cross-section of the Test PCD assembly [2]

e Calibration coil: resembles an ID1 card, containing only a single turn coil and
is meant to be connected via high impedance probes. The layout allows for the
measurement of the magnetic field strength in the frequency range of 13.56 MHz.
Providing high ohmic loads by the applied measurement device, while measuring
the field strength is essential to prevent flowing currents in the calibration coil and
thus measurement errors. These errors can arise from a rising current induced
into the Calibration coil, leading to a rising magnetic field which would, in return,
significantly influence the PCD’s magnetic field (Lenz’ law).

e PCB holding the balancing circuit: This additional printed circuit, comprising
two 240 € resistors and a 10 2 potentiometer P1, is used as a balance point between
both sense coils while in an unloaded state, similar to a measurement bridge. Hence
it is commonly referred to as Helmholtz Bridge (HHB). Due to tolerance-related
asymmetries a low residual voltage between both sense coils can be compensated
by using the P1 (figure 4.5).

Reader testing is based on the according Reference Proximity Integrated Circuit Card
(RefPICC). The six different RefPICC’s consist of various adjustable components which
allow the adjustment of the resonance frequency, the load and the signal amplitude of
the modulated signal. Each test case requires the tuning of the RefPICC.
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Figure 4.5: Sense Coils A and B and balancing circuit [2]

The standard defines a set of six measurement classes for two different setup types:
e classes 1, 2 and 3 for a setup bigger in dimension

e classes 4, 5 and 6 for a setup smaller in dimension

(a) PCD of ISO/IEC (b) RefPICC of ISO/IEC

Figure 4.6: PCD and RefPICC according to ISO/IEC [23]
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A short overview of ISO/IEC testing philosophy [23]:

PICC/card testing PCD /reader testing
tests for Type A and Type B operating volume
reception of different reader signals waveshape
loading effect bit coding

Load Modulation Amplitude (LMA) | PCD power transfer
testing of all baudrates
alternating magnetic field

Table 4.1: Testing Philosophy of ISO/IEC regarding PICC and PCD

Further remarkable facts of ISO/IEC 14443 in comparison to other established standards
are:

e load modulation measurement computed based on Fast Fourier Transform (FFT)

e just one defined test position; variation of the magnetic field strength available by
varying the PCD’s source voltage.

e PCD signal can be measured either while loaded via RefPICC or while via cali-
bration coil.
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Europay International, Mastercard and Visa Contactless (EMVCo)

EMV’s name stems from the companies, initiating the development of its specifications
in 1994: Europay, MasterCard and Visa. EMV, compared to ISO/IEC and NFC Forum,
takes a completely different approach. Its focus lies exclusively on the payment area.
EMYV created a comprehensive set of base and test specifications to ensure interoperabil-
ity between all companies within the global payment system, containing cards, software
and terminals.

A multitude of technologies, including contactless smart cards (managed and maintained
by EMVCo) are covered this way. The specifications are similar and relate to ISO/IEC
14443. Interoperability to a certain degree is therefore possible. EMVCo also established
their own certification scheme. To officially support credit card payments, manufacturers
of payment products need to get their products certified mandatorily.

The EMVCo Level 1 Test Equipment consists of three main parts:

e the EMVCo reference PCD:
The PCD is mounted on a mechanical structure to support the free positioning of
the DUT. EMVCo defines more than 20 different test positions in a 3-dimensional
space, specified by a r-, ¢- and z-coordinate (figure 4.7). All defined positions need
to be pass for a given test case to be declared successful. The dimension of its
antenna coil is based on actual readers, available on markets.

wo |

wo g

_
~

wo T

o ey
5 cm
(a) Operating Volume (b) EMVCo PCD

Figure 4.7: Operating Volume and PCD according to [8]

e the EMVCo reference PICC:
The reference PICC is mostly used to perform measurements and analysis of the
reader signal, but in return can also send information back, using load modulation
(different jumpers). The antenna is similar to typical ID1 cards (figure 4.8). The
resonance frequency of the PICC is 16.1 MHz and a compromise between commu-
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nication capabilities, detuning and power consumption.

Figure 4.8: EMVCo PICC [8]

e the EMVCo Common Mode Rejection (CMR) Board:
This additional circuitry is directly attached to the PCD - PICC system and used
to extract the envelope of the measured signal (figure 4.9). The CMR board uses

the peak sampling method.

Figure 4.9: EMVCo CMR [§]

A short overview of EMVCo testing philosophy [23]:

PICC/Card testing

PCD /reader testing

tests for Type A and Type B
responsiveness to different reader signals
loading effect
LMA
baudrate of smartcards
106 kbit /s tests only

field strength

waveshape (ringing, monotonicity, ...)

bit coding
sensitivity

Table 4.2: Testing philosophy of EMVCo regarding PICC and PCD
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Further remarkable facts about EMVCo in comparison to other established standards

are:
e measurement devices are required to be highly accurate to meet requirements
e test volume is defined by different physical positions tests at all positions which
need to be pass
e load modulation measurement based on peak-to-peak amplitude
e designed for ID1 devices only
e Mobile Network Operator (MNO)’s demand EMVCo testing, payment as one core
business of NFC
NFC Forum

NFC Forum was founded in 2004 to ensure interoperability for products of different de-
vice classes utilizing NFC technology. Therefore base and test specifications have been
introduced along with an own certification program.

Similar to EMVCo, NFC Forum specifications are based on ISO/IEC standards such as
18092, 14443-2, -3, -4, as well as others such as the JIS® X6319-4. The implementation
specifications describe the parts of those standards that are relevant for NFC Forum de-
vices. Therefore, compliant devices behave in the most consistent way and the evolution
of existing infrastructure towards an unrestricted NFC support is facilitated. [29]

Some of NFC Forum'’s characteristics are:

Base specifications consist of different documents, covering specific topics regarding
analog, digital protocol or activation for example.

Modified versions of both ISO/IEC 14443 defined smart card types (A and B). bit
rates are limited to fc/128, as being the most prominent.

A third type, NFC-F, based on the FeliCa standard is introduced, being the only
smart-card specified to be used with even higher bit rates.

No obvious seperation among reader and card as: NFC Forum Devices need to
have a reader-functionality along with a card-emulation option. Furthermore a
Peer-2-Peer operation mode is mandatory.

NFC Tags representing passive smart cards were introduced to complement NFC
Forum Devices.

®Japanese Industrial Standard (JIS)
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NFC Forum reference antennas can be divided into pollers and listeners and are very
similar to EMVCo antennas [23]:

Pollers are used to test devices operating as tags. For interoperability purposes there are
3 antenna sizes. A device can be declared compliant if tested with all of these antennas.
The measurement is done directly on the antenna, resonance frequency can be adjusted
using a vector network analyzer.

Listeners on the other hand are used to test devices operating as readers. Analogous to
pollers, for interoperability purposes 3 antenna sizes are used. A device can be declared
compliant if tested with all of these antennas. The measurement is done directly on the
antenna, resonance frequency can be adjusted using a vector network analyzer.

(a) NFC Pollers (b) NFC Listeners

Figure 4.10: Pollers and Listeners of NFC Forum [23]

A short overview of NFC Forum testing philosophy:

Listener testing PCD /reader testing
tests for Type A and Type B and FeliCa field strength
responsiveness to different reader signals | waveshape (ringing, monotonicity, ...)
loading effect bit coding
LMA sensitivity
106, 212 and 424 kbit/s tests

Table 4.3: Testing philosophy of NFC Forum regarding Listener and Poller
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Further remarkable facts about NFC Forum in comparison to other established standards
are:

e measurement devices are required to be highly accurate to meet requirements

e test volume is defined by testing at different physical positions; not all positions
need to be pass

e operating volume is adapted for small form factor devices (battery powered)
e load modulation measurement based on peak-to-peak amplitude
e form factor of DUT is considered

e test cases for Type A, B and FeliCa
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4.3.3 Different Standards, Different Scopes

A brief overview of selected parameters shall show inherent differences between the
presented standards:

. Antenna Load Modulation
Test Position
Classes Measurement
6 different uses phase and
one test .
ISO osition classes of amplitude of the
p antennas load modulation
volume with only one eak-to-peak
EMVCo 20+ test defined class of b b
.. measurement
positions antenna (ID1)
NFC volume with 3 different peak-to-peak
20+ test classes of
Forum . measurement
positions antennas

Table 4.4: Different analog test specs of presented standardization bodies
The choice of the preferred test tool ultimately depends on the case of application of the
DUT. Different lines of businesses and fields of applications prefer distinct tools:
e EMVCo: banking applications
e [SO 14443: ticketing, transportation, vouchers and application
e NFC Forum: use cases specific to NFC

Once again it shall be noted, that no test specification is superior to the other. Each
test specifications has its distinctive drawbacks and benefits. Results and the transfer
between different test specs is difficult. [23]

As Infineon Technologies Austria AG is heavily involved in ISO standardization processes
and its costumers are to be found mostly in the fields of payment and transit & ticketing,
all following considerations are with the focus on the ISO/IEC standardizations and specs
as proposed on ISO/IEC 7816, 10373 and 14443.

4.3.4 Relationship between EMV and ISO/IEC Specifications

The fundamental difference between ISO’s Test PCD assembly and EMVCo’s PayPass
Reference Equipment lies within the measurement and evaluation of parameters such as
the impact of the secondary current, io = ipjcc. Where EMVCo allows for an indirect
measurement of a PICC current-equivalent shunt-voltage due to conductive coupling
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with the PCD, ISO’s Test PCD assembly uses a more direct approach, an inductively
coupled measurement bridge, also called Helmholtz Bridge (figure 4.11).

ip - " iy iz
Ri Cms
R, R,
Uqo f\)l Vo -T- Cmp ¢ * V2 ::Ctune ::CChip [] RChip
L1 L2
M,
= MSenseA,2 MSenseB,2
<«—> <>
° [ ]
— —YY Y\

RiA LsenseA j LSenseB RiB

o
Coa CoB
VSense
L o ——
RHl Pl RH2

Figure 4.11: Simplified equivalent circuit of the ISO Test PCD assembly, without con-
sidering the calibration coil

This so-called Helmholtz Bridge is build in a way, so that an unloaded state (no PICC
present), erects the same flux density B through both Sense Coils, A and B. This is
achieved due to a symmetric arrangement in relation to the PCD antenna, erecting
the same voltage levels in both branches of the circuitry. Subsequently, this cancels
out the PCD induced voltages evenly, leading to a voltage vgense Of zero. By loading
and bringing a PICC into vicinity the PICC causes a counteracting electromagnetic
field Hproc, decreasing the current iy (i.e. loading) in the PCD. This results in an
uneven magnetic flux in both sense coils and therefore a potential difference of vgense 7
0. By using the Helmoltz Bridge, this method allows the direct measurement of an
iprcc equivalent value, as the PCD’s influence is eliminated systematically. Contrary to
EMVCo’s approach, where only the impact of the PICC on the PCD is observable.

In contrast to ISO’s Test PCD assembly, EMVCo’s standardization setup measures the
PICC’s impact on the reader’s (PCD) current i1 = ipcp. Additionally, the current i; in
the reader antenna is calibrated to maintain a constant value whereas ISO’s approach is
to sweep this current. A variety of different loading states leading to different currents
(due to different values of mutual inductances M) can be achieved by changing the
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distance (z-coordinate) and angles between the PICC and PCD in predefined slots.

io iy iy

— 1]
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L1 L2
RShunt M(Z)

Figure 4.12: Simplified equivalent circuit of the EMVCo Level 1 Test Equipment

Figure 4.12 shows the simplified equivalent circuit of the EMVCo Level 1 Test Equip-
ment. The shunt resistor Rgpun: in the primary circuit, resembling the PCD, with its
rough value of 12 operates as trans-impedance. The voltage v,,, measured by the CMR
board during load modulation and loading of the PICC, corresponds to the primary
current i1 = ipcp. The secondary circuit represents the PICC with Cgpsp and Ropp
defining an unspecified operating point.
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4.3.5 ISO/IEC 14443 and ALM

This last section shall close the circle of ALM and standardization, specifically ISO/IEC
(see also [21]):

Transponders using ALM generate signals indistinguishable from classical PLM by any
reader. Nevertheless, there is a strong need to standardize this technology. For ISO/IEC
14443-2 [3] it is mandatory to use a passive load-modulator. Therefore a transponder
using ALM is inherently unable to be compliant with the established version of ISO/ITEC
14443-2. Tt only permits passive load modulation. For that reason some clauses need to
be changed:

, Clause 8.2.2 — The PICC shall be capable of communication to the PCD via an inductive
coupling area where the carrier frequency is loaded to generate a subcarrier with frequency
fs. The subcarrier shall be generated by switching a load in the PICC”

The standard needs to be overhauled accordingly to improve not only the specification
of the physical device, defined in ISO/IEC 14443-2, but also the relevant compliance
tests defined in ISO/IEC 10373-6 [2] need to be adopted. New wording within the
standard texts, to explicitly render ALM possible, along with other needs to clarify
some additional issues [15] need to be defined.

“In order to be able to test these (active) PICCs independently from the numerous devices
in which they can be inserted and also to test these devices independently from the PICCs
which can be inserted in them, it was proposed to define a "Reference Active PICC'. The
same reasoning also applies for any other PICC which usually or always operates within
a device. The main objectives of the New Work Item Proposal were then clarified:

1. Not to preclude the use of a battery (i.e. allow "active PICC modulation"), because
present ISO/IEC 14443-2 explicitly defines "load modulation” for PICC;

2. Define the RF limits for " Active PICCs" (independently from any device), so that
these limits include margins to take typical device attenuation into account;

3. Define the RF limits for devices, measured with a "Reference Active PICC.”

In September 2010, the Deutsches Institut fiir Normung (DIN) made a contribution
brought to Working Group 8 (WGS) [16] and resulting in the launch of an NP ballot in
December 2010 by SC17/WGS8 [17]. It got accepted by the standardization committees
in February 2011:

,PICCs with external power supply — Use power supply other than the PCD-field so
that PICCs with very small antenna and/or metallic environment can be compliant with
ISO/IEC 14443-2: Currently more and more small PICC form factors are penetrating
the market. Very often these PICCs are attached on metal surfaces (mobile phones) or
they are even operated inside a mobile phone (memory cards). These metal environments
often cause additional drops in performance (reading distance). WG8 has reacted with
different antenna classes, which results in different ranges for the field strength for each
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class, thus resulting in reduced operating range for classes with increased minimum field
strength. Actively powering the PICC will allow the PICC to handle field strength down
to 1,5 A/m even in metal environment, while transmitting an enhanced modulation signal
will allow the PCD to pick up the PICC signal even with very bad mutual coupling between
PICC and PCDs antenna, e. g. with metal environment. So PICCs with external power
supply will be an innovative approach to operate very small PICC antennas with PCDs
already in the field.”
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Chapter 5

Components of the Test Bench

Based on the devices and existing circuitry available, a block diagram inheriting both,
existing and outlined future components to form a complete test bench can be de-
picted.

It is suffice to consolidate the different parts to a few major modules:

e the existing being PCD Emulation as well as the ISO Test PCD assembly
plus the Extended RefPICC [27] and some form of Signal Acquisition and
Measurement, but also

e now new required components such as a PICC Emulation unit along with a
needed Carrier Recovery, AM and PM Control and some form of an inter-
connecting Control Interface to bind the latter components.

Some modules consist of devices present at the development cite Graz of Infineon Tech-
nologies AG and can also be applied immediately, such as both the PCD (e.g. Tabor
WW1281A Arbitrary Waveform Generator (AWG) [38]) emulating element or the signal
acquisition.

Others may need a proper overhaul (e.g. the RF current source circuitry or even a
complete system design from scratch such as the PICC emulation unit complete with
suitable synchronization to allow a phase-coherent behavior between output signals of
both emulation blocks.

Everything combined this forms a usable test bench as depicted in figure 5.1 beneath:
The different blocks listed:

e PCD Emulation is needed to generate arbitrary modulated signals to the Test PCD
assembly to emulate a transmitting reader.

e PICC Emulation needs to be able to generate data signals relevant to ISO stan-
dards, arbitrary in phase and amplitude. The module must be able to react to a
clock signal from outside.
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Figure 5.1: Block Diagram of a suggested test bench setup

o Test PCD assembly + Extended RefPICC represents the standardized test setup
of ISO/IEC [2] designed for PLM communication. An RF current source is applied
to the test PICC to allow ALM.

e Carrier Recovery represents the whole effort to synchronize the PICC clock with
the PCD clock which becomes necessary as during ALM communication phase
locking of the PICC onto the PCD phase is not possible leading to drifts and
ultimately failing communication.

e Signal Acquisition and Measurement goes together with Control Interface and is
summarizing all devices, such as oscilloscopes, probes, computers etc. to obtain
reliable measurement data for evaluation.

o AM and PM Control represents software which computes system parameters from
measurement parameters, eventually leading to a decision logic where its output
signal might influence the further PICC emulation behavior.
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5.1 RF Current Source for Active Load Modulation

The following section will mainly focus on the findings of Egger’s thesis [27] and the de-
signed RF current source circuitry. In combination with the existing standardized device,
the RefPICC as outlined in chapter 4.3 shall result in an Eztended RefPICC.

Extended

REF PICC
RF
»| Current Test
Source PICC
Supply

Figure 5.2: RF Current Source and RefPICC within the test bench block diagram

5.1.1 Motivation

Analyses have shown, that standardized EMV Test PICCs are not able to emulate to-
day’s relevant DUT /antenna combinations, furthermore the determination of operating
points tends to be tedious and time consuming.

The standards are set to evaluate AM information exclusively, although load modulation
has non-negligible influence on the phase of the PICC current, is = iprcc.

Ultimately this leads to the load modulation represented as combination of both, AM
and PM ([28]). Manufacturers of reader devices have long been paying attention to this
circumstance and have been producing devices utilizing quadrature or 1/Q demodulation.
These facts culminate in the realization of using an outdated standardization technique
with even so outdated devices.

Egger’s work was to design a new Fxtended RefPICC, capable of reaching all required
operating points by means of AM and PM. This leads to a galvanically coupled approach
of basically a current source in parallel to the PICC antenna. The current source drives
an additional current, proportional to an input voltage representing the modulation
signal, through the PICC antenna.

With the implementation of the Extended RefPICC some crucial requirements are set
as well:

e phase/clock recovery of the reader magnetic field H, to maintain a stable phase
relation between currents ipcp and iproc.
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e Possibility to specify any reasonable phase relation between currents ipcp and
iprcc for transmission of a digitally amplitude-modulated signal.

e Possibility to specify any reasonable amplitude for the PICC current, ip;oc for
transmission of a digitally amplitude-modulated signal.

5.1.2 Proposed Circuitry

This section will provide a better understanding of the existent circuitry, pros and cons
of its design and its application in test scenarios.

As pointed out by Egger, the load represented by the RefPICC may influence the active
modulation operation by consuming part of its produced current. Either way, it is crucial
to keep a constant load in addition to the present modulation realized,

e cither passively as in the present RefPICC, using different resonance frequencies’,

e or actively, using input connectors of the passive RefPICC?.

The circuitry as depicted in figure 5.3 shows the RF current source. An in-depth ex-
planation about the several parts and stages of the analog front-end can be found in
[27].

To give a short overview, the circuitry can be dissected into two main parts,
e a current deflector, represented by the transistors 7'1...74

e and a matched current source/sink, represented by the Integrated Circuit (IC)s
and the additional Metal Oxide Semiconductor Field Effect Transistor (MOSFET)s

Q1..Q3.
'The calibration steps are described in [2].

2The RefPICC offers the possibility to directly apply a Direct Current (DC) voltage via SubMiniature
Version A (SMA) connector.
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Figure 5.3: Depiction of proposed active reference PICC circuitry (adapted from [27])

The modulation signal is supplied at connector CONb5, the amplified and modulated
output current is injected into the PICC antenna?®, depending on the layout design op-
tionally via SMA connector or pin strip. The original ISO RefPICC is as well connected
to the antenna, in parallel to the RF current source. This offers the initially outlined
requirement to keep a constant load and moreover fulfills the requirement of still being
able to perform common PLM tests.

What happens is that a DC current, Ipc = 60mA, generated by the two current
sources/sinks, is driven through the current deflector. Ipc, if no modulation is ap-
plied at CONS5, splits into two equal parts Ipc/2 across both, input path T1/T3 and
output path T2/T4. As soon as an alternating modulated voltage v,.q is applied at
CON5 an alternating current i,,0q ="m¢ /(go| rs) drains into T'1.

311 is the simplified representation of the PICC antenna.
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’Component Value H Component ‘ Value

R1, R13 1kQ C1, C7. C9, C10 1nF
R2, R14 190 C2, C3, C5, Cl11 100 nF
R3, R7 10092 C3 100 nF
R4, R11 33092 C4, C12 1nF
R5, R12 18082 C6, C8 1uF
R6 510 Q1, Q2 BSS84
RS, R9 820 Q3 BSS123
R10 90 k2 T1 P7ZT2222
D1 BZX84C6V?2 T2 PZT3906
1C1, I1C2 ADR&605 T3 Qmmbt2907
CON5 RF Connector T4 PZT3904

Table 5.1: Components of active reference PICC circuitry

Subsequently, this leads to a shift in the transverse current, as an increase of the input
current ,,0q is leading to a decrease of the output current equal in quantity.

The result can be best described as an inverting transconductance amplifier with a
transconductance of g,, ="! / (R8|[R9)- [27]

After testing the proposed circuitry in practice, several shortcomings became appar-

ent:

The current source/sink is basically a system with two control subsystems (AD8605)
influencing each other negatively, if not matched accurately enough. In a practical
perspective this means an inherent potential for instability.

Both ADS8605 drive fairly high capacitive loads, which put the system to risk of
unwanted oscillation, due to parasitic capacities and decreasing phase margin.

The whole circuitry is extremely prone to environmental changes and influences.
The layout design of the PCB needs to have as little parasitic capacities as possible.
The current PCB consists of discrete components, a solution with fewer integrated
components might be more stable and may grant higher reproducibility.

The dissipation power, not only, but especially in T1 is near its maximum allowed
limits due to the high bias current leading to high voltage drops along the input
and output paths. The thermal dissipation can reach up to 90° Celsius. As a direct
consequence, the quiescent point of all affected transistors is shifted accordingly
resulting in behavior difficult to predict and to control.
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5.1.3 Circuitry Improvements

After discovering the problems mentioned above, a review and redesign seemed to be nec-
essary to successfully establish a first proof-of-concept of the proposed test bench.

Adapting and simulating the whole test assembly including the PICC via LTSpice [40]
lead to the decision to use two 200 mA 2-terminal programmable current sources, Linear
Technology’s LT3092. Its maximum output current, the wide input voltage range as
well as the low temperature coefficient and its robustness in terms of stability made a
seamless integration into the preexisting circuitry easy.

A main advantage are the integrated protection circuitries and the stability even without
using bypass capacitors and capacitors across it. In principle, the turn-on and line
transient response is fast enough in principle, however, proved to be a bit slower as
the original circuitry. Nevertheless, this drawback however is acceptable as the higher
stability and better insensitivity seem to be an acceptable trade-off.
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CON5

Figure 5.4: Depiction of improved active reference PICC circuitry (adapted from [27])

Figure 5.4 shows the straight-forward implementation of the current sources. Experi-
mentally, small-valued resistors in series with the device were added to isolate the lines
from more ringing and oscillations due to the complex load. By placing a shunt resistor
between input and output of the current source the power dissipated in the IC could be
decreased additionally by a factor of 4.

The 10 nA reference current is used with a resistor Rggr = R1 at the SET pin of
the IC to generate a voltage in a range from 100mV up to 1 V. The voltage is then
applied across a resistor Royr = R2, connecting the OUT pin of the IC and resistor
Rsgr = R1.
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The sink and source current iy, = fgnk = tsre 1S then determined by following equa-
tion:

Vser _ 10 pA - Rspr
Rour Rour

(5.1)

Using 30 k€) for Rggpr was a reasonable value to create a voltage sufficient to minimize the
error caused by the offset between both output pins. The value for Royr is determined
accordingly to create a 60 mA bias current. It is crucial to use a pair of resistors with
matching low temperature coefficients. [44]

| Component | Value |

R1, R10 30k
R2, R13 1490
IC1, 1C2 | LT3092

Table 5.2: Components of improved active reference PICC circuitry

However, it needs to be noted that the adapted version is a trade-off. The original
circuitry was designed to overcome all possible limitations of the passive Reference PICC
and to approach all quadrants of the amplitude/phase plane. The device proved to be
very delicate to handle and at times even yields unreliable measurement results due to the
remarks made above. The second, overhauled version is therefore a more compact draft,
less prone to environmental and parasitic influences but with much tighter limitations,
the natural trade-off between integrated and discrete design.

The following figures showcase the realized PCB version:

Figure 5.5: The PCB alone (left) and attached onto the existing RefPICC plus antenna
(right) leading to the Extended RefPICC.
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5.1.4 Concluding Thoughts

Working with the circuitry proved to be tricky. Its high sensitivity to environmental
influences and the high temperatures dissipated in its crucial parts raise doubts regarding
its ultimate usability.

Although WG8/TF2 accepted the initial proposal [11], made by Infineon Technologies,
the further course of action remains unclear. A revision of the entire circuitry seems
to be inevitable to fully match strict ISO conformities and might, due to its extent,
represent a separate thesis in its entirety.
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5.2 Carrier/Clock Recovery and Synchronization

One main requirement for a fully-functional test bench setup is the proper synchroniza-
tion between both, PICC and PCD clocks. In a first step, this is established by using
the synchronization in- and outputs of both emulation units. This approach is sufficient
for a proof-of-concept but has no relevance regarding a practical implementation.

The ultimate goal of the test bench is to use any kind of reader as DUT, so a required ref-
erence or synchronization signal is highly unlikely to be provided separately. A technique
to recover the PCD clock signal is needed. Stability, accuracy and as little interference
as possible with the existing PICC-PCD system are substantial.

The following section deals with the necessary steps of signal processing to gather the
magnetic field signal generated by the PCD, to recover a clock signal and at last, to use
that clock for synchronization of the RefPICC’s ALM/PLM signal (figure 5.6).

Carrier Recovery
Frequency
--] Synchronization [« and Phase (*1‘
Detection |
|
3 |
I
|
|
I
Y |
ISO Tower + | Test !
Extended PCD Signal v
REF PICC C Acquisition Control
and T Interface |
RF
Measurement
> Current Test - A
Source PICC !
H |
Supply !
i |
|
I

Figure 5.6: Clock recovery and relevant blocks* of the proposed test bench

5.2.1 Signal Acquisition

Before looking at the basic principle of carrier/clock recovery the first question in the
process of a clock recovery arises with the proper signal acquisition. There shall be
a possibility to spy existing signals without influencing the system itself. This sounds
fairly trivial in theory, however, leads to many problems in practical uses, as each new
antenna brought into the system means additional load (due to magnetic coupling) and
interference of measured signals due to induced currents.
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Based on this idea, the signal acquisition can be achieved by using the already built-
in Pick-up Coil of the RefPICC [2]. The Pick-up Coil is designed in a way, so that
there is no apparent magnetic coupling between the Main Coil and the Pick-up Coil of
the RefPICC antenna. Figure 5.7 shows the bottom and the top layer of the Class 1
Reference PICC antenna.

Ve ][ e N
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_ s
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Figure 5.7: Pick-up Coil (left) and Main Coil, with underlying Pick-up coil (right) of
the RefPICC antenna - Class 1 (adapted from [2])

The figure above also demonstrates the design concept of the Pick-up Coil: The induced
current, iprce in the Main Coil (bottom layer) is the reason for a magnetic field Brn
in the area of A i~ and an additional magnetic field EOUT in the area of EOUT in the
Pick-up Coil (top layer). This magnetic field, due to Lenz’s law, creates a current in
the pick-up coil, which remains negligibly low because of the coils high terminating
impedance.

The part of the PICC’s magnetic field influencing the area Ay is contrary to the mag-
netic field’s part penetrating the area Apyr. As the depiction above suggests, both areas
are of the same size, so that the voltages induced in both areas are equal with opposing
signs.

Ay = —Aour (5.2)

urN (EIN, ffm) = —uouT (gOUT, x‘TOUT) (5.3)
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Due to the pick-up coil’s layout, the circuits surrounding both areas are basically con-
nected in series. The voltages, ury and upyr are aggregated with a sum equaling zero.
They cancel out the effects of the main coil’s magnetic field on the Pick-up Coil. In
other words, the pick-up coil does not feature a magnetic coupling, M, with the main
coil.

5.2.2 Fundamentals of Synchronization

After resolving the question regarding picking up the signal the question arises why it
is necessary to synchronize PCD and PICC. An ordinary passive RFID tag receives, as
mentioned in chapter 3, its power and clock from the electromagnetic field of the RFID
reader (or PCD). The time reference is defined by the reader, the tag responds syn-
chronously to the alternating electromagnetic field by changing its load. The de-facto
synchronicity is therefore inherent in the principle of system interaction of a passive
RFID tag (PICC) and an RF reader (PCD).

In ALM, the phase shift between the PCD’s magnetic field and the carrier a PICC uses
for generating an active load modulation signal is a key parameter (referred to as relative
phase drift Ap). Especially during active transmission and communication of a weak
PCD electromagnetic field, it is not directly observable in presence of a strong active
transmitting PICC. A high driven current in the PICC is affecting the PCD-field to
a degree where it is left non-observable from the PICC’s point of view. This leads to
a desynchronization of internal clocks of PCD and PICC and the phase of the PICC
antenna current tends to drift away.

Even more, as older readers use only the AM information provided to decode the signal,
a proper carrier/clock recovery was not necessary. However, latest and state-of-the-art
readers use IQ-demodulation where a phase information is indispensable

So in order to work properly a modulator and a demodulator need to know both, the
exact symbol phase and the exact symbol rate, and they also need to know the exact
carrier frequency fo and carrier phase ¢(t). In practice, the receiver as well as the
transmitter rarely have the same timing and carrier clocks or information of their coun-
terpart, unless there are proper synchronization techniques provided, mostly referred to
as phase-locking. A control system which performs phase-locking is widely known as
PLL.
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A common PLL consists of the following major blocks:

1. Phase Detector: Phase-Error Generation - The initial operation derives a
phase difference between the phase ¢(t) of the reference signal and the estimated
feedback phase ((t) of the receiver. The actual signals are s(t) = cos(wjot + (t))?
and §(t) = sin(wit + ¢()), but only their phase difference is of interest in the
synchronization procedure. In control systems the difference is known as control
error, in case of a PLL also called phase-error Ap(t) = p(t) — @(t). To derive a
phase-error and to implement a phase detector, there are various known methods.
31)

2. Loop Filter: Phase-Error Processing - The next block in the loop obtains
information, such as trends from the actual phase-error. This processing step
usually suppresses random noise and other undesirable components of the phase
error signal for example by using different filters.

3. Voltage-Controlled Oscillator (VCO): Local Phase Reconstruction - The
last operational block is the so-called VCOS, which regenerates a local phase signal
from the processed phase-error to match the incoming phase ¢(t). The control
system attempts to force Ap(t) equal 0 by adjusting of the local phase ¢(t) so
that §(t) equals s(t). Again, along with VCO’s there are a multitude of different
methods to regenerate a local clock.”

The main premise of all phase-locking mechanisms is an inevitable finite delay in all
practical implementations. By regenerating the local phase ¢(t) a PLL will immediately
try to predict the incoming reference phase ¢(t) and then proceed to calculate the new
phase error Ag(t). The better and faster the tracking of phase deviations, the more
susceptible the whole mechanism will be to random noise and distortions.

There is no optimal solution, rather a trade-off between the mentioned opposing effects
which need proper consideration (e.g. the appearance of the transmitted signals) when
designing a synchronization system.

For the most practical purposes it is necessary to generate an estimate of either the
incoming signal’s clock or the phase error. Furthermore a distinction can be made,
whether phase detectors are used to recover a symbol clock (clock extraction for tim-
ing/clock recovery) or recover the phase of the carrier (carrier recovery), respectively.
31]

The EXG vector signal generator offers a variable reference input for signals up to
50 MHz with a resolution of in f = 0.1 Hz using a PLL working according to the the
basic principle explained above. Further intrinsic informations about the underlying
reference and the synthesizer circuitry can be found in [33].

5wi, being the local oscillator angular frequency

STf in digital form also referred to as NCO, N controlled oscillator.

"The various methods to derive a phase-error as well as to regenerate a local clock shall not be part
of this thesis.
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Figure 5.8: General structure of a phase-lock loop, comprising phase detector, loop filter
and VCO
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5.2.3 Clock Recovery Circuit

There are many possibilities such as designing an analog or digital PLL unit, its more
advanced derivative, the Costas Loop® or even an integrated circuit such as Austrian
Microsystems’ A53922° RFID reader. However, Agilent’s N5172B EXG vector signal
generator seems to be the best fit for a compact and flexible all-in-one device.

With the additional Reference In option, phase-locking on the desired 13.56 MHz carrier
signal seems possible. The synchronization accuracy as well as the locking range are
totally acceptable considering the carrier frequency being stable and possible phase drifts
staying within limits defined in ISO 14443/10373. =41 ppm matches +13.56 Hz which
corresponds to a phase drift of < 5° over one millisecond. Pretesting proofed a maximum
locking range of about 100 Hz, far enough for the intended purpose.

The input specifications can be seen in the following table:

Input frequency | 1 to 50 MHz (in multiples of 0.1 Hz)

Stability follows the stability of external reference input signal
Lock Range +1 ppm

Amplitude > —3.0 to 20 dBm, nominal

Impedance 50 €2, nominal

Waveform sine or square

Table 5.3: Reference In specifications [34]

The specifications of table 5.3 make a signal pre-processing step mandatory. The Clock
Recovery Unit needs a high impedance input to keep currents in the coil low. A 502
output impedance is needed, the amplitude input range is limited between 223 mVp and
3.16 Vp. To get most stable and verifiable results the generated clock signal shall have
a stable, defined amplitude, insensitive to variation in the PCD electromagnetic field H.
Again, testing revealed very low sensitivity to broader amplitude variations as well as
to lower input amplitudes.

The Clock Recovery Circuit basically needs to meet the following challenges:

1. provide a high input impedance for the main circuitry to prevent influencing the
existing PCD-PICC-system too much.

2. provide a conventional 50 ) output impedance

3. cover a wide range of signal amplitudes, especially relevant regarding ISO/IEC
standards mentioned in [3]

8 a PLL based circuit, used for carrier phase recovery from suppressed-carrier modulation signals, e.g
double-sideband suppressed carrier signals.

9boosted NFC IC employing active load modulation by AMS, developed in cooperation with Infineon
Technologies
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4. provide an output-signal with stable amplitude

5. provide a coherent and stable phase relation between the signal Vp;cry, = V;
induced in the Pick-Up antenna, corresponding the clock recovery unit’s input
signal, and generated clock signal V,,;, so basically between circuit in- and output.

Basic Circuitry

The simplest, yet most efficient way to generate a clock signal is to use an ordinary
comparator. In order to meet the prior postulated requirements it was decided to use a
single/dual supply comparator with rail-to-rail output, working on single supply.

Linear Technology’s LT1719 [41] fits the basic demands and offers moreover an ultrafast
propagation delay of 4.5ns at a 20 mV overdrive (figure 5.9).

8 T

\ 25°C
7 ¥§ngv= 100mV
RISING EDGE |~ = _
6 (tpoLH) CLoap = 10pF
z 5 \‘§
%> 4
o FALLING EDGE
e 3 (toHy)  —
2
1
0
0 10 20 30 40 50

OVERDRIVE (mV)
Figure 5.9: LT1719’s propagation delay vs overdrive (borrowed from data sheet [41])

The ISO/IEC 14443 specified range of PICC and PCD operating field strengths, both
being 1.5 to 7.5A/m, results in the induced voltage being in a range of 1.364 and
6.818 Vpp at an operating frequency of 13.56 MHz for a class 1 antenna. Measurements
revealed, the induced voltage in the Pickup antenna Vp;crrrp, = Vin due to the PCD field
is even smaller. Instead of a usual factor of 1.1 (for more elaborate information see [1])
the factor increases to 1.77 '°, which makes the signal appear smaller in amplitude.

With an input supply voltage from minimum 2.5 to maximum 10.5V and a resulting
input voltage range of minimum Vgg — 0.1V and maximum Voo — 1.2V as well as the
demand to utilize as few external power supplies as possible, it was determined to use
VeEr as GND and Voo = 10V. Due to the selected supply voltage levels it is necessary
to elevate the input voltage to a mid-level of 5V.

10\ easurements were made during this thesis, by increasing the H-field step-by-step from 0.5 up to
10 A/m and measuring Vpickup
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By using a serial capacitor C; for DC-decoupling and a voltage divider the input signal
from the antenna is modulated to a stable offset potential of +5V. At the operating
frequency, the divider along with the capacitor C; creates an input impedance similar
to a scope-probe.

To provide the 5V reference for the positive comparator input two options were avail-
able:

1. a voltage divider usable for generating a reference voltage level dependent on the
supply voltage Voo, of course leading to increased vulnerability against distortion
and ripple from the supply voltage, or

2. using a Low Dropout Regulator (LDO) to produce a robust reference but being
uncoupled from variations in Voo and therefore from the input signal Vj,.

The decision fell on the latter as it proved to be the much more reliable option for the
ultimate purpose. Furthermore no substantial variations in supply voltage and therefore
negligible influence of the phase coherence are to be expected. The chosen LDO is Texas
Instruments’ LP2985 which provides low noise and low dropout voltages as well as a low
standby current [43]. The comparator also comes with its own output supply voltage,
which is provided by a second LP2985. In addition, the same voltage regulator supplies
the downstream buffer BUF602 [42], a push-pull stage to provide the required 502
environment, along with resistor R6.
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—1Vin Vour =

G R4 BUF602
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Figure 5.10: Schematics of the Clock Recovery Circuit also referred to as Conditioning
Board
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The vector signal generator is able to add phase offset to the reference input signal Vi,
thus rendering it unnecessary to create a predefined phase-relation between input and
output.
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A simple simulation with Linear Technology’s Spice shows promising results:
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Figure 5.11: Picked-up signal with m = 30% at H,,q, according to ISO/TEC 14443 along
with output signal and signal at the Ref-In port of the vector signal generator
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Figure 5.12: Picked-up signal with m = 30% at H,,;, according to ISO/IEC 14443 along
with output signal and signal at the Ref-In port of the vector signal generator
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Figure 5.13: Picked-up signal with m = 90% at H = 0.7 A/m or equivalent 0.385 Vpp.
according to ISO/IEC 14443 along with output signal and signal at the Ref-In port of
the vector signal generator

Further considerations and conclusions

The circuitry was constructed regarding aspects coming from WG8/TF2 group aspects
to keep proposals fairly simple and as comprehensible as possible. There is of course
room for further considerations such as pre- or post-filtering of the signal. The idea
however was to keep the genuine signal as unaffected as possible.

The work with the signal vector generator proved to show limitations regarding its use
as an adequate PLL alternative. Although the device is able to lock onto the external
signal and even maintains coherency during minor variations in amplitude or frequency,
major shortcomings were revealed in the process:

While the Reference Input port is denoted to work as a PLL the device, in fact, only
locks onto an external frequency (as shortly outlined before in this chapter). So, a more
accurate term would be frequency locking. The signal is detected at its input port and a
stable phase coherency is established. As a consequence, a random phase between input
signal and the further generated signal at the device’s RF output port can be observed.
Every time the reference gets lost or is non-existent, the device switches to its internal
10 MHz clock leading to a phase-drift.

This is a major drawback for the use in a test-bench, leading to a severe restriction of
the field of applications and test-signals. The lack of a PCD electromagnetic field and
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signal Vogicon as for example in case of a field reset. While this can be circumvented by
creating according test-signals in a test-environment, this creates problems in practical
uses, for example the testing of an actual reader.

An envisaged possibility might be a real PLL in parallel to the recovery circuit, creating a
stable phase-locked signal regarding the PCD electromagnetic field as and when required
superimposed on the recovered clock or even different methods such as described in
[32].
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5.3 PICC Emulation

The following section focuses on the proper PICC emulation for the test bench. Basic
requirements are the ability to create and implement existing and proposed test patterns
compliant to ISO/IEC 14443, as well as any practically relevant modulated signal curve
as defined in [3].

Furthermore the emulated signal is required to gain and maintain a stable phase co-
herency with the PCD emulated signal over a defined period of time'!.

The following subsections examine the postulated and defined requirements, trying to
offer a practicable solution which unifies all aspects mentioned above.

PICC Emulation v

Logic
Pattern Wavefot.'m —>
. Generation
Generation
A

Figure 5.14: PICC Emulation

5.3.1 Proposed PCD Reception Tests

The impact of phase drift on the bit representation and coding has been a topic of
research priorly, resulting in following requirements regarding bit grid violations and bit
coding violations.

1. Bit coding violation is mostly valid for Type A communication beyond 106 kbit /s
and all bit rates in Type B communication. A maximum tolerable phase drift and

criterion for bit coding violations might be 30° over one frame'2.

2. In contrast, ISO/IEC 14443 currently only defines bit grid for Type A and 106 kbit /s.
Type B on the other hand defines bit boundaries. The criterion for bit grid violation
is presumably 0.1 Elementary Time Unit (etu) over one frame.

Consequently, not only the necessity of potential adaptations of current ISO/IEC re-
quirements, but also the necessity to evaluate a potential phase drift during data trans-
mission between PICC to PCD. Algorithms which can measure the phase drift of a load
modulated signal can be utilized to evaluate potential bit grid and bit coding violations

([12]).

11 Stable and defined period of time are characteristics, to be defined over the course of the upcoming
subsections
12 Sequence of data bits and optional error detection bits, with frame delimiters at start and end [4]
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The considerations mentioned above lead to a WG8/TF2 amendment [5] in ISO/IEC
14443-2, quoting:

During the whole PICC response, the PICC field shall fulfill the following
requirements when measured as described in ISO/IEC 10373-6 for each first
half of the subcarrier period:

o the amplitude of the PICC field shall be at least 0,6 times Voltage Load
Modulation Amplitude (VLMA), PICC depending on the PICC class

e the phase of the PICC field shall be both:

— between —175° and +5° relative to the phase of the PCD operating
field,

— between —30° and +30° relative to the phase of the PICC field at
the beginning of the PICC response.”

The PCD shall be able to receive a PICC response with the following char-
acteristics during the whole PICC response, when measured as described in

ISO/IEC 10373-6 for each first half of the subcarrier period:

e amplitude of the PICC field of at least 0,5 times VLMA, PICC depend-
ing on the supported class

e phase of the PICC field both:

— between —180° and 0° relative to the phase of the PCD operating
field,

— between —35° and 4+35° relative to the phase of the PICC field at
the beginning of the PICC response.

For PCD reception tests regarding ALM and PLM - among a variety of other defined
tests - phase analysis, tests to evaluate the minimum and maximum V74 and bit rate
dependent tests over the whole PICC response up to half a subcarrier period of each etu
were proposed in WG8/TF2 amendment [5].

These tests shall also contain differing initial phase tests to evaluate if Receive (RX)
command of PCD can cope with the information in I- and Q-channels as well as positive
and negative phase drifts for all bit rates and both communication types, Type A and
Type B.

Bit-Dependent Tests

The bit dependent tests as mentioned in section 5.3.1 comprise different test patterns
of varying communication methods (Type A/ Type B), polarity of the ALM signal (bipo-
lar/unipolar) as well as the different bit rates (106 - 848 kbit/s):

e Type A, 106 kbit/s:
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— Bipolar: +35° over four subcarriers per etu

— Bipolar: £35° over the entire PICC response

— Unipolar: +35° over each subcarrier-half per etu
e Type B, 106 - 848 kbit/s and Type A, > 106 kbit/s:

— Bipolar: £35° over the entire PICC response

— Unipolar: +35° over each subcarrier-half per etu

e

Figure 5.15: PCD reception test case 1: Type A, 106 kbit /s, bipolar modulation

1 etu 1 etu

phase 1 etu 1 etu
35" | |

time

Figure 5.16: PCD reception test case 2: Type A, 106 kbit /s, unipolar modulation
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Figure 5.17: PCD reception test case 3: Type A, > 106 kbit/s and Type B, all bit rates

5.3.2 Realization via Vector Signal Generator

In order to verify not only PLM but also ALM signal behavior on a test PCD assembly,
the PICC emulation shall not only be able to synchronize with the PCD emulation device
but shall also be able to generate the previously mentioned proposed signals and signal
behavior.

The Vector Signal Generator Agilent N5172B EXG with its huge offer of optional features
is not only able to recreate exactly these proposed test cases [12] but comes also with
even another very valuable option: a flexible reference input accepting periodic signals
in a frequency range of 1 to 50 MHz, as already pointed out in section 5.2.

Exgll

@
@
(O]
(0]
@

Figure 5.19: EXG N5172B Back Panel [36]

The WG8/TF2 group strives always for the most simplistic way, easy to implement,
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easy to verify with high reproducibility, accuracy and durability. These very reasons,
along with the thoroughly investigated options and behavior of the EXG Vector Signal
Generator [34] makes the device a very interesting option to be used as a complete all-
in-one solution for the PICC emulation process. The EXG unifies pattern logic and
waveform generation as well as offers a flexible reference input with up to 50 MHz to
allow phase synchronization with the PCD magnetic field.

The Vector Signal Generator Agilent N5172B EXG with integrated Baseband Generator
(BBG) (Option 653) [34] uses exactly this method to generate and provide a modulated
signal at its RF output. The data used for generating the I and Q signals can be provided
internally by using MatlabT™™to create proper baseband data and Standard Commands
for Programmable Instruments (SCPI) to transfer the data set via Ethernet or General
Purpose Interface Bus (GPIB)/Institute of Electrical and Electronics Engineers (IEEE)-
488 to the device [37].

MatlabT™TImplementation

The amplitude and phase of the sine wave generated by the synthesizer section of the
vector signal generator can be controlled by discrete voltage levels at the I/Q inputs.
For the sake of simplicity these discrete levels are assumed to be infinitesimally small
for the next considerations:

Figure 5.20: Phasor diagram representing I and Q of the I/Q modulator

The vector (or phasor) diagram is a useful tool to help visualizing how the sine wave
is modified. The phasor diagram is interpreted as follows: the amplitude of the signal
is represented by the length of the vector, the phase of the signal is represented by the
angle relative to the in-phase, or I axis. All modifications happen within the range of
the unit circle.

A short example shall help to understand the procedure, starting from a desired signal
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in its time domain, transforming this signal to its according IQ data representation and
finally downloading the IQ data via SCPI to the device.

Amplitude of the IQData signal

x x

Amplitude[volts]
o
[&)]
T
1

x X
0 r r

0 500 1000 1500
samples

Phase of the IQData signal
40 T T

0 500 1000 1500
samples

Figure 5.21: Matlab representation of the data signal

A short summary for the code (figure 5.22) creating the simple data signal:

The code enables generating of a vector signal, in other words, a pulse signal with an
amplitude of 1 and a phase drift from 0° to 35° over one etu at a bit rate a 106 kbit/s.
By adding zeros before and after the pulse the total period is extended to 2 etu. Such
concatenating can be done deliberately.

In order to avoid too high overshoots at the EXG output the edges of the pulse are
softened by using a few samples to interpolate the transitions from high to low and vice
versa. A simple raised-cosine filter is used for this procedure.

In the end one complex 1Q data vector is generated (figure 5.21), the EXG Vector Signal
Generator can process. The function needs the IQ data vector as well as the ARB'3
sample clock fg as transfer parameters. The sample clock is based on the time resolution
or the bandwidth of the signal. It is the basis for the length of all data signals to be
created further on.

All other steps provided to establish connection via LAN/GPIB or download the IQ-data
signal onto the device is possible via Matlabs Waveform Download Assistant, which can
be found, along with examples, on [39].

13 Arbitrary waveform unit within the EXG to create various modulation signals
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function [IQData fs] = create waveform();

%% Definitions

fc = 13.56; %carrier frequency

BR = fc/128; $Bitrate

etu = 1 / BR; %1 etu of actual Bitrate BR

sig_length = etu; %$Signal length

fs = 75e6; %$ARB Sample Clock

N = floor(sig_length * fs); %defines number of samples used for data signal
fs = N / sig_length; S%recalc of fs due to integer samples

%% calculation of the data signal

phi = 35/180*pi; %defines wanted phase drift
samples = linspace(0,1,N); %defines a sample vector

I = cos(samples*phi); $calc I

Q = sin(samples*phi); %calc Q

IQDbata = I + j*Q; $defines the complex IQ vector

oe

$Define Rise and Fall time
=4

o

defines the number of points in the rise-time & fall-time
number of points translated to time

defines the pulse rise-time shape

defines the pulse on-time characteristics

defines the pulse fall-time shape

n 7

tr=-1:2/n:1-2/n;
rise=(1l+sin(tr*pi/2))/2;
on=ones (1, length (IQData)-2*n) ;
fall=(l+sin(-tr*pi/2))/2;

90 o ae

o0

$Concatenate vectors

am = [rise on fall]; % adds the softened rise/fall time to the pulse

zero vector = zeros(l, floor(length(samples)/2)); %defins zero-vectors for the data signal
IQData = [zero_vector IQData.*am zero_vector]; %$adds zeros 1/2etu before/after the pulse
end

Figure 5.22: *.m-file to create a signal with constant amplitude and phase drift over 35°
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Verification Measurements

This subsection shows the verification procedure using a test signal generated with the
Agilent EXG N5172B vector signal generator. The procedure consists of three test
scenarios which are:

1. The test signal is directly applied to the oscilloscope without the use of the ISO
test PCD assembly.

2. The test signal is applied to the active RefPICC (as mentioned in section 5.1) on
the ISO test PCD assembly without PCD magnetic field

3. The test signal is applied to the active RefPICC on the ISO test PCD assembly
with activated PCD magnetic field.

In principle, the utilized test signal is the same pulse as mentioned above:

e Amplitude: 1V,
e Phase: wgart = 0°, @eng = 35°
e Duration: to, = torr = 9.44 us

Magnitude and Phase of base band ALM signal

o
®

o
>

magntitude

°
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0.2
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Figure 5.23: Baseband test signal, magnitude (above) and phase (below)
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1) Test without ISO test PCD assembly
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Figure 5.24: Test Setup without ISO test PCD assembly.

The setup provides both, PICC and PCD emulation devices synchronized using the
reference input of the EXG Signal Vector Generator and the synchronization output of
the chosen PCD-emulating AWG.

The signal provided by the PCD emulation unit, is a 13.56 MHz sine wave carrier fed
into an amplifier. The synchronized EXG utilizing its internal baseband generation unit
with a downstream 1/Q modulator emulates the PICC, providing the prior defined test
signal, referenced to as modulation signal.

Both device outputs, terminated with 50 2 are directly fed into channels of a scope with
a reasonable high sampling rate'*.

14Nyquist-Shannon Theorem of sampling: for baseband signals fsampie > 2 fmaz With frmaz being the
highest appearing frequency of the useful signal
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Signal [V]

Figure 5.25 shows both signals with a resulting phase drift of 35° over 1 etu.

Test Signal with 35° phase drift over 1etu (RF-Out of Signal Generator)
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Figure 5.25: Test Setup without ISO test PCD assembly.

The

reference (carrier) signal is generated to be in phase with the first zero-crossings of the
modulation signal (test signal) to reach an initial phase offset of zero.

Signal [V]
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Figure 5.26: Test Setup without ISO test PCD assembly.

The phase is calculated in a similar manner as mentioned in previous chapters prior.
During the test signal’s transient oscillation from a flat line to its steady state, the

argument of the Hilbert transform underlies a certain oscillation.

Compared to the

steady reference HF sine signal this results in a jitter when calculating the difference

of both arguments whenever signal-transitions occur.

This leads to uncertainties in

these sections and raises the general question if and how to assess transients in this
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context.

Figure 5.26 shows a signal sequence of five consecutive bursts with ¢,¢; = 0 and a phase
drift from 0 to 35° each over 1 etu.

The signal vector generator is able to create the demanded signal within an acceptable
transition width which equals a few ps, with extra Narrow Pulse Option even less then
10ns). Consequently, so higher bit rates are easily achievable.

2) Test without PCD magnetic field
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Figure 5.27: Test Setup without PCD magnetic field.

The modulation signal is applied to the current source of the Extended RefPICC acting
as DUT on the ISO/IEC Test PCD assembly. However the sine wave carrier is not
applied to the PCD antenna, thus the PCD is not generating a magnetic field. Again
the reference sinusoidal carrier signal is generated to be in phase with the first zero-
crossings of the modulation signal.

Figure 5.28 shows that also this test’s result meets the expectations. The modulation
signal is no longer the measured parameter, instead the voltage Vsense at the Sense Coil is
now obtained as it is representing the PICC current an thus the modulation signal again.

Rise/fall times of the modulated signal appear noticeably larger due to the signal path
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Test Signal with 35° phase drift over 1etu on ISO Setup without Reader-Field
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Figure 5.28: Test Setup without PCD magnetic field.

across the PICC. The transient behavior is influenced which leads to now even larger
distortions of the calculated phase drift in these areas. The targeted phase shift of 35°
however can be met.
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3) Test with PCD magnetic field
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Figure 5.29: Test Setup with PCD magnetic field.

The test signal is fed into the current source of the Extended RefPICC, in this case also
with the sine carrier of 13.56 MHz applied to the Test PCD assembly thus generating a
magnetic field. Both relevant measurands are now captured from the Test PCD assembly,
Vsense from the Sense Coil and Vogicon from the Calibration Coil.

Figure 5.30 shows distinct impacts on the signal Vgense. The signal is noticeably affected
by the present PCD magnetic field. Also, the voltage Vsense can no longer be considered
as direct representation of the PICC current. The superposition of an active PCD
magnetic field and as a consequence thereof changes in the induced voltages and current
in the PICC lead to an altered magnetic field signal measurable at the Sense Coil and
corrupting the representation of the PICC current Ip;oc and thus a relative phase drift
measurement.

An aimed phase drift is still present, due to the interference. the phase can be seen
distorted and is not linear over a whole etu.

81



Test Signal Sequence with 35° phase drift over 1etu
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Figure 5.30: Test Setup without PCD magnetic field.

Concluding remarks

e [t is possible to create proper test signals regarding PCD reception tests with the
EXG Vector Signal Generator. A proof-of-concept was made which show-cased the
possible usage of the present Extended RefPICC in combination with the existing
ISO/IEC Test PCD assembly.

e The Extended RefPICC is able to maintain predefined phase specifications and
can be considered a device being usable for future phase drift measurements and
reception tests.

e The Sense Coil signal is based on the interaction between both, PICC and PCD,
dependent on different parameters such as transponder antenna sizes, quality fac-
tor Q, resonance frequency fr.s or PCD magnetic field, in reality existing of noise
vector', Vieise and the real representation of the PICC voltage, Vproco. Fur-
ther signal-processing steps are required to gain a real representation of the PICC
current. (c.f. section 5.4.2)

e The phase calculation is a matter of calculation techniques and approaches. Tran-
sients as well as the calculation of a phase in every single sampled data-point might
be inefficient and not expedient.

15The noise vector can be seen as a product of deficiencies in metrics of the ISO Test PCD assembly
and is extensively explained in [28]
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5.4 FEvaluation Software

The purpose of the evaluation software and component of the test-bench is to determine
a phase ¢ as well as an amplitude deviation of the PICC with the DUT in reference to
the PCD emitted signal over an arbitrary time frame.

The following section focuses on the recovery and calculation, mainly of a phase devi-
ation ¢ of such an ISO/TEC 10373-6 Test PCD assembly. It shows the implementa-
tion, proposed alterations and modifications as well as possible alternatives and future
prospects.

PICC Emulation v

Logic
Pattern Wavefox_‘m —>
. Generation
Generation
A

Figure 5.31: PICC Emulation

The evaluation of the magnitude and phase of a load modulated signal can be achieved in
several ways: depending on the test setup which is described in the according standard
(section 4.3) appropriate methods can be developed. One method for the use of an
EMVCo Setup was introduced by Christoph Egger in [27].

5.4.1 Hilbert Transform - Hilbert Transformer

Starting with the real signal from equation 3.11

s(t) = A(t) - cos (wt + ¢ (£)) (5.4)

and its analytic pendant, the conjugated complex expression s,(t), equation 3.12 can
be obtained. However, at first and foremost the transfer of the real signal s(t) into its
complex form s,() needs to be sought out.

sa(t) = R{A(t) - elorteO] (5.5)

Characterizing the phase ¢(t) at any given time would then be possible by observing the
instantaneous angle between the real and imaginary part of the complex expression.
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The aim of Hilbert transform demodulation in the frequency domain therefore is to
express a real signal in its complex form, whereas the original signal s(¢) remains as the
real part of the complex form. This complex expression is also commonly referred to as
analytic signal sq(t).

Utilizing Euler’s Formula and the analytic signal s,(t) leads to the following conclu-
sion

sa () = [A (1) - cos (i (1)) +5 - A(2) - sin (i ()] - 20"
R{sa(t)}=s(t) S{s(t)}

The signal s(t) can be represented in its analytic form s,(¢) by summation of the orig-
inal real signal s(t) and an imaginary sine of the instant phase (¢) of the original
signal.

In order to allow such a representation, there needs to be a mathematical operator which
allows transforming a cosine into a sine'®: the Hilbert transform.

Signal u(t) | Hilbert transform H {u} (¢)
sin(t) —cos(t)
cos(t) sin(t)

Table 5.4: Table of selected Hilbert transforms

The equations above show the relevant correspondence, with H {-} as the Hilbert trans-
form operator.

The following step shows the construction of the analytic signal for the example 3.9
by using one of the most common mathematical functions in the frequency domain: the
Fourier transform.

1 o ~
S(w) = —/ s(t)e 79t dt. 5.6
@)= 5= [ st (5.6
By representing a cosine in its complex form using Euler’s Identity

eI | =i

s(t) = cos() = 5

(5.7)

and using equation 5.6 to express the time function s(¢) as a function of frequency S(w)
the following equation

16Requirement is a valid range of values in the domain of definition
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S(w) = (5.8)
is obtained, with § as the Dirac delta function.

If we multiply equation 5.8 by 2 and zero all negative frequencies

Sa(w) = 6w — Q) (5.9)

the obtained result denotes a simple Dirac delta function with a shift of §2 in its frequency
domain (equation 5.9).

IUr(t) = F{X(w—Q)} (5.10)

The inverse Fourier transform of equation 5.9 along with the transform pair in table 5.10
leads to the following new function

sq(t) = &% (5.11)
the analytical signal of prior defined s(t). As already pointed out in section 3.5, an
analytic signal is defined as being complex in the time domain and therefore not having
negative-spectral components in its frequency domain. The summation of a real signal

s(t) as defined in equation 5.7 with its own complex multiplied Hilbert transform is
thereby per definition an analytic signal.

Summarizing

Given a real function s(t) with its Fourier transform S(w), the analytic signal s,(t) is
defined by

salt) =2 /0 S (W)l dtw (5.12)

The Hilbert transform of a real signal s(t) is defined as the imaginary part of the analytic
signal s,(t), denoted as §(t)

sa(t) = s(t) + j5(t) (5.13)
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Thus, the Hilbert transform utilized in the frequency domain represents a phase demod-
ulation technique, expressing a real signal in its complex form, often referred to as an
analytic signal. The special characteristics of the Hilbert transform can be utilized for
signal processing purposes. A Hilbert transformer allows a phase shift of 90° to a sine
signal leading to transformation of signals as shown in table 5.4 which will be also the
case in the following sections of this chapter [22].

5.4.2 Implementation

1st iteration - proposal

This subsection is going to discuss an effective way to retrieve the phase drift & during
PICC response with the use of the existing ISO/IEC 10373-3 Test PCD assembly.

The requirements for such a Phase Test are:

e Determination of the PICC current’s phase in relation to the PCD over a response
frame.

e Determination of the phase drift, Ay in relation to the response’s start phase.

e The tool shall provide at least one value of the phase information per subcarrier
period to guarantee interoperability over various PCDs.

As determined by the group WG8/TF2 during the whole PICC response the PICC’s
current shall fulfill the following requirements:

1. The phase of the PICC current needs to stay within —175° and —5° relative to the
phase of the PCD operating field.

—175° |

VSense

Figure 5.32: Requirement #1: current phase between PICC andPCD
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2. The PICC current shall also lie within a range of —30° and +30° relative to the
phase of the PICC field at start of its response RX.

Figure 5.33: Requirement #2: limits for relative phase drift

These restrictions are necessary, in order to maintain an actively modulating PICC
behavior similar to PICCs which are passively modulating. These stem from phys-
ical limitations of passive PICCs but may be removed in future revisions of the
standard. [3].

Figure 5.34 shows the basic principle to retrieve a possible phase deviation by using the
Hilbert transform.([18])

Noise Hilbert
EEmm—— > - .
Sense BPF _»| Cancellation Transform > arg{ }
coil signal L,Q
A¢
Calibration Lo
coil signal _| BPF _| Hilbert ’ arg{-}
| Transform > g

Figure 5.34: Hilbert Transform demodulation principle

To obtain phase drift between the current of the PICC ip;cc and the PCD ipcp the
corresponding voltages are captured and bandpass filtered. Their output is split into to
sub-paths - I and Q - by using the Hilbert transform. The quadrature representation
allows an assessment of instant phase and amplitude of the bandpass filtered 1/Q - data
pairs.

A final subtraction of the gathered phase ppop from pproc leads to the phase deviation
value Aep.
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VSense VCalCuil

Figure 5.35: Vector representation of the PICC loading a PCD

As mentioned earlier this approach allows the unrestrained use of the the existing
ISO/IEC 10373-6 Test PCD assembly. This means both ip;cc as well as ipop are
represented as a voltage vgense measurable at Helmholtz Bridge (Sense coil) and the
Calibration coil, vogicoei, respectively. Figure 5.35 depicts the vector signals of the rele-
vant measurands as well as a noise vector.

The following Bandpass (BP) in both paths matches a Butterworth filter of 2" order
with a center frequency of wo = 13.56 MHz and a bandwidth of 10 MHz in order to
remove DC components and higher harmonics.

The next important step happens in the PICC path. As outlined in chapter 4.3.4, the
signal measured at the Helmholtz Bridge is actually heavily influenced by the actual
PCD incorporated magnetic H-field, the remaining carrier as well as the continuous
loading of the PCD caused by PICC. This premise leads to a necessary removal of these
noise signals to gain a signal which represents the PICC. This effect can be considered
in form of an additional noise value or noise vector regarding a vector representation of
the PICC loading the PCD (c.f. section 5.4.2).

The procedure to cancel the noise is to cross-correlate a part of the unmodulated Sense
Coil signal with the Calibration Coil signal. To maximize the correlation the Calibration
Coil signal is shifted and normalized to find an optimum. The manipulated signal is
geometrically subtracted from the Sense Coil signal resulting in a quantity representing
tpicc-

After the cancellation procedure, signal periods with an inverted phase (180° phase
shift) regarding the PCD and periods in which there is no signal driven to the PICC
are extracted, leaving only exploitable parts of the sampled signal to be processed. The
parts of the signal without measurable amplitude are removed during the cancellation
procedure because applying the Hilbert operator on such sections of the signal would
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Figure 5.36: Noise Cancellation Procedure adapted from [18§]

lead to a huge, monotonically rising phase drift between both data signals created in the
1Q paths. The cancellation needs to take place in both signal paths simultaneously to
maintain a correct phase relation. The decision making to where and when to cut and
retrieve the relevant parts of the data sequence is implemented using the demodulated
Sense coil signal (Figure 5.37).

At last Hilbert transform of both signals can be calculated, the result’s argument yields
phase values for both. The difference is the equivalent instantaneous phase difference, a
phase-drift A¢p.

The resulting phase is displayed by averaging the phase drift over one subcarrier period
leading to only one data point per subcarrier.
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Figure 5.37: Cutting Procedure for Vgepse, analogous to Voacon adapted from [18]

2nd iteration - adaptation

In terms of communication signal quality, the relevant PICC parameter is the modulation
seen by the PCD, which is the vectorial difference between the two PICC modulation
states (c.f. amendment [3] of ISO/IEC 14443-2). As the amplitude and phase continu-
ously change during PICC modulation, it might seem only reasonable to calculate the
vectorial difference between each PICC signal vectorial value and the vectorial value lo-
cated exactly /s fqu later, in other words: building the difference between the complex
PICC signal and the same signal shifted by /s fsus. All complex values of any series
made by sampling this complex difference at a sample rate of !/ f.up Shall be processed
to show a PICC phase drift.
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The following segments show adaptations made to the prior introduced phase evaluation
method.

Signal fsun w@reseensssrseassn s s enasee s .| Sample
Acquisition Calculation | i Selection
l ; Vectorial
Pre- I HY A Difference
Filtering | ;

Figure 5.38: New adapted phase evaluation method developed in order to depict the
vectorial difference between each PICC signal value

The amendment [3] made to ISO/TEC 14443-2 describes Modulation States as follows:

The PICC transmits data by using at least one modulated state. The first modulation
state is called MS1. The second modulation state is called MS2 and may be the same
state as before PICC transmission. Amplitude and phase of these modulation states are
measured by specific test methods described in ISO/IEC10373-6.

The evaluation method has been adapted to additionally depict these modulation states
in constellation diagrams.

The enhanced concept can be split into several parts:

e Signal Acquisition: The Sense Coil signal Vgense(t) representing the PICC cur-
rent is acquired by a scope with a sampling frequency fs; > 1GS/s as described in
chapter 5.4.2.

e Pre-Filtering: A bandpass filter (13.56 M Hz+5M H z) filters the signal Vgepse[n]
with a bandwidth of 10M H z in order to cancel DC as well as higher harmonic fre-
quency components out.
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Hilbert Transform: The Hilbert Transform is used to transfer the filtered signal
vsc, fiie[n] into the complex domain.

Hgc [n] =H {'USC,filt[n]} (5.14)

Hgsc[n] =R{Hsc[n]} +j - S{Hsc[n]} (5.15)

Equation 5.15 shows a real and an imaginary part, the (In-phase) and the Quadra-
ture phase part (see section 3.5.2). The In-phase and Quadrature part define the
Modulation State (MS) vectors’, MS1 and MS2, current location over time in the
constellation diagram

210 \ \

Isc[nysz], Qselnmsz]— |

240

270 ISC [nMsl]; QSC [nMSI]

Figure 5.39: The phasor of both, MS1 and MS2
Computation and Shifting of f,,;: The subcarrier frequency, fsup, is directly
derived from the nominal carrier frequency, feqrrier Of 13.56 MHz. However the
heedful reader will learn, that this will lead to problems explained in an example

on the following subsection.
Mathematically, the shifted signal can be expressed as

Hgcon[n] = R{Hsc,sn[n]} + 7 - S{Hsc,sn[n]} (5.16)

Calculation of the Vectorial difference: Hgy;fr[n] is the difference of shifted
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and unshifted signal.

Haipp[n] = R{Hsc([n]} — S{Hsc,sn[n]} (5.17)

\\

300

" Hgigln]

Figure 5.40: Vectorial difference of two 5 fl - shifted Hilbert transformed data sequences

e Sample Selection: For a correct evaluation, the selection process of samples is
quite important. It is possible to evaluate both, transients as well as longterm
drifts. Since there has been no decision if and how important transients are in the
modulation process the focus is set on longterm drift evaluation!”.

To gain a better resolution in the evaluation results one sample is selected each
1 /2Nsup which leads to two series of data, in other words one sample per modulation

state.

7 This subject has been up to discussion during creation of this thesis.
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Figure 5.41: 1 sample each ! /2Ngyup obtained from the sample data

Method illustrated by an example

For further considerations an example is used: a typical PLM signal, Type B ATQB
with a bit rate of 106 kB RX/Transmit (TX) operated at a PCD magnetic field strength
of 1.3 A/m with a Class 1 antenna and fes tuned to 16.1 MHz. In a traditional PLM
the Device Under Test (DUT) clock is synchronized with the PCD field, thus a phase
drift is not expected.

Sense Coil Voltage VSC(t)
0.25 T T T T T T T T T

voltage

Figure 5.42: Sense Coil Voltage, Type B, 106 kbit/s
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Constellation Diagram of H diffs
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Figure 5.43: Constellation Diagram of Hy; s g

Common PCDs do not show any significant phase drift with less than +1° measured in
most cases, attributed merely to noise than real phasor variations. [19]

However the constellation overview in figure 5.43 depicts a real phase drift of 27° within
0.1ms. This has very obvious reasons. The internal oscillator of the acquisition instru-
ment (oscilloscope) is not synchronized with PCD field, thus when comparing the PICC
signal value and the value almost exactly !/2fsu later, mainly jitter errors occur, but
unlikely continuous phase drift.

In addition, a typical 50 ppm difference between the carrier frequency of the PCD and
the nominal 13.56 MHz will give a difference of 678 Hz, i.e. a 360° phase shift every ! /g7s
seconds, meaning a 24° shift every 0.1 ms. (cf. figure 5.43).

To overcome this problem, there are several solutions:

Firstly, the determination of the actual subcarrier frequency, fs.», by computing the
Discrete Fourier Transform (DFT) of vgc, i+ and extraction of the actual fearpier. This
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also allows the computation of the actual fg,; and Ngyp, respectively. Therefore Ny, is
the amount of samples per subcarrier, re-sampled to ensure a constant (even) amount
of samples per subcarrier period !/ Foub®

—— Original Bridge Signal
—&— Resampled Bridge Signal

b & !
¢ P p & b b b b .
05 g9 & ¢ g ¢ Fod i i £y

voltage
°
I

05

29 291 292 293 294 295 296
time x10°

Figure 5.44: Evenly sampled carrier signal over one subcarrier period, !/ Foub-

The DFT is actually a periodogram function, an estimate of the spectral density of a
signal. [22]

This is implemented as an iterative process in which the size of the DFT window with
every step increasingly is narrowed towards the frequency of the highest Power Spec-
tral Density (PSD). The decision to use an iterative approach was owed to otherwise
relatively long calculation times and therefore a non-existent real-time capability. I.e.
the first step in determining the exact feqrrier iS computing the PSD over a span of
frequencies leading to a coarse first estimation of f.qrrier. The next step centers around
the first estimation but with a significantly narrower window. This loop proceeds until
there is a feqrrier With reasonable accuracy of £100 ppm given.
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Constellation Diagram of H
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Figure 5.45: Constellation Diagram of Hg;sr s without significant phase drift
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Figure 5.46: Hg;fy s in time domain without significant phase drift

If eliminating the error caused by choosing a wrong carrier frequency for the computation
of the phase drift, the mean phase drift (mean of maximum phase drift of MS1 and MS2)
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equals —0.48° , mostly to be contributed to noise. This result is depicted in figures 5.45
and 5.46.

Phase vs. time of H g Phase of MS1 and MS2 vs. time of H ¢
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Figure 5.47: Hgy;fy,s in time domain with feqrrier recovery but without re-sampling (left)
and without feqrrier recovery but with additional re-sampling (right). Note the narrow
phase scaling on the right graph.

To get a better understanding of the proposed steps a comparison between the impact
of either to re-sampling the acquired signal and the impact of recovering the carrier
frequency, fearrier, from the actual PCD magnetic field is depicted in figure 5.47.

Again, the signal example is generated having zero phase drift. As one can see, evenly
re-sampling the acquired data has a huge impact on the result. The figure on the right
shows only a fraction of the initial erroneous phase drift. The remaining error is explained
with the lack of an actual carrier frequency recovery.

Figure 5.48 shows the impact of a slightly altered f.q;rier in comparison to the refer-
ence frequency used for the calculation. A deviation of only 50 ppm causes an already
remarkably erroneous calculation of the phase drift.
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Constellation Diagram of signal of Ex.1 with different fcarrier
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Figure 5.48: Sensitivity of results due to erroneous (max. 50 ppm) fearrier

Test Signals

The following section shows several test signals and their efficient evaluation according
to the method described above.

A) Ideal XOR!® test signal with a subcarrier drift of 1.7° at a field strength equal to
3.5A/m:

Field of PICC
T T T T T T T T

Figure 5.49: Ideal XOR - test signal with a subcarrier drift of 1.7° over its frame

18X OR means two modulated states with reciprocal phases

99



Filtered Sense Coil Bridge Signal
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Figure 5.50: Ideal XOR - test signal: magnitude of both MS

Filtered Sense Coil Bridge Signal

1 I
y R T
e oI | i
1 ‘ il |
0.5 1 1.5 2 25 3 3.5 4
timeins X 10-5
MS1 mean angle between Sense Coil and Calibration Coil Signal = 49.29°
50 T T T T T T o o9 T VO
g Ve coo o ® eo o0 0® oo o0
fg) o] eo0 ® 4
©
_50 r r r r r r r
0.5 1 1.5 2 25 3 3.5 4
timeins X 10—5
MS2 mean angle between Sense Coil and Calibration Coil Signal = 48.20°
‘100 T T T T T T T
Q
0‘6)7-150* o"".'..'....'.,
o) eo 0000 ®
kel oo o000
_200 r r r r r r r
0.5 1 1.5 2 25 3 3.5 4
timeins -
x 10

Figure 5.51: Ideal XOR - test signal: phase of both MS
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Constellation Diagram
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Figure 5.52: Ideal XOR - test-signal: constellation diagram

B) Ideal Type A test signal at a field strength equal to 3.5 A /m:
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Figure 5.53: Ideal Type A - test-signal: magnitude of both MS
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Figure 5.54: Ideal Type A - test-signal: phase of both MS
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Figure 5.55: Ideal Type A - test-signal: constellation diagram
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C) Ideal Type B test signal at a field strength equal to 3.5 A/m:
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Figure 5.56: Ideal Type B - test signal: magnitude of both MS
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Figure 5.57: Ideal Type B - test signal: phase of both MS
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Figure 5.58: Ideal Type B - test signal: constellation diagram
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5.4.3 Discussion of Proposed Methods
Conclusions

e Issues concerning inaccuracies of the carrier frequency, feqrrier, and its value used
for calculations: an inaccurate carrier reference has profound effects on the evalu-
ation. Differences of a few ppm can lead to an outcome showing distinctive phase
drift. An artificial carrier reference feqrrier is necessary. The adaptation proposed
an accurate estimation of the carrier frequency. The approach of a consecutive
determination of feqrrier might be considered to calculate the instant carrier fre-
quency on-the-fly using Short-Time Fourier Transformation (STFT). Additionally,
jitter of feqrrier Over an observed frame is taken into consideration.

e Finite sampling precision of the acquisition device needs to be considered: When
sampling the PCD magnetic field the sampling device’s sampling rate usually will
not be synchronized with the carrier. Data signals need to be re- and up-sampled
to result in an evenly distributed amount of samples.

e The associated voltage Viuicoi representing the PCD current can be fairly easily
acquired to create reference foqrrier. This also provides accurate information about
the initial phase.

e The method needs an algorithm to differ between modulated and unmodulated
states and to find a steady state for being able to choose samples properly. How-
ever, the procedure in general needs still optimization.

e The evaluation software is applicable on both PLM and ALM signals. Nevertheless,
especially pauses within Type-A PCD commands tend to be a problem. The loss
of the clock signal leads to a loss of the phase coherence between the PCD and the
PICC.

e As the phase measurement is continuous and the transitions between states are
not controlled and create phase variations, it must be decided:

— how much of the transitions between modulation states are ignored, knowing
that transition speed depends on the PICC quality factor, and

— if averaging is done on the remaining, steady part of each modulation state.

Homodyne Demodulation Method

There are also alternatives to be considered, such as the homodyne principle:

The Helmholtz Bridge (Sense Coil) signal Vgepse(t) can be demodulated by use of the
homodyne demodulator as depicted in figure 5.59. The in-phase path is demodulated by
the Calibration Coil signal Voo whereas the quadrature-phase path is demodulated by a
90° shifted Calibration Coil signal. Low pass filter in both paths suppress 2 harmonics
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Figure 5.59: Homodyne demodulation principle

of the carrier signal. DC blocking filters are provided to remove the DC component of
the signal. The argument between inline-phase and quadrature-phase signals result in a
phase signal ¢(t)

Following aspects have to be taken into account if implementing the homodyne demod-
ulation principle:

e To accurately measure the phase deviation of a signal in the presence of a strong
signal at the same frequency is tricky.

e A Homodyne demodulation algorithm and removal of DC component can solve
this problem in the Baseband.

e Homodyne demodulation of the continuous wave carrier component in HHB with
the calibration coil continuous wave carrier produces DC voltage which can be
removed.

o It is possible to use the existing ISO/IEC 10373-6 [2] test bench and to define
an additional RF compliance test in order to guarantee interoperability of ALM
devices with existing infrastructure.

Evaluation Software - Control

The controlling aspect, the interaction in both directions between evaluating system and
PICC emulation, RefPICC and Test PCD assembly has not been part of this master
thesis due to lack of time. The main idea behind an automation aspect would be to
simply specify a desired AM and PM target values within a software interface such as
Matlab™used for implementing the control program. The measured signal would be
evaluated and analyzed, while adjusting parameters in the PICC emulation block as long
as the target values would be reached eventually.
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Chapter 6

Verification regarding ISO/IEC
14443

The EMV requirements of both, the signal interface and the RF power interface of the
PCD and PICC are specified in the document EMVCo Level 1 Test Equipment [9].

The most glaring difference between both standards: Tests according to ISO/IEC 10373-
6 [2] are defined in order to evaluate only the DUT, whereas the EMV procedure takes
into account the overall contactless system in which a DUT interacts with the EMVCO
Level 1... in order to be evaluated.

Although the limits in the standard are defined in a way that compatibility with the
limits defined in ISO/IEC 14443-2 should follow, a direct conversion of measured values
is hardly possible and is currently investigated by Infineon Technologies AG.

6.1 Test Setup

Earlier in chapter 5, a rough concept for a possible test bench has been introduced, as
depicted in figure 5.1. Due to limitations and restrictions in both, time and range of
functions available, the original concept mentioned in this chapter had to be adapted
and changed leading to the final test-bench setup shown:
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Figure 6.1: Block diagram of the final test bench setup

The most noteworthy differences between the initially envisioned test setup and the final
setup can be briefly explained as follows:

The EXG vector signal generator is responsible for both, the entire PICC emulation
and to a large extent for the carrier recovery. The signal to be locked on the carrier
frequency is provided by the Pick-Up Coil, introduced in section 5.2 and depicted in
figure 5.7. The auxiliary Conditioning Board (figure 5.10) is needed to provide a well
defined interface between reference input of the vector signal generator and the the ISO
test setup.

The automation aspect together with the AM/PM feedback to the PICC emulation unit
was skipped entirely. What remains is an evaluation software able to process PLM as
well as ALM signals.

The ISO Setup is represented by the ISO Test PCD Assembly and the RefPICC, as
mentioned in chapter 5. Both are depicted in figure 4.3.2. The RefPICC utilizes an
antenna coil, called Pick-Up Coil, comprising a main coil on its bottom layer and the
pick-up coil on its top layer.

6.2 Calibration Steps

Chapter 5.4 of ISO/IEC 10373-6 and its subsections describe the design and operating
principles of the RefPICC in detail. It basically consists of a rectifier and an adjustable
load as well as additional input and output connectors. The input connectors allow
applying a load modulation signal, and a voltage to adjust the load. The output con-
nectors allow measuring a DC voltage related to the load and a voltage signal used for
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evaluating PCD waveform parameters. [2]

Section 5.4.3 furthermore describes the necessary steps to calibrate (resonance frequency
tuning) the RefPICC. It is important to note, that with every deviation in the providing
magnetic field strength, H, emitted by the PCD, re-calibration is required.

To calibrate the RefPICC’s resonance frequency the following procedure is defined:

1.
2.

10.

Set jumper J1 to position o’

Connect the calibration coil directly to a signal generator and the Reference PICC
connector CONS3 to a high impedance voltmeter. Connect all the other connectors
to the same equipment as used for the tests.

Locate the Reference PICC at a distance d = 10 mm above the calibration coil with
the azes of the two coils (calibration coil and Reference PICC main coil) being
congruent.

. Drive the calibration coil with a sine wave set to the desired resonance frequency.

Adjust the Reference PICC capacitors C1 and C2 to get mazximum DC voltage at
CONS3.

Adjust the signal generator drive level to read a DC wvoltage of 6 V at CONS.
Repeat steps 5) and 6) until the mazimum voltage after step 5) is 6 V.

Calibrate the Test PCD assembly to produce the Hmin operating condition on the
calibration coil.

Place the Reference PICC into the DUT position on the Test PCD assembly.
Switch the jumper J1 to position b’ and adjust R2 to obtain a DC wvoltage of
6 V measured at connector CONS3. The operating field condition shall be verified
by monitoring the voltage on the calibration coil and adjusted if necessary.

Repeat steps 2) to 7) with the obtained value of R2.

Previous investigations showed that there are just marginal differences between cali-
brating with and without the RF Current Source attached [27]. However the calibration
procedure shall be executed with the device attached (and actively supplied) in all fol-
lowing considerations.
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6.3 Measurement and Evaluation

As mentioned earlier, a field - reset or an ISO 14443 Type A communication gap for
example would lead to an inevitable loss of the actual phase coherency between PCD
and PICC field. Consequently, for the following measurements, a continuous PCD signal
without pauses or gaps over the observed time frame is used.

6.3.1 PCD Reception Test Case 2: Type A, 106 kbit/s

The signal sent by the PICC Emulation is an XOR signal according to ISO 14443 Type
A. Tt is also noteworthy that the commonly used phase deviation was altered from 35°!
to 30° in the final measurements.

Field at CalCoil
1 T T
B *
g of :
_0. 4
-1 1 1 1 1 1 1
0 0.5 1 15 2 25 3 35
time ins ©10°°
Field of PICC
0.5 T T
g o :
-0.5 1 1 1 1 1 1
0 0.5 1 15 2 2.5 3 35
time ins ©10°°

Figure 6.2: PCD reception test case 2: calibration coil signal and PICC signal at 1 A/m
and a modulation voltage of 316 mV

As an example, figure 6.2 shows the system signals at a modulation power of 0 dBm.
Figures 6.3 and 6.4 show distinctive differences upon varying the modulation input-
signal of the RF Current Source. MS1 should reach 30° with every half etu while MS2
is ignored. While at lower modulation voltages this seems to correspond well with the
theory, increasing the modulation voltages leads to a steady decline of the observable
phase drift. The drift of MS2 comes from the relatively low gradient of the falling edges
when the device switches from hi to low (0mV).

The phase deviation for the PCD reception test cases was defined in chapter 5.3.1
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Figure 6.3: PCD reception test case 2: sampled phase of both MS at 1A/m and a
modulation voltage of 316 mV
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Figure 6.4: PCD reception test case 2: sampled phase of both MS at 1A/m and a
modulation voltage of 500 mV
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6.3.2 PCD Reception Test Case 3: Type A, 106 kbit/s

The signal sent by the PICC Emulation is again an XOR signal according to ISO 14443
Type A. It is also noteworthy that the commonly used phase deviation was altered from
35°2 to 30° in the final measurements.

Field at CalCoil
1 T T
N *
g of ]
_0. 4
-1 1 1 1 1 1 1
0 0.5 1 15 2 25 3 35
time ins ©10°°
Field of PICC
0.4 T T
"I *
. |
_0. .
-0.4 1 1 1 1 1 1
0.5 1 15 2 2.5 3 35
time ins ©10°°

Figure 6.5: PCD reception test case 3: calibration coil signal and PICC signal at 1 A/m
and a modulation voltage of 316 mV

As an example, figure 6.5 shows the system signals at a modulation power of 0 dBm.
Figures 6.6 and 6.7 show basically the same signals, however, the signal-frame in figure
6.7 is slightly wider than 1 etu. The results show that the evaluation procedure is
dependent on coherent frame-sizes, or even more generally treated, coherency between
measured signals and parameters used within the evaluation procedures. While the
results with correct etu show a good match, the results for the wider and incorrect etu
regarding bit rate 106 kbit /s show far less conformity. Again MS1 should reach 30° with
every half etu while MS2 is ignored.

2The phase deviation for the PCD reception test cases was defined in chapter 5.3.1
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Filtered Sense Coil Bridge Signal
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Figure 6.6: PCD reception test case 3: sampled phase of both MS at 1A/m and a
modulation voltage of 316 mV; correct etu = 9.44 us
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Figure 6.7: PCD reception test case 3: sampled phase of both MS at 1A/m and a
modulation voltage of 316 mV; incorrect etu > 9.44 us
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6.3.3 Test Case 5° Sweep: Type A, 106 kbit/s

The final measurement is not part of the PCD reception test cases, however, was used
to better show the general functionality of the test bench as a whole. The signal sent
by the PICC Emulation is again an XOR signal according to ISO 14443 Type A and is
increased in 5° steps to reach a phase drift of 360°.

Field at CalCoil

volt
° o

_l | | | | | | | | |
0 01 02 03 04 05 06 07 08 09 1

timeins X107
Field of PICC
1 T T T
0.5F
S 0
-0.5

_l | | | | | | | | |
0 01 02 03 04 05 06 07 08 09 1

time in s 107
Figure 6.8: Test case 5° sweep: calibration coil signal and PICC signal at 1 A/m and a
modulation voltage of 2000 mV

As an example, figure 6.8 shows the system signals at a modulation voltage of 2000 mV.
Figures 6.9 to 6.12 show the test bench working with a PCD field of H = 1 A/m and
different modulation voltages. Figures 6.13 to 6.15 show the test bench working with a
PCD field of H = 1.5A/m and different modulation voltages. The relaxed requirements
with less phase drift per etu are also one of the reasons that all measurements show good,
even very good results at times. The magnitude of the PCD field and the modulation
voltage do not seem to have the same impact on the phase drift as seen in the test cases
before.
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Filtered Sense Coil Bridge Signal
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Figure 6.9: Test case 5° sweep: sampled phase of both MS at 1 A/m and a modulation

voltage of 2000 mV
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Figure 6.10: Test case 5° sweep: sampled phase of both MS at 1 A/m and a modulation

voltage of 1500 mV
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Filtered Sense Coil Bridge Signal
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Figure 6.11: Test case 5° sweep: sampled phase of both MS at 1 A/m and a modulation

voltage of 1000 mV
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Figure 6.12: Test case 5° sweep: sampled phase of both MS at 1 A/m and a modulation

voltage of 100 mV
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Filtered Sense Coil Bridge Signal
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Figure 6.13: Test case 5° sweep: sampled phase of both MS at 1.5 A /m and a modulation
voltage of 2000 mV
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Figure 6.14: Test case 5° sweep: sampled phase of both MS at 1.5 A /m and a modulation
voltage of 1500 mV
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Figure 6.15: Test case 5° sweep: sampled phase of both MS at 1.5 A /m and a modulation
voltage of 1000 mV
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6.4 Discussion

Unfortunately, the final chapter is characterized by lack of time as well as technical
issues. Problems with the Conditioning Board along with the Eztended RefPICC lead
to a premature end of the final test measurement series without being able to fully
evaluate the imposed test signals as defined in section 5.3.1. Therefore the relevance and
interpretability must be questioned to some extent.

To protect the test bench the field strength for the PCD field was set, most of the times,
below the ISO 14443 defined range of 1.5 to 7A/m.

The applied evaluation algorithms as presented in the prior chapters, proved to be more
sensitive to the actual test-system as expected. In particular the selection- and cutting-
algorithms showed shortcomings leading to unintended edges in the depictions of the
phase drift or minor distortions which do appear in the depictions of MS1 at times, but
more prominently in the depictions of MS2, mostly leading to huge artificial phase drifts
(see especially 6.3.3).

The setup proved to be functional as long as no communication gaps, in case of an ISO
14443 Type A communication, or field resets of the PCD appeared.
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Chapter 7

Conclusion and Outlook

The decision to use compact devices instead of a complex circuitry set the agenda of
this master thesis very early on. It was determined not only by Infineon Technologies
AG but also the WGS council® that a possible solution shall be as least complicated
as possible. The use of an all-in-one device was the logical decision. The test bench,
as a Proof-of-Concept, shows to work under defined preconditions, such as ISO 14443
Type B communication in general, or under a continuously applied PCD magnetic field
without signal gaps.

There are some issues which clearly remain:

Firstly, the Current Source Circuitry forming the Eztended RefPICC along with the
RefPICC defined in ISO/IEC 14443 which proved to be inherently unstable (section
5.1) and quite delicate to handle. It needs to be decided whether a different concept or
a revision with more focus on better durability, robustness and stability may come in
favor. Throughout this thesis, the inability to reach the ISO 14443 defined maximum
load modulation amplitude, Va4 became evident. The current concept would need to
be able to drive even a higher bias-current through the current source device. Given the
already impairing influence of these high currents and temperatures, a whole different
approach seems to be inevitable. Also the concept to unite ALM and PLM in a single
PCB needs to be evaluated and discussed.

Secondly, the proper adaptation to use the test bench universally is essential. In general,
field-resets and pauses of the sinusoidal PCD magnetic field (e.g. Type A gaps) mean
the loss of synchronicity between the PCD and the PICC signals. The use of the vector
analyzer therefore proved to be only suitable for PCD signals which remain without field-
resets or communication gaps. Under these circumstances, a practical relevance seems
to be unimaginable. With Mifare, using ISO 14443 Type A communication dominating

1WGS8 is one of the Working Groups within the subcommittee ISO/TEC JTC1/SC17 "Identification
Cards" and was established in 1988 to develop standards for contactless chip cards.
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the contactless smart cards market the relevance of the current test bench seems to be
only of theoretical nature.

Thirdly, the evaluation methods outlined are a first iteration, which proved to be func-
tional and stable enough for artificial signals. The final measurements revealed several
shortcomings which all impede a correct and even more so, a reliable interpretation of
the obtained results. A reworking of the evaluation algorithms or reconsideration of used
methods is therefore highly recommended.

As long as these most glaring issues remain unresolved, further considerations towards
automation or optimization are not expedient.
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