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ABSTRACT: Canonical correlation analysis (CCA) is 

one of the most popular methods in the field of Brain 

Computer Interfaces (BCIs) based on steady-state visual 

evoked potentials (SSVEPs). The efficacy of the method 

has been widely proved, and several variations have been 

proposed. However, most of the approaches still consider 

only the first canonical correlation as a feature for 

classification, which can leave some important 

information behind. Notably, if the signal shows phase 

transitions, its informative content can be diffused over 

more than one coefficient. We show here that considering 

the first two canonical correlations, instead of the largest 

one only, can significantly improve classification 

accuracy without increasing computational load, and that 

an adjunctive pre-processing step with sinc-windowing 

can further enhance the results. 

 

 

INTRODUCTION 

 
A Brain-Computer Interface (BCI) is a system creating a 

direct communication channel between the brain and the 

outside [1]. EEG-based BCIs can be based on slow 

cortical potentials (SCPs), event-related 

desynchronization/synchronization (ERD/ERS), event-

related potentials (like P300), or steady-state evoked 

potentials (SSVEPs) [2]. Among these, SSVEP-based 

systems are appealing for their high accuracy and 

information transfer rate (ITR), due to the high signal-to-

noise ratio of SSVEPs even without user training [2]. 

SSVEPs are periodic evoked potentials induced by 

repetitive visual stimulations at frequencies greater than 

6Hz [3]. If two or more targets (LEDs, squares, symbols) 

flicker at different frequencies, an analysis of the 

frequency content of SSVEPs can lead to conclude which 

stimulus the user is gazing at.  

An intuitive and commonly used frequency detection 

approach is the one based on power spectral density 

analysis (PSDA). In PSDA methods, power values are 

evaluated from the spectrum at the target stimulation 

frequencies, and used for classification. Recently, the 

application of Canonical Correlation Analysis (CCA) 

was proposed in the field of SSVEP BCIs [3]. The 

efficacy of the method has been widely proved by several 

studies (e.g. [4], [5]). Furthermore, its superiority to 

PSDA both in terms of computational load and accuracy 

has been shown [6], [7], so several variations of CCA 

have been proposed [8]–[18]. 

In this work, we present a SSVEP BCI based on the 

classical CCA method. However, we introduce here two 

variations in i) the pre-processing of the signals and ii) 

the composition of the feature vector. We show that both 

modifications can significantly improve classification 

accuracy, without an excessive increase of the 

computational load. 

 
MATERIALS AND METHODS 

 

     EEG recording: The EEG was recorded from 8 

electrodes (PO7, PO3, O1, POz, Oz, PO4, O2, PO8) 

positioned according to the international 10-20 layout. 

The signals were acquired using the Brainbox EEG-1166 

amplifier (Braintronix), with 256Hz sample frequency 

and a 50Hz notch filter on.  

 

     The BCI system: The online BCI system was 

implemented using LabVIEW, for a better 

synchronization of the signal recording and the stimulus 

presentation modules. SSVEP stimulation was provided 

through two blue LEDs, emitting lights flickering at two 

different frequencies, f1 and f2. A NI MyDAQ device 

controlled the behavior of the LEDs, which were 

arranged around the screen of the PC running the 

software (Figure 1). We chose the LED stimulus 

implementation to provide accurate and stable flickering 

frequencies, avoiding any operating system control delay 

and independently from the screen refreshing rate. 

The implemented software was organized into three 

modules: training (T), validation (V) and free mode (F). 

During T and V, a yellow square appeared on the screen 

indicating the LED to gaze at. This permitted to deduce 

the true class label to train (T module), validate (V 

module) and use (F module) the underlying system 

classifier. During both T and V, the stimulus was 

presented in the form of subsequent trials. Each trial was 

composed by a preamble, a stimulus and a break period. 

During the preamble, the yellow square appeared near 

the target LED, then both lights started flickering 

(stimulus), and the trial ended with a break period where 

the squares disappeared and the LEDs shut off. No 

feedback was provided to the user during T module, 

while in V the recognized target was highlighted at the 

end of each trial. Both in T and V, the target sequence 

presentation was balanced and in random order. 

The free mode module F was designed to simulate a real 

operating condition. During F, both the LEDs 
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continuously flickered, while a square appeared near the 

one recognized by the classifier, as a continuous 

feedback for the user (Figure 1). 
 

 
Figure 1: Operation of the system in free mode (F). 

 

     Signal processing: In all the three modules (T, V and 

F), 1.5s-long epochs (no overlapping) were processed by 

the software in three steps: i) sinc-windowing, ii) CCA 

analysis and iii) SVM training/classification. 

First of all, the EEG segments were convolved with an 

adequately modulated sinc function (sinc-windowing) to 

perform a high-Q band-pass filtering around the two 

main stimulation frequencies, f1 and f2, and Nharm 

harmonic frequencies. As it is known, the inverse Fourier 

transform of an ideal rectangular band-pass filter, 

centered on f0 and with M bandwith, is: 

 

𝑟𝑒𝑐𝑡 (
𝑓 − 𝑓0
𝑀

)+ 𝑟𝑒𝑐𝑡 (
𝑓 + 𝑓0
𝑀

)
𝐹−1

→ 2𝑀𝑠𝑖𝑛𝑐(𝑀𝑡)cos(2𝜋𝑓0𝑡) (1) 

 
where f is the frequency and 𝐹−1 is the inverse Fourier 

transform. Thus, the extraction of f1 and f2 components 

and their Nharm harmonics was performed with a 

convolution of the signals and the following function: 

 

ℎ(𝑡) = 2𝑀𝑠𝑖𝑛𝑐(𝑀𝑡)( ∑ cos(2𝜋𝑛𝑓1𝑡) +cos(2𝜋𝑛𝑓2𝑡)

𝑁ℎ𝑎𝑟𝑚

𝑛=1

) (2) 

 
with M bandwidth and Nharm number of considered 

harmonics. A preliminary analysis suggested using 

M=2Hz and Nharm=3. 

After sinc-windowing, canonical correlation analysis 

(CCA) was performed for feature extraction. CCA is a 

multivariate statistical method [19] revealing the 

underlying correlation between two sets of data. Notably, 

given two sets of variables X ∈ ℝ𝑝𝑥𝑡 and Y ∈ ℝ𝑞𝑥𝑡  
(p≤q), CCA finds two corresponding sets U=AX and 

V=BY, called canonical variables, so that the correlation 

between each pair (Ui,Vi) is maximized: 

 

𝜌𝑖 =
𝑐𝑜𝑣(𝑈𝑖 , 𝑉𝑖)

√𝑣𝑎𝑟(𝑈𝑖)𝑣𝑎𝑟(𝑉𝑖)
 (3) 

 
while every pair (Ui,Vj), (Ui,Uj) and (Vi,Vj) is 

uncorrelated if i≠j. The p resulting ρi are called canonical 

correlations, and are a measure of similarity between the 

two sets of data. 

The use of CCA in the field of SSVEP-based BCIs was 

first introduced by Lin et al [3], which proposed to 

perform k CCAs - one for each stimulation frequency fk - 

between the set of acquired EEG signals in X and a set 

Yk of pure SSVEP responses. Each set Yk is composed 

as follows: 
 

𝒀𝑘 =

(

 
 
 
 
 

cos(2𝜋𝑓𝑘𝑡)

sin(2𝜋𝑓𝑘𝑡)

cos(2𝜋2𝑓𝑘𝑡)

sin(2𝜋2𝑓𝑘𝑡)
⋮

cos(2𝜋𝑁ℎ𝑎𝑟𝑚𝑓𝑘𝑡)

sin(2𝜋𝑁ℎ𝑎𝑟𝑚𝑓𝑘𝑡))

 
 
 
 
 

 (4) 

 

with fk stimulation frequency and Nharm number of 

considered harmonics. Even though every CCA 

generates multiple correlation coefficients, usually only 

the largest one is considered. After performing CCA 

between each set Yk and the recorded signals in X, the 

segment is assigned to the frequency fk showing the 

largest canonical correlation. 

The efficacy of the CCA method in the SSVEP-based 

BCI field has been widely proved [4], [5] and many 

variations were proposed [8]–[18]. However, most 

approaches consider only the first canonical correlation 

as a feature for classification, which can leave some 

important information behind. Moreover, usually the 

CCA method is employed without any pre-filtering of the 

incoming signals (the only exceptions are [17], [18], 

using IIR filter banks). 

In the present work, we decided to implement the 

standard CCA method proposed by Lin et al [3] with two 

slight variations: i) convolution of the signals with the 

above introduced sinc-windowing function (Equation 2) 

and ii) consideration of the two largest canonical 

correlations instead of the largest one only. The rationale 

behind this is that, if EEG shows phase transitions, the 

information can be diffused over more than one 

coefficient. We further hypothesize that, if the largest 

canonical correlation is mainly referred to the sine 

(cosine) at a certain frequency, then the second largest 

correlation will probably be linked to the cosine (sine) at 

the same frequency. We therefore decided to consider, 

for each frequency fk, the square root of the sum of 

squares of the largest two canonical correlations: 

 

𝑟𝑘 = √𝜌𝑘1
2 + 𝜌𝑘2

2
 (5) 

 

If it is true that the second canonical correlation 𝜌𝑘2 holds 

an information content complementary with respect to 

𝜌𝑘1, then this combination of the two should incorporate 

a more complete information regarding the investigated 

frequency fk., thus increasing the completeness of the 

feature and, hopefully, the achievable accuracy. 

The values of r1 and r2 were extracted, for each EEG 

segment, from the two CCAs between X and Y1 and X 

and Y2. The data were finally used to train and use a 

linear SVM classifier, for which we chose a soft margin 

parameter c=2. 
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     Experimental paradigm and subjects: Four healthy 

volunteers (age 25 to 27, three females and a male) took 

part in the system test. All participants had normal or 

corrected to normal vision. The flickering frequencies for 

the two LEDs, f1=12Hz and f2=17Hz, were selected 

beforehand and were the same for all subjects. We chose 

these frequencies to exploit the SSVEP peak responses 

without harmonics overlapping. During the experiment, 

participants seated in a comfortable chair, approximately 

60cm distant from the PC monitor. 

Each volunteer underwent one training (T) and four 

validation (V) repetitions. Throughout the entire 

experiment, the system considered 1.5s-long epochs for 

feature extraction. Each training (T) was composed by 16 

trials with 6s stimulus duration, so a total of 16*6/1.5=64 

elements composed the training set. Each validation (V) 

was composed by 24 trials with 4.5s stimulus duration, 

so a total of 24*4.5/1.5=72 elements composed each test 

set. 

 
     System evaluation: We computed the online 

classification accuracy for each subject and validation 

repetition. To evaluate the influence of the two proposed 

variations (sinc-windowing and feature composition) on 

classification accuracy, all data were re-analyzed to test 

all the possible combinations. We therefore tested our 

method against i) sinc-windowing + CCA with classical 

feature extraction (first canonical correlation) ii) no sinc 

windowing and CCA with the proposed feature 

extraction and iii) no sinc-windowing and CCA with 

classical feature extraction. 

Just for the sake of comparison, we repeated simulations 

also with a PSDA-based method. In this case, we 

composed the feature vector by using the periodogram-

estimated powers in 2Hz-large bins around f1, f2 and Nharm 

respective harmonics. 

Each accuracy was compared to chance level [20] via 

confidence intervals (α=0.05). As regards the 

comparisons between methods, to account for the fact 

that multiple data came from the same subject (i.e. the 

samples could not be assumed to be completely 

independent), we ran the evaluations as post-hoc tests of 

a repeated measures ANOVA. The ANOVA design 

included both the factors “method” (the within-subject 

factor) and “subject”, thus considering all dependencies 

among data. The post-hoc analyses were performed 

through Fisher’s LSD. A preliminary Kolmogorov-

Smirnov test confirmed the normality of data 

distributions, which justified the use of parametric 

statistical tests. 

The computation times for the presented procedure and 

PSDA were also evaluated and compared trough a paired 

t-test, and the proportion of time required for sinc-

windowing was further investigated. 

The average and peak information transfer rate (ITR) 

[21] were finally computed according to: 

 

𝐼𝑇𝑅(𝑏𝑖𝑡/𝑚𝑖𝑛) = 
60

𝑇
(𝑙𝑜𝑔2(𝑁) + 𝑝𝑙𝑜𝑔2(𝑝) + (1 − 𝑝)𝑙𝑜𝑔2 (

1 − 𝑝

𝑁 − 1
)) (6) 

 

where N=2 is the number of choices, p is classification 

accuracy and T is the epoch duration (1.5s).  

 

RESULTS 

 

The classification accuracies obtained for the five 

methods are detailed in Table 1 for each subject and 

validation repetition, and summarized in Figure 2. The 

chance level at α=0.05 for our experimental setup was 

61.25%, so all the obtained accuracies were significantly 

higher than chance, with the only exception of PSDA. 

The results of the post-hoc comparisons between each 

pair of methods are detailed in Table 2. 

 

Table 1: Detailed accuracies (each subject and validation 

repetition) for the five methods. 
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S1   val1 97.2 97.2 94.4 94.4 77.8 

val2 95.8 91.6 94.4 91.6 76.4 

val3 98.6 98.6 97.2 97.2 88.9 

val4 100 100 98.6 93.1 87.5 

S2   val1 88.9 84.7 91.7 84.7 70.8 

val2 87.5 79.2 83.3 80.6 65.3 

val3 80.6 75.0 72.2 68.1 47.2 

val4 94.4 94.4 93.1 90.3 68.1 

S3   val1 87.5 84.7 81.9 81.9 69.4 

val2 86.1 83.3 86.1 83.3 66.7 

val3 93.1 90.3 93.1 87.5 61.1 

val4 86.1 88.9 86.1 80.6 59.7 

S4   val1 81.9 76.4 72.2 69.4 63.9 

val2 75.0 75.0 79.2 77.8 65.3 

val3 84.7 80.6 86.1 79.2 66.7 

val4 80.6 80.6 80.6 76.4 69.4 

Average 88.6 86.3 86.9 83.5 69.0 

Peak 100 100 98.6 97.2 88.9 

 

Table 2: p-values from the post-hoc tests between each 

pair of methods. 
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p<0.01 

** 

p=0.11 

 

p<0.001 
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p<0.001 
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(first) 
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- - - 

p<0.001 

*** 

p<0.001 

*** 

only CCA 

(first) 
- - - - 

p<0.001 

*** 
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The implemented method performed significantly 

(p<0.001) better with respect to standard CCA method 

with no sinc-windowing. The accuracy improvement 

occurred indeed in almost every subject and session, with 

an average improvement of 5.1% and a peak 

improvement of 12.5%. As regards the influence of the 

single factors we can observe that the consideration of 

the first two canonical variables significantly 

outperforms the consideration of the largest only, both in 

the sinc-windowing (p<0.01) and no-sinc-windowing 

(p<0.001) condition. As regards the PSDA method, this 

confirmed to perform significantly worse (p<0.001) than 

any CCA variation. 

As regards computation times, our CCA-based method 

confirmed to be significantly (p<0.001) faster with 

respect to PSDA, with an average time per operation of 

approximately the half (110μs against 239μs). As 

concerns sinc-windowing, it contributed for 

approximately a third on average (35μs) with respect to 

the total time of each operation (110μs). 

As regards the information transfer rate of the presented 

system, we obtained a peak ITR of 40bits/min and an 

average ITR of 20.12bits/min. We don’t detail the ITRs 

for each subject and validation to avoid repetition, but 

they can be easily computed from Table 1. 

Figure 2: A box-plot showing the classification accuracy 

distributions for the five methods. The double star ** 

indicates a p-value<0.01, while triple star *** a p-

value<0.001. The horizontal, dashed line marks the 

chance level (α=0.05). 

DISCUSSION 

 

Our results show how the consideration of two canonical 

correlations instead of using the largest one only, 

significantly improves the achievable accuracy without 

increasing computational load. The described effect is 

probably due to the fact that, since the canonical variables 

Ui are uncorrelated, the second canonical variable U2 will 

contain information which are in quadrature with those 

contained in the first canonical variable U1. So, if U1 is 

mainly explained e.g. by the sine at a certain frequency, 

then U2 will be mainly explained by the cosine at the 

same frequency. Then, taking the previously described 

combination of the largest correlations will include a 

more complete information. 

Although Table 1 and 2 suggest that the consideration of 

two canonical correlations improves the performances 

regardless of sinc-windowing, we still retain that a pre-

processing step is important. We indeed hypothesize that 

the positive influence of sinc-windowing may emerge 

depending on both the subject and the set of stimulation 

frequencies. To give an example, if a subject showed an 

enhanced peak near one of the stimulation frequencies, 

independently from the stimulation condition (e.g. if the 

subject showed an enhanced spontaneous alpha rhythm 

and one of the selected frequencies was in the alpha 

range), then the adjunctive role of a narrow-band filtering 

would be enhanced. Since sinc-windowing only affects 

the total computation time for approximately one third, 

we think it is reasonable to keep and recommend this 

feature in future implementations. However, further data 

are required to confirm the importance of its role. 

As regards the comparison with PSDA, our results 

confirm the ones in literature [6], [7], which indicate the 

superiority of CCA both in terms of accuracy and 

computational load. 

As regards the performances of our system in absolute 

terms, it is difficult to compare ITRs because most of the 

recent studies implement more than 2 classes, which 

drastically increases ITR. The most recent 2-class BCI 

based on SSVEPs found in literature is the one in [22], 

which reports a peak accuracy of 89.9% and a peak ITR 

of 10.30bits/min. Since our average accuracy and ITR 

were of 88.6% and 20.12bits/min, we think we can say 

our results are at least in line with the reported ones. A 

multi-class implementation of the presented paradigm 

could lead to an improvement in ITRs too. 

 

CONCLUSION 

 

In the present work we implemented a 2-class SSVEP-

based BCI system. The system was based on CCA 

analysis, and our results indicate that considering two 

canonical correlations instead of the largest one only can 

significantly improve accuracy without increasing the 

computational load. An additional narrow-band filtering 

permits to gain an average 5.1% and a peak of 12.5% 

accuracy with respect to classical CCA. Even though this 

is only a 2-class paradigm, it can be easily extended to 

multi-class to improve ITR. An advantage of the 
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presented system is that it remains quite simple, light and 

fast, since it only performs sinc-windowing of the 

incoming signals, followed by a CCA feature extraction 

and SVM classification. We think taking low 

computational costs and simple procedures is an 

important aspect, especially to favor the spread of low-

cost and high-portability devices. 
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