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Abstract 
In this paper, a new paradigm is presented, to improve the performance of audio-

based P300 Brain-computer interfaces (BCIs), by using spatially distributed natural 
sound stimuli. The new paradigm was compared to a conventional paradigm using 
spatially distributed sound to demonstrate the performance of this new paradigm. The 
results show that the new paradigm enlarged the N200 and P300 components, and 
yielded significantly better BCI performance than the conventional paradigm. 

1 Introduction 
Visual-based P300 brain-computer interfaces (BCIs) requires users’ to have control over their gaze 

direction and, therefore, are not useable by blind patients or other patients who cannot maintain eye 
gaze [1]. In order to enlarge the group of users who may benefit from use of P300 BCIs, the audio-
based P300 BCI was developed [2-3]. It has been shown that an audio paradigm using spatially 
distributed stimuli is better than using different pitches from one speaker [4]. Höhne et al (2011) 
presented a paradigm using high, medium, and low unnatural spatially distributed sounds from 
headphones [5]. However, these two studies did not show that this paradigm was better than a 
paradigm using same sound played by spatially distributed speakers. In our study, a new audio-based 
P300 BCI was designed by using three different natural sounds. The three different natural sounds 
were female, male, and child voices, which were played by six spatially distributed speakers. This 
paradigm was called the “123 pattern”. Another paradigm using unnatural sounds (a “beep”), 
randomly played by six spatially distributed speakers, was used to evaluate the efficacy of our 
proposed pattern, this was called the “beep pattern”.    

2 Methods and Materials 

2.1 Subjects 
Twelve healthy right-handed subjects (7 male, 5 female, aged 21 to 25 years, mean age 23.2±1.0) 

participated in this study. All subjects signed a written consent form prior to this experiment and were 
paid 50 RMB for their participation. The local ethics committee approved the consent form and 
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Table 1 shows the online classification accuracy using five trials for constructing the average ERP 
waveform. Paired samples tests were used to show the difference between the two patterns. This 
shows that the classification accuracy of the 123 pattern is significantly higher than that of the beep 
pattern (t=2.3, p<0.05). 

4 Discussion and conclusion 
The goal of this study was to prove that an audio-based P300 BCI, using different pitches and 

spatially distributed speakers, could obtain higher classification accuracy than a comparable BCI 
using audio stimuli of the same pitch from spatially distributed speakers. Table 1 shows that 
classification accuracy of the 123 pattern was significantly higher than that of the beep pattern (t=2.3, 
p<0.05). The new paradigm used natural sounds, which would lead to high user acceptance and the 
new paradigm used spatially distributed sounds in difference voices, which allowed users to locate the 
target easily. However, a longer target to target interval was used in the audio-based BCI compared to 
the visual-based BCI, which would limit the communication speed of the audio-based BCI.  

Neville and Lawson, (1987) explored ERPs from patients in response to spatially distributed tones 
[6]. Kübler et al., (2009) also tested the audio-based BCI on patients for consciousness assessment and 
communication [78]. In future, we will also focus on applying this system to patients who cannot 
control their eye gaze direction and, therefore, validate the performance of this audio-BCI system 
when it is used by target patient groups. 
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