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Abstract

The rapid advancement of today’s technology requires the employed testing equipment to
progress at high rates, too. Particularly in the automotive industry, trends as the electri�ca-
tion of the powertrain, autonomous driving, and the demand to measure an automobile’s
real-driving emissions pose substantial challenges to the involved test beds. In this context,
the present thesis aims to contribute to a further development of automotive testing systems,
by addressing a series of control engineering problems from this �eld.

The �rst topic to be dealt with concerns the modelling of test bed drive lines. It is found
that the task of mathematically describing a drive line, such that the rotary resonances can
be predicted accurately, is an all but trivial problem, especially when modi�cations of the
real setup are to be investigated in simulation �rst. It turns out that large inertias, like that
of an electrical dynamometer, need to be interpreted as distributed-parameter systems in
order to obtain satisfying simulation results.

The two subsequently covered topics share a common plot: For hydrodynamic couplings
and for elements containing mechanical backlash, it became apparent that most of the
modelling approaches found in current literature su�er from several de�ciencies, especially
in the considered control-oriented setting. For each component a new modelling strategy is
developed, which signi�cantly improves on the achieved simulation quality.

Furthermore, the present thesis addresses the question of suppressing undesired torque
oscillations. Also in this regard, it is found that many of the published concepts to overcome
this highly relevant impediment su�er from drawbacks that restrict their practical applic-
ability under the considered circumstances. A novel scheme to compensate for a system’s
resonances and to suppress undesired oscillations is thus derived.

Lastly, a control problem form an entirely di�erent physical domain is discussed: the
control of charge air and fuel gas pressure on a test bed for large bore gas engines. It is
demonstrated that the application of simple but e�ective model based techniques allows
to strongly enhance the performance of the controllers for these important pneumatic
quantities.

The majority of insights, �ndings and ideas that are presented in this work were validated
by the means of measured experimental data, obtained on several di�erent test beds.
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Zusammenfassung

Der rasche Fortschritt moderner Technologie erfordert eine ebenso zügige Weiterent-
wicklung der eingesetzten Prüftechnik. Vor allem in der Automobilindustrie führen Trends
wie die Elektri�zierung des Antriebsstranges oder die Messung von Emissionen im prak-
tischen Fahrbetrieb zu signi�kanten prüftechnischen Herausforderungen. In diesem Kontext
versucht die gegenständliche Arbeit zur Verbesserung von automotiven Prüfständen beizut-
ragen, und behandelt mehrere regelungstechnische Probleme aus diesem Themenfeld.

Das erste Kapitel widmet sich der Modellierung von Prüfstandsantriebssträngen. Es stellt
sich heraus, dass deren mathematische Beschreibung eine höchst nichttriviale Problem-
stellung darstellt, insbesondere wenn die Änderung von rotatorischen Resonanzen nach
Modi�kation des realen Stranges in der Simulation vorhergesagt werden soll. Es wird
gezeigt, dass Strangelemente mit großer Trägheit als verteilt-parametrische Objekte aufge-
fasst werden müssen, um realistische Simulationsergebnisse zu erzielen.

Die Behandlung der zwei anschließenden Problemstellungen folgt einer beinahe identen
Handlung: Sowohl für hydrodynamische Kupplungen als auch für Elemente mit mechani-
schem Wellenspiel lässt sich erkennen, dass viele der in der Literatur verfügbaren Ansätze
zur mathematischen Modellierung Nachteile aufweisen – vor allem im regelungstechnischen
Kontext. Aus diesem Grund werden für die genannten Komponenten neue Modellierungs-
strategien entwickelt, die die erzielbare Simulationsqualität stark verbessern.

Darüber hinaus wird die Thematik unerwünschter Drehmomentschwingungen im Antriebs-
strang diskutiert. Auch in diesem Punkt stellt sich heraus, dass viele der in der aktuellen
Literatur verfügbaren Kompensationsmethoden bei den gegebenen Problemstellungen nur
beschränkt eingesetzt werden können. Aus diesem Anlass wird ein neues Schema zur
Resonanz- und Schwingungskompensation abgeleitet.

Abschließend wird ein regelungstechnisches Problem aus einer gänzlich anderen physi-
kalischen Domäne behandelt: Die Regelung von Ansaug- und Kraftsto�druck an einem
Prüfstand für Großgasmotoren. Es wird demonstriert wie mittels modellbasierter Methoden
die Qualität der Regler dieser wichtigen Prüfstandsgrößen klar verbessert werden kann.

Der Großteil der nachfolgend präsentierten Ergebnisse wurde anhand von Messdaten
validiert, die an mehreren unterschiedlichen Prüfständen gewonnen wurden.
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Chapter 1

Introduction

The development of cutting-edge technology requires advanced and sophisticated methods
for testing. This simple but important truth appears to be more relevant now than it may
have been in the past, particularly in view of the ever increasing complexity of today’s
technological systems [1–3]. In recent days, especially one branch of the economy stood out
for a huge buzz that was created around its testing systems: the automotive industry. Not
least due to the so-called emissions scandal in 2015, where it was found that many vehicles
were equipped with software that would “activate emissions controls only during laboratory
testing” [4], automotive test beds1 became a �ercely and emotionally disputed topic – not
only among experts in the �eld, but also in the broad public [5, 6]. At the latest at that point
it was clear to a wider audience that the guidelines, methodologies, and also the engineering
principles that underlie existing testing concepts have to adapt quickly and continuously
to a rapidly changing environment. Addressing again the case of vehicle development,
trends as the electri�cation of the powertrain, autonomous driving, and the demand to
measure an automobile’s real-driving emissions pose substantial challenges in that regard,
not only to the suppliers of testing equipment, but also to the manufacturers of original
equipment [7–12]. In that light, this thesis aims to contribute to the further advancement
of automotive testing systems, by discussing several current control engineering problems
from this �eld.

1.1 Focus and scope of this work

Despite a long-standing history of scienti�c work on automotive test beds [13, 14], the
set of unsolved or not fully understood control problems in the area is growing steadily.
In general, but even more so in the �eld of automotive testing, the question of whether
a control problem can be solved successfully often depends strongly on the quality and
availability of mathematical models for the involved system components. Some authors

1More speci�cally chassis-dynamometers for emission measurement.
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even go as far as to classify the derivation of “reasonable mathematical models as the most
important part of the entire analysis of control systems” [15]. Also this work is driven by
a focus that puts the derivation of accurate, concise and control-oriented models �rst, to
lay the ground for e�ective and successful controller design. It is the author’s �rm belief
that in order to derive good controllers, the needs and peculiarities of the plant need to be
identi�ed in the �rst place. This calls for mathematical models that are complex enough to
contain and point out the essential dynamical features of a system that is to be controlled,
but at the same time simple enough not to obscure the picture and potentially distract from
the crucial properties. For this reason, the famous saying

“As simple as possible, but not simpler!”

is one of the guiding principles throughout this work. In that spirit, the questions of
modelling drive lines, backlash and gear play, suppressing torque oscillations, and controlling
the pressures of media such as intake air and fuel gas are treated thoroughly in this thesis,
by placing a strong emphasis on deriving and analysing appropriate mathematical models
for the involved system components.

1.2 Thesis objectives and contributions

The last paragraph of the previous section indicates that the present thesis considers a
rich and diverse basket of research questions. However, all of the mentioned topics do share
a common denominator, of which Fig. 1.1 presents a concrete example: The image depicts a

intake air conditioning

exhaust gas treatment

drive line

dynamometer

fuel supply

combustion engine

cooling water supply

measuring devices

Figure 1.1: State-of-the-art combustion engine test bed.
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state-of-the-art, high-end combustion engine test bed, which is employed to support the
development process of engines for heavy-duty purposes. In essence, the tested combustion
engine is connected mechanically to an electrical dynamometer, which allows to realise
widespread mechanical load pro�les. Additionally, the engine is supplied with speci�cally
conditioned combustion air and fuel. Due to its excellent dynamical characteristics, this
particular test rig may be used in a great variety of testing scenarios:

• The setup allows to perform steady-state tests, where torque and speed are
demanded to remain constant throughout large sections of the test runs. Such
tests are typically performed to optimize the combustion process of stationary
engines [16], but also to investigate fatigue, wear, or the long term behaviour
of the device-under-test.

• Another application that the considered test bed may be utilized for are dynamic
test cycles. These trials are often normed by law, and frequently focus on the
produced pollutants and exhaust gases [17, 18].

• Also highly dynamic, modern-day test runs are possible on the presented test
stand. Therein, the interaction between components that are present in actual
hardware with others that are represented in software is becoming more and
more relevant [19–21]. A signi�cant motivating factor behind this trend is the
desire for increased �exibility: Components that are physically not available
are replaced by mathematical real-time models, which allows for systematic
testing at an early development stage (“front-loading” [22]). Such scenarios
typically pose a signi�cant challenge to the test rig, as it needs to respond to
not only the device-under-test, but also to the demands of the acting real-time
models.

Considering the complexity of the presented test bed, it does not surprise that a large
number of physical quantities needs to be manipulated with great care in order to produce
meaningful and substantial results. From a control engineering point of view, it turns out
that controlling the variables that are connected to the yellow text boxes in Fig. 1.1 leads
to particularly demanding challenges. Within these challenges, several questions were
unanswered at the beginning of this work, which leads back to the beginning of this section,
and completes the circle to the rich basket of research topics mentioned earlier on:

• In the test bed’s drive line, which is considered to comprise also the rotor of
the dynamometer, angular speed and torque have to precisely follow reference
trajectories that may be the outcome of a normed testing procedure or a real-
time computation. It became apparent that the typical and intuitive modelling
approaches for the rotary behaviour of test bed drive lines do not su�ce on
many occasions, especially when the drive line’s oscillatory resonances need
to be predicted.
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• It was found that the models for two important drive line components, i.e.,
elements containing gear play and hydrodynamic couplings, that are available
in current literature frequently fail to produce satisfying results, too.

• It is well known that resonance oscillations can be a signi�cant limiting factor in
the control of angular speed and torque, which disturbs the involved controllers
and prevents them from performing their tasks. In this regard, it was found that
many of the existing and published methods to overcome undesired resonance
oscillations su�er from several severe shortcomings in the given setting.

• Besides the mechanical quantities, the media that are supplied to the device-
under-test must be conditioned to appropriately designed reference states. It
turned out that controlling the pressures of, e.g., intake air and fuel gas in the
setting of aggravated dynamical requirements is an unsolved problem in many
applications.

The research project that is documented in this thesis allowed to work intensely on all of
the points mentioned above, and led to the following �ndings and contributions:

• With regards to test bed drive lines, several di�erent modelling approaches to
reproduce its oscillatory behaviour were investigated. It was found that large
inertias, which are for instance introduced into the drive line by the rotor of
the electrical dynamometer, have to be interpreted as distributed-parameter
systems in order to produce realistic simulation results.

• Considering the modelling of gear play, an extension of the established models
was developed. In essence, the new model integrates damping that is present
in phases without classical backlash contact into the established formalism
that is found in current literature.

• For the case of hydrodynamic couplings, a new modelling approach was derived,
where above all - and in contrast to existing approaches - the dynamical
behaviour of the coupling’s oil is taken into account explicitly.

• In response to the drawbacks of existing methods for resonance suppression, a
new compensation scheme was developed, which relies on a novel frequency
estimation method that employs Blackman-windowed signals and a series of
checks on whether an oscillation is caused by one of the plant’s resonances or
by external excitation.

• In addition to the analysis of mechanical test bed parts, it was possible to
investigate two important pneumatic subsystems, too. For the control of charge
air and fuel gas pressure on a large bore single-cylinder gas engine test bed, it
was demonstrated that the behaviour of typically employed controllers can be
improved signi�cantly by simple but e�ective model based techniques.
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1.3 Structure of this work

The present thesis is structured in three parts:

The �rst and by pages largest one (“Modelling of Mechanical Components”) spans over
Chapters 2, 3, and 4, and is devoted to the modelling of mechanical test bed components.
More speci�cally, Chapter 2 begins by motivating the importance of a detailed treatment of
test bed drive lines, by explaining the employed experimental setups, and by discussing
several important mathematical properties of the frequently used straight-chain-of-lumped-
inertias models. A �rst crucial point of the chapter is a comparison between measured
results and simulations obtained with one of these typical models. The presented comparison
focusses on the systems’ oscillatory resonances, and reveals a series of drawbacks of the
considered model class. This assessment led to an investigation of especially the transfer
zeros of multi-body systems, with the outcome of two alternative and to some degree
bizarre topologies of lumped inertias. The unorthodox modelling approaches produce
clearly improved results, but unfortunately lack of physical interpretability. Eventually,
the chapter closes by introducing the class of distributed-parameter models especially
for large members of a drive line, such as the rotors of the electrical dynamometers. The
presented models can be explained intuitively and allow to produce highly satisfying
simulation results. Chapter 3 continues by deriving a new model for backlash and gear
play, a mechanical property that by some authors is characterized as the most important
nonlinearity in modern drive systems. After discussing the test bed used for experimentation
and reviewing the published modelling approaches, a new formalism is derived, which
mainly consists of incorporating damping into phases that are free from classical backlash
contact. A discussion of measured results concludes the chapter. The last mechanical
object whose modelling is considered in this thesis are hydrodynamic couplings, the topic
of Chapter 4. The latter commences by discussing this special type of coupling, and by
pointing out the de�ciencies of existing modelling approaches. In the following step, a
novel model is developed, where the dynamical behaviour of the oil that moves inside the
coupling is taken into account explicitly. The result is a second order, linear state-space
model, which in spite of its simplicity signi�cantly improves on the achieved modelling
quality. The discussion of measured results obtained on a test bed whose drive line contains
a hydrodynamic coupling substantiates this assessment, and closes Part I of the thesis.

The second part (“Control of Mechanical Components”) of this work comprises solely
Chapter 5, and considers the phenomenon of undesired torque oscillations in test bed
drive lines. After analysing the root causes of growing torque oscillations from a control
engineering point of view, the chapter continues by motivating the introduction of notch
�lters as an appropriate counter-measure. It is shown that the main unknowns in the process
of parametrizing notch �lters are the values of the plant’s resonance frequencies. For several
practical reasons, which are explained in the course of the chapter, it is desirable to �nd
these frequencies online, in an adaptive manner. A review of published methods to do so
uncovers several de�cits of the existing concepts, which motivates the derivation of a novel
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approach to detect a system’s priorly unknown resonance frequencies. The proposed method
combines what is known as discrete-Fourier-transform-interpolation with a series of criteria
to tell external excitation from resonances as the sources for undesired oscillations. The
chapter and with it Part II close by discussing the measured results of several experiments,
which clearly point to the strengths and bene�ts of the proposed concept.

The third and last part (“Control of Air and Gas Pressure”) of this work is covered by
Chapter 6, and discusses the control of charge air and fuel gas pressure on a single-cylinder
gas engine test bed. Improved pressure control had become indispensable on this particular
testing system, in order to translate the demands of a hardware-in-the-loop system into
action on the test rig. The hardware-in-the-loop system, which is discussed in the course of
the chapter, too, represents the multi-cylinder engine that the tested single-cylinder engine
is taken from. It is found that simple but e�ective model based strategies successfully solve
the task of improving the dynamical behaviour of the considered pressures. Once again, a
selection of measured results demonstrates the functionality of the presented ideas.



Part I

Modelling of Mechanical Components
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Chapter 2

Drive Lines

The components of automotive drive lines interact through torque and angular speed. Con-
sequently, these two quantities are at the root of many prominent concepts in automotive
testing. On internal combustion engine (“ICE”) test beds like the one shown in Fig. 2.1 (a),
shaft torque and crank shaft speed frequently have to track speci�c reference trajectories,
which may be part of a commissioning cycle or another normed testing procedure [23–25].
In order to successfully test transmissions like di�erential gears, both speed and torque must
be controlled accurately, too. In the cases discussed in [26] and [27], one electrical machine
is used to emulate the combustion engine by providing speci�c torque pro�les, while two
other machines are employed to regulate the speeds of the output cardan shafts. Moreover,
also on highly complex testing systems like full-vehicle or road-to-rig (“R2R”) test beds,
speed and torque control is crucial. Figure 2.1 (b) presents an example of such a system. In
order to reproduce the most extreme driving situations in consistency with reality, the test
bed must respond to the vehicle with maximum dynamics. Again, the interaction between
the device-under-test and its environment is rooted on speed and torque, which calls for
the precise control of these variables [28–30].

(a) Combustion engine test bed. (b) R2R test bed.

Figure 2.1: Examplary test beds.

Controlling angular speed or torque in a test bed’s drive line often turns out to be an
exceptionally demanding problem, however. At its core, the situation is one of the classics

11
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in control engineering: To achieve fast dynamics in the presence of disturbances, high-
gain parameter settings are usually needed. High-gains, however, decrease the phase and
magnitude margin, which may lead to poor performance and even stability problems.

Tshaft

m

r

controller plant
actuator



uU
uV
uW


 Tairgapu = C(r,m, Tshaft, t)

Figure 2.2: A typical scheme for speed or torque control.

For test beds like the ones presented in Figs. 2.1(a) and 2.1(b), the control loops for speed
and torque frequently are similar to the structure shown in Fig. 2.2. The main components
of the latter are the drive line, which constitutes the plant that is to be controlled, the
controller, which comprises all the involved control algorithms ranging from speed or torque
control to �eld-oriented-control and pulse-width-modulation (“PWM”), and the actuator or
dynamometer, for which in this work only induction machines (“IMs”) are considered. In Fig.
2.2, the vector r represents the reference values that are given to the controllers. Among
others, the set points for speed and torque are two important elements of r . The vector
m comprises the measured variables. In the cases considered in this chapter, the speed
of the dynamometer is measured by the means of a rotary encoder, and as shown in the
plant-block, a torque measuring �ange is part of the drive line to measure the transmitted
shaft torque Tshaft. To emphasize its exceptional role1 with regards to the dynamics of the
system, Tshaft is not packed into m. Besides speed and torque, especially the phase currents
of the induction machine are three important measured quantities. The measured variables
are passed on to a processor board2 that is part of the frequency converter of the test bed.
The board provides the hardware platform for all the control-related software, which in Fig.
2.2 is comprised in the block termed controller. In that sense, the expression

u = C(r ,m,Tshaft, t) (2.1)

subsumes a signi�cant number of controllers, observers, functional relations etc. The actual
output of C is the vector of phase voltagesu = [uU ,uV ,uW ]T , which can be set freely within
its bounds by the means of a pulse-width-modulation scheme, and eventually leads to the
airgap torque Tairgap that acts on the rotor of the dynamometer.

1This dependency is covered in detail in Chapter 5 of this work.
2In the test beds considered in this thesis, only products manufactured by dSpace® with DS1006 or

DS1005 processor boards are used. For details see [27, 31, 32].
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Tshaft

ω∗
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ω1

ω1

controller plant
actuator
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k

c

TairgapT̃
T̃ = C̃(ω∗

1 , ω1, Tshaft, t)

Figure 2.3: Strongly simpli�ed representation of the considered control system.

To give an intuitive description of the problems associated with speed and torque control,
some simpli�cations are made at this point, leading to the structure shown in Fig. 2.3. Firstly,
the drive line is assumed to behave like a linear two mass oscillator. A possible description
of the plant in the Laplace-domain is then given by

P1(s) B
Tshaft(s)

Tairgap(s)
=

1
I1
·

cs + k

s2 + c( 1I1 +
1
I2
)s + k( 1I1 +

1
I2
)

and

P2(s) B
ω1(s)

Tairgap(s)
=

1
I1
·

s + (cs + k) 1I2s

s2 + c( 1I1 +
1
I2
)s + k( 1I1 +

1
I2
)
,

(2.2)

the transfer functions fromTairgap toTshaft andω1, respectively. Therein, k , c , I1 and I2 denote
sti�ness, damping and rotary inertias of the two mass oscillator, respectively, and ω1 stands
for the measured angular velocity of I1. Secondly, only the controllers for the mechanical
variables in C are considered, which leads to the reduced system of controllers C̃, whose
output is the desired control torque T̃ . Thirdly, a classical PI-controller is assumed to be
used for controlling the angular speed ω1. In that case, also C̃ can be represented in the
Laplace-domain, i.e.

C̃ : T̃ (s) = kVTshaft(s) +
kPs + kI

s

[
ω∗1(s) − ω1(s)

]
, (2.3)

with kI , kP , kV and ω∗1 as the integrator and proportional gain, the feed through gain and
the set point for the angular speed, respectively. Especially the feed through path for Tshaft
is an indispensable component in many applications, as the direct use of the measured shaft
torque often is the quickest way to react to the device-under-test. Fourthly and lastly, the
actuator is regarded as a �rst-order lag element. Under this assumption, the connection
between controller output T̃ and airgap torque Tairgap can be expressed by

Tairgap(s) =
1

sτa + 1
T̃ (s), (2.4)

where τa stands for the time constant of the �rst-order lag element. Combining these steps,
the system can be analysed analytically, as especially the closed loop transfer function from
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ω∗1 to ω1 can be stated as

Gω(s) B
ω1(s)

ω∗1(s)
=

kPs
3 + (kP

c
I2
+ kI )s

2 + (kP
k
I2
+ kI

c
I2
)s + kI

k
I2

I1τas
5 + (I1 + I1c(

1
I1
+ 1

I2
)τa)s

4 + (I1c(
1
I1
+ 1

I2
) + I1k(

1
I1
+ 1

I2
)τa−kVc + kP )s

3+

+ (I1k(
1
I1
+ 1

I2
)−kVk + kP

c
I2
+ kI )s

2 + (kP
k
I2
+ kI

c
I2
)s + kI

k
I2

,
(2.5)

which allows a clear inspection of potential stability-related problems. Following Hurzwitz’s
criterion [33, 34], a necessary condition for BIBO-stability is that the parameters of the
denominator must have the same sign. Since I1τa is always positive, kV , for instance, needs
to ful�ll

kV < I1(
1
I1
+

1
I2
) +

kP
k

c

I2
+
kI
k

(2.6)

in order to allow the system to be BIBO-stable, among other conditions that also result
from the application of the criterion. One can see clearly that large values for kV have a
destabilizing e�ect. As the parameters of the plant are usually not known exactly, may
change over time, and in this consideration are associated with a two mass oscillator model
that typically does not re�ect the physical reality su�ciently well, �nding the right controller
setting often is an all but trivial problem. Figure 2.4 presents a possible consequence of
violated stability conditions:
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Figure 2.4: Undesired torque oscillation.

The plot displays the measured shaft and airgap torques during a test run on the test bed
depicted in Fig. 2.2. Therein, both torques perform oscillations with magnitudes above
500Nm and a frequency close to 600Hz. As these situations in the worst case can lead to the
destruction of test object, connecting shaft, or actuator, they must be avoided at any cost.
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Unfortunately, the actual setup typically is more complex than the simpli�ed abstraction
shown in Fig. 2.3, and also the assumptions made for explanatory reasons only hold to a
limited extent. Among the introduced simpli�cations, especially the behaviour of the drive
line often turns out to be far from that of a simple two mass oscillator. Since accurate models
typically are a crucial aid for gaining understanding about a system’s stability bounds, the
modelling of test bed drive lines like those presented is treated thoroughly in this chapter.
The main results of this e�ort are presented in the following.

2.1 Experimental setup

In the course of this research, mainly the test beds depicted in Figs. 2.5 were used for
trials. This section discusses both of these systems, and explains an important class of
experiments.

(a) Heavy-duty engine test bed. (b) R2R full vehicle test bed.

Figure 2.5: Testing setups used for experimentation.

2.1.1 Heavy-duty engine test bed

The �rst experiments to target the modelling of test bed drive lines were conducted on the
setup shown in Fig. 2.5(a). The arrangement is part of a test bed for heavy-duty combustion
engines, and was available for testing during its pre-commissioning on the premises of
KS Engineers. This circumstance explains the placement of machine and frequency con-
verter (FC) in the centre of the assembly hall and the absence of a specimen. The actuator is
an induction machine, which is covered in the orange housing in the centre of the picture.
The upper left corner of Fig. 2.5(a) depicts the frequency converter of the test bed. The
crucial segment of the FC from a control engineering perspective is the cabinet with the
opened door, which contains the dSpace® processor board to execute the control-related
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ELIN HKF145Z04
power kW 1400
speed rpm 1337
torque kNm 10

moment of inertia kgm2 23.9
current A 1570
voltage V 575

no. of pole pairs – 2

Figure 2.6 & Table 2.1: Heavy-duty test bed: induction machine.

software C. As mentioned earlier, the output of C are the �ring pulses for the transistor
modules that adjust the voltages in the phases of the induction machine [35]. The phases are
contained in the black cables on the left of the induction machine. The speed of the latter
and the resulting shaft torque are measured by means of a rotary encoder and a torque
measuring �ange, respectively. The rotary encoder is mounted on the back of the machine,
and hence is not visible in Fig. 2.5(a). The parameters of the most relevant components are
listed in Tables 2.1, 2.2, 2.3 and 2.4.

HBM T12
nominal torque kNm 10

torsional sti�ness MNm·rad−1 7.9

Figure 2.7 & Table 2.2: Heavy-duty test bed: torque measuring �ange.

Heidenhain ECN 413
max. speed rpm 15000
principle – sin-cos, optical incremental

Figure 2.8 & Table 2.3: Heavy-duty test bed: rotary encoder.

Heavy-duty test bed KS Engineers frequency converter
power MW 3.3

intermediate voltage V 1000
control frequency kHz 10
processor board – dSpace 1006

Figure 2.9 & Table 2.4: Heavy-duty test bed: frequency converter.
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2.1.2 Road-to-rig test bed

The second test bed is the road-to-rig or R2R test bed shown in Fig. 2.5(b). Its purpose is
to expose the tested vehicle precisely to the load conditions it would experience in real
operation. In the present case, four electrical machines are employed for that objective. The
presented R2R test bed was provided by KS Engineers as a second setup for experiments,
after the heavy-duty test bed was shipped to the customer. For the experiments regarding
the modelling of drive lines, the four axis were operated separately. By doing so, the setup
in essence is equal to that of the heavy-duty test bed: The line is actuated by an induction
machine, which is fed and controlled by the means of a highly dynamic frequency converter.
Shaft torque and angular speed of the induction machine are measured with a torque
measuring �ange and a rotary encoder, respectively. The actual components, however, di�er
in certain aspects. Hence, the most important parameters are again listed in Tables 2.5, 2.6,
2.7 and 2.8.

HBM T12
torque kNm 5

torsional sti�ness MNm·rad−1 4.6
Table 2.5: R2R test bed: torque measuring �ange.

Heidenhain ECN 413
max. speed rpm 15000
principle – sin-cos, opt. inc.
Table 2.6: R2R test bed: rotary encoder.

Vascat MAC-QI 250P
power kW 376
speed rpm 1123
torque kNm 3.2

moment of inertia kgm2 3.3
current A 715
voltage V 400

no. of pole pairs – 3
Table 2.7: R2R test bed: induction machine.

KS Engineers frequency converter
power MW 0.8

intermediate voltage V 630
control frequency kHz 10
processor board – dSpace 1005
Table 2.8: R2R test bed: frequency converter.

2.1.3 Chirp experiments

Chirp experiments consist of feeding chirped signals into a system of interest, where a
“chirp” in this work is interpreted as a sinusoid with a linearly growing frequency. In the
present context, the airgap torque Tairgap is interpreted as the plant’s input. Hence, a chirp
experiment in the following refers to an experiment where the actuator is demanded to
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follow chirped torque pro�les. Fig. 2.10 presents the result of one such experiment on the
heavy-duty test bed. Due to high frequencies and little space for plotting, the signals appear
as coloured areas, rather than sine-shaped oscillations.
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Figure 2.10: Chirp expirement on the heavy duty engine test bed.

The reference torque T̃ in this case may be expressed as

T̃ = T̂ · sin
(
η(t)

)
= T̂ · sin

( ∫ t

0
ν (t) dτ

)
= T̂ · sin

(
2π

∫ t

0
κτ dτ

)
, (2.7)

with T̂ as the sine wave’s magnitude, η as the angular argument to the sine function, ν B d
dtη

the frequency in radians, and κ as its linear growth rate. The other signals of interest, such
as Tairgap, Tshaft or ω1, result according the dynamics of the corresponding system. By the
means of a chirp experiment, the assessment of a system’s amplitude response and thus its
resonance characteristics becomes possible immediately, as only the measured time-domain
signals have to be inspected, without the need of additional computations. Moreover, the
experiment itself does not require much preparation or prearrangement in the given settings.
Therefore, much of the following analysis is based on insights gained by the means of chirp
experiments.

2.2 Lumped structures

This section starts the discussion of drive line modelling, by presenting several ideas that
are based on lumped inertias. The starting point of the analysis is the heavy-duty test bed
discussed in Sec. 2.1.1, whose drive line was modi�ed consecutively. Step by step, two
�anges and a disk-pack coupling were added to the drive line. At each stage, numerous
chirp experiments were conducted, of which three are shown in Figs. 2.11.
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(a) Flange 1. Additional inertia: If 1=0.14kgm2.
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(b) Flange 2. Additional inertia: If 2=0.14kgm2.
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(c) Disk-pack coupling. Additional inertia: Imc=0.28kgm2.

Figure 2.11: Chirp experiments on the heavy-duty test bed for identi�cation and validation purposes,
next to the corresponding setup.

The objective of the modelling problem is to �nd a mathematical description of the setup,
that is not only capable of reproducing the measured data for a given form of the drive line,
but also physically meaningful, allowing to perform any real-life hardware-modi�cation
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also in the simulation model. This means that in case that the real drive line is altered, e.g.,
by adding inertia at the end of the line, that it must be possible to derive a new model for
the altered setup simply by adding the same amount of inertia to the corresponding spot in
the simulation model! It will be shown later that especially this requirement complicates
the problem signi�cantly.

Figure 2.11 shows that the setup exhibits at least four signi�cant resonance frequencies
(some of the peaks are not an individual resonances, like the one at 275Hz in Fig. 2.11(a); it
lies at the half of the main resonance and is in fact caused by nonlinear actuator behaviour,
i.e. that the produced airgap torque is not perfectly sinusoidal). To avoid confusion with
angular speeds that are denoted by ω, frequencies in radians will in this work be denoted
by ν , and frequencies in Hz by the common variable f . An intuitive way to model such
a system, which is also proposed in literature [36], is to connect a su�cient number of
inertias in series, at least �ve in this case, such that all of these resonances can be reproduced.
Fig. 2.12 shows this model: the inertias I1, . . . , I5 are connected by linear rotatory spring
and damper elements, whose sti�ness and damping coe�cients along with the values of
the inertias constitute the model’s parameters. As the model structure along these lines can
be found easily, the problem reduces to �nding the right parameters.

I1 I2 I3 I4 I5

Tairgap ϕ4, ω4 ϕ5, ω5Tshaft

k4

c4

Figure 2.12: Chain of �ve inertias to model the heavy-duty test bed.

However, before this topic is treated, some mathematics regarding the representation of a
system like the one shown in Fig. 2.12 is discussed. The following assumptions are made at
this point to clarify the analysis:

1. Only the mechanical part of the system is investigated.
2. The considered system input is the airgap torqueTairgap, which can be calculated

from measured machine currents according to the fundamental wave model
for induction machines [37].

3. The considered output is the measured shaft torque Tshaft.
4. All system components, i.e. rotatory springs, dampers and lumped inertias, are

considered linear.
5. The drive line is assumed to be free on both ends [38].
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2.2.1 Model types

The state representation of a dynamical system is not unique, and di�erent state coordinates
may be interchanged by appropriate state transformations. The present case, however,
is particularly ambiguous, as di�erent model-types with di�erent model orders may be
employed to describe one and the same drive line. In the following, some of the possible
approaches are presented by the means of the two-mass oscillator shown in Fig. 2.13.
Therein, k, c, I1, I2, φ1, φ2, ω1, ω2 denote sti�ness, damping, rotary inertias, angles and

I1

Tshaft

I2

k

c

Tairgap ϕ1, ω1 ϕ2, ω2

Figure 2.13: Two-mass oscillator.

angular velocities, respectively. All model-types described in the following are applicable
to inertia chains of any length. A frequently seen mathematical description is obtained by
using absolute signals only, i.e.

xa B
[
φ1,ω1,φ2,ω2

]T
,

d
dt xa =

©­­­­«
0 1 0 0
− k
I1
− c
I1

k
I1

c
I1

0 0 0 1
k
I2

c
I2
− k
I2
− c
I2

ª®®®®¬︸                      ︷︷                      ︸
CAa

xa +


0
1
I1
0
0

 Tairgap,

Tshaft =
[
k c −k −c

]
xa .

(2.8)

Also di�erential signals are used often, which yields

xd B [φ1 − φ2,ω1 − ω2]
T C [∆φ,∆ω]T ,

d
dt xd =

(
0 1

−k( 1I1 +
1
I2
) −c( 1I1 +

1
I2
)

)
︸                           ︷︷                           ︸

CAd

xd +

[
0
1
I1

]
Tairgap,

Tshaft =
[
k c

]
xd .

(2.9)
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Model (2.9) requires two state variables less than model (2.8). However, every advantage
comes at a cost, and so the lower model order is accompanied by the loss of information
about absolute positions and velocities. A compromise that is employed by several authors,
see e.g. [39], is the use of both absolute and di�erential signals, i.e.

xm B [φ1 − φ2,ω1,ω2]
T ,

d
dt xm =

©­«
0 1 −1
−k 1

I1
−c 1

I1
c 1
I1

k 1
I2

c 1
I2
−c 1

I2

ª®¬︸                   ︷︷                   ︸
CAm

xm +


0
0
1
I1

 Tairgap,

Tshaft =
[
k c −c

]
xm .

(2.10)

Another approach, that is especially common in mechanical engineering, see e.g. [40–42],
is the use of angles only. This leads to a second order di�erential equation, i.e.

xφ B [φ1,φ2]
T ,

d2

dt2xφ =
(
−k 1

I1
k 1
I1

k 1
I2
−k 1

I2

)
︸           ︷︷           ︸

CKφ

xφ +

(
−c 1

I1
c 1
I1

c 1
I2
−c 1

I2

)
︸          ︷︷          ︸

CCφ

d
dt xφ +

[ 1
I1
0

]
Tairgap,

Tshaft =
[
k −k

]
xφ +

[
c −c

] d
dt xφ,

(2.11)

with the so-called sti�ness and damping matricesKφ andCφ . In that sense, the most compact
description of a chain of inertias is achieved by applying the idea of di�erential signals to
the second order system (2.11). For the two-mass oscillator, the result is a scalar equation:

x∆ B φ1 − φ2,

d2

dt2x∆ = −k(
1
I1
+

1
I2
)︸        ︷︷        ︸

CK∆

x∆ −c(
1
I1
+

1
I2
)︸       ︷︷       ︸

CC∆

d

dt
x∆ +

1
I1
Tairgap,

Tshaft = kx∆ + c
d
dt x∆.

(2.12)

In this work, all approaches are used at one point or the other, depending on the context
and the needs of the given problem.
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2.2.2 Practical resonance

In this work, resonance is interpreted as what is frequently termed practical resonance,
which designates the frequencies that (locally) maximize a system’s amplitude response
[43, 44]. For the chirp experiments presented in Fig. 2.11, the local maxima are visible as the
measured shaft torques’ peaks. It is important to mention that for a multi-body system with
damping, the practical resonance frequencies usually are highly similar, but not identical to
the system’s eigenfrequencies.

To clarify this distinction, the two-mass oscillator shown in Fig. 2.13 is considered again.
On the one hand, the eigenvalues of matrix Ad according to (2.9) may be stated as

sd{1,2} = −
c

2

(
1
I1
+

1
I2

)
±

√
c2

4

(
1
I1
+

1
I2

)2
− k

(
1
I1
+

1
I2

)
. (2.13)

For the case that the discriminant’s argument is negative, the system’s eigenfrequency is
given by the absolute value of the imaginary part of sd{1,2}, i.e.

νd =

√
k

(
1
I1
+

1
I2

)
−
c2

4

(
1
I1
+

1
I2

)2
. (2.14)

On the other hand, the transfer functions from Tairgap to any of the system’s other signals
share the same denominator, and may be represented in the general form of

G(s) =
µ(s)

s2 + c( 1I1 +
1
I2
)s + k( 1I1 +

1
I2
)
. (2.15)

Therein, the numerator polynomial µ(s) di�ers from one output signal to the other; for
Tshaft(s), for example, it takes on the form of µ(s) = 1

I1
(cs+k). Along these lines, the amplitude

response may be expressed as

|G(jν )| =
|µ(jν )|√

(k( 1I1 +
1
I2
) − ν2)2 + c2( 1I1 +

1
I2
)2ν2
, (2.16)

whose denominator is minimized3 for

νmax =

√
k

(
1
I1
+

1
I2

)
−
c2

2

(
1
I1
+

1
I2

)2
. (2.17)

Here, the squared damping coe�cient is divided by 2, in contrast to (2.14). For output
signals with a numerator polynomial of order zero, such as the di�erential angle ∆φ where

3For reasonable parameter settings, the second extremum νmax = 0 constitutes a maximum of the
denominator polynomial, which is of no particular relevance for the present discussion.
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µ(s) = 1
I1

, νmax in fact maximizes |G(jν )|, and so becomes the system’s practical resonance.
For other signals, such as Tshaft, also the numerator polynomial needs to be taken into
account, which additionally modi�es the outcome. One can see that already for the case of
a two-mass oscillator, eigenfrequency and practical resonance are not equal.

For the drive lines considered in this work, however, the damping coe�cients are small and
by far exceeded by the systems’ sti�ness factors. Hence, eigenfrequencies and observed
resonances are almost identical. It is for this reason that the following analysis focuses on
assigning appropriate eigenvalues to the considered models in order to reproduce measured
resonances in simulation, rather than manipulating the actual maxima of their amplitude
responses, which usually constitutes an involved and complex task.

2.2.3 Eigenvalues

With regards to their eigenvalues, the modelling approaches presented in Sec. 2.2.1 show
some appealing relations. To discuss those connections, a system of type (2.9), with state vec-
tor xd , dynamic matrix Ad , and order n is considered �rst. Its eigenvalues are concatenated
to the vector

sd = [sd,1, sd,2, ..., sd,n]. (2.18)
For the description presented in (2.8), which is based on absolute signals and uses the
dynamic matrix Aa and the state vector xa , a transformation matrix in the form of

T =
©­«

I2×2 02×n(
In×n 0n×2

)
−

(
0n×2 In×n

)ª®¬ , (2.19)

with appropriately dimensioned unity and zero matrices I and 0, can be used to transform
the state vector xa into

xa,new = Txa =


φ1
ω1
xd

 . (2.20)

This modi�es the dynamic matrix according to

TAaT
−1 = Ãa =

©­­­«
(
0 1
0 0

)
M2×n

0n×2 Ad

ª®®®¬ . (2.21)

Therein, the upper right block M2×n does not have any e�ect on the eigenvalues of Ãa .
Besides that, the eigenvalues of the upper left block are exclusively zero, which is also
re�ected in the characteristic equation of Ãa , i.e.

det(sI(n+2)×(n+2) − Ãa) = s
2 · det(sIn×n −Ad). (2.22)
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The solutions of (2.22) are of course also the eigenvalues of Aa , as they are not modi�ed by
a similarity transformation. More precisely, the solutions of (2.22) are the eigenvalues of
Ad extended by two zeros, i.e.

sa = [01×2, sd] . (2.23)
In the same fashion, one can show that the eigenvalues of a system of mixed absolute and
di�erential variables as proposed in (2.10) are given by

sm = [0, sd] . (2.24)

In both cases, the length of the additional zero vector is given by the number of state
variables that exceed the order n. In a similar way, the structure of the set of eigenvalues
can be analyzed for description (2.11) with the dynamic matrix Aφ and the state vector xφ ,
which uses absolute angles only. To that end, the system of absolute signals is transformed
again, this time by the means of a row exchange matrix P , such that

xa,new = Pxa =
[
φ1 φ2 · · · φn | ω1 ω2 · · · ωn

]T
. (2.25)

P can be represented as

P =©­­«
[

1
0(N−1)×1

] 
0(N2 )×1

1
0(N2 −1)×1




[
0
1

]
0(N−2)×1



0(N2 +1)×1

1
0(N2 −2)×1

 . . .
[
0(N−1)×1

1

] ª®®¬
= P−1,

(2.26)

which is a so-called involutory matrix that is equal to its own inverse. It turns the dynamic
matrix Aa into

Âa = PAaP
−1 =

©­«
0N

2 ×
N
2

I N
2 ×

N
2

Kφ Cφ

ª®¬ , (2.27)

where N = n + 2 stands for the order of Aa . Given a description in the form of (2.11), the
matrix Âa can be built immediately with the matrices Kφ and Cφ! Since (2.27) shows that
Âa and Aa are similar, one may build Âa accordingly and compute directly the eigenvalues
of Aa . This dependency may be expressed by

sφ = sa = [01×2, sd] . (2.28)

Generally, �nding the eigenvalues of a matrix means solving its characteristic equation.
For the case of Âa , this results in

det
©­­«
sI N

2 ×
N
2

−I N
2 ×

N
2

−Kφ sI N
2 ×

N
2
−Cφ

ª®®¬ = det
(
sI N

2 ×
N
2

)
det

(
sI N

2 ×
N
2
−Cφ − s

−1I N
2 ×

N
2
Kφ

)
= det

(
s2I N

2 ×
N
2
− sCφ −Kφ

)
= 0,

(2.29)



26 Chapter 2 Drive Lines

where the argument of the det()-operation is the Laplace-transform of the original di�eren-
tial equation, which allows to gain another insight: As mentioned in Sec. 2.2.2, the damping
coe�cients are small compared to the sti�ness parameters for the drive lines considered in
this part of the thesis. Thus, neglecting the damping matrix often is a reasonable step to
simplify the analysis. In the case of (2.29), this yields

det
(
s2φI N2 ×

N
2
−Kφ

)
= 0, (2.30)

where the result is determined by the sti�ness matrix Kφ! As the actual eigenvalues sK of
Kφ are the solutions of

det
(
sKI N

2 ×
N
2
−Kφ

)
= 0, (2.31)

one sees that sK and sφ are related via a simple square root operation. Along the same lines,
a solution to the eigenvalue problem for model (2.12) can be found with the help of the
matrix

A∆ =
©­«
0(N2 −1)×(N2 −1) I(N2 −1)×(

N
2 −1)

K∆ C∆

ª®¬ , (2.32)

which contains the reduced sti�ness and damping matrices K∆ and C∆, respectively, and
leads to

s∆ = sd . (2.33)

2.2.4 Eigenvectors

In addition to eigenvalues, also eigenvectors are critical for the analysis of oscillations.
They determine the structure of a system’s eigenmodes, and especially the eigenvector
entries corresponding to angles allow an important insight: Their absolute values reveal
the extent to which the related member takes part in the motion of a mode, and their

I1 I2 I3

I4 I5

Figure 2.14: Possible mode shape for a �ve-mass oscillator.
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signs allow to group the members into sections that move in phase. For systems whose
states contain velocities, too, the corresponding eigenvector components are equal to the
entries corresponding to angles multiplied with the respective eigenvalue [40, 45, 46]. An
exemplary representation of an eigenmode by the means of the associated right-eigenvector
is shown in Fig. 2.14.

In the case of the reduced sti�ness matrix K∆, an interesting connection between left- and
right-eigenvectors is found: For a given eigenvalue s∆,i , the corresponding right-eigenvector
ri has to ful�l

K∆ri = s∆,iri . (2.34)

Their counterparts, the left-eigenvectors li must solve the transposed version of (2.34),
which follows as

lTi K∆ = l
T
i s∆,i ⇒ KT

∆li = s∆,ili . (2.35)

Taking a closer look at a general nth order reduced sti�ness matrix, i.e.

K∆ =©­­­­­­«

−k1(
1
I1
+ 1

I2
) k2

1
I2

0 0 · · · 0
k1

1
I2

−k2(
1
I2
+ 1

I3
) k3

1
I3

0 · · · 0
0 k2

1
I3

−k3(
1
I3
+ 1

I4
) k4

1
I4
· · · 0

... · · ·
. . .

...
0 0 0 · · · −kn(

1
In
+ 1

In+1
)

ª®®®®®®¬
,

(2.36)

one sees that transposing K∆ does not change much in the matrix; mainly because the entry
in a row’s right secondary diagonal only di�ers in its sti�ness factor from the entry in the
consecutive row’s left secondary diagonal. Thus, to compute KT

∆ , only these sti�ness factors
have to be interchanged. This can be achieved by the means of a similarity transformation
that uses diagonal matrices only: Multiplying with

L =

©­­­­«
1 0 · · · 0
0 k2

k1
· · · 0

...
. . .

...

0 0 · · ·
kn
k1

ª®®®®¬
(2.37)

from the left, and with its inverse

L−1 =

©­­­­«
1 0 · · · 0
0 k1

k2
· · · 0

...
. . .

...

0 0 · · ·
k1
kn

ª®®®®¬
C R (2.38)
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from the right, one obtains

LK∆R =

©­­­­­­«
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ª®®®®®®¬
= KT

∆ .

(2.39)

For the connection between left- and right-eigenvectors, this leads to

KT
∆li = LK∆Rli = s∆,ili , (2.40)

which, after multiplying with L−1 from the left, yields

K∆Rli = s∆,iL
−1li . (2.41)

Since L−1 = R, one obtains
K∆Rli = s∆,iRli , (2.42)

and arrives at the insight that Rli solves the right-eigenvector-equation for s∆,i . This result
may be interpreted as a new set of eigenvectors

r̃i = Rli , (2.43)

which, as R is a simple diagonal matrix, demonstrates that a set of new right-eigenvectors
can be produced by scaling the components of a given set of left-eigenvectors with fractions
that consist of the sti�ness factors of the model only! The idea can also be reversed, in order
to introduce a new set of left-eigenvectors by using an initial set of right-eigenvectors,
i.e.

l̃i = Lri . (2.44)

One possible application of these connections is to express the inverse of a matrix of
eigenvectors. Denoting the matrix of right-eigenvectors4 by Vr , i.e.

Vr =
(
r1 r2 · · · rn

)
, (2.45)

one may introduce a matrix of new left-eigenvectors as

Vl̃ =
(
l̃1 l̃2 · · · l̃n

)
= LVr . (2.46)

Since left- and right-eigenvectors of a matrix with distinct eigenvalues are orthogonal to
each other, it follows that

VT
l̃
Vr = V

T
r L

TVr = V
T
r LVr = Γ, (2.47)

4Analogue ideas can of course be developed for a matrix of left-eigenvectors.
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where the diagonal matrix

Γ =

©­­­­«
γ1 0 · · · 0
0 γ2 · · · 0
... · · ·

. . .
...

0 · · · 0 γn

ª®®®®¬
(2.48)

accounts for the fact that the considered vectors do not necessarily have to have length one,
and that the matrix L in general does not conserve the length of a vector. Since (2.47) is a
quadratic form, the entries γ1,γ2, . . .γn are non-negative. Rearranging (2.47), the inverse of
Vr may thus be expressed as

V −1r = Γ−1VT
r L. (2.49)

2.2.5 Eigenvalue derivatives

The results achieved in the preceding sections are now combined to discuss another import-
ant aspect, the derivatives of the considered models’ eigenvalues. The upcoming considera-
tions are partly based on ideas published in [47, 48], and start with the right-eigenvector
equation for the reduced sti�ness model in matrix form, i.e.

K∆Vr = VrΛ. (2.50)

Therein,Vr as in (2.45) contains the right-eigenvectors as column vectors, and Λ is a diagonal
matrix that comprises the eigenvalues of K∆. Assuming that the matrices depend on a scalar
parameter p, i.e. K∆(p), Vr (p) and Λ(p), and abbreviating the derivative d

dp with a dash, the
derivative of (2.50) with respect to p may be stated as

K′∆Vr +K∆V
′
r = V

′
r Λ +VrΛ

′. (2.51)

Equation (2.51) can be rearranged to

K′∆Vr −VrΛ
′ = −K∆V

′
r +V

′
r Λ, (2.52)

where a left-multiplication with V −1r yields

V −1r K′∆Vr −V
−1
r Vr︸︷︷︸
=I

Λ′ = −V −1r K∆V
′
r +V

−1
r V ′r Λ. (2.53)

At this point, some linear algebra is employed for further simpli�cation: Reduced sti�ness-
matrices like K∆ are non-defective for any reasonable parameter setting. Thus, their eigen-
vectors are linear independent, and span the whole Rn space. This allows to �nd a basis
matrix C that linearly combines the right-eigenvectors in Vr such that they describe the
derivative d

dpVr = V
′
r , i.e.

V ′r = VrC ⇒ C = V −1r V ′r = V
−1
r V ′r . (2.54)
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Combining (2.53) and (2.54), one obtains

V −1r K′∆Vr − Λ
′ = −V −1r K∆Vr︸︷︷︸

=VrΛ︸     ︷︷     ︸
=Λ

C +V −1r Vr︸︷︷︸
=I

CΛ, (2.55)

which leads to
Λ′ = V −1r K′∆Vr + ΛC −CΛ. (2.56)

Therein, the main diagonal of ΛC −CΛ is identically zero, which signi�cantly simpli�es the
analysis, since the main diagonal of Λ′ alone represents the sought eigenvalue derivatives.
An important case in that regard are situations where the last inertia In+1 is modi�ed, as
they describe the changeover from one device-under-test to another. In that sense, the
reduced sti�ness matrix K∆ is derived with respect to In+1, which yields

d
dIn+1

K∆ =
©­­«
0 · · · 0
...
. . . 0

0 · · · kn
1

I 2n+1

ª®®¬ = K′∆. (2.57)

Inserting (2.57) into (2.56) and using expression (2.49) for V −1r gives

Λ′ = Γ−1VT
r L

©­­«
0 · · · 0
...
. . . 0

0 · · · kn
1

I 2n+1

ª®®¬Vr . (2.58)

Reducing (2.58) to its main diagonal �nally results in

λ′ =
k2n

k1I 2n+1
Γ−1

©­­«
r 21,n
...

r 2n,n

ª®®¬ , (2.59)

where λ′ represents the vector of eigenvalue derivatives, and ri,n stands for the nth entry of
each of the right-eigenvectors. As all ri,n have to be non-zero5, and since (2.59) holds for any
positive In+1, one arrives at the following insight: If the last member in a chain of inertias
is altered, then all the eigenvalues, and with them all the resonances, change. Moreover,
as the eigenvalues of K∆ are negative, they move towards zero for a growing inertia In+1,
which decreases their absolute values, and with that the associated eigenfrequencies.

5The opposite case would describe a situation where the last di�erential angle ∆φN is at standstill, while
the remaining di�erential angles perform an oscillation. Since a combination of ∆φN−1 , 0 and ∆φN = 0
results in a net torque acting on IN and thus on φN , this is physically not possible.
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2.2.6 Analytical solutions

This section discusses the question of analytical feasibility of the parametrization problem,
which is how and if the parameters of a chain of inertias can be determined analytically from
the knowledge about its practical resonances. It turns out that useful analytical solutions
are achievable up until the class of three-mass oscillators.

I1

Tshaft

I2

k

c

Tairgap ϕ1, ω1 ϕ2, ω2

Figure 2.15: Two-mass oscillator.

Two-mass oscillator

The associated structure is once more the one shown in Fig. 2.15. To simplify the problem,
the system’s damping is neglected in a �rst step, in order to align the observed practical
resonance with the system’s eigenfrequency. By doing so, the connecting sti�ness k can be
obtained by rearranging either (2.14) or (2.17), which leads to

k =
I1I2

I1 + I2
ν2r , (2.60)

given that the distribution of inertia between I1 and I2 and the practical resonance frequency
νr are known a priori. If either I1 or I2 is not known from the beginning, but k is, then
(2.60) may of course be solved for the missing inertia. What is still unknown is the damping
parameter c . As discussed in Section 2.2.2, the damping parameters in the considered setups
only marginally impact the locations of the observed resonances, and mainly a�ect the
height of the peaks in the amplitude response. Thus, the values for the damping parameters
are often determined in a separate, second step, either by numerical optimization [49] or by
hand design, with the objective to adjust the form of the model’s amplitude response.

Three-mass oscillator

The transition to a three-mass oscillator gravely increases the complexity of the problem.
The corresponding structure is shown in Fig. 2.16, and allows to reproduce two resonance
frequencies. If the system’s damping is again neglected in a �rst step, two of the remaining
parameters may be derived from two resonances νr ,1 and νr ,2. In case that the sti�nesses k1
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I1

Tshaft

I2 I3

k1

c1

k2

c2

Tairgap ϕ1, ω1 ϕ2, ω2 ϕ2, ω3

Figure 2.16: Three-mass oscillator.

and k2 are unknown, one may proceed as follows: From the reduced sti�ness matrix K∆,
which in this case is given by

K∆ =
©­«
−k1

(
1
I1
+ 1

I2

)
k2

1
I2

k1
1
I2

−k2
(
1
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+ 1
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)ª®¬ , (2.61)

one may compute the characteristic polynomial

det
(
s2I2×2 −K∆

)
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(2.62)

To reproduce the two resonances mentioned earlier, the imaginary parts of the roots of
(2.62) must coincide with νr ,1 and νr ,2. This demand can be formulated as

det
(
s2I2×2 −K∆

) !
= (s2 + ν2r ,1)(s

2 + ν2r ,2) = s
4 + (ν2r ,1 + ν

2
r ,2)s

2 + ν2r ,1ν
2
r ,2, (2.63)

from which the coe�cients of s2 and s0 can be compared with those of (2.62). This step
leads to
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(2.64)

a system of nonlinear equations, out of which k1 and k2 can be obtained. Unfortunately,
(2.64) does not possess a unique solution. On the one hand, the tuple
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(2.65)
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ful�ls (2.64), but on the other hand also
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where the signs in front of the square-root terms are reversed, quali�es as a solution. This
property can be explained intuitively by performing the transition of I2 →∞. In this case,
the �rst tuple converges towards

k1 = ν
2
r ,1I1 and k2 = ν

2
r ,2I3, (2.67)

while the second one turns into

k∗1 = ν
2
r ,2I1 and k∗2 = ν

2
r ,1I3. (2.68)

The system then consists of two one-mass oscillators, whose spring is on the other side
connected to the in�nitely large inertia I2. If it is not known which resonance belongs to
which one-mass oscillator, a second solution can always be produced by exchanging the
assignment of νr ,1 and νr ,2 to the one-mass oscillators belonging to I1 and I3, respectively.
One can see that the complexity of the results increases rapidly with the number of involved
inertias, and that on top of that, the results become more and more ambivalent. Thus, from
the class of four-mass-oscillators onwards, methods of numerical optimization are usually
employed to support the process of �nding a model’s parameters.

2.2.7 Numerical optimization

In order to satisfyingly reproduce the behaviour of the considered heavy-duty test bed’s
drive line, a simulation model needs to re�ect at least the four resonance frequencies that
are visible in the plots of Fig. 2.11. Additionally, it must be possible to alter the model exactly

I1 I2 I3 I4 I5

Tairgap ϕ4, ω4 ϕ5, ω5Tshaft

k4

c4

Figure 2.17: Five-mass oscillator.
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like the real drive line, in this case inertia is added to the last member of the chain, and
still preserve the model’s capability of reproducing accurately the corresponding measured
data. The four resonances require at least �ve rotational inertias, which in the simplest case
leads to the �ve-mass oscillator shown in Fig. 2.17. Since the parameters of such a structure
can no longer be found analytically, and moreover are not unique, they are determined by
the means of numerical optimization.

In order to produce physically meaningful results, the elements of the model are inspired by
certain parts of the real drive line: The �rst inertia is thought of as a representative of the
induction machine rotor, the inertias I2 and I3 are interpreted as the sections neighbouring
the connecting hub between the rotor and the torque measuring �ange, and the two
members of the latter are represented by I4 and I5. Consequently, the simulated equivalent
of the measured shaft torque is the torque exchanged between I4 and I5, which leads to
Tshaft = k4(φ4 − φ5) + c4(ω4 − ω5), and the induction machine’s air gap torque is once more
denoted by Tairgap. In total, values for I1, . . . , I5, and the sti�ness and damping coe�cients
of the shafts, i.e. k1, . . . ,k4 and c1, . . . , c4, have to be found. When looking to determine
the parameters, data sheets or design drawings are often only of limited help, as especially
the spring and damper elements do not have discrete physical counterparts in the actual
setup. Eventually, a combination of two optimization problems was employed to �nd the
parameters. The �rst one may be written out as

minimize
k,I

J = eTνQeν

subject to Ii,min ≤ Ii ≤ Ii,max, i = 1, . . . , 5,
and ki,min ≤ ki ≤ ki,max, i = 1, . . . , 4,

(2.69)

and aims at �nding the right inertia and sti�ness values to �x the location of the resonances,
while the second one adjusts the damping parameters in order to shape the resulting
amplitude response. The vectors I =

[
I1, I2, I3, I4, I5

]
and k =

[
k1,k2,k3,k4

]
subsume the

inertias and sti�nesses of the model. The cost function J is a quadratic form produced by
the vector of frequency errors

eν =


νr ,1 − ν̃r ,1
νr ,2 − ν̃r ,2
νr ,3 − ν̃r ,3
νr ,4 − ν̃r ,4

 (2.70)

and a diagonal weighting matrixQ with exclusively positive entries, which allows emphasize
certain resonances. In (2.70), νr ,i denotes the measured practical resonance frequencies,
while ν̃r ,i stands for their counterparts predicted by the model. The inequality constraints
Ii,min ≤ Ii ≤ Ii,max and ki,min ≤ ki ≤ ki,max restrict each variable to at least the set of
positive real numbers R+ – or to a subset of it, if any additional information about a
parameter is available. This is, for instance, the case for inertia I1. The latter is known to
be close to 24 kgm2, which led to choose I1,min = 22.5 and I1,max = 25.5, as it is known
from experience that data sheet values for machine inertias frequently vary in the range of
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±5%. The connection between I,k and J is given by the characterstic eigenvalue equation
of the used model, as laid out in Section 2.2.2, where it is shown that eigenvalues and
resonances are identical for cases with negligible or very small damping, which is the case
here. Unfortunately, these equations are highly nonlinear, which leads to optimization
problems that are particularly hard to solve and puts a lot of weight also on the settings of
the employed numerical algorithm. Eventually, Matlab’s fmincon algorithm turned out to
perform reasonably well in the given setting.

The second optimization problem deals with �nding the right damping parameters. The
main idea in this regard is to adjust c1, c2, c3 and c4 such that the amplitude response of
the model at the considered resonance frequencies coincides with that of the real system.
Formally, this approach can be written out almost as before, i.e.

minimize
c

V = eTAReA

subject to ci,min ≤ ci ≤ ci,max, i = 1, . . . , 4.
(2.71)

Similar to (2.69), the cost functionV is given by a quadratic form, with the diagonal matrix
R to prioritize certain resonances. The variable eA again corresponds to the error between
model and measurement, in this case with regards to the amplitude response at the practical
resonances νr ,i . The measured values are derived directly from the chirp experiments, and,
using G(jν ) to represent the frequency response of the drive line, will in the following
be denoted by |G(jνr ,i)|. Introducing |G̃(jνr ,i)| for the results produced by the model6, one
arrives at

eA =


|G(jνr ,1)| − |G̃(jνr ,1)|

...

|G(jνr ,4)| − |G̃(jνr ,4)|

 . (2.72)

In consistency with the �rst optimization problem, Matlab’s fmincon algorithm was em-
ployed for the second one, too. The resulting parameter values and the settings for the
algorithm are listed in Appendix A.1.

Eventually, the measurements presented in Fig. 2.11 were repeated in simulation. Of the
three measurements, the information provided by the �rst one was used for the optimization
process, while the other two experiments were considered for validation. To that end, the
last inertia I5 was increased stepwise, by adding the inertia values of the additionally
mounted components7. In every simulation, the measured airgap torque was fed into the
model, leading to the results shown in Figs. 2.18(a), 2.18(b) and 2.18(c).

6G̃(jνr,i ) can be computed with ease using Matlab’s control-system-toolbox.
7The incremental inertia values are known precisely from design drawings.
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2.2.8 Results: chain of lumped inertias
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(a) Flange 1, additional inertia: If 1=0.13kgm2, which is included in I5,1 = 0.14kдm2, a result from optimization.
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(b) Flange 2, additional inertia: If 2=0.13kgm2, thus I5,2 = I5,1 + If 2 = 0.27kgm2.
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(c) Disc-pack coupling, additional inertia: Idp=0.24kgm2, thus I5,3 = I5,2 + Idp = 0.51kgm2.

Figure 2.18: Chirp experiments on the heavy-duty test bed for identi�cation and validation purposes,
in comparison with simulation results obtained with a straight �ve-mass oscillator.
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The presented results demand further discussion, in several aspects. Undeniably, the model
fails to capture the dynamics of the drive line, which shows that parametrizing the �ve-mass
oscillator shown in Fig. 2.17 clearly is not the �nal step towards solving the considered
modelling problem.

A �rst di�culty arises for the �rst setup shown in Fig. 2.11(a) where �nding a setting for
the damping coe�cients that allows to reproduce the highest resonance νr ,4 at 2π1560 rad

s
turns out to be practically not feasible. This resonance is comprised in the proposed model,
but either the damping parameters are chosen such that νr ,4 can be seen clearly, which leads
to resonance peaks for νr ,1 and νr ,2 that are much too high, or they are selected in the way it
is done here, where the peaks belonging to νr ,1 and νr ,2 are represented properly, but that of
νr ,4 vanishes almost entirely. Moreover, the real system possesses a signi�cant transfer zero
between the �rst two resonances, which is not represented by the proposed model at all.
Especially the next chapter will show that this particular zero is of paramount importance
for the derivation of a better model. Lastly, and this is probably the most striking �aw of
the straight �ve-mass oscillator, the model fails dramatically when it comes to predicting
the evolution of the system’s dynamic properties in case of a hardware modi�cation. Here,
the inertia that is added to the end of the drive line is added to I5 in the model, with a
devastating outcome. The frequency-wise location of the resonances is predicted entirely
falsely, and also the hull curves in general do not have much in common with the actual
measurements.

Literature that is directly applicable to this problem is scarce: books on modelling �exible
shafts (usually as part of drive trains), such as [36], use the approach described above,
i.e. the chain-of-inertias model, and none of the several other publications that consider
the modelling of shaft oscillations, like [50–52], encounter or consider the phenomena
described above. All in all, one can conclude that the simple model of Fig. 2.17 is not suitable
for describing the dynamical behaviour of the setup, and that a further investigation is
needed.
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2.2.9 Transfer zero

The results presented previously expose several severe drawbacks of the “naive” chain of
inertias. Hence, the question of �nding a suitable model structure is revisited. The starting
point is the transfer zero located between the �rst two resonances, which is not contained in
any of the simulations, and thus motivates a more thorough investigation in this direction.
The �rst question that is dealt with at this point is whether a “naive” chain-of-inertia-model
is capable of creating transfer zeros at all. To that end,G(s) is again introduced to denote the
transfer function of a given multi-body system from Tairgap(s) to Tshaft(s), and the following
line of arguments is set up to structure the discussion:

1. A zero sz of G(s) blocks the transfer of an input signal with the complex
frequency sz , i.e., signals of the type Tairgap(t) = eszt [53].

2. The discussed systems’ parameters are exclusively real-valued, thus they can
solely form out real or complex-conjugate zeros [54].

3. In order to block a sinusoidal input Tairgap(t) = A cos(νut) = A
2
(
e jνut + e−jνut

)
,

G(s) therefore must possess a complex-conjugate pair of zeros with imaginary
parts ±jνu .

4. For linear systems, it is known that in case they are di�erentially �at, the
transfer function from input to �at output does not possess any zeros [55, 56].

Reversing the last statement, one could argue that if it was possible to show that the “naive”
chain-of-inertia-models were �at, and that the outputs considered so far were in fact the
�at outputs, that these models would in principle not be able to create any transfer zeros.
Picking up on this assessment, it is at �rst examined whether the considered systems are �at.
As �atness in the linear case is equivalent to controllability [55, 57], this can be achieved by
checking whether the models are controllable. For that purpose, a four-mass oscillator is
considered �rst; on the one hand, because a chain of four inertias is complex enough to
contain all the dynamical features that are decisive for the discussion, and on the other
because it is still simple enough to keep the arguments compact and clear. Since the transfer
characteristics from airgap torque to shaft torque does not change if the state variables are
changed, it is su�cient to analyse just one of the models proposed in Section 2.2.1. Taking,
for instance, the model comprising di�erential speeds and di�erential angles according to
(2.9), one obtains

d
dt xd = Adxd + bdTairgap, Tshaft = c

T
d xd , (2.73)

with
xTd =

[
∆φ1 ∆ω1 ∆φ2 ∆ω2 ∆φ3 ∆ω3

]
,

bTd =
[
0 1

I1
0 0 0 0

]
,

cTd =
[
0 0 0 0 k3 c3

]
,

(2.74)
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and

Ad =©­­­­­­­­«

0 1 0 0 0 0
−k1(

1
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I2
) −c1(

1
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+ 1

I2
) k2

1
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1
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0 0 0 1 0 0
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1
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1
I2

−k2(
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1
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1
I3

c2
1
I3

−k3(
1
I3
+ 1

I4
) −c3(

1
I3
+ 1

I4
)

ª®®®®®®®®¬
(2.75)

as a mathematical description. To simplify the analysis, the model’s damping is again
neglected at �rst, which reduces the dynamic matrix to

Ãd =

©­­­­­­­«

0 1 0 0 0 0
a1 0 a2 0 0 0
0 0 0 1 0 0
a3 0 a4 0 a5 0
0 0 0 0 0 1
0 0 a6 0 a7 0

ª®®®®®®®¬
. (2.76)

Therein, the abbreviations ai represent the terms related to the model’s sti�nesses, in order
to allow for a clearer view on the system’s structural properties. To see whether (2.73)
without damping is controllable, one can compute Kalman’s controllability matrix

Su =
(
b Ãdb Ã2

d
b Ã3

d
b Ã4

d
b Ã5

d
b
)
, (2.77)

which in the present case results in

Su =
1
I1

©­­­­­­­«

0 1 0 a1 0 a21 + a2a3
1 0 a1 0 a21 + a2a3 0
0 0 0 a3 0 a1a3 + a3a4
0 0 a3 0 a1a3 + a3a4 0
0 0 0 0 0 a3a6
0 0 0 0 a3a6 0

ª®®®®®®®¬
. (2.78)

Since the non-zero elements of Su are structured such that no row or column can be expressed
as a linear-combination of the others, the matrix is regular, showing that system (2.73)
without damping is controllable and therefore �at. To analyse whether Tshaft corresponds
to the system’s �at output, one may proceed as suggested in [55], where it is shown that
the output vector cT

d
of a �at output must ful�l

cTd Su
!
=

[
0 0 0 0 0 κ , 0

] (2.79)
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with κ ∈ R, which corresponds to the output having a relative degree equal to the system
order. For the present case, this leads to

cTd Su =

=
[
0 0 0 0 k3 0

] 1
I1

©­­­­­­­«

0 1 0 a1 0 a21 + a2a3
1 0 a1 0 a21 + a2a3 0
0 0 0 a3 0 a1a3 + a3a4
0 0 a3 0 a1a3 + a3a4 0
0 0 0 0 0 a3a6
0 0 0 0 a3a6 0

ª®®®®®®®¬
=

[
0 0 0 0 0 k3

I1
a3a6

]
=

[
0 0 0 0 0 k1k2k3

I1I2I3

]
,

(2.80)

which obviously ful�ls (2.79). One may thus conclude that an undamped chain of inertias,
where the airgap torque acts on the �rst inertia, and where the torque transmitted between
the last and the second-last inertia is interpreted as the measured shaft torque, is a di�eren-
tially �at system, whose output is �at, too. Such a structure is not capable of creating any
zeros at all.

Graphical investigation

This insight can be derived in other ways, too. One alternative approach is presented in the
following, employing a graphical investigation of the considered four-mass oscillator. The
again undamped version of the latter is depicted in Fig. 2.19.

I1 I2 I3 I4

k1 k2 k3

∆ϕ1

∆ω1

∆ϕ2

∆ω2

Tshaft = k3∆ϕ3

∆ω3

Tairgap

Figure 2.19: Four-mass oscillator: di�erential path from output to input.

Therein, the red arrows symbolize the derivations that need to be performed to get from
Tshaft to Tairgap. Starting with Tshaft, the �rst step is trivial:

d

dt
Tshaft = k3

d

dt
∆φ3 = k3∆ω3. (2.81)

The next step is more involved, and results in

d

dt
(k3∆ω3) = k3

(
−(

1
I3
+

1
I4
)k3∆φ3 +

1
I3
k2∆φ2

)
. (2.82)
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Therein, the term comprising ∆φ3 topologically coincides with the starting point of the
procedure. Hence, the next step towards the model’s input is to derive the expression
k2k3

1
I3
∆φ2, which is again trivial and results in k2k3

1
I3
∆ω2. Repeating these steps, one �nds

that it takes six iterations to arrive at an expression that contains Tairgap. Thus, the relative
degree of Tshaft for the given model is six, which equals the model’s order, and thus implies
that this particular output is in fact the di�erentially �at one! For a linear SISO-system like
the one present, this also means that the excess of poles is equivalent to the model order.
Therefore, the numerator of the model’s transfer function can only be a polynomial of order
zero, which intuitively explains that such a system cannot contain any transfer zeros.

Graphical investigation with damping

The proposed graphical analysis is particularly helpful when one aims to include the priorly
neglected damping. To that end, Fig. 2.20 again depicts the considered four-mass oscillator
and the di�erential path from output to input, now with a damper element that is assumed
non-zero. Obviously, each damper that is included decreases the number of derivations that
are needed to get from Tshaft to Tairgap by one.

I1 I2 I3 I4

k1

c2

k2 k3

∆ϕ1

∆ω1

∆ϕ2

∆ω2

Tshaft = k3∆ϕ3

∆ω3

Tairgap

Figure 2.20: Four-mass oscillator with damping: di�erential path from output to input.

This modi�cation decreases the pole excess, raises the degree of the numerator polynomial
of the transfer function, and eventually introduces a zero into the system’s transfer charac-
teristics. To learn more about the actual value of this zero due to damping, the four-mass
oscillator is represented once more in Fig. 2.21, this time by the means of the transfer
functions of its components:

Tairgap

Tshaft

1
I1s

1
I2s

1
I3s

1
I4s

k1

s
c2s+k2

s
k3

s

Figure 2.21: Four-mass oscillator in terms of transfer functions.

One can see that for c2 , 0, the induced zero results as s = −k2c2 , as for this value the
connection betweenTshaft andTairgap breaks apart at the second shaft between I2 and I3. The
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insight that a zero due to damping must be real-valued can also be explained mathematically:
As mentioned in the beginning of this section, all model parameters are real-valued, hence
the zeros and poles of the transfer function can only be real-valued, too, or complex-
conjugate pairs. Since one additional zero alone cannot create a whole complex-conjugate
pair, it must real. To get back to the question of oscillation-blocking, this means that zeros
due to damping do not solve the task of blocking a periodic input signal.

Structural modification

The preceding considerations suggest that a structural modi�cation of the chain-of-inertia
models is needed, in order to realize a complex-conjugate pair of transfer zeros that is
capable of blocking an oscillation. One approach to do so is to change the location of the
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Figure 2.22: Four-mass oscillator: modi�ed input with counter-oscillating subsystem.



2.2 Lumped structures 43

input, i.e., to alter the inertia that is a�ected by Tairgap. Figure 2.22 depicts the outcome of
one such modi�cation for the undamped four-mass oscillator. Changing the point of entry
as in Fig. 2.22 reduces the number of steps in the di�erential path from Tshaft to Tairgap by
two, which induces two zeros into the system’s transfer function. To learn more about the
properties of these zeros, the transfer function from Tshaft to Tairgap for the undamped case
is analysed, in a very general form at �rst, without any assumptions regarding the zeros:

G(s) B
Tshaft(s)

Tairgap(s)
= V
(s − β1)(s − β2)

6∏
k=1
(s − αi)

.
(2.83)

Therein, the poles are denoted by αi , β1,2 stands for the two new zeros that are again either
real or complex-conjugate, and V designates the scaling factor that results from factoring
the numerator and denominator polynomials. For the moment, it shall be assumed that the
acting airgap torque comprises both modes belonging to β1,2, and may thus be expressed
as

Tairgap(t) = T1e
β1t +T2e

β2t . (2.84)
In any case, the weights T1,2 have to be chosen such that imaginary values are prevented.
Transforming Tairgap(t) into the Laplace-domain, one sees that Tshaft(s) evolves as

Tshaft(s) = G(s)Tairgap(s) = V
(s − β1)(s − β2)

6∏
k=1
(s − αi)

(
T1

s − β1
+

T2
s − β2

)
= V

T1(s − β2) +T2(s − β1)
6∏

k=1
(s − αi)

,

(2.85)

where β1 and β2 are not among the poles. Thus, the exponentials eβ1t and eβ2t are not part
of the output in steady-state, i.e. for t →∞, which has manifold consequences for the other
signals in the system:

• If eβ1t and eβ2t are not contained in Tshaft, they cannot be contained in ω4 either, as
the latter is just an integral over Tshaft.

• If the exponentials are not contained in ω4, they also can’t be part of ω3; in this case
they would act on the third shaft and consequently be represented in Tshaft, which
would contradict the former statement.

• Extending this line of arguments, one quickly reaches the conclusion that also ω2
must be free from eβ1t and eβ2t in steady-state.

The last of the points above is a delicate �nding: Regarding the system’s motion related
to the exponentials, this means that I2 must come to rest as t →∞, no matter how large
the corresponding modal components of Tairgap are! To make this possible, the torque Tzero,
which is produced by the �rst shaft with sti�ness k1, must compensate T1eβ1t and T2e

β2t .
As argued above, however, the corresponding components of ω2 go to zero during the
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transition to steady-state, which leaves only one option for the compensation to work: The
ampli�cation of eβ1t and eβ2t through the boxed subsystem G1 must grow, until it reaches
in�nity in steady-state. This, however, is only possible if β1 and β2 coincide with the poles
of G1(s) B Tzero(s)/ω2(s)! Since G1(s) is in the present case given by

G1(s) =
−k1s

s2 + k
I1

, (2.86)

the zeros induced by shifting the input from I1 to I2 result as

β1,2 = ±j

√
k1
I1
= ±jνz . (2.87)

The absolute values of β1,2 can also be regarded as the resonance frequency8 of a two-mass
oscillator comprising I1, k1 and I2, where the latter in steady-state is at rest and thus acts
as an in�nitely large inertia. It is for this reason that these zeros are often referred to as
anti-resonances [41]. One may resume that the existence of a sub-structure, which is capable
of resonating against at least one inertia in the path from input to output, is an imperative
prerequisite for blocking a sinusoidal input signal. This result itself is not new, and can also
be found in [41, 58]; accompanied by di�erent explanations, however. Moreover, to the best
of the author’s knowledge, a connection of these considerations with test bed drive lines
comprising an induction machine is not yet found in literature. Furthermore, the insight is
of great practical use, as including a zero into the parametrization process allows to create
another equation for one more unknown.

I1

Tshaft

I2 I3

k1 k2

Tairgap

Figure 2.23: Undamped three-mass oscillator with shifted input.

Zero-equation

For the class of three-mass oscillators, shifting the input results in the structure shown in
Figure 2.23, and allows to analyse an important case: Frequently, the sum Im = I1 + I2 and
the third inertia I3 are given, while the sti�nesses k1,2 and the distribution of inertia between
I1 and I2 are sought; for instance, when the dynamometer is modelled by I1 and I2, and I3
represents the device-under-test, whose inertia is speci�ed in a data sheet. If the frequency

8In the undamped case, eigenmode-frequency and practical resonance are identical, cf. Section 2.2.2.
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of the transfer zero νz and the resonances νr1,2 are known, e.g., from a chirp experiment,
one may proceed as discussed in Section 2.2.6, where the two possible analytical solutions
for the conventional three-mass oscillator are developed. Again, the resonance frequencies
may be used to construct a desired characteristic polynomial, i.e.

det
(
s2I2×2 −K∆

) !
= (s2 + ν2r ,1)(s

2 + ν2r ,2) = s
4 + (ν2r ,1 + ν

2
r ,2)s

2 + ν2r ,1ν
2
r ,2, (2.88)

which allows to derive a set of equations from comparing the coe�cients of s2 and s0. This
time, the additional relations

I1
!
=
k1

ν2z
and I1 + I2

!
= Im (2.89)

must be incorporated, which modi�es the evolving system of equations to
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= k1
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1
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+

1
Im −

k1
ν2z

1
I3

ª®¬ .
(2.90)

Again, as (2.63), also (2.90) is capable of producing more than one solution. An important
extension of the concept is to separate the acting airgap torque, and to connect it to both I1
and I2. This step results in the system presented in Fig. 2.24, and may, e.g., be motivated as
a subdivision of the rotor of an electrical machine, where the whole body is touched by the
produced airgap torque.

I1

Tshaft

I2 I3

k1 k2

Tairgap

Figure 2.24: Three-mass oscillator with shifted input.

If Tairgap is distributed in proportion to I1 and I2, i.e.

Tairgap1 =
I1

I1 + I2︸ ︷︷ ︸
Cκ1

Tairgap and Tairgap2 =
I2

I1 + I2︸ ︷︷ ︸
Cκ2

Tairgap, (2.91)
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which is the physically most reasonable distribution, the induced zero results as the reson-
ance frequency of the two-mass-oscillator that is a�ected by the input, i.e.

νz =

√
k1(

1
I1
+

1
I2
). (2.92)

It must be noted, though, that νz can be positioned arbitrarily between 0 and∞, simply by
changing the weights κ1 and κ2. The result in this general case may be expressed as

νz =

√
k1
I1

(
κ1
κ2
+ 1

)
, (2.93)

where the question of whether a certain combination of values for κ1 and κ2 is physically
meaningful has to be treated with some care. Of course, also (2.91) and (2.93) may be
employed for parametrization purposes, which can be particularly useful when a simple
simulation model is needed quickly. However, as the focus of this work is on reaching a
high level of accuracy, no simulation results achieved with the models shown in Figs. 2.23
and 2.24 are discussed at this point.

2.2.10 Alternative structures

The understanding that certain structural modi�cations have the potential to signi�cantly
improve the considered models’ quality led to an entirely di�erent way of thinking, and to
several exotic, almost to say bizarre, topologies that have been investigated in the course
of this work. One of the �rst of these “alternative” structures is shown in Fig. 2.25. Here,
and also in the other topology presented later on, the sizes of the blocks aim to insinuate
the amount of represented inertia. As laid out by the results shown in Fig. 2.18, the “naive”
�ve-mass oscillator, among other shortcomings, does not allow to su�ciently excite the
highest resonance at 1560Hz in Fig. 2.18(a), which partly has to do with the huge inertia
that needs to be overcome on the way from airgap to measuring shaft. Thus, a �rst idea
was to shorten this path, by connecting the airgap torque also to inertias that are closer
to the measuring �ange. This measure can be interpreted as a splitting of the induction
machine rotor into sub-inertias that are a�ected by Tairgap.

I1 I3

I4

I5

I2

Tshaft

Tairgap

Figure 2.25: Alternative structures, one parallel inertia.
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Additionally, the last inertia of the drive line is split into two inertias, which is in part
inspired by the structure of the measuring �ange shown next to Tab. 2.2: The outer ring with
holes and the inner body of the measuring �ange are interpreted as I4 and I5, respectively.
A convenient side e�ect of this measure is that I4 creates a counter-oscillating substructure
that introduces another transfer zero. As with the straight, conventional chains of inertias
discussed earlier, I5 is interpreted as the last member of the drive line that whose inertia
is raised by the inertia of the added �anges. Consequently, the measured shaft torque is
compared to the torque that is transmitted through the shaft connected to I5.

I1 I2

I4

I5

I3

Tshaft

Tairgap

Figure 2.26: Alternative structures, two parallel inertias.

Unfortunately, the structure laid out in Fig. 2.25 did not lead to satisfactory results. Most
importantly, also this model su�ered from a lack of accuracy with regards to adapting to
changes of the real drive line. Therefore, the remainder of this section focuses on another
result of these rather creative attempts, which is shown in Fig. 2.26. One idea behind the
topology shown in Fig. 2.26 was to further shorten the main path between Tairgap and Tshaft,
that now comprises the inertias I1, I2 and I5 only. Additionally, much e�ort was put in
subdividing the big induction machine rotor. Particularly for the considered heavy-duty
test bed, it began to appear more and more likely that certain parts of the massive rotor
would form out some kind of individual dynamical behaviour, and eventually cause the
transfer zero and the great number of resonance frequencies that are visible in the chirp
experiments. In that sense, one may interpret the inertias I1, I2 and I3 as a new take on the
massive inertia that is introduced by the induction machine. As indicated in Fig. 2.26, the
airgap torque acts on I1, I2 and I3, and was scaled in proportion to their values. Structure 2.26
was used extensively in the course of this work. The parameters of the structure were again
determined by the means of two combined optimization problems. The only di�erence to
the straight chain of inertias was that the �rst of the two problems, whose purpose is to �nd
the values for sti�nesses and inertias, was extended by the desired transfer zero. The latter
was described as the resonance of the inertias that are touched by Tairgap, as explained for
the three-mass oscillator in Sec. 2.2.9, and led to the results listed in Appendix A.2. Of the
many simulations that were performed with this setup, again the three experiments that
were already used to validate the straight chain of inertias are presented in Figs. 2.27.



48 Chapter 2 Drive Lines

2.2.11 Results: Alternative structures
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(a) Flange 1, additional inertia: If 1=0.13kgm2, which is included in I5,1 = 0.20kдm2, a result from optimization.
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(b) Flange 2, additional inertia: If 2=0.13kgm2, thus I5,2 = I5,1 + If 2 = 0.33kgm2.
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(c) Disc-pack coupling, additional inertia: Idp=0.24kgm2, thus I5,3 = I5,2 + Idp = 0.57kgm2.

Figure 2.27: Chirp experiments on the heavy-duty test bed compared to simulation results obtained
with the alternative structure comprising three parallel inertias.
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The results are surprisingly positive. In contrast to the formerly discussed “naive” chain-of-
inertia models, one may resume that the model complies with almost every requirement
that was formulated so far: The resonances are met accurately, their evolution is re�ected
precisely, especially between the �rst and the second setup, the height of the resonance
peaks coincides with the measurements, and also the transfer zero is clearly comprised
in the model. The only noticeable deviation is found in the last experiment shown in Fig.
2.27(c); but compared to the attempt with the naive chain of inertias, also this result must
be regarded as a signi�cant improvement.

However, in spite of its convincing performance, the unorthodox “alternative” model is
not entirely satisfying. Although it is well imaginable that parts of the huge machine rotor
move relatively to each other, the proposed structure remains somewhat dubious. It is,
for instance, not possible to deduce the proposed topology from the design drawings of
the machine. Moreover, the adaptation of the concept to another dynamometer is not
transparent, which limits the structure to the considered case. Lastly, there is no obvious
physical interpretation of the circle of inertias that constitutes the inner life of the rotor. In
essence, the proposed structure is an empirical �nding, with all the drawbacks that come
with this class of models. Additionally, a detailed analysis of the constructive properties
of the measuring �ange, which was conducted after the �rst successful simulation studies
were performed, showed that the seemingly two parts of it are connected so sti�y that the
theory of two secondary measuring �ange inertias could not be motivated physically.

Nevertheless, one substantial, general �nding may be condensed from the previous consid-
erations, i.e., that the induction machine rotor needs to be split into several smaller inertias,
in order to �nd a satisfying simulation model.

The next steps are based on this idea. In the following chapter, it is investigated how big
inertias like that of the considered induction machine can be subdivided in a physically
interpretable way, such that the demanded dynamical requirements are met.
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2.3 So� rotor

The preceding sections made clear that the “naive” chain of lumped inertias needs to be
modi�ed structurally, in order to obtain a satisfying simulation model for the considered
drive line. More precisely, it turned out that it is imperative to change the representation
of the involved induction machine rotor, allowing this large member of the drive line to
form out a dynamical behaviour within itself. With regards to current literature, only few
contributions deal with this problem, see [59], for instance, and most of the publications
use a comparably small number of again lumped inertias, which leads to drawbacks similar
to the ones discussed earlier on. Most prominently, the question of physical interpretability
remains unsolved: In the case of a small and �nite number of discrete inertias, the search
for concrete physical counterparts usually requires much e�ort, and is most frequently not
rewarded with success. Therefore, the modelling problem is approached entirely di�erently
in this section: The massive rotor of the dynamometer is regarded as a system of in�nitely
many, in�nitely small inertias, which shifts the analysis into the area of distributed-parameter
systems.
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Figure 2.28: Soft rotor.

2.3.1 Analytical analysis

To analyse the e�ect of this methodological transition, the following section develops an
analytical description of the resonance frequencies for the structure shown in Fig. 2.28,
which represents just one topology that may be derived with the new modelling approach.
Therein, the inertia of the induction machine is distributed continuously in axial direction,
and a lumped inertia I5 is pinned to the very right end of the body. As the setup is symmetric
to rotation, only the axial dimension of the problem is considered further, with the spatial
variable x denoting the position between left (“0”) and right end (“L”). The airgap torque
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Figure 2.29: Soft rotor, division into N lumped inertias.

produced by the electrical machine is assumed to be equally distributed from x = 0 to x = L.
To derive a mathematical description of the system, the rotor is at �rst divided into a �nite
number of N sub-inertias, as shown in Fig. 2.29. Therein, I1 denotes the whole induction
machine inertia, and kim and cim stand for the total sti�ness and the total damping of the
rotor, respectively, which map the total twisting angle and the total angular di�erential
speed between front- and backside onto the torque that acts inside the body. Introducing N
partial inertias leads to (N − 1) partial connection shafts, whose parameters are given by
kim and cim scaled by (N-1) [27]. The absolute angular position of the ith discrete inertia is
described by φi , for which Newton’s second law of motion may be applied. Neglecting the
system’s damping for the beginning, this step results in

∂2φi
∂t2
=

N

I1

(
kim(N − 1)

(
φi−1 − φi

)
− kim(N − 1)

(
φi − φi+1

))
, (2.94)

which can be rearranged to

∂2φi
∂t2
= N (N − 1)kim

I1

((
φi−1 − φi

)
−

(
φi − φi+1

))
. (2.95)

To get back to the distributed rotor, the transition of N → ∞ is performed, which is
accompanied by two important consequences: On the one hand, N ≈ N − 1 for N → ∞,
and on the other, ∆x = L

N → 0. These relations may be used to modify (2.95) to

∂2φi
∂t2

=

(
L

∆x

)2
kim
I1

((
φi−1 − φi

)
−

(
φi − φi+1

))
= L2

kim
I1

φi−1−φi
∆x −

φi−φi+1
∆x

∆x
, (2.96)

which, as ∆x → 0, yields the well-known wave equation

∂2φ(x , t)

∂t2
= L2

kim
I1

∂2φ(x , t)

∂x2
. (2.97)



52 Chapter 2 Drive Lines

A common method to solve (2.97) is to use an ansatz of the form φ(x , t) = f (t)y(x), as
suggested in [60]. This separates the two variables and yields

Üf (t)

f (t)
= L2

kim
I1

y′′(x)

y(x)
, (2.98)

where the dots and the apostrophes denote the time- and spatial derivatives, respectively.
As the left side of (2.98) does not depend on x , and since the right side does not depend on
t , both of them need to be constant. This leads to

∂2 f (t)

∂t2
= −ν2 f (t) and ∂2y(x)

∂x2
= −q2y(x), (2.99)

where the constant ν takes on the role of the time frequency, while the spatial frequency is
denoted by

q = ν

√
I1

kimL2
. (2.100)

As explained in [60], the solutions to these di�erential equations are given by

f (t) = f0 cos(νt + ϕ) and y(x) = A sin(qx) + B cos(qx), (2.101)

where the phase variable ϕ may be set to zero without any loss of generality. Usually, the
constant f0 is found by comparing φ(t) to initial conditions. However, as the scope of this
work is not on �nding speci�c solutions, but on general structural properties with regards
to the models’ resonances, only y(x) is considered further.

x = 0:

The left end is investigated �rst. In the given case of a free body, the starting point in the
derivation of the di�erential equation at this end takes on the form

∂2φ1
∂t2
= L2

kim
I1

1
∆x2
(φ1 − φ2). (2.102)

For N →∞, one arrives at

∂2φ1
∂t2
= L2

kim
I1

(
lim
∆x→0

1
∆x

) (
lim
∆x→0

1
∆x
(φ1 − φ2)

)
= L2

kim
I1

(
lim
∆x→0

1
∆x

)
∂φ1
∂x
. (2.103)

To make sure that ∂
2φ1
∂t2 does not go to in�nity as ∆x → 0, the �rst derivative of φ(x , t) with

respect to x must be zero here. Thus,

dy(x)

dx

���
x=0
=

d

dx

(
A sin(qx) + B cos(qx)

) ���
x=0
=

(
Aq cos(qx) − Bq sin(qx)

) ���
x=0

!
= 0, (2.104)

which demands A !
= 0, and hence reduces the spatial component of φ(x , t) to

y(x) = B cos(qx). (2.105)
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x = L:

The right hand side of the rotor is more involved, essentially because the additional, pinned
inertia I5 must be taken into account here. Starting again with the spatially descretized
version of Newtons’s second law, one obtains

∂2φN
∂t2

= L
kim
I5

1
∆x
(φN−1 − φN ). (2.106)

Therein, the fact that I5 + I1
N ≈ I5 is exploited, which does not change throughout the

continuity transformation, and thus reduces the number of involved di�erentials ∆x to just
one. Performing the transition of ∆x → 0 leads to

∂2φ

∂t2

���
x=L
= −L

kim
I5

∂φ

∂x

���
x=L

(2.107)

in this case. Inserting (2.105) into (2.107), and reducing the analysis again to just the spatial
component y(x), modi�es the expression to

−ν2y(L) = −L
kim
I5
y′(L), (2.108)

which, with the help of (2.105), (2.108), may be rearranged further to

−ν2 cos(qL) = L
kim
I5

q sin(qL). (2.109)

Employing ν = q
√

kimL2

I1
allows to eliminate ν and yields

−q2
kimL

2

I1
cos(qL) = L

kim
I5

q sin(qL), (2.110)

which, after canceling kimL on both sides, results in the spatial eigenfrequency equation

−qL cotan(qL) = I1
I5
. (2.111)

Equation (2.111) possesses an in�nite number of solutions, where each solution describes a
spatial eigenfrequency qr of the system. Each eigenfrequency qr in turn is connected to a
time resonance frequency νr via relation (2.100). Graphically, the solutions of (2.111) may be
interpreted as the intersection points between the constant right side and the trigonometric
left side of the equation, which is represented qualitatively in Fig. 2.30. To recap this section
and to evaluate the transition to distributed-parameter systems for the modelling of test
bed drive lines, the following statements are made at this point:
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qL

−(qL)cotan(qL)
I1
I5

qr,1 qr,2 qr,3

0

qr,4

Figure 2.30: Qualitative representation of the transcendental, spatial eigenfrequency equation.

• Already for the simple setup shown in Fig. 2.28, the “soft” rotor introduces an
in�nite number of resonance frequencies. This ensures that no matter how
many resonances a chirp experiment comprises, a soft-rotor model will be
capable of reproducing a su�cient number of resonances.

• Although the number of available resonances goes to in�nity, the number of
parameters that are necessary to describe them is reduced drastically: For the
setup presented in Fig. 2.28, only the inertias I1 and I5 and the sti�ness kim are
needed to determine the system’s resonances.

• As for the three-mass systems discussed in Section 2.2.9, the transfer zeros
of the system are determined by the resonances of the counter-oscillating
substructure. A soft-rotor model comprises in�nitely many anti-resonances
and thus introduces an in�nite number of transfer zeros.

• Moreover, with the whole distributed body being a�ected by the airgap torque,
the length of the shortest path between input to output is reduced signi�cantly,
which simpli�es the task of exciting high resonances like the one at 1560Hz in
Fig. 2.18(a).

2.3.2 Simulation study

Also the soft rotor approach was used to simulate the discussed heavy-duty drive line. To
make this possible, three additional steps had to be taken: Firstly, the structure shown in
Fig. 2.28 had to be extended by two external inertias. This step was necessary in order to
account for the part of the drive line outside of the induction machine, of which especially
the two members of the torque measuring �ange were important. The outcome is the
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“hybrid” mechanical system consisting of distributed and lumped components depicted in
Fig. 2.31, with addiotional inertias I4 and I5 and no pinned element at one of the ends of
the rotor. A practical, and rather heuristical extension of the formalism to describe the
resonances of a distributed model aiming at the structure shown in Fig. 2.31 is discussed in
Appendix B. Additionally, the depicted system allows to create a clear counterpart of the
measured shaft torque; again, the torque transmitted by k4 and c4 from I4 to I5 was used to
compare simulation and measurement.

I5I4

In
d
u
ct
io
n
M
ac
h
in
e

k3 k4

c3 c4

Tshaft

Tairgap

Figure 2.31: Soft rotor with external two-mass oscillator.

Secondly, in order to implement the discussed model on the chosen simulation platform, the
soft rotor had to be discretized spatially again, which causes a deviation from the desired
distributed-parameter character of the model. However, the number of sub-inertias was
chosen comparably large, for the present case 100 same-sized sub-inertias were used, in
order to conserve the properties of the distributed model well, while trying to keep the
numerical complexity low. Besides the drawback of losing the full distributed-parameter
character of the simulation model, the usage of a �nite-dimensional model also brings an
advantage: It allows to employ the same methods of numerical optimization to �nd the
model’s parameters, which have already been used for the previous models.

Thirdly, the acting airgap torque was not connected to the entire soft body: The very right
and the very left end, meaning the outer �ve inertias on each side, were assumed not to
be touched by Tairgap, in order to account for the parts of the rotor that do not carry any
electrical conductors, and lay above the bearings of the machine, for example.

As for the alternative topologies discussed in Sec. 2.2.10, a combination of two optimization
problems was used to �nd the model’s parameters. The details of the procedure, where again
also the desired transfer zeros were included in the problem statement and the resulting
parameters are given in Appendix A.3. As mentioned above, the parametrization e�ort
compared to the prior modelling attempts is reduced, also in case of an again spatially
discretized soft rotor, mainly because all inertias and all connecting shafts inside the rotor
receive the same values. Once more, the experiments that are also considered for the other
modelling approaches were repeated in simulation, now using the soft-rotor approach. The
results are shown in Figs. 2.32.
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2.3.3 Results: So� rotor
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(a) Flange 1, additional inertia: If 1=0.13kgm2, which is included in I5,1 = 0.16kдm2, a result from optimization.
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(b) Flange 2, additional inertia: If 2=0.13kgm2, thus I5,2 = I5,1 + If 2 = 0.29kgm2.
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(c) Disc-pack coupling, additional inertia: Idp=0.24kgm2, thus I5,3 = I5,2 + Idp = 0.53kgm2.

Figure 2.32: Chirp experiments on the heavy-duty test bed compared to simulation results obtained
with the soft-rotor approach. The soft rotor was divided into 100 partial inertias, and
the airgap torque again did not act on the outer �ve inertias on each end of the body.
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2.3.4 Results: So� rotor, R2R test bed

As mentioned in the very beginning of this chapter, the heavy-duty test bed was shipped to
the customer in the midst of the project. From that point on, the R2R test bed introduced in
Sec. 2.1.2 served as a new platform for experiments. The idea behind the trials, however, did
not change: Concentrated inertia was added to the end of the drive line, while consecutive
chirp experiments were performed. The relevant section of the R2R test bed, four speci�cally
designed test �anges, and the considered drive line with and without test �ange are shown
in Figs. 2.33(a)-2.33(d). Three selected measurements are shown in Figs. 2.34, accompanied
by simulation results that were again achieved with the soft rotor model.

(a) R2R test bed with dismantled shaft. (b) Test �anges.

(c) Power train without test �ange. (d) Power train with test �ange.

Figure 2.33: Drive line modelling, experimental setup on R2R test bed.
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(a) Setup 1, no additional �ange. Secondary inertia of measuring �ange: I5,1 = 0.08kgm2.
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(b) Setup 2, additional inertia: If 1=0.09kgm2, thus I5,2 = I5,1 + If 1 = 0.17kgm2.
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(c) Setup 3, additional inertia: If 2=0.23kgm2, thus I5,3 = I5,1 + If 2 = 0.31kgm2.

Figure 2.34: Chirp experiments on the R2R test bed and simulation results obtained with the soft-
rotor model. The soft rotor was divided into 70 partial inertias, and the airgap torque
again did not act on the �rst four inertias on the left, and the last three inertias on the
right end of the soft body.
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The experiments on both the R2R and the heavy-duty test bed show one thing clearly: Large
machine rotors must be represented as distributed structures. Conceptually, the trials on the
two platforms were almost equivalent, with only one minor di�erence. On the R2R test bed,
the �anges were not stacked, in the sense that one �ange would be mounted on the back of
the other. The idea was to make absolutely sure that no unintended dynamics would be
added to the system; hence, only one �ange was present at a time, and after completing the
experiments with it, it was taken o� and replaced by the next one. To model this setup, the
soft rotor was distributed into 70 partial inertias, and it was found that good results could be
achieved if the �rst four inertias on the left, and the last three inertias on the right were not
touched by the induced airgap torque. The used parameters are again listed in Appendix A.3.
Besides that, the chirp experiments were exactly the same as before, and made clear that
the proposed soft structure allows to create a physically interpretable model, that excels in
various aspects. In response to the alternative structure discussed in Sec. 2.2.10, one must
note that also the soft-rotor model is capable of reproducing the resonances accurately, that
it re�ects their evolution in accordance with the measurements, and that it also comprises
the desired transfer zeros. In contrast to the alternative approach, however, the soft-rotor
structure is not accompanied by any physical shortcomings, that would raise doubts about
the model itself and consequently also about the achieved results. Nevertheless, some
deviations may be found in Figs. 2.32 and 2.34; but especially in comparison to the attempt
employing the naive chain of inertias, the presented results may be regarded as a signi�cant
improvement. Furthermore, it must be noted that even though the mathematical complexity
of the soft-rotor model increases through the introduction of a partial di�erential equation,
the number of parameters is reduced, mainly because only one sti�ness, damping and
inertia value are needed to represent the induction machine! In that light, the already very
satisfying simulation results shown in Figs. 2.32 and 2.34 must be valued even higher.

2.4 Conclusion

To summarize, one may state that the use of partial di�erential equations is key for obtaining
suitable mathematical models of the mechanical side of big electrical machines. The proposed
model may be used for simulations and analysis of any kind, not just for control-oriented
purposes. An aspect that bears the potential of further improvement is the selection of
identi�cation experiments. Although the considered chirp experiments allow to quickly
create a precise view on the dynamical properties that are of importance from a control
engineering point of view, it may very well be that other experiments could also be suitable
for the purpose of parametrization. Possible candidates in that regard are speed ramps, to
give an example. An extension of the proposed model, where again speed ramps might be
bene�cial for identi�cation, could involve nonlinear friction terms, to reproduce also the
measured angular velocity with high accuracy. These questions are in the scope of ongoing
research.





Chapter 3

Backlash and Gear Play

Frequently, the dynamical behaviour of test bed drive lines is in�uenced strongly by com-
ponents that mechanically connect the priorly discussed rotary inertias. Clutches, couplings,
transmissions, and also gearboxes are just some examples thereof. Two of these elements
and some novel ideas with regards to their modelling are discussed in the following: hydro-
dynamic couplings and components containing backlash. The present chapter starts with
an analysis of the latter, an outstandingly important topic in mechanical systems from gear
trains to aerospace applications. Parts of the presented content can also be found in [61], in
a to some degree modi�ed version.

When present, backlash often turns out to be among the critical attributes of the a�ected
system, which motivated some authors to characterize backlash as the most important
nonlinearity in modern drive systems [62, 63]. Altogether, a great number of papers dealing
with backlash have been published, while most recently a shift towards the application
of state-of-the-art observers in combination with advanced nonlinear methods, such as
sliding-mode or �atness-based control, with the aim of compensating the nonlinearity can
be recognized [64–67]. Despite the fact that there has been a lot of interest in systems
comprising backlash, contributions that tackle its mathematical modelling are rare. One of
the most prominent references in that regard is [62], where several approaches that map
the states of the two sides of the backlash gap onto the transmitted torque are presented.
While they are perfectly sound for the setting assumed by the authors, certain assumptions
may not be valid in other applications. Most importantly, there may be contact in the sense
of viscous friction in phases where there is no classical backlash contact. This drawback is
also present in other contributions that focus on the modelling of backlash, see e.g. [68–70].
In that sense, the following section addresses this highly relevant limitation by extending
existing backlash models to take these friction e�ects into account.

Also in this research, extensive experiments played a crucial role. In Section 3.1, the test
bed used for that purpose is presented, and the main ideas for the modelling of its drive
line are discussed. The test bed was equipped with a shaft that comprises a speci�cally
designed backlash spot, with known geometry and material properties. This allows for

61
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a rigorous assessment of any simulation model. Section 3.2 reviews the backlash models
given in literature, which is followed by a comparison of measured data from two selected
experiments with simulation results to highlight the shortcomings of these models. Section
3.3 outlines the novel approach, which essentially includes viscous damping into phases
that are free from classical backlash contact. In Section 3.4, a comparison with the same
experimental data shows that simulation results obtained with the new model agree much
better with the considered measurements.

3.1 Test bed

The previously mentioned experiments were conducted on the test bed depicted in Fig. 3.1.
This particular test stand1 serves a purely scienti�c purpose, which explains the relatively
long drive line and the high number of sensors and other components. These are a) induction
machine 2 (IM2), b) torque transducers, c) bearing blocks, d) �ywheel, e) incremental encoder,
f) elastic coupling, g) IM1. The induction machines are of type Lenze MCA14L16, whose
rated parameters are listed in Table C.3 in Appendix C. The elastic coupling f) was replaced
by a shaft that comprises a pre-designed backlash-spot. The latter is shown in Fig. 3.3, while
its constructive characteristics are listed in Table C.2, also in Appendix C.

Figure 3.1: Mechanical setup of the test bed. Picture taken from [31].

In order to objectively assess the various backlash models and to draw the correct conclu-
sions from simulations, su�ciently accurate models of the other system components are
required. These components are the neighbouring drive line sections and the induction
machines, whose models are brie�y discussed in the following. For the model derivation,
IM1 and IM2 are represented by fundamental wave models [37, 72]. The controllers for
current, angular velocity and magnetic �ux that are used in simulation were exactly the

1Details for the test bed can be found in [31, 71].
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I1 I2 I3 I4 I5 I6 I7 I8 I9
k1, c1 k2, c2 k3, c3 k4, c4 k5, c5 k6, c6 k7, c7

2α

T2 T1
Tm1Tm2

ω1ω2 ω3 ωd1
ωd2

Figure 3.2: Structure of the drive line simulation model.

same as those active on the test bed. The drive line itself is modelled as a series of lumped
inertias connected via torsional springs with damping. In contrast to the big induction
machine inertias discussed in Chapter 2, the inertias in this case are so small that they are
interpreted as lumped elements only, leading to the mechanical model that is shown in Fig.
3.2. The line is driven by the air gap torques T1 and T2. The induction machine2 IM2, the
left torque transducer, the two parts of the �ywheel, the incremental encoder and the front
end of the backlash shaft are represented by I1, I2, I3, I4, I5 and I6, respectively. The back
end of the backlash shaft, the other torque transducer and IM1 are denoted by I7, I8 and I9,
respectively. All inertias are connected by torsional springs with sti�ness ki and damping
ci . The variables available as measurements are highlighted in red in Fig. 3.2. Besides the
airgap torques T1 and T2, these are the torques transmitted via k2 and k7, and the angular
speeds of the induction machines and the �ywheel. They are denoted by Tm1 and Tm2, and
ω1, ω2 and ω3, respectively.

Precisely determining the model parameters is of great importance. Fig. 3.4 shows a small
excerpt of the numerous experiments that were carried out for model identi�cation and

ϕd2 ϕb1 ϕd1

k, c

Figure 3.3: Shaft with pre-designed backlash; on top as mounted in the drive line, at the bottom the
disassembled components.

2Particularly the rotary inertias of the induction machine rotors are so small that it is not necessary to
use the soft-rotor approach. Speci�cally, ILenze = 0.0019kgm2 and kLenze ≈ 1MNm

rad , where already a separation
into only a three-mass-oscillator leads to a lowest additionally introduced resonance frequency of 6417 Hz,
which is far above the frequency range of interest.
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Figure 3.4: Chirp experiment to identify the parameters of the drive line section left of the backlash.
Excitation is a chirped air gap torque T2, the torque Tm2 is measured.

validation purposes. Here, the backlash shaft is taken out of the drive line and a chirped
airgap torque T2 with amplitude T̂2 = 2Nm and a frequency that is increased from 0 Hz
to 1400 Hz is applied. The model parameters are the outcome of combined analytical and
numerical computations, similar to the procedures discussed in Chapter 2. The resulting
values are shown in Table C.3 in Appendix C.

As indicated in Fig. 3.3, the angles of the inertias neighbouring the backlash are φd1 and φd2.
The angle of the driving axis at the backlash spot is denoted by φb1, while α stands for half
the backlash gap. In most of the following considerations, the di�erences φd = φd1 − φd2
and φb = φb1 − φd2 will be used, with the corresponding velocities being denoted as ωd

and ωb . Sti�ness and damping of the backlash shaft are represented by k and c , and the
transmitted backlash torque is abbreviated as T .

3.2 Backlash models
As most published approaches are closely related to [62], only models from this contribution
are reviewed here. Therein, only the di�erential angleφd is used - and notφb . This restriction
is due to practical considerations: In most use cases, the positions of the members connected
to the backlash shaft are known, but not the positions right next to the backlash spot itself.
However, it is assumed that the driven member is located immediately behind the backlash.
Hence, φd2 equals the front side backlash position. These assumptions are ful�lled in many
practical setups, including the one shown in Fig. 3.3, where the incremental encoder e)
provides information about φd2.

3.2.1 Dead-zone model
The most simple and thus probably most widely used model is the so-called dead-zone
model. It can be stated as

T =


k(φd − α) + cωd φd > α

0 |φd | ≤ α

k(φd + α) + cωd φd < −α .

(3.1)
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A signi�cant drawback of this approach is that it might predict unphysical pull forces. In the
case of φd > α , for instance, the transmitted torque T = k(φd − α) + cωd becomes negative
for ωd < −

k
c (φd − α).

3.2.2 Revised dead-zone model

To �x this error, the condition for whether torque is transmitted or not can be extended by
the term c

kωd :

T =


k(φd − α) + cωd φd +

c
kωd > α

0 |φd +
c
kωd | ≤ α

k(φd + α) + cωd φd +
c
kωd < −α .

(3.2)

3.2.3 Phase-plane model

However, the actual physical reality is that in order to transmit torque, the inequality
|φb | > α must hold, which is analysed in great detail in [62]. To check this condition
without using φb , the latter must be estimated by the means of φd and ωd . As described in
[62], this idea can be used to motivate activation areas in the (φd ,ωd)-plane, leading to

T =


k(φd − α) + cωd (φd ,ωd) ∈ A

+

0 (φd ,ωd) ∈ A0

k(φd + α) + cωd (φd ,ωd) ∈ A
−.

(3.3)

The areas A+, A− and A0 combine a mapping of (φd ,ωd) onto the corresponding angle φb
followed by a check of whether |φb | > α is ful�lled. For the given setup, Fig. 3.5 shows
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Figure 3.5: Phase plane plot for the phase plane model.
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these areas, which are computed according to the description provided in [62]:

A+ =

(φd ,ωd) :

φd + (

c

k
ωd)e

− kc
φd+α
ωd
−1
≥ α , ωd > 0

k(φd − α) + cωd ≥ 0, ∀ωd


A− =

(φd ,ωd) :

φd + (

c

k
ωd)e

− kc
φd+α
ωd
−1
≤ − α , ωd < 0

k(φd + α) + cωd ≤0, ∀ωd


A0 = {(φd ,ωd)} \ (A

+ ∪A−).

(3.4)

3.2.4 Validation

Numerous experiments were conducted on the test bed, and repeated in simulation with the
same boundary conditions. The chosen simulation platform was Matlab&Simulink®. The
drive line and the backlash models were implemented as continuous time systems, while
the controllers for the induction machines were computed at a sampling rate of 10kHz, as
on the test bed. In the following, measurements and simulation results are compared for
two exemplary experiments. In both of them, IM2 acts in speed control mode with ω3 as the
controlled variable, while IM1 is used to set T1. In the �rst experiment, which is depicted in
Fig. 3.6, the set point for IM2 is ω∗3 = 0 rad

s , while T1 performs a jump from -1 to +1 Nm.
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Figure 3.6: Simulation results and simulations of ω1 for experiment I.
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For the second experiment, ω∗3 = 20.94 rad
s is used as a set point, while T1 jumps from -3 to

+3 Nm. The simulated angular speeds of IM1 are presented in Fig. 3.7.
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Figure 3.7: Simulation results and simulations of ω1 for experiment II.

For the given setup, k
c ≈ 3 · 104, which causes the three models to be highly similar. This

fact is also expressed in Figs. 3.6 and 3.7, where especially between the dead-zone and the
revised dead-zone model almost no deviation is visible. One can see clearly that for all three
backlash models the simulation gravely fails to reproduce the measurements.

3.3 Backlash models with damping

A signi�cant drawback of the discussed models is that they do not incorporate damping
between the primary and secondary part when there is no backlash contact in classical sense,
i.e., when |φb | < α . However, such a damping may still occur due to friction phenomena.
The two parts of the backlash might touch, even when their side faces are not in contact.
This is especially true for the considered setup, where the front of the plug rubs against
the back wall of the cave in the primal part. A common practical example that may be
described by this characteristic are universal joints. In this section, possible extensions for
all three models are proposed that take damping in the contact-less phase into account. The
additional damping is denoted by c f .
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3.3.1 Dead-zone and revised dead-zone model

With the dead-zone model, adding the damping is straightforward. The associated torque is
applied in the case that |φd | ≤ α , replacing the zero torque term. This yields

T =


k(φd − α) + cωd φd > α

c fωd |φd | ≤ α

k(φd + α) + cωd φd < −α .

(3.5)

Still, the dead-zone model remains an unphysical description that su�ers from potential
pull forces if c , 0. For the revised dead-zone model, the extension has to be carried out in
the same fashion. In that case, however, if and how the activation conditions should be
modi�ed is not entirely clear.

3.3.2 Damped phase-plane model

The only model that allows to integrate the additional damping in a methodically correct
way is the phase-plane model. As in [62], φb is estimated in order to check whether |φb | < α
or |φb | = α is ful�lled. The initial values at the beginning of a contact-less period are
denoted by φb0, ωb0, φd0 and ωd0, and the following assumptions are made:

1. The additional damping torque is given by Td = c fωb .
2. The shaft is inertia-free, meaning that the torque on both of its sides is equal.
3. In case of initial left contact, φb0 = −α ; in case of right contact, φb0 = α , and in

both cases ωb0 = 0.
4. During the contact-less periods, ωd is assumed constant, which implies
ωd = ωd0.a

aDue to external torques and the introduced damping, ωd may change during the contact-less
periods. As these are typically very short, only small deviations from ωd0 are to be expected, which
are thus neglected, cf. [62].

Throughout the interval without backlash contact

T = k(φd − φb) + c(ωd − ωb) = c fωb , (3.6)

which di�ers from [62], where T = 0. Using the fact d
dtφ = ω, (3.6) may be rearranged to

obtain a di�erential equation for the angle φb , i.e.

d
dtφb = −

k

c + c f
φb +

k

c + c f
φd +

c

c + c f
ωd . (3.7)



3.3 Backlash models with damping 69

A consequence of assumption 4 is that c
c+cf

ωd stays constant during the contact-free interval,
and moreover,

φd = φd0 + ωd0t , (3.8)
which allows (3.7) to be solved analytically! To that end, the equation is turned into

d
dtφb = −pφb + q + rt , (3.9)

where the abbreviations p = k
c+cf

, q = k
c+cf

φd0 +
c

c+cf
ωd0 and r = k

c+cf
ωd0 are used. Its

solution can be found by variation of constants, and turns out as

φb =
−r + pq

p2
+
r

p
t︸           ︷︷           ︸

θbp

+C · e−pt . (3.10)

Here, the integration constant C has to be chosen such that the initial conditions are
matched. Note that φbp represents the particular solution of (3.9), which is caused by the
damping term c fωb , and thus comprises the main di�erence to the model proposed in [62]!
Depending on whether contact was lost on the right or the left side, φb0 = ∓α , and thus

C = ∓α +
r − pq

p2
. (3.11)

In order to make φd and ωd the only independent variables in the mapping, the time t is
expressed in terms of the two variables. Therefore, (3.8), (3.6) evaluated for the initial values,
and the fact that φb0 = ∓α and ωb0 = 0 are combined. In the case of initial left contact, this
leads to

t =
φd + α

ωd
+
c

k
. (3.12)

To obtain, e.g., A+, the conditions φb > α for ωb > 0, and T > 0 for ωb ≤ 0 have to be
combined. Exploiting symmetry for right contact and resubstituting p, q, r and (3.12) into
the new expression for φb in (3.10), the new activation areas can be formulated as

A+ = {(φd ,ωd) :
φd −

c f

k
ωd +

c + c f

k
ωde

− k
c+cf
(
φd+α
ωd
+ c
k ) ≥ α , ωd > 0

k(φd − α) + cωd ≥ 0, ∀ωd


A− = {(φd ,ωd) :
φd −

c f

k
ωd +

c + c f

k
ωde

− k
c+cf
(
φd−α
ωd
+ c
k ) ≤ −α , ωd < 0

k(φd − α) + cωd ≤ 0, ∀ωd


A0 = {(φd ,ωd)} \ (A

+ ∪A−).

(3.13)
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Figure 3.8: Phase plane plot for the damped model; di�erence to the undamped version in rose.

A graphical representation of the new activation areas is shown in Fig. 3.8, alongside the
di�erence to the original version. Note that the old and the new areas converge for c f → 0.
An important asset of this approach is that it allows to include an estimate of ωb , which
is indispensable for accurately calculating the additional damping torque. Depending on
whether contact was lost on the left or the right side,

ωb = ωd − φb · e
−( k

c+cf
)(
φd∓α
ωd
+ c
k ), (3.14)

which eventually leads to the damped phase-plane model:

T =

k(φd − α) + cωd (φd ,ωd) ∈ A
+

c f (ωd − φbe
− k
c+cf
(
φd+α
ωd
+ c
k )) (φd ,ωd) ∈ A0 ∧ ωd ≥ 0

c f (ωd − φbe
− k
c+cf
(
φd−α
ωd
+ c
k )) (φd ,ωd) ∈ A0 ∧ ωd < 0

k(φd + α) + cωd (φd ,ωd) ∈ A
−.

(3.15)

3.4 Experimental results

To assess the new approach, simulation results are again compared to measurements from
the experiments discussed earlier. As before, kc is large, which leads to only small deviations
between the di�erent models. For the sake of clarity, only the damped phase-plane model and
the original phase-plane model are graphed in Figs. 3.9 and 3.10. For the results obtained with
the new approach, a signi�cant improvement of the simulation results is visible. Especially
the speed of IM1, ω1, is predicted much more accurately. Besides ω1, the torques Tm1 and
Tm2 are shown, which are matched more closely, too.
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Figure 3.9: Measurements and simulation results for experiment I, using the damped and the
undamped phase-plane model.
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Figure 3.10: Measurements and simulation results for experiment II, using the damped and the
undamped phase-plane model.
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3.5 Conclusion

The main result of the preceding chapter is the damped phase-plane model, an extension
of the backlash models introduced in [62]. In essence, the new model integrates damping
that is present in phases without classical backlash contact into the well established phase-
plane model. Extensive experiments were conducted on a highly dynamic research test bed.
A comparison between measurements and simulation results shows that the additional
damping signi�cantly contributes to improving the quality of the given simulation model.
The proposed extension only marginally increases the original models’ complexity, which
makes especially the damped phase-plane model an attractive tool for simulation studies.
However, some deviations between simulation and measurement, as in the case of Tm1 in
experiment I, cannot be denied, which indicates that there still is room for improvement.
Nonetheless, Figs. 3.9 and 3.10 clearly suggest that adding damping in the contact-free
periods has the potential to signi�cantly improve the models proposed in [62].





Chapter 4

Hydrodynamic Couplings

As laid out in the introduction to Chapter I, undesired torsional oscillations can be a
signi�cant limiting factor for a system’s performance, in automotive testing as well as in
other technical areas. An important trend in this regard is the ever increasing power density
of today’s diesel and gas engines, which aggravates occurring torque pulses and boosts the
demand for strategies to overcome vibration related problems. Frequently, these strategies
include the incorporation of a hydrodynamic coupling with desirable damping characteristics
into the drive line. However, no mathematical model of a hydrodynamic coupling that
is suitable for both controller design and transient simulations has been published so
far, despite the fact that model based control is omnipresent in modern drive systems. A
description in the form of a so-called Kelvin-Voigt1 model is proposed in [74], which is
the simplest and most widely used model for a hydrodynamic coupling. Unfortunately,
this approach is valid only in a single operating point. In [75, 76], the issue is treated in a
rather complex fashion, using the bond graph method; and even more involved techniques
are employed in [77–80], such as neural nets and linear sectional models. While these
contributions invest a great deal of e�ort to model the coupling, obvious drawbacks are
the lack of physical insight or a high model complexity. The following chapter aims to
�ll the gap between the simple Kelvin-Voigt model and the more sophisticated strategies,
and derives a linear and time invariant model that accurately describes the coupling’s
transmission characteristics. Additionally, the model is physically meaningful, has a simple
structure, and is thus ideally suited for controller design.

In the following, Section 4.1 discusses the working principles of hydraulic couplings, fol-
lowed by Section 4.2, where a case study shows some of the shortcomings of the Kelvin-Voigt
model. Section 4.3 presents the new modelling approach, and Section 4.4 evaluates the
proposed model in time and frequency domain. In a slightly modi�ed version, the contents
and ideas of the following sections are also contained in [81].

1Interpreting a visco-elastic object as Kelvin-Voigt material [73] assumes the object to behave like a
conventional shaft connection, as used throughout Chapters 2 and 3. This means that the di�erence in position
and speed between its two ends is mapped onto the transmitted torque by the means of a sti�ness and
damping factor, i.e., T = k∆φ + c∆ω.

75
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Figure 4.1: Structure of the considered coupling, taken from [82].

4.1 The hydrodynamic coupling

As described in [82], a hydrodynamic coupling can be characterized as a torsionally elastic,
high damping steel spring coupling that typically is a signi�cant aid to dampen torsional
vibrations and to move natural frequencies out of the operating range. The internal structure,
as illustrated in Fig. 4.1 and Fig. 4.2, consists of two main elements: spring packs and
intermediate pieces. The spring packs are clamped at the outer member and �tted into
groves on the inner member. Together they form numerous chambers that are �lled with
oil. In case of a relative movement between the inner and the outer member, a part of
the oil is pushed through the gaps underneath the intermediate pieces, and so dampens
the movement. An accurate dynamic model thus has to take the oil and its impact on
the transmitted torque into account. Unfortunately, data sheets in general do not provide
information in that regard. Instead, speci�cations of the stationary transfer characteristics
are usually given, i.e., the mapping from di�erential angular speed between the inner and
outer member ∆ω(t) = ωI (t) − ωI I (t) onto the coupling torque T (t) in steady state [82].
To that end many suppliers introduce a so called dynamic sti�ness c(ν ) and a dynamic
damping d(ν ). Both parameters depend on the excitation frequency ν and relate ∆ω(t) and
the torsional angle ∆φ(t) with T (t) as if the coupling was a conventional shaft, i.e.

T (t) = k(ν ) · ∆φ(t) + c(ν ) · ∆ω(t). (4.1)

Fig. 4.3 shows the corresponding curves for k and c as a function of ν . They are taken from
the datasheet [82, p. 42] for the speci�c coupling number 41/10/125U (without pressurized
oil supply) considered here. Note that relation (4.1) is only valid for stationary sinusoidal
signals with a constant frequency ν ; it is therefore inadequate for modelling or simulating
the coupling’s transient behaviour.
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Figure 4.2: Inner structure of the coupling. I and II denote the inner and the outer member, respect-
ively. The left frame present the zoomed section under load.
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Figure 4.3: Data sheet curves of the considered coupling.
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4.2 Case study
Test beds for internal combustion engines are an important area of application for hy-
drodynamic couplings. Overcoming harmful torque pulses during transient tests while
preserving the agility of the powertrain demands just the right amount of damping. Since
speed and torque control can constitute challenging tasks in this context, a su�ciently
accurate model of the given setup for simulation and design purposes is often needed.

SCESCE

flywheelflywheel

hydrodynamichydrodynamic
couplingcouplingdynamometerdynamometer

Figure 4.4: SCE test bed, mechanical structure.

The mechanical structure of the considered test bed2 is depicted in Fig. 4.4. The device
under test is a single-cylinder 4-stroke combustion engine (SCE) that is part of a 20 cylinder
gas generator with 9.5MW electrical power. To reduce cost and complexity, the remaining
19 cylinders are simulated and connected to the SCE via a hardware-in-the-loop (HiL)
platform, see [83]. The powertrain consists of four essential subsystems: the SCE, the
�ywheel, the dynamometer and the hydrodynamic coupling described previously. The
structure of the derived model is shown in Fig. 4.5. The dynamometer is modelled by the
soft rotor approach, implemented as a 100-mass oscillator as discussed in Sec. 2.3, with
overall inertia I1, sti�ness k1 and damping c1. The SCE is interpreted as a two mass oscillator,
with inertias I5 and I6. The �ywheel3, the inner, and the outer member of the hydrodynamic
coupling are represented by the lumped inertias I3, I4 and I5, respectively. All inertias except
for the inner and outer member of the coupling are connected by torsional springs with
sti�ness and damping factors ki and ci , respectively. The setup’s parameters are listed in
Tab. 4.1. The powertrain is driven by the dyno torque Tc and the SCE torque Tд. The torque
transmitted via k2 and the angular dyno speed are measured and denoted as T and ωd ,
respectively. The modelling of the mechanical setup is straightforward, with exception of
the hydrodynamic coupling. For the coupling model, the curves from Fig. 4.3 cannot be
used directly, as relation (4.1) is valid only for stationary excitation with sinusoidal signals.

2The same test bed is also considered in Part III of this work, where its pneumatic subsystems and a
hardware-in-the-loop system are investigated.

3The �ywheel’s inertia with 585kgm2 is exceptionally large, which is mainly due to a large diameter,
i.e. d = 1150mm, and the used structural steel St-52. The axial expansion, however, is comparably small, i.e.
l = 100mm, thus the �ywheel is interpreted as just one single inertia, despite its large value.
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Figure 4.5: SCE Testbed, simulation model

In highly dynamic test bed scenarios this typically is not the case. As mentioned earlier, a
model that is used widely for hydrodynamic couplings is the so called Kelvin-Voigt model.
Its mathematical description in the form of a transfer function reads as

G(s) =
T (s)

∆ω(s)
= kKV

1
s
+ cKV . (4.2)

The constants kKV and cKV are picked according to the procedure recommended by Geis-
linger in [84, pp. 22–24]: First, an approximate value of the natural frequency ν0 of the
coupling operating in the mechanical setup shown in Fig. 4.5 is computed. For this purpose,
the coupling is replaced by a spring without damping and with the static sti�ness of the
coupling, i.e. with sti�ness k(ν = 0) from Fig. 4.3. A state-space model of the resulting
mechanical setup is then derived; note that the controller is not included in this model,
as it is typically designed after a complete drive train model is available. All mode shapes
of this model are computed and scaled such that all have the same absolute sum of angle
di�erences between inertias. The frequency ν0 is taken as the frequency of the oscillatory
mode whose modeshape exhibits the largest di�erence between the angles of inertias I3
and I4. The constant parameters of the coupling’s Kelvin-Voigt model are then selected as
kKV = k(ν0) and cKV = c(ν0) using Fig. 4.3. For the present setup, the values ν0 = 73.3 rad

s ,
kKV = 0.094MNm

rad and cKV = 618Nms
rad are obtained. The model parametrised in this way is

applied to simulate the starting procedure of the test bed, a speed ramp from 0 to 1000rpm.

parameter unit value param. unit value param. unit value
I1 kgm2 14.4 I2 kgm2 0.13 I3 kgm2 3.15
I4 kgm2 585.0 I5 kgm2 11.2 I6 kgm2 1.5
k1 MNm/rad 8.0 k2 MNm/rad 32.6 k3 MNm/rad 4.1
k4 MNm/rad 35.0 k5 MNm/rad 24.1
c1 Nms/rad 10 c2 Nms/rad 10 c3 Nms/rad 1
c4 Nms/rad 20 c5 Nms/rad 17

Table 4.1: Parameters of the drive train model.
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Figure 4.6: Measurement vs. simulation of the test bed start up applying the Kelvin-Voigt model.
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Figure 4.6 compares the results to actual test bed measurements. While the simulation
reproduces the measured dyno speed with only small deviations, a signi�cant mismatch
between measured and simulated torque is visible. This motivates the following derivation
of a more accurate, yet still simple model.

4.3 Modelling

This section discusses the derivation of a new model for a hydrodynamic coupling. To that
end, Fig. 4.7 provides a detailed sketch of the latter. As the repeating segments are symmetric
to rotation, it is su�cient to analyse just one of them and to multiply the corresponding
torque by their number.
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Figure 4.7: The repeating segment of the coupling.
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In order to keep the model simple, the spring packs and the intermediate piece inside the
considered segment are straightened. V1 and V2 denote the volumes of the chambers in
the considered segment. The corresponding pressures, densities, masses and forces are
denoted by p1,2, ρ1,2,m1,2 and F1,2, respectively. The mass�ow that is exchanged between
the chambers is denoted by Ûm f . The geometrical quantities xin, xout , D, r , l and w designate
the position of the inner and the outer member, the height of the connecting gap, the
inner radius and the length and the width of the segment, respectively. The pressure drop
between the two chambers is denoted by ∆p B p1 − p2. The spring packs are assumed to
be in�nitely sti�, while their actual sti�ness ks and the occurring twist are shifted into
a �ctitious lumped spring underneath the outer member. In the derivation of the model,
the oil movement is taken into account explicitly: First, a relation between the pressure
drop inside a segment and its contribution to the coupling torque is derived. Next, the
dynamical behaviour of the pressure drop is expressed mathematically. Finally, the resulting
di�erential equation and the torque equation are combined to a second order linear and
time-invariant state-space model.

4.3.1 Hydraulic torque

For the hydraulic torque Tc , which is contributed by a single segment, the di�erential
dTc = ∆p · w · dy · (ri + y) has to be integrated along the length l . Multiplying Tc with the
number of symmetric segments N gives the overall hydraulic torque TH , i.e.

TH = NTc = N

r+l∫
r

dTc

= Nw

(
l2

2 + 2lr
)
∆p.

(4.3)

Introducing kp B Nw( l
2

2 + 2lr ) yields

TH = kp · ∆p. (4.4)

4.3.2 Oil dynamics

Wave propagation phenomena are neglected as all occurring wavelengths are large com-
pared to the coupling’s dimensions. Additionally, by assuming a constant oil temperature,
the set of fundamental equations for the oil is reduced to the continuity equation of mass.
It states that the rate of change of the oil massm is equal to the mass�ow Ûm f underneath
the intermediate piece times the respective sign, i.e.

d
dtm = ∓ Ûm f . (4.5)
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To simplify notation the indices are dropped. The minus and plus sign indicate the left and
right chamber, respectively. To connect (4.5) with ∆p, the massm is expressed in terms of
density ρ and chamber volume V

dm
dt =

d
dt (ρV ) = V

dρ
dt + ρ

dV
dt = ∓ Ûm f . (4.6)

A division by V leads to

d
dt ρ = ∓

1
V
Ûm f − ρ

d
dtV

V
. (4.7)

Commonly, see e.g. [85] or [86], the relation between density ρ and pressure p in the case
of isothermal processes is approximated by

ρ = ρ0 +
ρ0
β
(p − p0), (4.8)

where the constant parameters β , ρ0 and p0 are the bulk modulus, the initial density and
the initial pressure, respectively. The time derivative of (4.8)

d
dt ρ =

ρ0
β

d
dt p (4.9)

together with (4.7) yields

d
dt p = ∓

β

V ρ0
Ûm f − β

ρ

ρ0

d
dtV

V
. (4.10)

As hydraulic oil is almost incompressible, the corresponding bulk modulus is very high.
For a hydraulic coupling β ≈ 3.5 · 104bar and (p − p0) < 10bar will hold, suggesting the
approximation

ρ

ρ0
= 1 + 1

β
(p − p0) ≈ 1. (4.11)

Equations (4.10) and (4.11) can now be combined to a di�erential equation for the pressure
drop

d
dt∆p = − β

(
1
V1
+

1
V2

)
1
ρ0
Ûm f

− β

(
d
dtV1

V1
−

d
dtV2

V2

)
.

(4.12)
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4.3.3 Volumetric flow

For the majority of hydrodynamic couplings, the Reynolds number Re typically is bounded
by4

Re ≤ 400. (4.13)

As this upper bound is far from the critical value 2000, the mass�ow Ûm f will be laminar.
According to [87], it can thus be expressed by means of the Hagen-Poiseuille law, i.e.

Ûm f = ρ0Q = ρ0κHP∆p (4.14)

where Q is the volumetric �ow rate and κHP is a constant that depends on the geometry of
the pipe and the viscosity of the oil. Combining Eqs. (4.14) and (4.12) gives

d
dt∆p = −β

(
1
V1
+

1
V2

)
κHP∆p − β

( d
dtV1

V1
−

d
dtV2

V2

)
. (4.15)

4.3.4 Chamber volume

The chamber volumes in the stretched segment in Fig. 4.7 can be expressed as

V = V0 ∓A∆x (4.16)

where V0, A = w · l and ∆x = xin − xout denote the initial volume, the area of the sideface
and the di�erence between inner and outer position, respectively. As ∆x � V0

A holds in the
entire operating range,

1
V1
+

1
V2
=

2V0
V 2
0 −A

2∆x2
≈

2
V0
. (4.17)

The time derivative of ∆x can be approximated by the means of ∆ω, i.e. d
dt∆x ≈ (r +

l
2 )∆ω.

Furthermore, exploiting the symmetry of the segment, i.e.

d
dtV1 = −A

(
r +

l

2

)
∆ω = −

d
dtV2, (4.18)

and introducing the constants κp := β 2
V0
kHP and κω := β 2

V0
A(r + l

2 ), leads to

d
dt∆p = −κp∆p + κω∆ω . (4.19)

4The gap underneath the intermediate piece forms a fully �lled rectangular duct with the hydraulic
diameter DH =

2Dw

w+D . Generally D ≈ 0.001m and D � w, yielding DH ≈ 2D = 0.002m. For the �ow velocity
v ≤ 10ms and the viscosity of the oil σ ≈ 50 · 10−6m2

s will hold. Thus, Re = vDH
σ ≤ 400.



4.4 Results 85

4.3.5 State space model

The overall model can now be expressed as a linear time invariant (“LTI”) state space model
with states ∆p and ∆θ . For the output equation, the torsional torque contributed by the
lumped spring ks is added to (4.4), which �nally results in

d
dt

[
∆φ
∆p

]
=

[
0 0
0 −κp

] [
∆φ
∆p

]
+

[
1
κω

]
∆ω, T = ks∆φ + kp∆p. (4.20)

4.4 Results

To asses the quality of the obtained model, it is evaluated in terms of its frequency charac-
teristics and validated using the experiment presented in Section 4.2. Its parameters are
calculated from the coupling’s geometry and the viscosity of the oil, see Tab. 4.2.

ks kp κp κω

0.078 MNm/rad 0.07m3 190 1/s 2.2 MPa/rad

Table 4.2: Parameters of the proposed model.

4.4.1 Frequency characteristics

Evaluating the transfer function of system (4.20) for s = jν yields the frequency response of
the model. Splitting the result into its real and imaginary part leads to analytical expressions
for both k(ν ) and c(ν ),

G(jν ) =
T (jν )

∆ω(jν )
=
κωkpκp

ν2 + κ2p︸  ︷︷  ︸
c(ν )

+
1
jν

[
ks +

κωkpν
2

ν2 + κ2p︸         ︷︷         ︸
k(ν )

]
.

(4.21)

Fig. 4.8 compares the corresponding curves to the ones given in the data sheet and to those of
the Kelvin-Voigt model. It becomes apparent that the new model matches the speci�cations
more accurately. Nonetheless, deviations from the speci�ed sti�ness and damping occur at
high and low frequencies, respectively. It is, however, questionable whether the in�nitely
large damping for ν = 0 given in the data sheet is physically meaningful. Such a damping
behaviour is commonly associated with the modelling of Coulomb friction, see e.g. [88].
For the considered coupling this type of friction is negligibly small, as almost all friction is
caused by the viscous oil movement. Apart from these very low frequencies, the proposed
model describes the speci�ed damping highly accurately. Given that the coupling is the
main source of damping in the drive train, this is one of its main assets.
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Figure 4.8: Data sheet vs. frequency characteristics of the models.

4.4.2 Experimental validation

The results of a simulation of the testbed startup discussed in Section 4.2 with the proposed as
well as with the Kelvin-Voigt model are visualized in Fig. 4.9. One can see that the proposed
model clearly improves the quality of the simulation. The Fourier analysis depicted in
Fig. 4.10 shows that both frequency and magnitude of the torque oscillations are re�ected
more accurately. These oscillations mainly stem from the �rst torsional resonance of the
interconnection of the mechanical setup and the speed controller. Note that due to the
in�uence of the controller this electro-mechanical resonance frequency is signi�cantly
lower than that of the mechanical resonance considered for choosing the parameters of
the Kelvin-Voigt model. For the considered experiment one could thus improve the results
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obtained with the Kelvin-Voigt model by choosing its parameters di�erently; this would
essentially make the parameters of the model depend on the controller’s parameters and
structure, however, preventing the use of the Kelvin-Voigt model for controller design.
Additionally, the model quality would deteriorate for other experiments in which di�erent
frequencies are excited (e.g. when the SCE is at idle speed). The proposed model avoids
these problems by re�ecting a key feature of a hydrodynamic coupling: the adaptation of
its transfer characteristics to the given excitation frequencies shown above.
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Figure 4.9: Comparison of measured and simulated torque T during the test bed start up.

0 1 2 3 4 5 6 7 8 9 10
0

200

400

600

f in Hz

|F
(T

)|
in

N
m

Kelvin-Voigt model
measurement
proposed model

Figure 4.10: Comparison of measured and simulated torque FFT during the test bed start up.
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4.5 Conclusion

The preceding section presents a new modelling approach for a hydrodynamic coupling, in
which the behaviour of the oil is taken into account explicitly. In an experimental validation
the resulting model is shown to be much more accurate than the widely used Kelvin-Voigt
model. While more detailed and involved approaches may provide even better simulation
results, the remarkable trade-o� between simplicity and accuracy of the proposed model
makes it attractive when it comes to controller design. Furthermore, the fact that all the
involved parameters can be computed directly from data-sheet speci�cations without the
need for additional optimization completes a package that can be a useful tool for controller
design.
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Chapter 5

Adaptive Resonance Suppression

The following chapter deals with the control problem that originally laid the foundation for
this thesis: The suppression of torque oscillations in automotive test bed drive lines. To that
end, Section 5.1 at �rst discusses the phenomenon of torque oscillations, aiming at a concise
and clear description of their root causes. Based on this stocktaking, Section 5.2 introduces
an extension of the control loop presented in Fig. 5.1, in order to overcome undesired torque
oscillations like the one depicted. Subsequently, Section 5.3 reviews several approaches
that are found in current literature and address the question of how the proposed structure
should be operated. The bene�ts and drawbacks of the published methods are highlighted,
and it will be shown that the existing attempts su�er from several shortcomings in the given
setting. Hence, Sections 5.4 and 5.5 outline a new concept, whose capability to successfully
mitigate undesired oscillations was proven in a series of experiments on the R2R test bed
that is also considered in Part I of this work. Section 5.6 presents some of the obtained
results.
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T̃airgap = kV Tshaft
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Figure 5.1: Undesired torque oscillation and reduced control loop considered for analysis.
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5.1 Torque oscillations

To discuss the issue of torque oscillations with regards to the test beds considered in this
chapter, the controller depicted in Fig. 5.1 is reduced to the direct path that feeds through
the measured shaft torque, i.e., T̃airgap = kVTshaft. This simpli�cation corresponds to the
situation described in [89], and is more than just a methodological short-cut: As discussed
in the introduction to Part I, the gain kV needs to adhere to several critical inequalities,
such as (2.6), in order to ensure BIBO-stability, and also from a practical point of view, the
path comprising kV often turns out to be the decisive part of the controller.

Regarding the matter of torque oscillations, it is well known that the combination of an
open-loop gain above 0dB and a phase-shift of −180◦ at the same frequency can lead to
growing oscillations1, and stressing again the practical point of view, experience shows
that the resonances of the plant often are the main reason for these conditions to be met
simultaneously. To discuss those connections in more detail, Figs. 5.2 and 5.3 present several
exemplary magnitude and phase responses, which were obtained by simulations using the
soft-rotor model of the R2R test bed from Section 2.3.4.

resonances

ν

plot 1

m
ag
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tu

de
in

dB

kV

0dB

Figure 5.2: Open loop magnitude responses of the system shown in Fig. 5.1, for di�erent gains kV .

A trivial but important insight that may be deduced from the magnitude responses shown
in Fig. 5.2 is that they are shifted up and down the y-axis for di�erent values of kV . If kV
becomes large, the 0dB line may be crossed – �rstly in the area of the resonances of the
plant. To analyse also the aspect of phase responses, Fig. 5.3 presents three plots, where a
series of marks is assigned to each of the graphs in order to represent the sequence of poles
(“×”) and zeros (“◦”) that is contained in the transfer function of the associated system.

1Finding rigorous conditions for feedback oscillations can be a complicated task [90–93]. Hence, only
this application-oriented argument is given here. However, if the open loop L(s) is BIBO-stable, has positive
gain and |L(jν )| → 0 as ν → ∞, if there exist frequencies νi where |L(jνi )| > 1 and ∠L(jνi ) = π , and if
d

dν∠L(jν ) < 0 ∀ νi , i.e., that the derivative of the phase with respect to ν is negative at every νi , the closed
loop in fact is not BIBO-stable. This seems to be always the case for the considered drive lines if they ful�l
both the >0dB and the −180◦ condition at at least one frequency. [41] o�ers an instructive discussion of these
topics, and also analyses the derivative d

dν∠L(jν ) at the intersection points with the negative real axis.
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Figure 5.3: Typical open loop phase responses.

In Fig. 5.3, plot number 1 corresponds to plot number 1 in Fig. 5.2, and incorporates the
dynamics of the actuator by representing it with a �rst-order lag-element. Plot 2 displays
the phase response of only the mechanical system behind plot 1, hence neglecting the
in�uence of the actuator. To obtain plot 3, again only the mechanical part of the open loop
was simulated; this time, however, the acting airgap torque was connected to only the �rst
left quarter of the rotor model, which modi�es the path from input to output such that the
transfer zero is shifted out of the range between the �rst and the second resonance.

The plots demonstrate that conjugate-complex pole pairs asymptotically subtract 180◦ from
the resulting phase response, while conjugate-complex zeros add 180◦. Since these values
are obtained only for ν →∞, one may draw the conclusion that a mechanical system, where
each resonance is followed by a zero2 by itself can never reach a phase shift of -180◦ for a
�nite frequency. Things are di�erent for plot 3. Here the two resonances do not encapsulate
a transfer zero, which allows the phase to cross the -180◦ line, due to the mechanical system
alone. The practically relevant case is depicted by plot 1 of Fig. 5.3, however, where the
e�ect of the actuator, which is present in any real application, is included. This graph allows
to deduce the following observations, and lays the ground for the following steps:

• Frequencies in the area of the �rst resonance are capable of ful�lling the
oscillation conditions of an open-loop-gain above 0dB and a phase-shift of
−180◦ only if additional actuator dynamics is present.

• Large values of kV can lead to the crossing of the 0dB line in the open-loop
magnitude response, which may result in undesired oscillations.

• If an actuator is present, all the resonances of the plant bear the potential of
creating a torque oscillation – in case kV is chosen large enough.

2Input and output of such systems are often termed collocated. An example thereof is a lumped structure,
where the input acts on the member whose speed or position is also the system’s output [41].
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5.2 Notch filters

The previous section laid out that high-gain settings for kV can cause undesired oscillations,
particularly in combination with parasitic actuator dynamics. To achieve fast dynamics
in the presence of disturbances, however, high gains are often needed, which calls for
an extension of the control system displayed in Fig. 5.1. To elaborate the details of this
extension, one may recall that the resonance frequencies are the �rst frequencies to cross
the 0dB line for large values of kV . For this reason, an often seen remedy against undesired
oscillations is the introduction of notch �lters into the system, in order to compensate for the
magnitude increase caused by the resonances. This measure is also chosen in this work.

Out of the many options to describe a notch �lter mathematically, the z-transfer function

H (z) B
y(z)

u(z)
= K

1 − 2 cos(ν0)z−1 + z−2
1 − 2rcos(ν0)z−1 + r 2z−2

(5.1)

is used in this thesis. Therein, ν0 ∈ [0,π ] denotes the discrete time notch frequency, which
may be derived from a continuous time frequency νcont and the discretization time Td via
ν0 = νcontTd . Furthermore, r stands for the pole radius that shapes the width of the ampli-
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Figure 5.4: E�ect of two notch �lters (in red), denoted by Hπ (z) = H1(z)H2(z), on the discretized
open loop from Fig. 5.1, which is denoted by L(z) and contains the induction machine
and its rotor. Two alternative �lter versions with pole radii r2 and r3 are shown, too.
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tude notch, and K is a scaling factor to adjust the �lter gain to 0 dB at ν = 0 rad
s . A dis-

cussion of this particular representation is provided in Appendix D. Clearly, one notch
�lter can suppress only one resonance; hence n notch �lters with appropriate notch
frequencies ν0,1,ν0,2, . . . ,ν0,n must be put in series to suppress n resonances, yielding
Hπ (z) = H1(z)H2(z) . . .Hn(z). The desired �lter-e�ect is depicted in Fig. 5.4, where the
discretized open loop from Fig. 5.1, which is denoted by L(z) and contains the induction ma-
chine and its rotor, is multiplied with two �lters H1(z) and H2(z). The magnitude response
now is far from the 0 dB line throughout the considered frequency range, and previously
problematic frequencies do not pose a problem any more. Unfortunately, this modi�cation
of the magnitude response is accompanied by an additional phase shift, as shown in Fig.
5.5. As any additional phase shift may severely deteriorate the dynamical properties of the
control loop, it is usually desired to keep r close to 1, knowing that a bigger pole radius
decreases the width of the amplitude notch and thus reduces the robustness of the system.
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Figure 5.5: Phase response of three pairs of notch �lters with di�erent pole radii ri .

The parametrization of the notch �lters necessitates precise knowledge about the plant’s
resonances. Detecting them a priori, e.g., by the means of chirp experiments during the
commissioning of a test bed may often not be feasible due to organisational constraints,
however. Moreover, the resonances may vary over time, due to wear, temperature in�ux,
or simply a change of the device-under-test. Thus, implementing the �lters as adaptive
systems, which are capable of �nding the notch frequencies on their own and of reacting
to potential changes of the plant, is highly desirable. The outcome of this consideration
is presented exemplarily in Fig. 5.6, where two adaptive notch �lters are comprised in the
torque feedback path.

In the following, the question of how the adaptation should be performed is discussed,
starting with an overview of approaches that are found in literature. The main ideas of the
present section are summarized below, extended by two clarifying restrictions in order to
prepare the next steps:
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• Properly parametrized notch �lters are a well-suited tool to avoid undesired
torque oscillations in test bed drive lines.

• Using an adaptive scheme to �nd the notch frequencies ν0,i provides a series of
practical advantages.

• The number of notch �lters is �xeda a priori, and must in any case be higher
than the number of relevant resonances, which requires some insight into the
system’s dynamics.

• The pole radii of the involved �lters are not considered for adaptation, and set
to the constantb value of r = 0.995.

aAdapting also the number of �lters would gravely complicate the implementation of the scheme,
and is thus not pursued further.

bThe main obstacle in this regard is again an increased implementation complexity. Appendix E
presents a possible strategy in this direction, which is yet to be evaluated on the test bed.

Tshaft

Tload

T̃shaft

adaptive filter

plant

T̃airgap = kV T̃shaft

controller
actuator

Figure 5.6: Control loop with adaptive notch �lter in the torque feedback path. T̃shaft denotes the
�ltered shaft torque.

5.3 Classical adaptive notch filters

This section attempts to give an overview of ideas from the area of adaptive control, which
have been applied to the problems of frequency estimation and oscillation suppression.
Current literature provides a great number of contributions that deal with adapting the
notch frequencies of a series of notch �lters, whereof especially [94–116] were considered
in this work.

A central and particularly frequently cited contribution is [101], where a stripped down
version of the transfer function proposed in (5.1) is considered, i.e.

H̃ν0(z) B
y(z)

u(z)
=

1
2

[
1 − e jν0z−1 − r

1 − re jν0z−1

]
, (5.2)
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which is capable of suppressing a single complex mode3 with frequency ν0. The problem
that [101] deals with is the suppression of an input of the form

u(n) = Ae j(νn+ϕ), (5.3)

whose frequency ν is unknown. In order to �nd ν , the update law

ν0(n + 1) = ν0(n) + µ · Im[y(n)u∗(n)] (5.4)

is suggested, where u∗(n) stands for the complex-conjugate of u(n), the step size µ modi�es
the speed of the algorithm, and Im[y(n)u∗(n)] denotes the imaginary part of the scalar
product of �lter-input and �lter-output. One reason to term this section “Classical adaptive
notch �lters” and to start it particularly with algorithm (5.4) is the right hand side of (5.4):
In steady-state,

ν0(n + 1) = ν0(n), and thus Im[y(n)u∗(n)] = 0 (5.5)

hold, which implies that the complex signals u(n) and y(n) are orthogonal to each other.
Achieving orthogonality between input and output, however, is one of the fundamental
concepts in adaptive �ltering, see [120, 121], and is at the core of one of the most prominent
adaptive algorithms: the Wiener-Hopf �lter! Maybe in part for this reason, [101] inspired
many subsequent publications that also focus on adaptive notch �ltering. In [122], for
instance, a method to transfer the update rule (5.4) into continuous time is proposed, which
results in

Ûν0 = −µ · y(u − rν0 Ûy), (5.6)
and allows to apply methods of continuous nonlinear control for analysis, as in [100], where
the Krasovskii-LaSalle principle is employed. In (5.6), µ and r are again design parameters,
and u and y as before stand for the input and output of the �lter, respectively. Various
modi�cations of (5.6) have been published, such as [95], where the, with regards to its
convergence properties, improved version

Ûν0 = −µ · (|ν0y | −
√
uy) (5.7)

is employed to �nd a frequency estimate that is subsequently passed on to a notch �lter.
Generally, many of the published adaptive notch-�ltering algorithms rely on assigning a
dynamical behaviour to the adapted frequency ν0 that builds on the product of �lter-input
and �lter-output. The latter is frequently scaled or additionally fed through some static
function. An in this regard particularly interesting concept is the one presented in [103],
which connects this strategy with two additional aspects: On the one hand, the algorithm
uses almost the same �lter as explained earlier, i.e.

Ĥ (z) B
y(z)

u(z)
=

1 − 2 cos(ν0)z−1 + z−2
1 − 2rcos(ν0)z−1 + r 2z−2

, (5.8)

3Transfer functions with complex-valued coe�cients are broadly used in, e.g., signal processing [117,
118], but to some degree also in control engineering [119]. In the present case, the �lter H̃ν0 (z) would have to
be multiplied with a version for the negative frequency −ν0, i.e. H̃−ν0 (z), in order to block a real-valued signal,
which reveals an interesting connection to H (z) from (5.1), as H̃ν0 (z)H̃−ν0 (z) =

(1+r )2
4K H (z).
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which equals (5.1) except for the scaling factor K . On the other hand, the algorithm aims to
minimize4 the cost function J(n) = 1

2y
2(n), which may be interpreted as the instantaneous

�lter output power. To achieve this goal, the output is expressed in time domain, i.e.

y(n) = u(n) − 2 cos(ν0)u(n − 1) + u(n − 2) + 2rcos(ν0)y(n − 1) − r 2y(n − 2), (5.9)

from which the gradient

d
dν0
J(n) = y(n)

d
dν0

y(n)

= y(n)

(
2 sin(ν0)u(n − 1) − 2r sin(ν0)y(n − 1)

+ 2rcos(ν0)
d

dν0
y(n − 1) − r 2 d

dν0
y(n − 2)

) (5.10)

can be computed. Together with the abbreviation

β(n) B
d

dν0
y(n), (5.11)

this leads to the update law

ν0(n + 1) = ν0(n) − 2µy(n)β(n), (5.12)

which minimizes the instantaneous output power J(n). Update rules of this kind are often
referred to as least-mean-squares or “LMS”-algorithms. If u(n) contains one signi�cant
oscillation with frequency ν , the notch frequency will – given the algorithm is stable, for
details in this regard see [103] – converge to the latter, as suppressing the main frequency
component of the input leads to the most signi�cant reduction in output power. As suggested
in [103], a cascaded higher order version of (5.8) can simply be obtained by stacking several
�lters in series. Since algorithm (5.12) incorporates the same basic idea as many other
algorithms, employs the z-transfer function that is also considered in this work, and may
easily be extended to suppress more than one resonance, particularly this approach was
employed for a series of simulation studies.

5.3.1 Simulation study

As an adequate representative of the discussed algorithms, the scheme proposed in [103]
was employed exhaustively for simulations. The used plant model is a replica of the setup
presented in Fig. 2.2, extended by a cascade of two adaptive notch �lters in the torque
feedback path, like Fig. 5.6. The �lters were put in series, i.e. Hπ (z) = Ĥ1(z)Ĥ2(z), and their

4An instructive explanation that optimality and orthogonality as in (5.5) are very frequently two sides of
the same coin can be found in [120].
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notch frequencies ν0,1 and ν0,2 were adapted according to (5.12). As mentioned earlier, the
number of relevant resonances must be estimated in advance, to prepare a su�cient number
of �lters. As the soft rotor model for the R2R test bed described in 2.3.4, which was treated
exhaustively in Part I of this work, was used to represent the plant in simulation, it was
known that especially the �rst two resonances would be relevant. The electrical part of
the induction machine was simulated by a fundamental wave model, governed by the
full �eld-oriented-control scheme that is also used on the test bed. The parameters used
in simulation were exactly those that are also active in reality. Of the parameters that
are crucial for the present discussion, the torque-feedback gain was set to kV = 9.7, and
the notch frequencies were initialized at ν0,1(0) = ν0,2(0) = 2π1500Td , which is far out
of the relevant frequency range. Besides that, both pole radii were set to r = 0.995, and
µ = 5 · 10−10 was used as a step size. The experiment selected for discussion comprised
the following scenario: The gain kV is parametrized such that the �rst two resonances
without counter-measure create a growing oscillation. This happens right after the test
is started, where the notch frequencies are still equal to their initial values. During that
time, the load torque is set to zero, i.e. Tload = 0Nm. After a second, the latter is changed to
Tload = 65− 400 sin(2π225t)+ 300 sin(2π450t)Nm, a combination of a small DC-component
and two harmonics, which roughly describes a torque pro�le that might also be produced
by a combustion engine. The resulting torques and notch frequencies are presented in Figs.
5.7 and 5.8, respectively.
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Figure 5.7: Simulated shaft, airgap and load torque obtained by applying the adaptive notch �lter
proposed in [103] to the simulation model of the R2R test bed.

One can see that the algorithm at �rst does its job properly, by �nding and suppressing
the correct resonances of the plant. However, as soon as the undesired oscillations have
vanished and the external load torque starts to act, the dynamical behaviour of the notch
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Figure 5.8: Notch frequencies ν0,1 and ν0,2, scaled by 1
2π to allow for a representation in Hz.

frequencies becomes “confused” and chaotic. Such situations are not unlikely, as e.g. the
prompt start up of the device-under-test may result in similar load torques. Generally, an
adaptive �lter should be immune to external disturbances, which points to a signi�cant
drawback of the algorithms discussed so far: As soon as the initially intended job is done,
there is no incentive for the �lter to stay where it has settled. Moreover, if a frequency does
not carry energy any more, an algorithm of type (5.8) might just look for the next frequency
to further minimize J(n), which carries the potential for unpredictable limit cycles: If the
�lter leaves an originally correctly suppressed frequency, the latter might create a growing
oscillation again, which may lead to a cycle of suppressing and un-suppressing. To solve
this dilemma, a possible strategy for the setup presented in Fig. 5.6 is to make sure that
the adaptive algorithm solely reacts to oscillations that are linked to resonances of the
closed control loop. Unfortunately, none of the discussed attempts addresses this problem,
and moreover, the discussed approaches also do not provide a basis that would allow an
investigation of the origin of the frequency components that make up Tshaft. To put the
arguments in a nutshell, one may state that

• The established approaches work well in an undisturbed environment.
• In the presence of external disturbances, the �lter must assess the origin of a

given oscillation, in order to decide whether it should react or not.
• The attempts found in current literature do not address this problem.

The second point of the summary motivates the modi�ed block diagram presented in
Fig. 5.9, where frequency estimation and �lter parametrization are separated, to allow for
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an intermediate check on the root cause of the oscillation. In the following, the questions
of frequency estimation and �lter activation are discussed consecutively in detail.

Tload

TshaftT̃shaft

on

off

find ν0

ν0,1

ν0,2

ν0,n

frequency
estimation

activation
logic

adaptive filter

plant

T̃airgap = kV T̃shaft

controller
actuator

Figure 5.9: Block diagram of the test bed control scheme with an adaptive �lter comprising notch
�lter, frequency estimator and activation logic.

5.4 Frequency estimation

This section discusses possible stand-alone approaches to �nd an unknown oscillation
frequency, which is the �rst problem that needs to be solved in order to implement the
scheme presented in Fig. 5.9.

5.4.1 Filter-based estimation

Several contributions analyse the outputs of one or more linear �lters, in order to �nd
an unknown frequency. One particularly often seen idea [108, 109] builds on a pair of
band-pass �lters, as suggested by Fig. 5.10. Therein, Wl and Wh represent a lower and a
higher band-pass �lter, respectively, and ν1, ν2, ν0 =

√
ν1ν2, and νreal stand for the lower

and higher band-pass frequencies, the geometrical centre frequency between the two, and
the actual frequency of the investigated signal, respectively. As pointed out in [108], if
νreal = ν0, the magnitudes of the outputs ofWl andWh and thus the corresponding �lter
output powers are equal. However, if νreal > ν0, which is the case for Fig. 5.10, the output of
Wh carries more energy than that ofWl . Obviously, the opposite is true for νreal < ν0, which
motivates the update scheme

ν0(n + 1) = ν0(n) + ∆νϕ(n), (5.13)
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Figure 5.10: Magnitude responses of two band-pass �lters used for frequency tracking.

in order to drive ν0 towards νreal . Therein, the weight ϕ(n) re�ects the idea described above,
and speci�es the direction of the modi�cation. One possibility to compute ϕ(n) is to utilize
the sums of squared outputs to resemble the �lters’ output powers, i.e.

ϕ(n) =


1, if

M∑
k=0

y2
h
(n − k) −

M∑
k=0

y2
l
(n − k) > 0

−1, if
M∑
k=0

y2
h
(n − k) −

M∑
k=0

y2
l
(n − k) < 0,

(5.14)

where the output yl (n) and yh(n) ofWl andWh , respectively, are squared and summed up
over the last M samples. Besides that, the frequency increment ∆ν must be chosen such that
a compromise between frequency resolution and convergence speed is found. A signi�cant
advantage of this approach is its low computational cost. However, it also su�ers from
several drawbacks: On the one hand, for frequencies that are far from the centre frequency,
the outputs of the two �lters become more and more alike, which makes it hard to tell a
di�erence between yl (n) and yh(n). It is for this reason that e.g. [109] requires a reasonably
precise initial estimate about the location of the subsequently identi�ed resonances. For the
cases of the considered test bed drive lines, this is usually not possible. On the other hand,
this scheme provides just a frequency estimate, and no additional information that could be
used for a decision on whether an oscillation is caused by resonance or not. Unfortunately,
also other estimation methods that are based on the analysis of �lter outputs, like [107, 110],
su�er from certain shortcomings, be it again a lack of additionally provided information,
high computational complexity that can cause problems with regards to real-time, or certain
conservative boundary conditions, such as the demand for the plant to be in steady-state,
that contradict the environment of the setups considered in this work.
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5.4.2 Fourier-based estimation

From the considerations laid out earlier, one may deduce that a satisfying frequency estima-
tion scheme must provide su�cient additional information, to allow for an educated check
on the root causes of a given oscillation. Two in this regard highly interesting aspects are
the magnitude that is associated with an identi�ed frequency, and the spectral content of
the remaining part of the considered signal. Both of these attributes may be obtained by
methods of what one could call Fourier-based signal analysis, such as the discrete Fourier
transform (DFT). These methods, however, have a bad reputation especially when execution
in real-time is demanded; mainly because of the excessive computational requirements5 that
are often associated with them [95]. In spite of this perception, several publications show
that it is frequently possible to create a modi�ed version of a selected Fourier technique,
which is speci�cally tailored to the needs of a given problem in order to avoid potentially
problematic computational aspects [123–125]. The following section attempts to transfer
this idea to the problem of resonance suppression in test bed drive lines, and outlines a
DFT-strategy that is capable of providing precise frequency estimates, delivers additional
information to enable a decision on whether an oscillation stems from resonance or external
load, and may still be executed in real-time.

The �rst step in this process is to signi�cantly reduce the number of bins in the frequency
domain, which are needed to compute the frequency of a shaft torque oscillation. To that
end, one may recall the de�nition of the DFT, which is usually expressed as

Xk =

N−1∑
n=0

x(n)e−j
2πkn
N , (5.15)

a complex-valued, discrete function of the frequency index k [126]. Therein, x(n) is the time-
domain signal that is transformed, Xk denotes the kth spectral component, and N stands for
the number of data points that is contained in the analysed interval. It is well known that a
complex oscillation x(n) = ηxe

j2π fxTdn, where ηx stands for the signal’s amplitude and Td
denotes the sampling time, leads to just one entry at a single bin in the frequency domain,
if its frequency6 fx is an integer multiple of the frequency increment ∆ f = 1

NTd
[127, 128].

This is usually not the case, and the actual signal frequency will be located between two
bins in the discrete spectrum, as depicted in Fig. 5.11. With regards to the result of the DFT,
this leads to

Xk =

N−1∑
n=0

ηxe
j2π fxTdne−j

2πkn
N = ηxe

jπ N−1
N ∆k sin(π∆k)

sin( πN ∆k)
, where ∆k = fxNTd − k . (5.16)

5The test beds considered in this work are operated at a sampling rate of Td = 100µs . As the frequency
resolution of a classical DFT is given by the fraction 1

NTd
, where N denotes the number of processed data

points, this means that in order to achieve a frequency resolution of just 1 Hz, at least 10000 samples need to
be processed at every time step!

6In this section, frequencies will be denoted by f in Hz, instead of the priorly used ν in rad
s , plainly

because it is more common in the context of Fourier-methods.
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fxNTd = kx kmax

∆kmax

|Xkmax |

|Xkmax+1 |

|Xkmax−1|

|Xx|

|Xm|

k

|X
k
|

Figure 5.11: Spectral magnitude representation of a single complex oscillation. The main lobe’s
maximum |Xx | = ηxN is emphasized by the dashed black line at index kx .

As suggested by [129–131], the signal’s actual frequency can be reconstructed if the index
error ∆k is known for just one single index, by evaluating

fx =
kx
NTd

=
k + ∆k

NTd
. (5.17)

For the sake of simplicity, the analysis in many papers focuses on the index with the biggest
magnitude entry and thus the smallest index error, as shown in Fig. 5.11. Introducing kmax

for this index, one �nds that |∆kmax | = | fxNTd − kmax | ≤
1
2 , as otherwise a di�erent bin

would be closer to fxNTd . Moreover, as k is an integer, the error entries for the left and right
neighbours of kmax are ∆kmax±1 = ∆kmax ∓ 1. The idea now is to take a look at the absolute
values of the spectral components in the area of kmax , and to investigate the fraction

|Xkmax+1 | − |Xkmax−1 |

|Xkmax |
=

=

| sin
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π (∆kmax−1)

)
|

| sin
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(5.18)

Given that π
N typically is small, the approximation sin( πN ∆kmax ) ≈

π
N ∆kmax and thus

|Xkmax+1 | − |Xkmax−1 |

|Xkmax |
≈

1
|��
π
N (∆kmax−1)|

− 1
|��
π
N (∆kmax+1)|

1
|��
π
N ∆kmax |

=

1
1−∆kmax

− 1
1+∆kmax

1
|∆kmax |

(5.19)

will hold, which may be rearranged to
|Xkmax+1 | − |Xkmax−1 |

|Xkmax |
≈
|∆kmax |(�1 + ∆kmax − �1 + ∆kmax )

(1 − ∆kmax )(1 + ∆kmax )
=

2∆kmax |∆kmax |

1 − ∆k2max

. (5.20)
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Since |∆kmax | = ∆kmaxsgn(∆kmax ), (5.20) may be solved for ∆k2max , which gives

∆k2max ≈
|Xkmax+1 | − |Xkmax−1 |

2sgn(∆kmax )|Xkmax | + |Xkmax+1 | − |Xkmax−1 |
. (5.21)

The right hand side of (5.21) is always positive, hence computing its square root is always
possible. To get hold of ∆kmax , one may employ the fact that if fx is located between kmax

and kmax+1, then ∆kmax > 0 and |Xkmax+1 | > |Xkmax−1 |, but if it lies between kmax−1 and kmax ,
then ∆kmax < 0 and |Xkmax+1 | < |Xkmax−1 |. Therefore sgn(∆kmax ) = sgn(|Xkmax+1 | − |Xkmax−1 |),
which eventually yields

∆kmax ≈

√
|Xkmax+1 | − |Xkmax−1 |

2sgn(|Xkmax+1 | − |Xkmax−1 |)|Xkmax | + |Xkmax+1 | − |Xkmax−1 |

· sgn(|Xkmax+1 | − |Xkmax−1 |).

(5.22)

Similar procedures are frequently called “interpolated DFT” [129–131] and are particularly
useful for improving frequency estimations that are based on a given DFT-spectrum. The
actual bene�t of this concept in the context of adaptive notch �ltering is that it allows to
drastically reduce the number of spectral elements that need to be computed, in order to
�nd the frequency of a given oscillation!

Nonetheless, one important extension of the presented formalism is necessary, in order
to allow for a successful application in real operation: the use of windowed signals. The
latter refers to the outcome of a point-wise multiplication of the signal of interest with a
so-called window sequence, as proposed by Von Hann, Kaiser or Blackman [126, 127, 132].
As already presented in Fig. 5.11, the transformation of a pure oscillation, which is often

fxNTd = kx
kmax

|X̃x|

k

|X̃
k
|

∆kmax

|X̃kmax |

|X̃kmax+1 |

|X̃kmax−1| |X̃m|

Figure 5.12: Spectral magnitude representation of a single complex oscillation, after multiplication
with a Blackman-window (thus the use of X̃k , instead of the prior Xk ). The maximum
of the lobe is now given by |X̃x | = 0.42ηxN .
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termed rectangularly windowed, leads to entries at all bins in the frequency domain, if the
signal frequency is not a multiple of the frequency increment. In the present context, this
so-called leakage e�ect is a serious threat to the discussed DFT interpolation, as already a
single real-valued sinusoid according to Euler’s identity introduces two components into
the spectrum – which without counter-measure interfere and disturb the concept. Besides
that, also other frequency components that actually are far away may impact the spectral
components that are used for computation, as insinuated by the grey component Xm in
Fig. 5.11. Thus, to avoid this interference, all signals are at �rst multiplied with a Blackman
window, before the transformation into the frequency domain is carried out. This particular
window may be expressed as

w(n) = 0.42 − 0.5 cos(2πn
N
) + 0.08 cos(4πn

N
), for n = 0, . . . ,N − 1, (5.23)

and leads to the windowed version

x̃(n) = x(n)w(n) (5.24)

of an N -element excerpt of the signal x(n). The spectral components that are obtained by
the means of x̃(n) are furthermore denoted by X̃k . In the frequency domain, this modi�es
the situation depicted in Fig. 5.11 to that shown in Fig. 5.12, with the desired e�ect: Fre-
quency components that are su�ciently far apart do not interfere any more! Clearly, this
modi�cation a�ects the formalism behind the DFT-interpolation, and the equations have to
be adapted. To that end, the exact same fraction of spectral entries as in (5.18), i.e.

|X̃kmax+1 | − |X̃kmax−1 |

|X̃kmax |
C b(∆kmax ), (5.25)

is considered again, which is a monotonic function in ∆kmax also in the case of Blackman-
windowed signals, and may thus be inverted to �nd ∆kmax . Remarkably, the inverse b−1(·)
is almost linear in the area of interest: The exact inverse and the approximation

b̂−1

(
|X̃kmax+1 | − |X̃kmax−1 |

|X̃kmax |

)
B 0.75

|X̃kmax+1 | − |X̃kmax−1 |

|X̃k,max |
(5.26)

deviate only minimally for the relevant interval of |∆kmax | < 0.5, as shown in Fig. 5.13,
which suggests

∆kmax ≈ 0.75
|X̃kmax+1 | − |X̃kmax−1 |

|X̃k,max |
(5.27)

to �nd the sought index error in the case of Blackman-windowed signals! Furthermore,
it is also possible to trace back the actual amplitude of a considered spectral component.
For the case of a Blackman window, the lobe that is centred around the signal frequency
fx , where all the magnitude entries lie on, may be approximated almost perfectly by the
“normal distribution”-like expression

|X̃ (∆k)| ≈ |X̃x |e
ln( 0.250.42 )∆k

2
, (5.28)
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with |X̃x | denoting the lobe’s maximum. If the index error ∆kmax and the absolute value
of the corresponding spectral entry |X̃kmax | are known, |X̃x | may be found by rearranging
(5.28) to

|X̃x | ≈ |X̃kmax |e
− ln( 0.250.42 )∆k

2
max , (5.29)

which also allows to compute the signal’s amplitude, since ηx = 1
0.42N |X̃x |.
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Figure 5.13: New approach to �nd the index error ∆k for Blackman-windowed signals. In the
relevant area (|∆k | < 0.5, yellow section) approximation and exact inversion are
almost identical. The parts of the plot where |∆k | > 0.5 are added for explanatory
reasons only - for these values the maximum |X̃kmax | would occur at a di�erent bin.
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Figure 5.14: Approximation of the Blackman-main lobe of a complex exponential (N = 100, ηx = 1)
by the means of a normal distribution. If the absolute value of just one entry along the
lobe is known together with the corresponding index error, |X̃x |, which corresponds
to the value for ∆k = 0, can be reconstructed.
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Lastly, the spectral components that enter the DFT-interpolation must be made available.
Among the tools that may be employed for this purpose, especially Goertzel’s algorithm
turned out to work stably and reliably in the given setting. The equations of the algorithm
to repeatedly compute a spectral component X̃k may be expressed in the following form:

y(n) =


x̃(n), if n ≡ 1 modN
2 cos(2πkN )y(n − 1) + x̃(n), if n ≡ 2 modN
2 cos(2πkN )y(n − 1) − y(n − 2) + x̃(n), else.

X̃k(n) =

{
y(n) − e j2π

k
N y(n − 1), if n ≡ 0 modN

X̃k(n − 1), else.

(5.30)

Therein, the components X̃k are updated every N steps, and the �lter part corresponding to
y(n) is periodically reset after that. All signals are initialized with zeros, i.e.y(n) = X̃k(n) = 0
∀n ≤ 0. Clearly, several aspects, such as the number of selected frequency bins, their location,
and the number of used signal samples, depend on the concrete use case. For the case of the
R2R test bed, these topics are discussed in Section 5.6. To summarize and lay the ground for
the next steps, one may state that

• The number of frequency bins needed to �nd an unknown oscillation frequency
may be reduced drastically by using the proposed DFT-interpolation method.

• To �nd the bins that eventually enter the DFT-interpolation, the algorithm
proposed by Goertzel is used.

• The output of the algorithm are Nд spectral components X̃1, X̃2, . . . , X̃Nд of
the shaft torque Tshaft, accompanied with the estimated maximum amplitudea
ηx and the corresponding maximum frequency fx . The spectral elements are
updated every N time steps.

• The presented DFT-formalism assumes that the DFT-entries used for computa-
tion enclose just one spectral component of the analysed signal. What can be
done if that is not the case is discussed in the upcoming section.

aThis point requires some care: Until now, only single complex exponentials were considered,
such as x(n) = ηxe j2π fxTdn , where the maximum of the Blackman-lobe and the signal’s magnitude
are related via ηx =

1
0.42N |X̃x |. A real-valued oscillation, such as xr (n) = ηx cos(2π fxTdn) =

ηx
2

(
e j2π fxTdn + e−j2π fxTdn

)
introduces two complex exponentials with half the cosine’s amplitude,

however, where typically the �rst one enters the interpolation scheme. Therefore, the result of the
DFT-interpolation |X̃x | must be scaled by 2

0.42N .
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5.5 Adaptation logic

This section employs the DFT-interpolation method presented previously, and outlines
a series of ideas to distinguish between resonance and external excitation as the sources
of torque oscillations. Generally, torque oscillations in test bed drive lines can be put in
two categories, as suggested graphically by the �gures below: Firstly, Fig. 5.15 presents a
situation where the oscillation conditions discussed in Sec. 5.1 are ful�lled, which leads to
a growing oscillation. The latter eventually stalls at a value that depends on the various
limitations that are present in the control loop, e.g., for torque, currents and voltages [27,
133]. In this case, a notch �lter to suppress the oscillation is highly desired.

u = C(r,x, Tshaft, t)

Figure 5.15: Torque oscillation due to “unstable” resonance.

Secondly, Fig. 5.16 depicts an oscillation that stems from the device-under-test, and is not
linked to the controller a priori. In these situations, the involvement of a notch �lter must
be avoided, and, which is almost equally important, the adaptation algorithm should not be
confused as in Fig. 5.8.

u = C(r,x, Tshaft, t)

Figure 5.16: Torque oscillation in case of external excitation.

With this classi�cation, the remainder of this section discusses how the spectral components
X̃1, X̃2, . . . , X̃Nд of Tshaft can be used to perform various checks with regards to their origin,
to allow for an educated decision on whether a notch �lter should be adapted or not.
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5.5.1 Condition 1: Magnitude threshold

A �rst and obvious step is to make sure that small and insigni�cant oscillations do not
disturb the suppression algorithm. To that end, it is reasonable to require the magnitude that
is associated with a potential notch frequency to exceed a certain threshold. Introducing
Tmin for the latter, one may represent this idea by the inequality

ηx =
2

0.42N |X̃x |
!
> Tmin . (5.31)

The scaling factor 2 accounts for the fact that the measured signals can only be real-valued.

5.5.2 Condition 2: Low- and high-frequency components

For the considered systems, the open loop phase shift for frequencies close to 0Hz (e.g.
f<10Hz) typically is close to 0◦, and in any case far from -180◦. This is mainly because in
most cases the phase is turned towards -180◦ for the �rst time by the lowest resonance,
which normally lies well above 100Hz. Consequently, oscillations with frequencies close to
0Hz usually are not caused by resonance, and therefore should not be blocked. Moreover,
putting a notch frequency close to 0Hz can also be dangerous, as this essentially opens up
the control loop in an area that is absolutely crucial for the functionality of the system.
Hence, it is reasonable to require also the frequencies to surpass a pre-set minimum. In the
case of a dominating low-frequency component, the lowest spectral component |X̃1 | carries
the largest magnitude. Additionally, the formalism (5.27) requires one element to the left
and to the right of the maximum to work, which is why

|X̃kmax |
!
> max(|X̃1 |, |X̃Nд |) (5.32)

quali�es as a second condition. The idea can be formulated more conservatively by

|X̃kmax |
!
> max(|X̃1 |, . . . , |X̃p |, |X̃Nд−q |, . . . , |X̃Nд |), p,q ∈ N, (5.33)

which may be interpreted as the introduction of a lower and an upper bound for the notch
frequencies, such that

fmin
!
< fx

!
< fmax . (5.34)

5.5.3 Condition 3: Separate spectral components

The interpolation formalism discussed in Section 5.4.2 assumes that the DFT-bins, which
are used to �nd ηx and fx , encapsulate just one spectral component of Tshaft. However, no
matter how many DFT-bins the interpolation scheme comprises and how high the resulting
frequency resolution eventually is, the theoretical possibility that two or potentially even
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more spectral entries lie between two bins cannot be ruled out per se. Fortunately, it may
be checked whether this is the case or not: Using approximation (5.28) to describe the main
lobe in case of a blackman-windowed sequence, one can see that

|X (∆kmax )|

|X (∆kmax±1)|
≈

e ln(
0.25
0.42 )∆k

2
max

e ln(
0.25
0.42 )∆k

2
max±1

= e ln(
0.25
0.42 )(∆k

2
max−∆k

2
max±1) (5.35)

is ful�lled only if either the spectral proximity of the considered frequency bins kmax

and kmax±1 is dominated by just one spectral element of Tshaft, or if all the given spectral
components are arranged in a highly speci�c way with regards to their frequency and
magnitude, such that the cumulative magnitude response again takes on exactly the form
of the priorly discussed “normal distribution”-like Blackman-lobe. The second scenario,
however, is so unlikely in practice that it is not taken into further consideration. Besides
that, (5.35) extends the set of conditions for whetherTshaft stems from resonance or external
excitation, by checking for equality between the right and the left side of (5.35) (in practice,
a deviation of ±5% was allowed), as a resonance oscillation in this work is assumed to
comprise just one single dominating frequency.

5.5.4 Condition 4: Steady-state

Besides the advantage of avoiding cumbersome commissioning trials, a strong argument
for employing adaptive notch �lters is their ability to react to changes of the plant. These
changes usually do not occur abruptly while the system is in operation, meaning that also the
frequencies of oscillations due to resonance normally do not perform sudden and stepwise
changes. This consideration suggests to require a detected frequency to be in steady-state7,
before it is passed on to one of the available notch �lters. Such a measure rules out a big
class of load torque pro�les that arise in transient test bed operation. Mathematically, the
idea may be represented as

Ns−1∑
i=0
| fx

(
n − iN

)
− fx

(
n − (i + 1)N

)
|

!
< ε, (5.36)

with the discrete time variable n and the number N of samples processed in the Goertzel-
algorithm. Therein, the sum accumulates the di�erences of Ns successive results of the
DFT-interpolation scheme. The design parameter ε describes a limit that must not be
exceeded, and additionally, it needs to be made sure that the samples of fx (n) stem from
di�erent results of the employed Goertzel-algorithm, whose outcome is updated only every
N samples.

7This does not mean that the whole control system must be in steady-state, in contrast to, e.g., [110]!
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5.5.5 Filter placement

It is assumed that a �nite and �xed number of notch �lters is available for adaptation. This
number will be denoted by N f , and as mentioned earlier, must be equal to or higher than the
number of resonances that need to be suppressed. When a new oscillation that ful�ls criteria
(5.31), (5.33), (5.35) and (5.36) arrives, one of the N f notch �lters must be selected to accept
its frequency. To clarify the discussion, the notch frequencies of the N f �lters are stored
in a vector, i.e. f B

[
f1, f2, . . . , fNf

]
, and the highest amplitudes that have been observed

at these frequencies are saved in η B
[
η1,η2, . . . ,ηNf

]
. It turns out to be reasonable to

initialize f by frequencies far out of the crucial operating range, and to initially assign zeros
to the magnitude vector η. Additionally, the index i f ful�lling 1 ≤ i f ≤ N f is introduced to
pick out one speci�c �lter, meaning ηif and fif . Generally, the possible scenarios can be put
in two categories:

Category 1: As long as unused �lters are available, which means that there exist
indices i f such that ηif = 0, the �lter corresponding to the lowest of these indices is
chosen to accept the new frequency fx .

Category 2: If all �lters are already in use and a new oscillation occurs, its mag-
nitude ηx = 2

0.42N |X̃x | is compared to the elements stored in the vector η. If the new
magnitude surpasses or equals at least one entry of η, the notch frequency of the
�lter corresponding to the smallest entry of η is exchanged with the new candidate.
In case two or more entries of η are equal and thus come into question, the one
corresponding to the smallest index is selected.

If the plant changes over time, the algorithm will sooner or later arrive at a scenario
belonging to Category 2, as, according to the directive contained in Category 1, it will
react to a modi�ed resonance frequency by activating an unused �lter - as long as these
are available. Once all the available �lters are in operation, another change of the plant
will lead to a Category 2-situation. Clearly, if the plant is modi�ed, e.g., by replacing the
device-under-test by a successor with signi�cantly di�erent rotational inertia, the number
of resonances that need to be suppressed still has to be lower than or equal to N f . If that
is the case, the only requirement for the algorithm to adapt to the resonances of the new
setup is that the corresponding magnitudes rise to at least the levels of the entries in η. To
simplify such a transition, it is helpful to slightly decrease η over time in the phases where
no adaptation takes place. This idea may be expressed mathematically in the form of

ηif (n + 1) =
{

max
(
αηif (n), ζTmin

)
, if ηif (n) > 0

0, else.
(5.37)

Therein, the design parameter α ful�ls α ≤ 1, and determines the dynamics of Xif outside
the overall adaptation process, while ζTmin de�nes a lower bound. To ensure that the
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stored magnitudes do not drop under the threshold motivated in (5.31), ζ ≥ 1 must hold.
Eventually, the ideas presented in Sections 5.5.1 to 5.5.5 are combined to complete the
algorithm. Figure 5.17 presents the outcome by the means of a �ow chart, where qualitative
mathematical expressions are used mostly, in order to keep the diagram simple. Therein, the
functionψ (∆kmax ) B e ln(

0.25
0.42 )(∆k

2
max−∆k

2
max±1) abbreviates the complex exponential from (5.35).

Furthermore, the priorly introduced Category 1 and Category 2 are combined; ultimately, a
new oscillation magnitude always surpasses at least one entry of η if an unused �lter is
still available, as the entries Xif are initialized with zeros. Moreover, minima and maxima
are interpreted as extrema along the �rst dimension. It must be noted that this block only
becomes active in case that the new magnitude ful�ls ηx ≥ min(η); otherwise, the vector of
notch frequencies f and the vector of stored magnitudes η remain unchanged.

read data

start

(
Xg, f,η, fx(n − 1)

)

find fx, ηx
(|X̃max|, kmax) = max(|Xg|)

∆kmax = 3
4

|X̃max+1|−|X̃max−1|
|X̃max|

fx = (kmax + ∆kmax) 1
NTd

ηx = 2
|X̃max|
0.42N

e
− ln( 0.25

0.42
)∆k2max

ηif
= max

(
αηif

,

sgn(ηif
)ζTmin

)

reduce
η

[ηmin, imin] = min(η)

f(imin) ← fx

η(imin) ← ηx

ηx
?
≥ min(η)

ηx
?
> Tmin

fx
?
> fmin

d
dt
fx

?
= 0

| X(∆kmax)
X(∆kmax±1)

| ?
= ψ(∆kmax)

Conditions
1-4

set notch frequencies

No

No

Yes

Yes

C

Figure 5.17: Representation of the algorithm as a �ow-diagram.
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Some aspects of the proposed algorithm demand further discussion. With regards to external
excitations, it is not impossible that a sequence ofTload ful�ls conditions (5.31), (5.33), (5.36)
and (5.35), and surpasses at least one element of η, while all �lters are already active.
However, the plants considered in this work may reasonably be interpreted as linear
systems, which means that, in case of instability, the a�ected frequency components grow
until one of the saturations in the control loop becomes active. Formulated di�erently, one
may state that an oscillation due to instability takes what it can get in terms of available
magnitude, which is usually not the case for oscillations caused by external excitations.
This consideration highlights the fact that the proposed magnitude-comparison-strategy is
another check that targets the origin of an observed torque oscillation.

Nonetheless, if any conceivable behaviour of Tload is allowed and if literally no restrictions
are applied to its shape, frequency content, etc., it will always be possible to construct a
pro�le of Tload for which the algorithm will not �nd the correct resonance frequencies. In
the most extreme case, one could think of the following diabolic sequence of Tload, which
consists of two parts: The �rst part would entirely compensate the e�ect of Tairgap, while
the second part would enforce some other, totally arbitrary behaviour. Since only Tairgap
and Tshaft are available as measurements, their inspection in such a case would give the
impression of an entirely di�erent dynamical system. Still, some additional ideas that
extend the presented conditions are discussed in Appendix E, which might further re�ne
the considered set of checks, but are still in the scope of ongoing research.

In contrast to this sinister assessment, the following section presents a series of highly pos-
itive and convincing results, which have been achieved in simulation and on the actual test
bed. It will be shown that the proposed conditions are su�ciently conservative, su�ciently
strict and su�ciently concise for all the cases that have been considered in the course of
this work, that the diabolic sequence presented above is mostly a theoretical concept, and
that satisfying results could be achieved consistently.
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5.6 Results

To assess the quality of the proposed resonance suppression scheme, a signi�cant number
of experiments was carried out, in simulation and on the considered R2R test bed. As
mentioned in the summary of Section 5.4.2, certain parameters need to be chosen with care.
For the application in simulation and on the actual test bed, only two notch �lters were
employed; essentially because it was known that for the given induction machine and the
involved drive line mostly just one, and only in some cases two resonances would create
problematic oscillations. For both �lters the pole radius was set to r = 0.995. Excerpts of
Tshaft with a length of N = 128 data points were used as the input to the Goertzel-algorithm,
which means that a frequency resolution of ∆ f = 78.125Hz was achieved prior to the
DFT-interpolation. A total number of Nд = 24 frequency bins were computed, which were
distributed evenly, starting with X1 at a frequency of f1 = 78.125Hz, and ending at a
maximum frequency of f24 = 1875Hz. The threshold variables that were introduced in the
derivation of conditions (5.31) and (5.34) were chosen as Tmin = 20Nm, fmin = 156Hz and
fmax = 1797Hz, and the number of di�ering Goertzel-results over which fx was not allowed
to change was set to Ns = 10, which describes a time interval with a length of 0.128 seconds.
The corresponding threshold variable was set to ε = 10Hz, both notch frequencies were
initialized at 1500Hz, and for the dynamics of η, α = 1 − 10−9 and ζ = 1.1 was selected.

5.6.1 Simulation

Figures 5.18, 5.19 and 5.20 present a repetition of the simulation study laid out in Figs. 5.7
and 5.8, which was used to assess the established, classical adaptive approaches. A clear
improvement in the overall system’s behaviour is visible; mainly because the adaptive
suppression algorithm is not disturbed by Tload arriving at t = 1s any longer.
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Figure 5.18: Simulated shaft, airgap and load torque.
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Figure 5.19: Notch frequencies f1 and f2.
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Figure 5.20: Oscillation magnitudes η1 and η2.

5.6.2 R2R Test Bed - Experiment I

Figures 5.21, 5.22 and 5.23 depict one of the �rst trials that were conducted on the R2R test
bed. In this particular case, no vehicle, but the second test �anges discussed in Section 2.3.4
was connected to the considered drive line. At t = 1s , the feed through gain was changed
from kV = 1 to kV = 4.5, which led to a temporary loss of stability. At t = 1.5s , the adaptive
algorithm is activated, thereafter quickly �nds the resonance frequencies, and suppresses
them appropriately, which expectedly restores stability. As no device-under-test that would
produce a disturbing load torque was present, the stored magnitudes do not change any
further, and especially η2 remains at a comparably low level.
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Figure 5.22: Notch frequencies f1 and f2.
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Figure 5.23: Oscillation magnitudes η1 and η2.
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Figure 5.21: Measured shaft, airgap and load torque.
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5.6.3 R2R Test Bed - Experiment II

This second experiment from the R2R test bed may be interpreted as the supreme discipline
for the adaptive resonance suppression scheme. Throughout the experiment, where kV = 4.3
was chosen, the test bed was in full operation, with a test bed operator sitting inside the
car, performing a regular test run. One can see that the algorithm quickly and reliably �nds
the resonances of the system, and is not disturbed by the load torque that is produced by
the device-under-test.
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Figure 5.24: Measured shaft, airgap and load torque.
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Figure 5.25: Notch frequencies f1 and f2.



5.6 Results 119

0 2 4 6 8 10 12 14
0

100

200

300

400

time in s

m
ag

ni
tu

de
in

N
m

magnitude η1
magnitude η2

Figure 5.26: Oscillation magnitudes η1 and η2.

5.6.4 R2R Test Bed - Experiment III

The last experiment to be discussed in this section was conducted on the R2R test bed,
too. It is presented in Figs. 5.27, 5.28 and 5.29, and stands for the nominal, in practice most
likely case to happen. This time, the controller is parametrized such (kV = 2.1) that only
one resonance frequency is on the brink to instability, also causes a growing oscillation,
and eventually is suppressed successfully. As the other resonance frequency, which had to
be mitigated in the experiments presented previously, in this case is far from the stability
boarder, the second notch �lter did not have to be activated at all.
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Figure 5.27: Measured shaft, airgap and load torque.
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Figure 5.28: Notch frequencies f1 and f2.
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Figure 5.29: Oscillation magnitudes η1 and η2.

5.7 Conclusion

In the preceding section, a novel adaptive resonance-suppression-scheme is presented. The
proposed concept builds on the application of the idea of DFT-interpolation to Blackman-
windowed signals, and creates an accurate and robust scheme to identify previously un-
known resonance frequencies. The method’s capability to suppress undesired oscillations
caused by resonances is proven in simulation and in measurement. The presented res-
ults were obtained mainly on the R2R test bed that is considered on numerous occasions
throughout this work, yielding satisfying and consistently convincing results.
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Chapter 6

Charge Air and Fuel Gas Pressure
Control

The �nal part of the thesis discusses two aspects that play a crucial role in many modern
testing systems, besides the control of mechanical quantities: the interaction of test bed
hardware with real-time software, and the control of pressures of media that are supplied
to the device under test. In that sense, the following chapter considers a test bed for the
development of transient strategies for large multi-cylinder gas engines, using only a single
cylinder in a hardware-in-the-loop setup. The contents and ideas of the following section
are also contained in [134], in a slightly modi�ed version.

The starting point for the following considerations is the current trend towards green energy,
where particularly the transition to electricity from renewable sources plays an important
role as one of the keys for capping global warming from anthropogenic carbon dioxide
emissions. This shift places great demands on the electrical grid, however, as especially
wind and solar power are subject to high volatility and may not always be available at the
location where electrical power is needed [135–137]. Therefore, power sources that are
able to react quickly and �exibly to peak loads or drops in renewable power generation are
an indispensable part of the electrical grid of the future. Of the technologies that can be
used for this kind of decentralized power generation, reciprocating combustion engines
have the highest degree of �exibility [138], and among those, large bore gas engines stand
out for high e�ciency throughout all load conditions and a low environmental impact.
However, the load acceptance of high-performance gas engines is subject to limits due to
knocking combustion and mis�re, and especially their ramping rates are lower than those
of comparable diesel engines. To overcome those shortcomings, much e�ort is invested
in the improvement of the transient operation of large gas engines. A crucial tool on the
path to improvement are precise and e�cient testing systems. A compact single-cylinder
engine (SCE) test bed that replaces a large multi-cylinder engine (MCE) is an example
thereof, which can be regarded as state-of-the-art for the development of steady-state
combustion strategies. The transient case, however, turns out to be much more demanding;
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Figure 6.1: HiL-system for transient SCE operation.

in particular, enabling an SCE test bed to provide the transient MCE boundary conditions
for the combustion process requires intense e�orts [139, 140]. This challenging transient
scenario is considered in the following: a hardware-in-the-loop (HiL) system is presented
that permits the development of transient MCE combustion strategies on an SCE test bed.
For that purpose, the system reproduces the behaviour of the full MCE using real-time
models and highly dynamic controllers. As representatives of all the test bed controllers,
simple yet e�ective controller designs for the charge air and fuel gas pressure are presented.
These controllers in particular have to meet high standards in terms of speed and accuracy.
In the course of experiments, it is shown that the proposed concepts ful�l the challenging
demands of transient testing and signi�cantly improve on the performance of existing
controllers that are designed mainly for steady-state operation. Subsequently, Section 6.1
presents an approach to transfer the transient behaviour of an MCE to an SCE test bed,
and Sections 6.2 and 6.3 discuss the control of the above-mentioned pressures. Section 6.4
presents experimental results to validate the proposed concepts.

6.1 HiL-system

Fig. 6.1 depicts the HiL-system comprising mainly a real-time model of the MCE and
controllers to apply trajectories obtained from this model to the test bed. In this section,
the most signi�cant components are explained brie�y.

6.1.1 Multi-cylinder engine

The engine considered for validation is a V20 spark ignited pre-chamber gas engine with
two-stage turbocharging. After each stage, the charge air is cooled. The charge air pressure
is controlled by a blow o� valve. While the pre-chamber is scavenged with gas, the main
combustion chamber is supplied by cylinder individual port injection, cf. [139, 141, 142].
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6.1.2 Single-cylinder engine test bed

Fig. 6.2 presents the considered setup in more detail. The SCE as the essential part of the
test bed is derived directly from the MCE. This means that piston, connecting rod, liner,
cylinder head including pre-chamber, port injection gas valve as well as the valve lift curves
of intake and exhaust valves are identical to the MCE. Hence, if the pressures at the intake
and exhaust ports of the SCE are identical to those at the MCE, the same combustion
behaviour can be assumed. Since the application of two-stage turbocharging to the SCE is
a cumbersome task, the charge air is delivered by a screw compressor. The temperature
of the compressed air is conditioned by an electric heater and a mixing valve. Charge air
pressure and exhaust pressure are controlled by the means of two �aps each. To control
the engine speed and suppress torsional vibrations, a �ywheel and an induction machine
are connected to the SCE. The fuel gas pressure is adjusted by the means of a pneumatic
regulator [143].

6.1.3 Real-time model

The real-time model comprises models of the MCE gas exchange system, the MCE power-
train and a simpli�ed replica of the MCE control unit (MCE-CU). The latter contains
controllers for knock, engine speed and NOx . The main HiL-model is a 0D model (i.e., a
model without spatial dependency, see [144]) of one MCE cylinder bank comprising tur-
bochargers, cylinders and piping. To simulate the turbochargers, the exhaust enthalpy �ux
has to be known. This quantity depends on the out�ow over the exhaust valves which in
turn depends on the cylinder pressures, whose dynamics thus have to be captured. For
modelling the gas exchange phase, where either intake or exhaust valve are open, the
di�erential equation

d
dt pcyl =

χ − 1
Vcyl

[
ϑcyl

χ − 1

2∑
j=1

Rj
dmj

dt − ϑcyl
2∑
j=1

Rj

χj − 1
dmj

dt

−
χ

χ − 1pcyl
dVcyl

dt +
dQw

dt +
dmin

dt hin −
dmout

dt hout

] (6.1)

is used, see [145, 146]. Corresponding to one cylinder,Vcyl denotes the displacement volume,
pcyl the pressure and ϑcyl the temperature inside the cylinder. The symbols Rj ,mj , χj are the
speci�c gas constant, the mass inside the cylinder and the heat capacity ratio of either fresh
air (j = 1) or exhaust gas (j = 2). The quantities dQw

dt ,
dmin

dt ,
dmout

dt and hin,hout describe the
wall heat �ux, the in- and outgoing mass �ows and the corresponding speci�c enthalpies,
respectively; furthermore, χ describes the heat capacity ratio of the mixture. The presented
approach does not include a model of the combustion process. Instead, pressure measure-
ments obtained from the real combustion in the SCE are used to update the simulation:
At the time of exhaust-valve-opening (EVO) of each cycle the SCE cylinder pressure is
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measured; this value is then used to reinitialize the pressure simulated according to (6.1) in
each cylinder at its respective EVO. This ensures that the increase of pcyl due to combustion
is considered correctly but assumes that all cylinders show the same combustion behaviour.
Fig. 6.3 visualizes this approach by depicting the pressure reinitialization process exemplar-
ily for one cylinder of the HiL real-time model. The angular speeds of turbocharger and
powertrain1 are calculated by means of a power balance. The acting torques are computed
from the powers transmitted over the corresponding shafts. The angular speed ω of the
crankshaft, for example, is obtained by integrating

d
dtω =

1
I

[
Tindicated −Tfriction −Tconsumer

]
. (6.2)

Therein I denotes the lumped inertia of the crank-shaft, and Tindicated,Tfriction, and Tconsumer
indicate the torques associated with the indicated power, the friction, and the power
demanded by the consumer, respectively.
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Figure 6.3: Imposing the cylinder pressure at EVO.

1Technically, a powertrain model is only needed when the MCE model is operated in island mode, i.e.
independent from the grid. In grid parallel mode, the engine speed is determined by the grid; see [145] for
details.
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6.2 Charge air pressure

The objective of the air intake system shown in Fig. 6.4 is to control the charge air pressure
pch and to track its reference p∗

ch
. The constant air mass �ow supplied by the compressor is

distributed by the �aps f1 and f2, whose positions are considered as the control inputs. The
supply pressure is measured downstream the screw compressor and labelled ps . As ps is a
test bed speci�c variable, the MCE model does not provide a reference p∗s . All pressures are
absolute, with an ambient pressure of pamb ≈ 1bar.

V2 V1

pchps

pamb

f1

f2

Screw
Compressor

SCE

Figure 6.4: Air intake system of the considered SCE test bed.

6.2.1 Modelling

As indicated in Fig. 6.4, the piping system is subdivided into two segments with volumesV1
andV2. The thermodynamic states of the air are assumed the same throughout the volumes
(lumped parameter approach, see [147]). The air temperature denoted by ϑ is controlled by
a heater and is hence assumed to be constant. This leads to

d
dt pch =

Rϑ

V1
(q1 − qe),

d
dt ps =

Rϑ

V2
(qc − q2 − q1),

(6.3)

where R denotes the speci�c gas constant of the air, q1 and q2 indicate the air mass �ows
passing f1 and f2, respectively, and qe and qc are the air consumed by the SCE and supplied
by the compressor, respectively. The mass �ows q1 and q2 are given by

q1 = A1(u1)
ps
√
Rϑ

Ψ(α1), α1 =
ps
pch

q2 = A2(u2)
ps
√
Rϑ

Ψ(α2), α2 =
ps
pamb
.

(6.4)
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Therein, A1,A2 are the e�ective �ap areas, which are highly nonlinear functions of the
corresponding positions u1,u2. The latter are bounded by u1 ≤ u1 ≤ u1 and u2 ≤ u2 ≤ u2
and are considered as the control inputs of the system. The functionΨ denotes the �ow
function. A reasonable approximation for it is given by [147]

Ψ(ξ ) ≈


√

2
ξ (1 −

1
ξ ), if ξ ≤ 2

1√
2 , otherwise.

(6.5)

Under normal operating conditions, the supply pressure ps exceeds 2 bar. Furthermore, it
will be ensured by proper design of the controllers that ps ≤ 2pch holds. Hence, α1 ≤ 2 and
α2 > 2, which allows to write the model as

d
dt

[
pch
ps

]
=

[
Rϑ
V1

0
−Rϑ

V2
−Rϑ

V2

] A1(u1)
√

2
Rϑ

√
pch(ps − pch)

A2(u2)
ps
√
2Rϑ


+

[
Rϑ
V1

0
0 Rϑ

V2

] [
−qe
qc

]
.

(6.6)

6.2.2 Reference planning

While the gas exchange model provides a reference p∗ch for pch, no reference p∗s for the supply
pressure ps is given a priori. As mentioned before, ps has to stay in the range (pch, 2pch) for
the model in (6.6) to be valid. Additionally, ps must not exceed an upper limit ps to prevent
a breakdown of the compressor. This leads to the constraint

pch < ps < min(2pch,ps). (6.7)

The approach for determining p∗s attempts to keep the position of f1 equal to the arithmetic
mean of its saturation interval, i.e. 1

2 (u1 +u1) C U, when the system is in steady state. The
idea of this strategy is to maximize the actuator range available for disturbance rejection.
In steady state

d
dt pch =

√
2Rϑ
V1

A1(u1)
√
pch(ps − pch) −

Rϑ

V1
qe = 0 (6.8)

and consequently

A1(u1)
√
pch(ps − pch) =

√
Rϑ

2 qe (6.9)

will hold. If the engine is approximated as a volumetric pump, a typical formulation [147]
for the mass �ow qe is

qe = ρchλ(pm,n)
Vd
Nr

ωe

2π . (6.10)
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Here ρch denotes the density of the air at the engine’s intake, ωe the angular velocity of
the engine, pm the mean e�ective pressure inside the cylinder, λ the volumetric e�ciency,
Vd the displaced volume and Nr the number of cylinder revolutions per combustion cycle.
To simplify the next steps, λ is assumed to be constant. Combining (6.9) and (6.10) with
ρch =

pch
Rϑ yields

A1(u1)
√
pch(ps − pch) =

λVdωe
√
2RϑNr2π

pch. (6.11)

This equation can be rearranged as

ps = (K + 1)pch, (6.12)

where

K =

(
λVdωe

A1(u1)
√
2RϑNr2π

)2
. (6.13)

Consequently, one can ensure that f1 settles at U in steady state by computing K from
(6.13) with u1 = U and using (6.12) to compute the reference p∗s . Taking (6.7) into account,
one �nally obtains the calculation law

p∗s = min((1 + K)pch,ps). (6.14)

The bound ps > pch is automatically met since K > 0.

6.2.3 Decoupling

The e�ective �ap areas A1(u1),A2(u2) are monotonic functions of the �ap positions u1,u2.
Hence, corresponding inverse functions exist. Furthermore, the pressure drops over the �aps
are always positive, which allows the exact compensation of the input nonlinearities:

u1 = A−11 (

√
Rϑ√

2pch(ps − pch)
q1), u2 = A−12 (

√
2Rϑ
ps

q2). (6.15)

Transformation to the new pair of inputs[
w1
w2

]
B

[
1 0
−1 −1

] [
q1
q2

]
(6.16)

and introducing δ1 = Rϑ
V1
qe and δ2 = Rϑ

V2
qc leads to

d
dt

[
pch
ps

]
=

[
Rϑ
V1

0
0 Rϑ

V2

] [
w1
w2

]
+

[
δ1
δ2

]
. (6.17)
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6.2.4 Controller design

For each pressure a PI-controller with a feed-forward path conditioned in the sense of [148]
is used. In the case of pch a possible representation of the controller is given by

d
dt xI = kI (p

∗
ch − pch) +

kI
kP + kF

(w1 − ŵ1)

w1 = kP (p
∗
ch − pch) + kFp

∗
ch + xI ,

(6.18)

where xI , kI , kP , kF , ŵ1 are the state of the integrator, the integrator and proportional gain,
the feed forward gain and the saturated control input w1, respectively. Due to the input
nonlinearities, the saturation limits for w1 and w2 depend on pch and ps . In the case of w1,
for example,

A1(u1)

√
2pch(ps − pch)

Rϑ
≤ w1 ≤ A1(u1)

√
2pch(ps − pch)

Rϑ
. (6.19)

For the unsaturated controller the closed-loop reference transfer function for pch is

T (s) B
pch(s)

p∗ch(s)
=
(kP + kF )s + kI
V1
Rϑ s

2 + kPs + kI
. (6.20)

Choosing
kI =

V1
Rϑ

ν2n , kP = 2 V1
Rϑ

νn, kF = −
V1
Rϑ

νn (6.21)

turns T (s) into the �rst order lag element

T (s) =
νns + ν

2
n

s2 + 2νns + ν2n
=

νn
s + νn

. (6.22)

This is done to avoid overshoots of the charge pressure, which in gas engines can have
harmful consequences such as knocking combustion, but still react quickly to the demands
of the HiL-system. For the undamped natural frequency of the resulting system, νn = 2π fn
with fn =

1
2 Hz turned out to be a good choice. For the pressure ps an identically structured

PI-controller with fn =
1
6 Hz is used.

6.3 Gas pressure

A sketch of the fuel gas system is shown in Fig. 6.5. The natural gas fuelling the SCE is
supplied by a high pressure tank system, which, for the sake of simplicity, is indicated as a
single reservoir that imposes a constant pressure ofpres = 10 bar on the high pressure side of
the valve vд. The pressure to be controlled is measured upstream the port injection valve of
the SCE and is denoted by pд. For modelling purposes, the crucial piping segment indicated
by V is interpreted as a lumped volume. To actuate the system, a current-to-pressure (I/P)
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Figure 6.5: Gas supply piping on the SCE test bed.

converter turns the electrical actuation signal to an air pressure pmem. That pressure is
compared to pд by means of a balancing membrane close to the pipe [143, 149]. In case of a
di�erence, the membrane experiences a force that pushes or stretches a spring underneath.
The spring acts on a rod that eventually opens or closes the valve vд. As the I/P converter is
by far faster than the membrane or the gas pressure pд, the pressure pmem is considered as
the control input. The vertical position of the membrane is denoted by x . The quantities
ks , cs and Fs0 represent the sti�ness, the damping and the pre-load force of the spring,
respectively.

6.3.1 Modelling

With qд and qe denoting the gas �ows passing vд and entering the SCE, respectively, the
pressure pд is governed by the di�erential equation

d
dt pд =

Rϑ

V
(qд − qe). (6.23)

The mass �ow qд is given by a relation similar to (6.4). As pres ≈ 10 bar, the pressure drop
over vд is large enough for the second case in (6.5) to be valid throughout operation. This
leads to

qд = Av(x)
pres
√
2Rϑ
, (6.24)
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where Av(x) represents the e�ective opening area of vд as a function of x . As the membrane
performs small movements only, Av(x) may be linearised around x = 0, �nally leading to
the model

qд ≈ kqx + dq (6.25)
with

kq B
pres
√
2Rϑ

dAv(x)

dx

����
x=0
, dq B

pres
√
2Rϑ

Av |x=0 . (6.26)

To capture the dynamics of the membrane, Newton’s second law is applied. Withm for the
mass of the membrane one obtains

m
d2

dt2x = Fp − Fs . (6.27)

Therein Fs and Fp denote the forces resulting from the spring and the pressure di�erence
on the two sides of the membrane, respectively. Introducing A for the membrane area, Fp
and Fs can be expressed as

Fp = A(pmem − pд) and Fs = Fs0 + ksx + cs Ûx . (6.28)

Combining the last equations leads to a linear, third order state-space model:

d
dt


x
Ûx
pд

 =


0 1 0
−
ks
m −

cs
m −A

m
kq

Rϑ
V 0 0



x
Ûx
pд

 +
0 0 0 0
A
m − 1

m 0 0
0 0 −Rϑ

V 1



pmem
Fs0
qe
dq

 .
(6.29)

The transfer function from pmem to pд follows as

P(s) =
A
mkq

Rϑ
V

s3 + cs
ms

2 + ks
m s +

A
mkq

Rϑ
V

, (6.30)

which allows an interesting insight into the stability properties of the system. Applying the
Routh-Hurwitz criterion, see e.g. [33, 34], to (6.30) yields

ks > Akq
Rϑ

V

m

cs
C ks,min. (6.31)

This means that for reasons of stability ks has to exceed a certain minimum value depending
on cs and cannot be chosen arbitrarily! Another property of the system can be seen from
the steady-state version of (6.29), namely

pд,∞ = pmem,∞ −
Fs,0
A
−
ks
A

qe
kV
, (6.32)

which implies that due to Fs,0 and qe the two pressures can never match exactly.
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6.3.2 Controller design

A PI-controller with the same structure as in Section 6.2.4 is used, which in the Laplace
domain is given by

pmem(s) = kFp
∗
д(s) +

kPs + kP
s

[
p∗д(s) − pд(s)

]
. (6.33)

Due to (6.32) the feed-forward gain is set tokF = 1. Unfortunately,qe is not known accurately
enough to make further use of that relation for compensation purposes. Combined with
(6.30) one obtains the closed-loop transfer-function

T (s) =
pд(s)

p∗д(s)
=

(1 + kp)Amkq
Rϑ
V s + KI

A
mkq

Rϑ
V

s4 + cs
ms

3 + ks
m s

2 + (1 + kp)Amkq
Rϑ
V s + ki

A
mkq

Rϑ
V

,

(6.34)

where again the Routh-Hurwitz criterion is a useful tool to gain insight into the system.
The denominator is a fourth order polynomial. In the general case, i.e.

ν (s) = s4 + a3s
3 + a2s

2 + a1s + a0, (6.35)

all coe�cients have to be positive and the conditions

a3a2 > a1 (a3a2 − a1)a1 > a23a0 (6.36)

have to be ful�lled to ensure stability. Equation (6.36) can be applied to the denominator of
(6.34), leading to

kp <
ks

ks,min
− 1, ki <

ks − ks,min(1 + kp)
cs

(1 + kp). (6.37)

The �rst inequality shows that high proportional gains have a destabilizing e�ect. Indeed,
kp = 0 turned out to be a good choice for the practical implementation. This narrows the
interval for ki to

ki <
ks − ks,min

cs
, (6.38)

but since ks − ks,min � cs , the integrator gain can be used reasonably. In practice,

ki =
9
10

ks − ks,min
cs

. (6.39)

was selected.
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6.4 Experimental results

The following section provides a comparison between the proposed controllers and their
predecessors on the considered SCE test bed. The latter are PI-controllers that were designed
mainly for steady-state tests, without any decoupling or feed-forward paths. The �ap
in�uencing the supply pressure in the charge air control setup is slowly varied whenever
the charge air pressure controller is in saturation. Additionally, measurement data from the
MCE is compared to results obtained with the presented HiL-system.

6.4.1 Charge air pressure

To validate the charge air and fuel gas pressure controllers, consecutive load ramps and
drops were performed with both the original and the presented controller. Figs. 6.6, 6.7
and 6.8 depict measured charge air pressure, supply pressure and �ap positions for a small
excerpt of these experiments. Due to the security concept of the test bed the position of �ap
f1 is bounded by u1 = 0 and u1 = 50. Hence, the desired steady state position isU = 25.
With the new controller, the supply pressure ps behaves such that �ap values close toU
are attained in all steady state phases. Generally, one can see that the proposed controller is
able to track the desired charge air trajectory more accurately with almost no overshoot.
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Figure 6.6: Charge pressure.
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Figure 6.7: Supply pressure.
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Figure 6.8: Flap positions of f1 and f2.
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6.4.2 Gas pressure

Fig. 6.9 shows the fuel gas pressure during a load ramp. While the original controller exhibits
a signi�cant delay in tracking the reference, the new controller follows the trajectory with
very small deviations. This is mainly due to the feed-forward path of the new controller,
which anticipates the steady-state relation between pmem and pд.
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Figure 6.9: Gas pressure pд .

6.4.3 HiL-system

Fig. 6.10 presents a sudden load step realized by connecting an additional electrical resistor
to the MCE generator in parallel. In the HiL-system the temperature dependency of the
load system is not modelled, which leads to a deviation from the MCE behavior in terms of
the initial overshoot. Due to the imbalance of mechanical and electrical power the engine
speed drops (Fig. 6.10 (b)). To recover the original engine speed, the corresponding control
units reduce the generator voltage and hence the electrical power (Fig. 6.10 (a)).
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Figure 6.10: MCE measurement vs HiL-system.

6.5 Conclusion and outlook

This chapter demonstrates how the behaviour of two test bed controllers for media pressures
can be improved signi�cantly by simple but e�ective model based control techniques. The
test bed and the discussed controllers are embedded in a methodology to transfer the
transient behaviour of a large bore MCE to an SCE HiL-system. Physics-based real-time
models are created that are able to provide the boundary conditions for combustion from
an MCE during transient operation. It is shown that transient testing on large bore SCE
test beds is a feasible task.



Appendix

139





Appendix A

Parameters of the Drive Line Models

A.1 Straight chain of inertias

Table A.1 summarizes the parameter values that were used to simulate the �rst setup of
the heavy-duty test bed with only one additional �ange, as displayed in e.g. Fig. 2.11(a).
As explained in Figs. 2.18, I5,1 stands for the �rst value that is assigned to the last inertia
of the chain, which is incremented by the inertia values of the added �anges. One can
see that the algorithm tends to assign values to the parameters that can only hardly be
motivated physically, for instance, the �rst three inertias together by far exceed the induction
machines inertia of 24kgm2, and also the damping parameters are not physical: Particularly

model data
parameter unit value

I1 kgm2 25.082
I2 kgm2 6.352
I3 kgm2 1.572
I4 kgm2 0.159
I5,1 kgm2 0.140
k1 MNm·rad−1 60.99
k2 MNm·rad−1 17.99
k3 MNm·rad−1 3.36
k4 MNm·rad−1 6.28
c1 Nms·rad−1 850.4
c2 Nms·rad−1 800.0
c3 Nms·rad−1 0.0
c4 Nms·rad−1 0.0

Table A.1: Parameters of the straight-chain-of-inertias model.
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the �rst two damping parameters are critical to some extent, as they violate the assumption
of low damping, which leads to deviations between practical resonance and eigenmode-
frequency. These attributes can already be seen as signs of the wrong modelling approach.
As mentioned in Sec. 2.2.7, Matlab’s fmincon algorithm was used to �nd the numerical
values shown in Tab. A.1. The settings and the inequality bounds used for the algorithm in
are listed in Tabs. A.2 and A.3, respectively.

lower bound unit upper bound
I1 22.5 kgm2 25.5
I2 0.01 kgm2 10.0
I3 0.01 kgm2 10.0
I4 0.01 kgm2 10.0
I5 0.01 kgm2 10.0
k1 0.1 MNm·rad−1 100
k2 0.1 MNm·rad−1 100
k3 0.1 MNm·rad−1 100
k4 0.1 MNm·rad−1 100
c1 0 Nms·rad−1 1000
c2 0 Nms·rad−1 1000
c3 0 Nms·rad−1 1000
c4 0 Nms·rad−1 1000

Table A.2: Upper and lower bounds for the sought parameters used for optimization.

optimization settings
parameter value
TolFun 10−9
TolCon 10−9
MaxIter 106

MaxFunEvals 4 · 106
Table A.3: Settings for the fmincon optimization algorithm.
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A.2 Alternative chain of inertias

Table A.2 displays the values that were used to parametrize the �nally used alternative
structure of inertias, as shown in Fig. 2.26, where the damping and sti�ness parameters
are not mentioned in order to preserve a clear structure. In the following table, (k12, c12)
denotes the connection between I1 and I2, (k13, c13) the one between I1 and I3, (k23, c23)
the one between I2 and I3, (k24, c24) the one between I2 and I4, and lastly, (k25, c25) the one
between I2 and I5.

model data
parameter unit value

I1 kgm2 23.534
I2 kgm2 0.285
I3 kgm2 0.475
I4 kgm2 0.045
I5,1 kgm2 0.198
k12 MNm·rad−1 4.95
k13 MNm·rad−1 8.16
k23 MNm·rad−1 1.00
k24 MNm·rad−1 0.29
k25 MNm·rad−1 10.25
c12 Nms·rad−1 1.7
c13 Nms·rad−1 2.3
c23 Nms·rad−1 1.2
c24 Nms·rad−1 1.2
c25 Nms·rad−1 14.5

Table A.4: Parameters of the alternative structure comprising three parallel inertias.

The evolving parameter values are much closer to what one might intuitively assume.
With regards to the optimization algorithm, the same settings as shown in Tab. A.3 were
used again, and also the same bounds for inertias, sti�ness and damping parameters were
employed.



144 Appendix A Parameters of the Drive Line Models

A.3 So�-rotor model

Table A.5 displays the values that were used to parametrize the model for the heavy-duty
test bed comprising the soft rotor, as shown in Fig. 2.31.

model data
parameter unit value

I1 kgm2 25.308
I4 kgm2 0.235
I5,1 kgm2 0.159
kim MNm·rad−1 16.5
k3 MNm·rad−1 5.1
k4 MNm·rad−1 7.99
cim Nms·rad−1 85.6
c3 Nms·rad−1 18.2
c4 Nms·rad−1 23.0

Table A.5: Parameters of the soft-rotor-model used for the heavy-duty test bed.

To obtain the parameters listed above, a rough estimate for I1 and kim and the sum of I4
and I5 was obtained �rst by the means of the analytical approach explained in Sec. 2.3.1, by
neglecting the external two-mass oscillator and assuming the external inertia to be pinned
to the right end of the rotor. These results later on served as the basis for a numerical
optimization, as for the lumped structures discussed previously. For the latter, the fmincon
algorithm provided by Matlab was used again. To that end, the bounds listed below were
used, along with again the settings presented in Tab. A.3. As discussed earlier, the soft rotor
was subdivided into 100 partial inertias.

lower bound unit upper bound
I1 22.5 kgm2 25.5
I4 0.01 kgm2 10.0
I5 0.01 kgm2 10.0
kim 0.1 MNm·rad−1 100
k3 0.1 MNm·rad−1 100
k4 0.1 MNm·rad−1 100
cim 0 Nms·rad−1 1000
c3 0 Nms·rad−1 1000
c4 0 Nms·rad−1 1000

Table A.6: Upper and lower bounds for the sought parameters used for optimization.
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model data
parameter unit value

I1 kgm2 4.813
I4 kgm2 0.137
I5,1 kgm2 0.081
kim MNm·rad−1 8.90
k3 MNm·rad−1 5.76
k4 MNm·rad−1 6.37
cim Nms·rad−1 28.4
c3 Nms·rad−1 5.5
c4 Nms·rad−1 125.1

Table A.7: Parameters of the soft-rotor-model as used for the R2R test bed.

For the R2R test bed, the parameters listed in Tab. A.7 were used. To get hold of the
parameters, the same procedure as for the heavy-duty test bed was used at this point,
too, consisting of hand design and numerical optimization. For the latter, almost identical
settings have been used, this time based on a division of the machine rotor into 70 partial
inertias. The only di�ering aspect were the bounds for the induction machine inertia, which
was, again based on data-sheet information, in this case restricted to 3 ≤ I1 ≤ 5.





Appendix B

A Special Mechanical Structure

To simulate the considered test bed drive lines, the distributed-parameter body for the
induction machine rotor was extended by two lumped inertias, in order to represent, e.g.,
the two members of the measuring �ange. For such a setup, the formalism to �nd the
model’s resonances presented in Sec. 2.3.1 cannot be used any more. This was not an issue,
as the “soft” rotor had to be discretized in space again, to make it compatible with the
chosen simulation platform. For this discretized version of the model, the priorly employed
methods of numerical optimization could be applied again to �nd the parameters.

Out of pure curiosity, however, the question of whether there was a simple and practical
way to include an external oscillator into the analysis of a distributed-parameter system
was looked at also in the course of this work. This section presents some of the �ndings
that were made in that regard. To begin with, Fig. B.1 depicts a distributed rotor at one of
the discretized intermediate steps in the course of the continuity transformation. On its
right end, the rotor is connected to spring k4 and inertia I5. The red box O (“oscillator”)
subsumes the external oscillator and the last inertia IN of the rotor, while the left block
R (“rotor”) bundles the remainder of the rotor. Moreover, T̃ stands for the torque that is
exchanged between the two parts, and damping is neglected throughout the analysis.

ININ−1I1 I5
k4

R O
T̃

Figure B.1: Soft rotor: Including an external spring-mass system.
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If O were just one lumped inertia, which would be the case if k4 were in�nitely sti�, the
situation would be the same as in Sec. 2.3.1. For k4 < ∞, however, O obviously behaves
di�erently. It turns out, however, that a practical approximation for the behaviour of O
can be obtained by interpreting this part of the system as a frequency-dependent lumped
inertia, which also allows to use the same mathematical framework as in Sec. 2.3.1. The new
quantity is denoted by Io(ν ), and a rather qualitative and heuristic reasoning is employed at
this point, in order to obtain a mathematical description for it: In case the system is excited
at the resonance of the external oscillator, which is given by

ν̃0 =

√
k4
I5
, (B.1)

I5 will oscillate against IN , such that the latter in steady-state comes to rest and acts towards
R as if it were in�nitely large. If, on the contrary, the excitation frequency coincides with
the resonance

ν̃r =

√
k4(

1
I1
+

1
I5
) (B.2)

of the two-mass-oscillator comprising I1, k4 and I5, the movement at the right end of the
chain will be large, giving the impression of a very small inertia. This motivates

I0(ν ) = I5
ν − ν̃r
ν − ν̃0

(B.3)

as a description of the frequency dependent inertia I0(ν ), which may be inserted into the
eigenfrequency-equation (2.111) and leads to

−qL cotan(qL) = I1
I5

ν − ν̃0
ν − ν̃r

. (B.4)

The e�ect of this measure is shown in Fig. B.2, by the means of an academic example
system:

qL

−(qL)cotan(qL)
I1
I5

ν−ν̃0

ν−ν̃r
I1
I5

qr,1

qr,2 qr,3

0

Figure B.2: Eigenfrequency equation with frequency-dependent inertia.
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parameter unit value
I1 kgm2 20
kim MNm·rad−1 30
I5 kgm2 0.35
k4 MNm·rad−1 1

Table B.1: Example system for the frequency-dependent lumped inertia approach.

The parameters used to obtain Fig. B.2 are listed in Tab. B.1. One can see that the �rst
resonance frequency qr ,1, which is predicted by the extended version of the eigenfrequency
equation, is not contained in the classical version with the constant I1

I5
on the right hand

side. Using the values listed above, the predicted value of the corresponding time frequency
results as νr1 = 2π269.1rads , and corresponds almost perfectly to the result obtained by
the means of a numerical computation based on 1000 partial inertias, which suggests
νr1 = 2π269.7rads . The proposed method apparently works well for this case; it must be
pointed out, however, that (B.4) is by no means an exact formula for the resonances produced
by the structure shown in Fig. B.1. However, if one keeps in mind that the result of this
section is a rather rough and empirical �nding, it may be a valuable tool, for instance,
when a quick estimate about the resonance frequencies of a hybrid lumped-distributed
mechanical structure such as Fig. B.1 or Fig. 2.31 is needed.





Appendix C

Parameters of the Backlash Test Bed

Lenze MCA14L16
rated parameter unit value

power kW 2.1
speed rpm 1635
torque Nm 12
current A 4.8
voltage V 390

no. of pole pairs – 2
Table C.1: Nominal parameters of the induction machines.

backlash-shaft
backlash gap degrees 11

length mm 300
diameter mm 30
sti�ness kNm· rad−1 15
damping Nms· rad−1 0.5

direct damping c f Nms· rad−1 0.1
Table C.2: Shaft properties.
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model data
parameter unit value

I1 kgm2 2.6 · 10−3
I2 kgm2 0.5 · 10−3
I3 kgm2 28.3 · 10−3
I4 kgm2 15.5 · 10−3
I5 kgm2 2.8 · 10−3
I6 kgm2 6.0 · 10−3
I7 kgm2 2.6 · 10−3
I8 kgm2 0.6 · 10−3
I9 kgm2 2.6 · 10−3
k1 kNm·rad−1 14.6
k2 kNm·rad−1 18.1
k3 kNm·rad−1 26.9
k4 kNm·rad−1 17.6
k5 kNm·rad−1 10.4
k6 kNm·rad−1 11.3
k7 kNm·rad−1 34.5
c1 Nms·rad−1 0.07
c2 Nms·rad−1 0.01
c3 Nms·rad−1 2.0
c4 Nms·rad−1 0.01
c5 Nms·rad−1 0.1
c6 Nms·rad−1 0.01
c7 Nms·rad−1 0.15

Table C.3: Parameters of the drive line model of the test bed used for backlash experiments.
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Notch Filter Properties

In this work, the considered notch �lters are described by

H (z) B
y(z)

u(z)
= K

1 − 2 cos(ν0)z−1 + z−2
1 − 2rcos(ν0)z−1 + r 2z−2

C K
m(z)

n(z)
, (D.1)

a z-transfer function with the numerator and denominator polynomials m(z) and n(z),
respectively, the discrete notch frequency ν0, which can be derived from a continuous time
frequency via ν0 = νcontTd , and the so-called pole radius r , which is restricted to 0 < r ≤ 1.
The scaling factor K = 1+r 2−2r cos(ν0)

2−2 cos(ν0) adjusts the �lter-gain at ν = 0 the notch to 0dB. A
typical pole-zero-diagram for this kind of �lter is shown in Fig. D.1.

ω

r

z-plane

zeros

poles

1

ℑ(z)

ℜ(z)

Figure D.1: Exemplary pole-zero diagram of the considered type of notch �lters.
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To understand the e�ect of the �lter, one may take a look at its frequency response

H (e jν ) = K
1 − 2 cos(ν0)e−jν + e−j2ν
1 − 2rcos(ν0)e−jν + r 2e−j2ν

C
m(e jν )

n(e jν )
. (D.2)

One can see that for r = 1, numerator m(e jν ) and denominator n(e jν ) cancel out, which
degenerates the �lter to H (e jν ) = K |r=1 = 1. Extracting e jν in both m(e jν ) and n(e jν ), one
obtains

H (e jν ) = K
��
�e−jν

(
e jν − 2 cos(ν0) + e−jν

)
��
�e−jν (e jν − 2r cos(ν0) + r 2e−jν )

= K
cos(ν ) − cos(ν0)

r 2 cos(ν ) − r cos(ν0) + 1−r 2
2 e jν

C K
m̃(e jν )

ñ(e jν )
,

(D.3)

where the �ltering e�ect can be seen nicely, as obviously

m̃(e jν0) = cos(ν0) − cos(ν0) = 0. (D.4)

Taking a look at ν = 0, the impact of the scaling factor K becomes clear:

H (e j0) = K
m̃(e j0)

ñ(e j0)
=

1 + r 2 − 2r cos(ν0)
2 − 2 cos(ν0)

1 − cos(ν0)
r 2 − r cos(ν0) + 1−r 2

2

= ���
���

��1+r 2
2 − r cos(ν0)

���
���1 − cos(ν0)

��
���

�1 − cos(ν0)

���
���

��1+r 2
2 − r cos(ν0)

= 1.
(D.5)

To assess the in�uence of H (e jν ) on frequencies besides ν0, one may take a look at its
amplitude response, which is given by

|H (e jν )| = |K | ·
| cos(ν ) − cos(ν0)|

|r 2 cos(ν ) − r cos(ν0) + 1−r 2
2 e jν |

=
| cos(ν ) − cos(ν0)|
|1 − cos(ν0)|

·
| 1+r

2

2 − r cos(ν0)|
| 1+r

2

2 cos(ν ) − r cos(ν0) + j 1−r
2

2 sin(ν )|
.

(D.6)

As already pointed out by the plots presented in Figs. 5.4, a smaller pole radius r grows
the notch of the �lter, and thus decreases the magnitude of H (e jν ) for ν ≈ ν0. Frequencies
ν � ν0 have to be treated with care, however. If ν approaches the largest possible frequency,
i.e. ν = π , then cos(ν ) = −1 and sin(ν ) = 0. This turns (D.6) into

|H (e jπ )| =
| − 1 − cos(ν0)|
|1 − cos(ν0)|

| 1+r
2

2 − r cos(ν0)|
| − 1+r 2

2 − r cos(ν0)|
=
|1 + cos(ν0)|
|1 − cos(ν0)|

| 1+r
2

2 − r cos(ν0)|
| 1+r

2

2 + r cos(ν0)|
, (D.7)

which can become exceptionally large, especially if both r and ν0 are small! High gains at
high frequencies lead to an unnecessary ampli�cation of measurement noise, which can
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severly deteriorate the performance of the control system. Hence, r should be larger than
0.95 in any case. To analyse the phase response of the �lter, it su�ces to investigate the
denominator ñ(e jν ) of (D.3), as m̃(e jν ) and K are exclusively real-valued. One �nds

ñ(e jν ) =
1 + r 2
2 cos(ν ) − r cos(ν0) + j

1 − r 2
2 sin(ν ), (D.8)

whose imaginary part grows for a decreasing r at any frequency, which increases the angle
between real- and imaginary part, and ultimately raises the phase shift that is introduced
by H (z).





Appendix E

Resonance Identification

Equations (5.31), (5.33), (5.35) and (5.36) provide several reasonable conditions that un-
doubtedly need to be checked before a frequency is passed on to a notch �lter. As discussed
in Section 5.5.5, however, if Tload is not restricted by any means, it is theoretically possible
to construct a diabolic sequence of Tload, that causes the proposed suppression algorithm to
converge towards wrong frequencies, no matter how involved and sophisticated the prior
scrutiny of Tload is.

Despite this unfortunate - even if rather theoretical - consideration, the question of further
re�ning the set of checks to target the origin of a Tshaft-component is an ongoing issue of
interest. Serving this purpose, the present section outlines an additional idea, which could
be added to the list of checks that is put forward in Section 5.5. It must be noted, though,
that the following concept has not yet been tested on a real test bed.

u = C(r,x, Tshaft, t)

(a) Unstable resonance.

u = C(r,x, Tshaft, t)

(b) External excitation.

Figure E.1: E�ect of active notch �lter on the two oscillation scenarios.

At �rst, one may recall that an oscillation due to instability is an intrinsic procedure
inside the control loop. This means that the properties and characteristics of the evolving
oscillation depend on the structure and the parametrization of the loop. Most prominently,
the open loop phase shift, whose value is strongly in�uenced by the actuator dynamics,
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must be equal to -180◦. On the contrary, an external in�uence is in essence independent from
controller, actuator, or any other test bed component1. These situations are depicted in Figs.
E.1, and suggest that the activation of an appropriate notch �lter eliminates an oscillation
due to resonance, while in the opposite case of external excitation, the oscillation does not
disappear. Hence, a possible strategy to di�erentiate between the two scenarios is to pause
the overall adaptation process, start an encapsulated identi�cation-process that consists
of positioning a notch �lter at a found frequency, and inspect whether the considered
spectral component ofTshaft indeed vanishes. Unfortunately, this approach requires a severe
modi�cation of the control loop in any case, also if it later on turns out that the notch �lter
should be deactivated again.

To avoid this drawback, a “softer” implementation of the proposed identi�cation-process is
derived in the following. The �rst step therefore is to interpret the activation of a notch
�lter as the process of gradually decreasing its pole radius r . As explained in Appendix
D, the e�ect of the considered notch �lters disappears for r = 1, while it is maximized for
r = 0. This means that decreasing the pole radius grows the magnitude notch and increases
the phase shift that is introduced. A direct consequence thereof is that the -180◦ condition
can no longer be ful�lled at exactly the initially found frequency. Moreover, if r is decreased
only marginally from 1, and if stability is not restored again for the given value of r , then
the frequency of the observed oscillation will change – to the next spot where the -180◦
condition holds again! This insight may be used to outline a new strategy: Starting with a
�rst frequency estimate that ful�ls conditions (5.31), (5.33), (5.35) and (5.36), a notch �lter
with a pole radius very close to 1 is activated. It is then investigated whether the frequency
of the given oscillation changes accordingly. If so, the pole radius is decreased further.
Mathematically, these steps may be expressed as

ri(n + 1) = min
(
1,max

(
ri(n) − γ , rmin

) )
, (E.1)

with the real-valued design parameter γ ≥ 0, and are repeated as long as necessary to
restore stability. A pleasant by-product of this approach is that it automatically provides an
adaptation mechanism for the pole radius, too. Nevertheless, and as mentioned before, the
implementation and testing of this strategy is still in the scope of ongoing research.

1Clearly, there usually is a certain dependency between the torque produced by the DUT and that
produced by the test bed controller. However, the questions of when, with which frequency, and with which
magnitude a torque oscillation from the DUT occurs are usually not touched by the controller.
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