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Preface

Critical Issues in Science, Technology and Society Studies
Conference Proceedings of the STS Conference Graz 2019, May 6"-7"

The annual STS Conference Graz provides a space for scholars from all parts of the world
to present and discuss their research with peers. In their papers, the conference
participants address the complex ways in which science, technology and society co-evolve

and mutually shape one another.

Without exception, the participants of the conference aim to provide a better
understanding of the world(s) in which we live. This includes the assessment of emerging
technologies, the scrutiny of ethical, legal and social aspects of contemporary scientific
practices as well as the transition to environmentally friendly and socially desirable techno-

scientific futures.

This volume of proceedings documents part of the work that has been presented at the
18" STS Conference in Graz in 2019. It presents the wealth of ideas discussed at this

occasion and fosters collaboration.

The STS Conference Graz is the joint annual conference of the Science, Technology and
Society (STS) Unit at Graz University of Technology, the Interdisciplinary Research Centre
for Technology, Work and Culture (IFZ) and the Institute for Advanced Studies on Science,
Technology and Society (IAS-STS).

Find the Programme of the Conference at the DOI: 10.3217/978-3-85125-668-0-00
and the Book of Abstracts at the DOI: 10.3217/978-3-85125-671-0
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Blockchain and the Promise(s) of Decentralisation: A Sociological
Investigation of the Sociotechnical Imaginaries of Blockchain

Moritz BECKER

Weizenbaum-Institute for the Networked Society, Berlin, Germany

Abstract

The idea of revolutionary social change is common topos within the discussion around
decentralised technologies. An example for this is the recently emerged blockchain
technology. This article aims to characterise the techno-utopian promises associated with
the idea of decentralisation in the context of blockchain technology and to assess their
significance within the discourses surrounding the technology. Based on different materials
from the community discourse, three promises of decentralisation in the context of
blockchain are identified, namely the promise of self-organised social order, automated
coordination by technology and disruptive social change. It is found that while these
promises characterised the normative foundation surrounding the technology in its early
days, other ideals have emerged that now stand next to it. This presumed pluralisation of
imaginaries is interpreted as an indication for a diversification of the blockchain community
that has occurred since its inception. Thereby, the research hints to two largely neglected
factors within the discussion about the promises associated with blockchain technology:
Firstly, it shows that decentralisation can mean different things and should rather be
understood as a metaphor. Secondly, it demonstrates that the idea of decentralisation is
not uncontested within the discourses around blockchain technology. Only if these insights
are taken into account, a realistic representation of the techno-utopian ideals behind

blockchain can be attained.

Keywords: Blockchain, decentralisation, techno-utopianism, technology, imaginaries



1 Introduction

“Technologically, blockchain is enabling us to revive that spirit and build the decentralized

digital community that the founding fathers of the internet initially envisioned.”

(Seguin 2018)

“We just want to take the internet to its logical conclusion: total decentralization.”

Stephen Tual, Former CCO Ethereum (Volpicelli 2015)

The idea of disruptive social change by technology is a common topos in the public and
academic discourse about emerging information and communication technologies. Since
the inception of the internet, network technologies such as the blockchain have often been
associated with promises of revolutionary social change that centre around the idea of
decentralisation. Due to its unique technological architecture, blockchain technology is
often said to bring about a new mode of socio-economic organisation characterised by
decentral and non-hierarchical cooperation (Swan 2015). To date, blockchain technology
has received enthusiasm by observers that is unrivalled since the early days of the internet
and has become a buzzword in community, media, industry and academia alike (Galati
2018). Understanding the promises associated with the technology within the current
public discourse seems more important than ever. Against this background, the question
emerges: How can the techno-utopian promises of decentralisation be characterised in the

case of blockchain?

This article deals with this question from a sociological perspective. It is argued that in the
case of blockchain, decentralisation acts as a powerful imaginary that is connected to
promises of a self-organised social order, coordination by technology and disruptive social
change. Instead of understanding decentralisation solely as a technological principle, it
rather appears to have metaphorical capabilities and be associated with different
meanings in different contexts.

The significance of decentralisation as a normative ideal in the context of blockchain is,
however, not uncontested. Against the background of an increased tendency towards

centralisation on the level of blockchain projects as well as a more predominant use of



blockchain-based applications for investment purposes, it is argued that there has been a
pluralisation of imaginaries within the discourses surrounding the technology. In this
sense, blockchain technology is interpreted as a powerful illustration of how ways of

attributing meaning to a technology change over time.

This argument is laid out in three steps. In the first step, the connection between
blockchain and decentralisation is dealt with in more general terms (2). This part
introduces the case of blockchain by explaining blockchain’s twofold existence as a
decentralised technological system (2.1.) as well as an ideological community (2.2.),
before dealing with the significance of the idea of decentralisation within the normative
foundation of blockchain (2.3.). It is found that while there is a high importance of the role
of decentralisation, its meaning affords a closer look, which is provided in a second step
(3). Based on community documents, three promises of decentralisation are presented
(3.1-3.3) and situated within different lines of thinking. In a third step (4), these results are
set into perspective by asking whether decentralisation has lost its significance over time,
which is discussed against the background of recent developments surrounding
blockchain technology (4.1-4.3). The article closes by reflecting about the role of

decentralisation in the normative foundation of blockchain (5).

The article aims to add to an emerging strand of sociological literature which critically
engages with the ideas, narratives and visions surrounding blockchain technology (e.g.
(Golumbia 2018; Kow and Lustig 2018; Swartz 2016). It complements existing works by
providing a framework to describe the promises of decentralisation and exploring their
significance against the background of recent developments. Therefore, it serves the
objective of providing a better understanding of the normative visions associated with

blockchain within the discourses surrounding the technology.
2 Blockchain technology and the imaginary of decentralisation

2.1 What is blockchain technology?

In order to fully understand the role of decentralisation in the case of blockchain, it is first
necessary to note that the idea of decentralisation lies at the base of its technological
architecture. Blockchain is a data base technology that has been first presented in late

2008 by an individual or collective under the pseudonym of ‘Satoshi Nakamoto’ (Nakamoto



2008). It is most well-known for its first and most prominent application, the digital currency
(‘crypto-currency’) Bitcoin. In terms of its technological properties, blockchain can best be
described as a decentralised database (or: ledger) that is shared between different
computers participating in a peer-to-peer network of computers. The technological novelty
of blockchain is that complex cryptographic algorithms enable all computers within the
network to come to a ‘consensus’ about what the correct state of the database is
(Tschorsch and Scheuermann 2016). Therefore, the technology allows the implementation
of decentralised databases that are shared between many different computers within a

blockchain network.

Before the invention of blockchain technology, decentralised networks had always needed
an intermediary — a third party — to verify that the content written in a decentralised
database has not been manipulated. For instance, in the context of digital currencies,
there always had to be a central bank or a payment provider to ensure that the money
supply (which was registered in the shared database) was correct. With the inception of
blockchain, this third party becomes obsolete, as it is guaranteed by technological means
that all computers (‘node’) within the network can access the correct state of the database.
Therefore, the technology allows the implementation of decentralised databases that are
shared between many different computers within a blockchain network in many contexts

that previously required the existence of a centralised instance.

Blockchain’s most prominent use case lies in the field of digital currencies, with over 2000
cryptocurrencies and tokens and a market capitalisation of roughly 100 billion Euros
(Bundesministerium fur Wirtschaft und Energie and Bundesministerium der Finanzen
2018). However, the technology yields many other potential fields for application and is
hence often described as an emerging ‘general purpose technology’ of digitalisation (Kane
2017). Apart from the area of payments, a vast ecosystem of start-ups, companies,
communities and individuals developing new applications to blockchain technology has
emerged. By now, blockchain projects are experimenting with the technology for
applications in many areas of social and economic life, ranging from fields of application
such as land registering, identity management, copyright registering or logistics to more
exotic fields such as gambling or online gaming. Even new fields might be opened up by
the potentials of so-called ‘smart-contracts’ and decentralised autonomous organisations
(DAOs) (Buterin 2014).



2.2 Blockchain as an ideological project

The history of blockchain technology can not only be described as a technological project,
but also as an ideological project. In the technology’s early days, blockchain was only
known to a small number of people invested in the topic of cryptography’. Bitcoin as well
as other cryptocurrencies entered the public discourse to a larger extent starting from
2009 in the form of an ‘alternative currency movement’ (Vidan and Lehdonvirta 2018: 43).
Within the following years, a change became evident: Had blockchain been primarily a
technological solution within the field of digital currencies, it soon became a cultural
phenomenon closely connected to promises of social change by technology (Golumbia
2016: 66). As Dodd remarks for the case of Bitcoin: “Bitcoin is arguably a social movement
as much as it is a currency” (Dodd 2018: 40).

At the heart of these promises made around blockchain technology is the idea of
decentralisation. Having been released only shortly after the financial crisis in 2008,
particularly Bitcoin seemed to many as the technological remedy to a seemingly corrupt
international system of banks and governments, being a technology based on principles
such as anonymity, transparency and decentralisation. The ambition behind blockchain
(and particularly Bitcoin) seemed appealing to many: To take the power away from these
‘intermediaries’ and decentralise it to foster the creation of a free and democratic social
order. This tenor of anti-authoritarian thinking runs through many blockchain-projects,
which are not only limited to the area of digital currencies. As Swartz remarks, many
blockchain-projects are working towards the creation of “revolutionary social, economic,
and political change.” (Swartz 2016: 86).

1. The document lining out the design principles for Bitcoin (‘whitepaper’) was first posted to the
Cryptography mailing list at metzdowd.com, a list of users invested in the topic of cryptography
(Redshaw 2017: 52).

2. Nowadays, these promises around blockchain technology have exceeded the boundaries of the
blockchain community and are well-established within the public discourse. Within the scope of this
article, the focus will be rather on the community discourses around blockchain rather than the public
image of blockchain.
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To date, the promises associated with the technology are kept alive by the
large community’ that has developed around blockchain. The importance of normative
values within the community is visible in the inception of an emerging
‘cryptoculture’, which manifests itself in the community’s own magazines (https://
www.cryptoculturemagazine.com/), slang terms (e.g. hodl), symbolism (as the stylized B
for Bitcoin), song (Bitcoin song) and persona cult (Satoshi Nakamoto). Against this
background, blockchain appears less as technological infrastructure, but rather as an
ideological project that has promoted an idea of blockchain technology that is closely
connected to hopes, expectations and visions. Golumbia even argues that the community
behind Bitcoin shares more similarities with religious cults rather than technological
projects (Golumbia 2018).

From a sociological perspective, this close connection between technology and normative
orientations might not seem surprising, considering the large number of technologies that
are closely connected with utopian visions.? A prominent role within the theoretical
discussion around the promises of technology plays the idea of ‘imaginaries’, which has
more recently been popularised by Jasanoff's concept of ‘sociotechnical imaginaries’
(Jasanoff 2015). Jasanoff argues that visions of the future take a key role within
technological projects, as they provide social actors with a sense of orientation and foster
legitimacy and motivation within collective projects (Borup et al. 2006; Jasanoff 2015: 10).
Imaginaries can therefore be seen as a major factor determining the shape and success of
technological projects. Exploring the content and ways of interpreting the imaginaries
around the idea of decentralisation within the context of blockchain constitutes a key

objective within the scope of this article.

1. Comparable to the Free and Open Source Software (FOSS)-movement, blockchain can be
characterised as an instance of community-driven software development, meaning that developers and
users of the technology are often geographically dispersed and organised via digital media and online
boards instead of one company or party being responsible for the software’s development.

2. One could e.g. think of the discussion around Big Data and Al within the current public discourse (Elish
and boyd 2018). Borup et al. argue that the idea that technology will bring about progress is actually
anchored in Western thinking, which dates back to the Enlightenment (Borup et al. 2006: 291).

1



2.3 The normative foundation of blockchain as an imaginary of decentralisation

When attempting to characterise the meaning of the imaginary of decentralisation in the
case of blockchain, the documents of the discourses around the technology provide an
important starting point for research. Following Jasanoff, a diverse set of material
potentially qualifies for this purpose, such as “symbolic and cultural resources, such as
images, texts, memories, metaphors and language itself’ (Jasanoff 2015: 25). In the case
of blockchain, there is no such thing as a key document to the blockchain community
outlining the meaning of decentralisation within its normative foundation. Instead, diverse
kinds of material such as developer statements, whitepapers, media articles and posts in
online boards provide promising resources for research. By analysing a diverse set of
materials this article seeks to identify understandings of decentralisation that are common
within the discourses surrounding the technology, rather than focusing on one specific
case (such as Bitcoin or Ethereum). Within the discourses around blockchain-technology,
the high significance of decentralisation within the normative foundation of blockchain
technology is immediately visible. As Swartz states, decentralisation constitutes a key
‘rhetorical pillar” and “one of the most frequently” used words in discourses around the
technology (Swartz 2016: 88). Ethereum founder Vitalik Butarin even states that it is “often
even viewed as a blockchain’s entire raison d’étre” (Buterin 2017). Several quotes provide
evidence for the view that decentralisation is an ideal that is of high significance within the
community, which is shared across different kinds of blockchain projects and users of the

technology:

“Entering the Aragon Nest program [...] is about entering a community whose every
member is committed to help every other to pursue a common goal: working toward

the decentralization of human worlds.” (Sarrouy 2019)

“An exciting alternative has arisen in the form of a movement toward
decentralization, in which networks of peers self-organize to act collectively without

such concentrated power centers.” (Zemel 2018)

“Euphoria stems from the realisation that Bitcoin could be the vehicle that transforms

the financial system from centralised to decentralised.” (Kelly 2015: 59)
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However, while the normative importance of decentralisation seems immediately evident,’
it is less clear what the vision of a ‘decentralised digital community’ (Seguin 2018) is
actually supposed to look like. In this context, it is important to clarify that the term
‘decentralisation’ — as it is used within the discourses around blockchain technology —
exceeds a strictly technological understanding of the term, as e.g. in computer science.
According to a technological understanding, ‘decentralisation’ could be understood as a
principle of the organisation of computers in a network which can be distinguished from
centralised systems and (sometimes) distributed systems (e.g. Baran 1962).
‘Decentralising’ would then refer to implementing decentralised network architectures in
specific applications, e.g. by implementing a decentralised land register instead of a
system maintained by a centralised authority. While the implementation of (technically)
decentralised systems is an important part of the vision of blockchain, reducing it to this
aspect would surely fall too short and strip it of the ideological richness connected to the

visions behind the technology.?

Instead, we follow the idea of Golumbia to understand decentralisation as a metaphor that
can have different meanings in different contexts (Golumbia 2016: 64-65). According to
this view, the meaning of decentralisation cannot be defined a priori and needs to be
defined on the basis of the actual discourses surrounding the technology. This allows to
account for the multiple understandings of decentralisation that are put forward within the
community discourse. The different meanings of decentralisation are reflected within the
promises that are made around blockchain technology. In the following, three promises of
decentralisation will be identified based on materials from the community discourse: the
promise of self-organised social order, the promise of automated coordination by
technology and the promise of disruptive social change. These promises illustrate the
different meanings that are associated with decentralisation within the discourses

surrounding the technology.

1. From a critical normative perspective, this glorification of decentralisation as a mode of horizontal power
has been criticised under the label of ‘network fetishism’ (e.g. Baldwin 2018; Garcia 2016).

2. In fact, blockchain is not the first and only technology that is revolved by promises of decentralisation.
Schrape (2019) shows that the promises around decentralisation can be traced back the DIY-scene of
the late 1960s, and similar promises can also be found within the computer counterculture of the 1970s
and 1980s as well as the early days of the internet.

13



3 The promises of decentralisation

3.1 The promise of self-organisation

In order to understand the promise of self-organisation that is being made in the context of
blockchain technology, it is key to understand the role of intermediaries. Blockchain
technology is often promised to abolish intermediaries — such as banks, governments or
companies — which are often seen as a key problem within present society that is
associated with capitalism, oppression and corruption (Swartz 2016: 90). From the early
days of blockchain technology, the idea of abolishing these intermediaries was central to
the normative foundation of the technology (Garrod 2016). Already the first known
document presenting the technological concept of blockchain to the public, the Bitcoin

whitepaper carries the idea of disintermediation:

“A purely peer-to-peer version of electronic cash would allow online payments to be
sent directly from one party to another without going through a financial institution.”
(Nakamoto 2008, italics added)

Instead of a system dominated by powerful intermediaries, blockchain is posited to bring
about a social order based on self-organisation. The ‘cyber-utopia’ (Baldwin 2018)
constructed here is one that upholds individual values such as freedom and equality, and
is said to replace vertical relations between individuals and institutions with horizontal
relations between individuals. In this sense, the normative foundation of blockchain can be
seen as an instance of horizontalist thinking (characterised by distrust in authorities and
promoting values such as self-management, autonomy and direct democracy) which can
also be observed in social movements such as the Occupy-movement (Sitrin 2012). The
horizontalist belief surrounding the technology can be exemplified by two quotes, of

blockchain project Bitnation and the ‘Church of Bitcoin’ respectively:

“The Church of bitcoin has a simple and clear mission. We want to free the world
from the oppression that is currently enabled by government and central bank

control over exchange.” (Church of Bitcoin 2019)

“In BITNATION's world sovereignty shifts decisively from the State to the Citizen. By

reducing competition between citizens for services and increasing competition

14



between Nations for citizens we will improve the quality of governance and reduce

incentives for coercion and violence.” (Bitnation Whitepaper 2018: 2)

The idea of self-organisation in the promises of blockchain can be situated in a libertarian
line of thinking that upholds individual liberty as a core principle. The techno-utopian vision
constructed around blockchain technology strongly reminds of the ‘cyberlibertarianism’
(Winner 1997) of internet enthusiasts of the early days of the technology such as Nicolas
Negroponte and John Perry Barlow. At the same time, it can be argued that the idea of
self-organisation that lies at the base of these promises can be traced back as far as to the
political theory of Jean-Jacques Rousseau. In fact, the vision of a self-organised social
order in the case of blockchain strongly reminds of Rousseau’s dream of direct
democracy: In “The Social Contract’, Rousseau put forward a radical vision of society that
would be under the direct control of the people, which govern the state based on the
general and common interest (volonté générale) (Rousseau 2013). This utopian thinking of
self-organised democratic beliefs is also prominent within the promise of social order
associated to blockchain. Against this background, it can be agreed with author Brett
Scott, who argued that Bitcoin can be seen as a Rousseauean approach to finance,

contrasted by a Hobbesian world of central banks (Scott 2013).

3.2 The promise of coordination through technology

Connected to the vision of implementing a self-organised social order is a strong idea of
automating social relations. At the base of this vision lies the idea that blockchain replaces
human-based institutions and experts by automated code that functions all by itself. This
idea of automation is reflected in statements claiming that blockchain-based currencies
are ‘math-based money’ (Seward 2013) or that blockchain-based money works “over and
above social life” (Dodd 2018: 35). According to this vision, human trust is no longer
deemed necessary: instead, blockchain acts as a ‘trustless consensus machine’

(Davidson, De Filippi, and Potts 2018: 2) that ‘governs’ social behaviour on the basis of

1. Winner describes cyber-libertarianism as “collection of ideas that links ecstatic enthusiasm for
electronically mediated forms of living with radical, right wing libertarian ideas about the proper definition
of freedom, social life, economics, and politics in the years to come.” (Winner 1997, for an alternative
definition cp. Malcom 2013). A classic example that is often referred to as an example of cyber-
libertarianism is John Perry Barlow’s “Declaration of the freedom of the internet” (Barlow 2016).

15



technological algorithms and cryptographic mechanisms such as consensus algorithms or
smart contracts." Therefore, the vision imagined for the future of blockchain can be
described as one of automation, where blockchain coordinates and regulates different

kinds of human behaviour:

“Blockchain technology and smart contracts eliminate the need for middlemen to
enforce contracts, verify transactions, or perform background checks. This means
that BPM [business process management] software can more fully automate
business processes and manage new technology embedded in the process.”
(Saunders 2017)

The epitome of this dream of the automation is a new emerging kind of blockchain
projects, the DAO (‘decentralised autonomous organisation’). The DAO refers to the
project of creating a decentralised automated organisation on the blockchain that
coordinates the behaviour of individuals by the means of smart-contracts and algorithms.
While the first implementation of a DAO on the Ethereum blockchain has actually failed in
practice — in the sense that the ‘coins’ were stolen by an unknown individual (DuPont
2017) — there is a growing number of blockchain-projects which are seeing a large
potential within the technology. According to Josh Zemel of blockchain-project DAO-stack,
DAOs are “the future of collaboration” (Zemel 2018). Today, an increasing number of DAO-
based blockchain-projects such as Aragon or Democracy Earth indicate that the dream of
automated social coordination is very much alive.? This idea of automated governance of
social relations in the case of blockchain can be seen as related to the idea of steering
social processes with technological means that is present within the cybernetic thinking of
Stafford Beer (1994). As in the promise of automation around blockchain, cybernetic
thinking assumes similarities between biological and physical models and the governability

of both. Beer put these cybernetic models into practice by applying them to governance

1. Against this background, Vidan and Lehdonvirta interpret blockchain as an important shift in the
interrelationship of human and technology: “Nakamoto here seems to appreciate Actor-Network Theory’s
call for symmetry by equating participants and nodes, votes, and CPUs. His imagined community fully
embraces hybridity” (Vidan and Lehdonvirta 2018: 47).

2. While one might initially think that the vision of an automation of social relations might be at odds with
the idea of autonomy, Swartz argues that both automation and autonomy should be rather seen as
interlinked, with the former being a prerequisite for the latter (Swartz 2016: 93).
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organisations and political change, e.g. in the case of the Chilenean Cybersyn project (cp.
Espejo 2009). The idea of representing human behaviour in formal models and governing
it aided by technological means is one idea that is reflected within cybernetic thinking as

well as the discourses surrounding blockchain technology.

3.3 The promise of disruptive social change

Promises of disruptive social change have been with blockchain technology from its
inception and can be found within discourses in community, media, industry and academia
alike. For instance, Tapscott and Tapscott state that blockchain might be “the most
important and most revolutionary digital innovation since the inception of the world wide
web, with enormous potential for change” (Tapscott and Tapscott 2016: 225). Adopting this
line of thinking, academic researchers Van den Hoven et al. believe that “Blockchain
technology may be the basis of the next step in human, social and cultural evolution” (Van
den Hoven et al. 2018). Andrew Keys of blockchain-start-up ConsenSys even predicts a

fourth industrial revolution that will draw on blockchain-based technology:

“This year, the Fourth Industrial Revolution will ignite, as the buzzwords of artificial
intelligence, robotics, Internet-of-Things, quantum computing, ad biotechnology
actuate from proofs-of-concepts into production. All of the aforementioned

technologies will be deployed on blockchain substrates.” (Keys 2019)

Therefore, the notion of social change brought forward within such claims of social change
by blockchain is clearly one of revolutionary and disruptive change. As opposed to a
steady, evolutionary understanding of social change, descriptions of the perceived impact

by blockchain are often depicted as historic breaks within history."

A common stylistic device that is used to illustrate the presumed ability of blockchain for
social change is the comparison to other technologies, most notably the internet. For
instance, founder Mark Metry claims that blockchain can be seen as the “most important
invention since the internet and electricity” (Metry 2017). The comparison of blockchain to

the internet elucidates the high expectations of bringing about social change that are

1. This conception of social change can be characterised as an ‘epochalist’ understanding of social
change, making a rhetorical distinction between the age ‘before blockchain’ and ‘after blockchain’ in
order to make “the new visible through the juxtaposition of the old” (Savage 2009: 218).
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connected to the technology. It is this presumed capability of bringing about change that
observers calling blockchain the “new internet” (e.g. Sharma 2018) are referring to. At the
same time, the internet also acts as negative example, as it is seen as a disappointment
by many, being seemingly dominated by centralised platforms and profit-oriented
businesses (Swartz 2016: 90).

The idea of encompassing social change by technologies is not a new idea, as it can be
traced back to Schumpeter’s notion of ‘creative destruction’. Creative destruction in the
Schumpeterian sense describes a form of innovation, that “enables to establish new
markets and market principles through new technologies and thereby disrupt existing
markets and conventional rule patterns” (Wagener 2018: 387, own translation).
Schumpeter illustrates this view using the example of the railroadization of the US-
American Middle West, which he sees as a “death sentence for the agriculture of the west”
(Schumpeter 1991: 349). The idea of disrupting traditional market structures by
technology' strongly reminds of the promises around blockchain and its supposed
“potential to revolutionise the world economy” (Tapscott and Kirkland 2016). Within the
community discourse, this change is — different from Schumpeter’s conception of

destructive change — something that is solely connoted in a positive sense.

Dimension of promise Manifestation Tradition of thought

Social order Self-organised Libertarian

(e.g. J.J. Rousseau)

Mode of coordination Automated Cybernetics
(e.g. S. Beer)
Social change Disruptive J. Schumpeter

Table 1: Dimensions of promises within the blockchain community discourse

Taken together, the three promises of decentralisation in the context of blockchain
presented above clearly show that decentralisation is more than just a mode of technical
organisation in the context of blockchain discourse — it can rather be understood as a
socially powerful imaginary connected to multiple promises regarding social order, the

mode of coordination and social change (see Table 1). In this context, it could be shown

1. More recently, this idea of ‘disruptive technologies’ has been taken up and popularised by Harvard
Professor Clayton Christensen (Christensen et al. 2015).
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that these promises draw on different lines of thinking such as libertarianism, cybernetics
and Schumpeterian economics. At the same time, this typology of the visions connected to
blockchain opens up new questions regarding their interrelationship and how the role of
decentralisation has developed over time. As the sociology of expectation has argued,
imaginaries should not be thought of as stable entities, but can also change over time,
responding and adapting to new conditions (Borup et al. 2006: 286). Since its inception,
the blockchain-ecosystem has undergone considerable changes and has developed from
a small technological project to a new base technology of digitalisation. In this context, it is
questionable how the changes that the blockchain-ecosystem has undergone have also
resulted in a change of the normative importance of the idea of decentralisation.' In the
following, this question will be addressed against the background of two recent
developments within the blockchain community: Firstly, a tendency towards
(technologically) centralised blockchain-systems and, secondly, an increased interest in

blockchain as an instrument for financial speculation.
4 Setting the promises of decentralisation into perspective

4.1 Has decentralisation run out of steam?

An important aspect that should be considered when speaking of a tendency towards
more (technologically) centralised blockchain-systems is the fact that many of the ‘radical
blockchain dreams’ (Swartz 2016) associated with decentralisation have actually not

materialised.

Firstly, instead of moving towards self-organised systems that are characterised by
equality and horizontalism, many blockchain systems have rather developed into the
direction of (technological) centralisation. Perhaps the most prominent example for this
development is the centralisation of mining power within the Bitcoin blockchain system,

which factually allows a small number of actors (‘mining-pools’) to be the decisive force in

1. Following Jasanoff, imagination and the material world are not disconnected, but rather stand in a close
interrelationship. This is reflected by her use of the word ‘socio-technical’, which suggests that “these
imaginaries are at once products of and instruments of the co-production of science, technology, and
society in modernity” (Jasanoff 2015: 28).
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decisions about protocol changes (B6hme et al. 2015: 220)." As De Filippi remarks: “The
governance of many blockchain-based applications is, despite their decentralised
infrastructure, often a lot more centralised than it might seem at first glance” (De Filippi
2017: 68-69, own translation). Secondly, the ambitious visions of automation put forward in
the case of Decentralised Autonomous Organisations (DAOs) have, to date, remained an
idea rather than reality.? And, thirdly, while blockchain technology, without doubt, has had a
considerable impact in the area of payments, the promises of radical disruptive change of
the societal mode of coordination seem, at the present moment, to have been strongly

over-exaggerated.

At the same time, one can witness an emerging trend towards more technically centralised
blockchain-systems (for example so-called ‘private permissioned blockchains™). In fact,
there is an increasing number of cryptocurrencies and blockchain applications that rely on
centralisation as a key design feature (Hsieh, Vergne, and Wang 2017: 58), such as the
blockchain-projects Tether (combining a decentralised currency with a centrally managed
money supply). Particularly business actors have caught a lively interest in the topic of
more technically centralised blockchain designs, as these compensate for some of the
drawbacks of (technologically) decentralised blockchain-systems. Therefore, a growing
number of actors surrounding the technology are actually working towards a future that is

characterised by greater centralisation, rather than decentralisation:

“A private blockchain comes with more privacy and a greater degree of control. (...)
Private blockchains are perfect for intra-business usage.” (Berlia 2017, IT service

provider Indus Net Technologies)

1. A more recent example could be seen within the Ethereum-blockchain-system, where a recent decision
to half the block-rewards was taken “by a single elite of 15 developers” (Tomasicchio 2018).

2. Zemel states: Up until this point, however, DAOs have remained largely an abstract idea, not yet in
practice except in a handful of limited cases. And the decentralization movement has not yet scaled”
(Zemel 2018).

3. In this context it is important to note that — as opposed to the common opinion within the public
discourse on blockchain technology — that blockchain-systems can be implemented in ways that are not
fully (technologically) decentralised. This could, for instance, be realised by only allowing a limited
number of actors to read the content that is stored on a respective blockchain. For a technical overview
on different types of blockchains cp. Wist and Gervais 2018: 2.
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“Are we still going to be hung up on “It is not really decentralized”? Do we care?”

(Krishnakumar 2019, Venture capital investor)

4.2 Blockchain between ideological community and investment opportunity

A second development that should be considered when asking about the normative role of
decentralisation as a community ideal is the increased interest in blockchain as an
instrument for financial speculation. Zook and Blankenship (2018) argue that the failure of
decentralisation has resulted in a change of direction within blockchain currencies, which
are now tending more towards the goal of creating economic investments while having

abandoned their initial normative goals and visions:’

“The initial vision of blockchain to create a global alternative currency and do away
with financial intermediaries has largely failed. Far from the reworking of exchange
envisioned by Nakamoto (2008), blockchain currencies have become merely another

means of speculative accumulation.” (Zook and Blankenship 2018: 14)

There are several reasons that speak for the validity of this claim. Firstly, many blockchain-
based digital currencies have developed a large appeal to financial investors interested in
generating monetary gains through speculative investments, facilitated by their monetary
instability (Yermack 2015).2

Secondly, a growing number of large companies have developed a key interest in
generating financial gains by the use of blockchain technology, as can e.g. be seen in the
case of the Hyperledger-project, which is supported by large industry players such as IBM,
Intel and SAP.?

1. Very fitting within this context is Garrod’'s critique of Bitcoin who argues that the notion of freedom
brought forward within the context of blockchain only conceives of freedom as freedom from
intermediaries such as the state, but does not take into account the ‘tyranny of the market’ (Garrod 2016:
62).

2. As Yermack points out in the case of Bitcoin: “Bitcoin appears to behave more like a speculative
investment than a currency” (Yermack 2015: 42).

3. Another development that could be mentioned here is that many smaller companies have discovered
blockchain technology as an instrument to raise money by investors, as can be seen in the case of ICOs
(‘initial coin offerings’), a method of crowd-funding which is based on blockchain-technology (Allen et al.
2018: 20-21).
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And thirdly, within the community’s discourses one can also observe the view that
blockchain technology rather serves as an instrument for investment purposes rather than

fostering social change:

‘I don't care about decentralization, it gives me profit and that is enough, and

centralized coins don't hurt investors.“ (gedor (2017), user of online Board Bitcoin-Talk).

“Decentralisation has become a boom thanks to Bitcoin, but what happens today, is
that people are trying to get rich thanks to investors who don’t know the difference
between ‘decentralised’ and ‘distributed’. [...] So yeah, decentralisation is a very rare

thing today.” (AleksandraSandra (2017), user of online Board Bitcointalk)

In the light of these claims, the promises of decentralisation do not seem to constitute
ways of imagining the future that are unequivocally shared among community members.
Instead of understanding decentralisation as a key value, some users of the technology
appear to see blockchain primarily as a way to yield monetary gains by investments rather

than being interested in it as an ideological project.

4.3 Towards a pluralisation of imaginaries?

Against the background of the two developments lined out above, it is questionable how
the imaginary of blockchain technology can actually be characterised: As one of financial
investment, as one of centralisation, or — as initially assumed — one of decentralisation?
Considering the recent developments within the blockchain eco-system, it is argued here
that it can be either of those options, depending on the context. As more businesses and
users with large economic interest have become interested in the technology, new
imaginaries have emerged around the technology which are now visible within the
community discourse. The diverse promises and visions associated with blockchain
technology reflect not only one idea of decentralisation, but rather several ideals that could
be described as community goals. Therefore, the developments described above can be
interpreted less as an absolute loss in the normative importance of the idea of

decentralisation, but rather pointing to a pluralisation of imaginaries.

This pluralisation of imaginaries could be interpreted as reflecting the changes that
blockchain technology has undergone since its inception. While the technology has initially
started off being an ideological project of technologists (Redshaw 2017) centred around

the idea of abolishing powerful intermediaries such as banks within the field of finance, it
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has developed into a large and diverse community that now includes actors that exhibit
(economic) interests of these very intermediaries, such as companies or investors." Within
blockchain’s diverse community, the promises of decentralisation might act as normative
orientation for some, but not for all members of the community. The existence of multiple
imaginaries thus, which are situated between utopian idealist views on the one hand and
pragmatic realist views on the other could be seen as illustrating the diversity of the visions
and hopes associated with blockchain technology.? In the end, navigating between these
opposing idealistic and pragmatic visions in order to facilitate further technological
progress might open up new challenges for the communities that centre around the
technology. While different visions of the future may stand next to one another without
interference, they might sometimes also lead to conflicts within social groups, in case
imagined futures are not compatible with one another (Pfotenhauer and Jasanoff 2017:
804).> These conflicts are dealt with on a community level, as the controversial
discussions about the idea of decentralisation in the blockchain community illustrate. It is
thus in the hands of the community that has developed around the technology to mediate
between conflicting views and decide whether an ideal of decentralisation (Xu 2018),
centralisation (Kikovic 2018) or a mediating perspective* between both (Ahsan 2018) is the

right way to go for the future of blockchain-technology.

1. Against this background, the young history of blockchain could be seen as reminiscent of the history of
the internet, which is often described as a decentralised network technology that has eventually come to
be dominated by large businesses. Following this line of thinking, it would be questionable whether
blockchain is heading into a similar direction of ‘economisation’ (cp. De Filippi 2017: 77).

2. This seeming contradiction between idealistic and more pragmatic perspectives within the community
reminds of the common narrative associated with the Free and Open Source Software (FOSS)
movement, which is often seen to embody the same conflict (e.g. Tozzi 2017).

3. Arecent example for the contestedness of imaginaries from a different area could e.g. be seen in the
Brexit-votes, in which visions for Britain to remain in the EU were opposed to one in favour of Brexit
(Pfotenhauer and Jasanoff 2017: 804).

4. As Ahsan states: “An ideal future would be one where we can combine the speed, efficiency and focus
of centralized systems, with the security, incorruptibility, and inherent creative capacity of decentralized
ones” (Ahsan 2018).
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5 Conclusion: An imaginary of decentralisation?

This article has aimed to characterise the techno-utopian promises of decentralisation
surrounding blockchain technology and assessed their significance against the
background of recent developments. Therefore, a broad approach has been taken that
has dealt with different interpretations of the technology that are brought forward within the
current discourses surrounding the technology. Drawing on different documents from the
community discourse, the imaginary behind blockchain was characterised as one of
decentralisation. In order to make sense of the visions attached to the technology, three
promises of decentralisation were identified, based on documents of the community
discourse around blockchain. It has been found that the imaginary of decentralisation is
connected to specific notions of social order (self-organisation), coordination by
technology (automation) and social change (disruption), which have their roots in different
traditions of Western social and political thought. This exemplifies the important insight
that there is not one meaning of decentralisation within the discourses around blockchain

technology, but rather different meanings that differ depending on the context.

In order to assess the normative significance of these promises of decentralisation within
the blockchain community, the article has then discussed the role of decentralisation
against two developments around the technology: Firstly, the tendency towards
(technologically) centralised blockchain-systems and, secondly, an increased interest in
blockchain as an instrument for financial speculation. It has been argued that while
decentralisation has been a key ideal within the early days of the technology, it now seems
that the idea of decentralisation is rather contested: As more businesses and investors
have become interested in the technology, imaginations of the future centred more around
the idea of (technical) centralisation as well as blockchain as an opportunity to create
economic gain by monetary investments. This pluralisation of imaginaries can be
interpreted as indicative of the diversification of the community around blockchain that has
occurred since its inception. These results point towards two important points that have
been rarely considered within the current sociological discussion on the ideals of
decentralisation in the case of blockchain. Firstly, it points towards the insight that
decentralisation is not only to be defined as a technological principle but is rather a
metaphor that is connected to different meanings and promises in different contexts.

Exploring these different meanings is thus an important goal for further sociological
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research. Secondly, it shows that research on the normative ideals surrounding blockchain
needs to consider the contestedness of imaginaries to a larger extent, instead of resorting

to the common narrative of blockchain as a project of decentralisation.

In the end, the example of blockchain has very much demonstrated that thinking about
futurity is a key feature of technological projects and that there is a close connection
between technological projects and (techno-) utopian thinking (Turner 2006). Blockchain
can thus be seen in a long line of technologies that have been associated with claims of
revolutionary social change such as the internet. At the same time, the example of
blockchain can also be read as a powerful example of how thinking about futurity might
change over time. This illustrates the importance of social interpretation for the societal
reception of technologies more generally. In this light, while the analysis of the promises of
decentralisation has focused on what the promises of decentralisation entail, the insights
gained open up as many new questions about why utopian promises surround

technologies in the way they do.
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Abstract'

Changes in science organization connected to new management and evaluation regimes
have activated a set of studies working, on the one hand, on the effects of the acceleration
of the working pace on academics (Ylijoki & Mantila, 2003; Mdaller, 2014; Walker, 2014;
Mountz et al., 2015; Vostal, 2015), and on the other, on effects and shifts in epistemic
practices (Anderson et al., 2007; Burrows, 2012; Fochler et al, 2016; Horbach & Halffman,
2019). Broader reflections on temporalities and science under neoliberalism are slow
science initiatives (Stengers, 2011; Muller, 2014; Mountz et al., 2015), chronopolitics (Felt,
2017) or dominant temporalities neglecting aspects of care in technoscience (Puig de la
Bellacasa, 2015). Based on this, | develop an argument that relates time, care, gender and
neoliberal regimes in science following feminist care approaches developed by Tronto
(1993; 2017) and Puig de la Bellacasa (2015). Through a qualitative analysis of public
scientific discourses, researchers’ interviews and three focus groups on evaluation
practices, | explore five levels: scientific discourses, evaluative practices, knowledge
practices, relationships between colleagues, and personal lives. Tensions and
dysfunctions in the relationship between time and care are shown to affect not only
researchers’ lives and their relationships in gendered ways, but also their practices,
(dis)connected from quality or ‘excellence’, and furthermore, the direction of science. A
diversity of temporalities is defended as a way of promoting care time and practices of
care in science. The notion of care is also discussed as a possible guiding principle for a

better and more inclusive and diverse science.

1. This paper is a partial elaboration of the last part of the doctoral thesis.
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1 Introduction

In European countries, in the last few decades, science and academia have experienced
important changes that relate to more global economic changes such as the knowledge
economy. The Lisbon Agreement pushed Europe to enhance international economic
competition through science, technology and innovation, modifying the role of universities
and creating top research centres in the name of excellence (Conesa and Gonzalez,
2018a). New management (Deem, 1998; Shore and Wright, 2000) — usually called new
managerialism or new public management (see Deem and Brehony, 2005) — redefined the
rules of the scientific organization by applying the logic of the private sector to the public
(Deem, 1998) through the application of the principles of productivity and competitiveness,
secured with the audit culture (Shore and Wright, 2000). Research production moves to
the fore through publication in high impact journals owned by big editorials. Funding
achievement — through demonstrable scientific production and networks around the
globe — also becomes central within a system of fierce competition, and in some
institutions, it is now the only way to receive payment in an environment of uncertain and
precarious labour (Vayreda et al., 2019). Connections with industry through patents and

other collaborations have also been fostered (Conesa and Gonzalez, 2018a).

2 Work intensification and changes in knowledge practices

These movements have produced different consequences, among which, on the one
hand, is the intensification of work, and on the other hand, changes in the knowledge

practices.

The acceleration of the pace of work has been noted in terms of conflicts that occur in
temporal structures related to daily working time, writing time, contractual time and
personal time (Ylijoki and Mantyla, 2003). Muller (2014) highlights the academic race to
produce a higher quantity of output in shorter periods of time. This engenders individualist
and instrumental strategies of careerism and future anticipation in an endless effort to
secure a position (Muller, 2014; Clarke and Knights, 2015; Ylijoki, 2010). Fast academy
produces harmful affective states and distress in terms of lack of time for personal, familial
and social lives, as well as for the house work, which is still gendered and mostly
shouldered by women (Conesa and Gonzalez, 2018b; Mountz et al., 2015; Gill, 2009;

Acker and Armenti, 2005). However, while many feel constrained by time pressures,
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others may experience it as thrilling, as shown in a study of senior academics of an elite
British university (Vostal, 2015).

On the other hand, some studies point to how new management and evaluative culture
have produced effects in knowledge practices. First of all, metrics have led academic
value to determine career continuity (Burrows, 2012). In this logic, the race to publish in
high-pressure rhythms has brought on dubious practices and academic misconduct toward
colleagues and research itself, such as cutting corners, self-plagiarism or refusing to share
knowledge within the same group or work environment (Anderson et al., 2007; Horbach &
Halffman, 2019). Epistemic practices are influenced by productive goals that disregard
social and ethical issues in science (Fochler et al., 2016). Finally, among other
consequences, metrics have also impacted the creation of local knowledge in local
language journals, which are not as valued as English-language, high-impact journals
(Hicks et al., 2015).

3 Time, Care and Science

Both lines of studies can lead to questions on time, care and science: is it possible to say,
under a feminist care approach, that we are experiencing a lack or undermining of care
and care practices at the personal level and the level of colleagues, while also at the
scientific level, in order to gain time for our productivity and for the survival of our careers?
Does the connection between time and productivity result in careless practices? Broader
reflections on temporality and science in new management regimes can shed some light

that will help frame this question.

Slow science initiatives have appeared in the last years to demand time to think and read,
in some cases through disembodied and simplistic claims — as for example the manifesto
of The Slow Science Academy (2010) — and others in more reflexive ways (for a review
see Conesa, 2018). Personal repercussions, critiques of new management techniques,
the race to publish in order to have a competitive edge, and the need for time to engage
with students and university life have been cited as arguments in favor of a ‘slower’
science (see for example, Gosselain, 2011; O’Neill, 2014; Muller, 2014; Mountz et al.,
2015). Among these heterogeneous voices, Isabelle Stengers appeals to slow science in a
critique of the knowledge economy that has transformed science into “privileging

disembedded and disembedding knowledge and strategies, abstracted from the messy
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complications of this world” under “fast science and industry” (Stengers, 2011, p. 10), thus

pointing to the content and the way in which science is produced.

Ulrike Felt (2017) approaches the question of time in science using the term
chronopolitics: “Chronopolitics refers to the politics of time governing academic knowledge
generation, epistemic entities, and academic lives and careers” (Felt, 2017, p. 54). For
example, knowledge production is compressed into predefined time units determined by
the length of projects funded, governing academics’ everyday life amidst other demands
(Felt, 2017). This framework opens up the politics of time to the different levels of scientific
governance. Another meaningful reflection in more theoretical or philosophical terms is
developed by Maria Puig de la Bellacasa (2015) when analysing technoscientific dominant
temporality, taking as a case the field of soil science. She describes science as driven by

productivist timescapes:

Perhaps more than any other modern social practice, science is actively and
performatively embedded in the dominant progressive, promissory, productivist
epochal timescape” (Puig de la Bellacasa, 2015, p. 697).

In this way she argues how this dominant temporality in technoscience neglects care
aspects, as for example, the care time needed to “maintain, repair and ‘foster soil’'s
liveliness” (p.702). The futuristic and linear orientation to an increasingly productivist soil
science has been translated into exhaustion and loss of diversity of the elements of soil,

disregarding the care time vital for human and non-human entities.

This reflection brings us to the relationship between time, care and productivity. In Western
societies time has been transformed into an exchange value in order to be
instrumentalised (Adam, 2004). In this sense, acceleration or time compression is “an
unquestioned economic and political goal as it increases profit” (Adam, 2004, p.128-129),
since the more we can compress time the more we can produce. These considerations
function within a very specific framework, where “inequities remain invisible” (Adam, 2004:
125). In other words, in Western economic terms, the time of the unproductive is not
valued and rendered invisible (Adam, 2004). It is usually the time for care and caring
practices that goes unnoticed; therefore, the time involved in these activities usually
undertaken by the “least well off members of society”, that is, women, racialized people,
and other groups marked by class, age or ability (Tronto, 1993, p. 113). With all this in

mind, can an approach to care inform us and be used as an analytical tool applicable to
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academia and science? | draw on a broad definition of care, a definition developed by
Fischer and Tronto in 1990:

“On the most general level, we suggest that caring be viewed as a species activity
that includes everything that we do to maintain, continue, and repair our ‘world’ so
that we can live in it as well as possible [sic]. That world includes our bodies, our
selves, and our environment, all of which we seek to interweave in a complex, life-
sustaining web” (Fisher and Tronto, 1990, p. 40; Tronto, 1993, p.103)

As framed, this definition does not essentialise care as a natural activity for women. It
dismantles the idea of care as a (merely) private issue, restricted to the personal sphere,
beyond the dyadic relationship (cf. Noddings, 1984). It also helps us understand care as a
basic need without which we cannot live — which is close to what Spanish feminist
economists refer to when they talk about the processes that sustain life when dealing with
the notion of care (Carrasco, 2001; Pérez-Orozco, 2014). Feminist approaches to care aim
to place care at the centre of the political life as a way of disrupting broader social
inequalities (Tronto, 1993; Pérez Orozco, 2014; Carrasco, 2001).

Now, how can we apply such an approach to academia? Puig de la Bellacasa also draws
on this definition in her account of time for (soil) science (2015) and in her elaboration of
“‘matters of care” (2011) in Science and Technology Studies (STS), as a reformulation of
“‘matters of concern” as developed by Latour (see Latour, 2004). Puig de la Bellacasa
(2015) feminist approach “engages with care as a way to draw attention to the significance
of practices and experiences made invisible or marginalized by dominant, ‘successful’,
forms of technoscientific mobilization” (p.692). In this application, she approaches time for
care or care time in an in-depth and meaningful way in order to counteract the futuristic
and productivist temporalities in technoscientific endeavours of soil science. This can be

read as an application of a care approach to the content of science itself.

Other accounts of care have been applied to academia in organizational literature to
highlight a highly gendered workplace, in particular due to total dedication to work but also
to internal hierarchies and discriminations (Lynch, 2010; Conesa and Gonzalez, 2018b;
Ivancheva et al., 2019). Heijstra et al. (2017) have used the term “academic housework”,
drawing a parallel to housework as a way of referring to the undervalued chores of
academia (i.e. student supervision), usually undertaken by women and early-career

academics. However, care has not been applied as an analytical concept to the different
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levels of academic and scientific endeavours (in terms of content, organization, work
relationships, the personal sphere) in ways that could provide an interesting account on
how science is evolving and on ways to improve internal tensions and exclusionary

practices highlighted in the aforementioned literature.

This paper, therefore, is an initial, in-progress attempt to apply the lens of a care feminist
approach in academia and science to the different levels of scientific governance. It asks
what it would look like to look at science through the lens of care in terms of its
relationships with time and productivity. It also provides evidences in the context of Spain,

adding to previous literature on the topic from other countries.

4 Methodology and Context

This study is based on twenty-five semi-structured biographical interviews with academics
and scientists based in Spain, three focus groups and the analysis of web discourses and
documentation on hiring processes. They are complemented by notes taken in institutional

settings and an analysis of scientific reports by the European Commission.

Part of this research was generated within the GENERA project where | conducted eight
interviews in one research centre of excellence and eight in one university department in
an equal number of men and women academics at different points in their career (from
postdocs to senior positions) working in Biomedicine and Humanities, respectively. Focus
groups on evaluative practices were conducted in two Biomedicine and Environmental
Sciences research centres and in one Humanities university department, with three-four
participants in each group. Nine further interviews were conducted with women working in
different university settings and fields following a snowball strategy, covering the fields of
Social Sciences, Humanities, Environmental Sciences, Engineering and Biology. A
qualitative analysis using content analysis tools developed by Corbin and Strauss

(1990/2015) rose tensions around issues of time, productivity, gender and care.

New management techniques have been applied in Spain since the implementation of the
2001 university law of crafted to fit to the European guidelines of the Lisbon agreement
(Conesa and Gonzalez, 2018a). The academic Spanish context has also been and still is
affected by harsh cutbacks, especially from 2011 to 2014, with replacement rates in public
universities being frozen and funding for research activities curtailed (Conesa and

Gonzalez, 2018a). The application of narrow research metrics by new national and
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regional quality agencies have toughened already-complex accreditation process (a highly
bureaucratic process to be accessible for a position, before a position opens). All in all, this
situation has led to a bottleneck situation of accredited academics in precarious conditions
waiting for the opening of permanent positions and/or facing stricter academic merits and

demands.

4 Findings

In this analysis, productivity-, time-, and care-related tensions are organized into five levels
(although some of them overlap): scientific discourses, evaluative practices, knowledge

practices, relationships between colleagues, and personal lives.

4.1 Scientific Discourses: Fast Science as a futuristic promise

The EU frames knowledge as “the currency of the new economy” and research in a “(...)
global R&l marketplace, [where] Europe has to compete with other regions (...)", as
reports on research of the European Commission usually read’. This type of discourses
normalise science as a commodity in which outcomes introduced into the productive
system are the most valued items. In this context, promissory and futuristic linear
temporality rhetoric (Puig de la Bellacasa, 2015) permeate certain slogans, especially
those found in STEM research centres or campuses of excellence, where leading, global

” 11}

competitive research is being developed: “the science of the future”, “advancing the edges
of....”, “pushing the frontiers of...” or “accelerating research”. Science needs to be fast and
future-led, like in a carrot-and stick logic in the search for never-ending productivity. Thus,
it would seem the time and care needed to think and work on social and environmental
problems is disregarded. Temporality also emerges in motivational speeches in
institutional settings, in which researchers and academics are exhorted to “run as fast as
you can”’, and “to be the best in your field” together with a mantra on the indicators

importance?, as if the aim of science were not the scientific content itself but personal

1. Both expressions are found in EU Commission communication and report: the first “A Reinforced
European Research Area Partnership for Excellence and Growth” (2012, p.2) and the second “Structural
change in research institutions: Enhancing excellence, gender equality and efficiency in research and
innovation” (2012, p.13).

2. To preserve anonymity, the institutional settings and the people who voiced these discourses have not
been identified.
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success surreptitiously translated into an improvement in institutional rankings. When
explaining the time and effort devoted to projects that have been prepared and will not be
funded, the testimonies of interviewees contrast with this fabled temporal imaginary, such
as in the case of the male group leader of a very successful lab in Biomedicine: “Out of
thirty proposals we have written, twenty are nos, and 10 have been yeses, so we develop
these ten”. Scientific temporalities have other rhythms that do not fit with time compression
driven by projectification (Felt, 2017) or other newly norms in science. For example, in
Spain the average duration of the PhD has decreased from 7 years in 2010 to 4.4 years in
2017 due to a Royal Decree implemented in 2011 that determined a maximum length of
three years (with extensions under exceptional circumstances)'. Narrow and restricted
time spans for researchers in training — whose labour conditions could be very diverse (i.e.
supervision, working environment, resources, etc.) — point to risks in the care dedicated to
the content and development of the research. Productivism — in the form of articles — and
the individualist rhetoric of ‘being the best’ (see also Conesa and Gonzalez, 2018b) to
‘accelerate the future’, diverges from views such as those of this group leader woman:
“The content of Nature is not what advances science but the knowledge we each
contribute. This is what society can benefit from, not your personal success”. In her view,
science is a collective process of knowledge generation that is unrelated to journals,
impact factors or personal achievement.

From a care approach we could say that discourses of speed and productivity foster
individualism and fast science that possibly endanger the time needed to care for the
content and development of scientific endeavours. In time-compressed jobs, more
complex activities are left out (Sabelis, 2002). In this case, for example, the time and care
that would be devoted to the in-depth activities needed to attain a certain degree of quality
or commitment (i.e. to read books or complex texts — that many scientists admit they
cannot do anymore — to develop in-depth research, write high complex papers or engage
in some concerns).

1. Source: Ministerio de Ciencia, Innovacién y Universidades, Estadistica de tesis Doctorales.
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4.2 Evaluative practices: Extreme devotion and narrow metrics that neglect

“sustainability of a life”

Evaluative practices are not only an important time in an academic career, they also point
to the assimilation of certain formal and informal criteria, having constitutive effects. Three
focus groups were conducted around evaluative practices. Due to spatial constraints, | will
refer to only one of them. The focus group simulated an academic selection process as a
way to discuss evaluative criteria with reference to two fictional curricula, one belonging to
a man and another to a woman, both searching for a second postdoctoral contract. The
focus group was comprised of two male group leaders (junior for A and senior for B) and

two human resources personnel of the Biomedicine research centre.

They began the discussion with the number of papers each had published, per the
candidates’ curricula, and in which journals (searching for impact factors). This was
followed by an examination of the time frames between academic milestones (i.e. thesis
defence, first postdoc contract and publications), which was expressly different for both
fictional candidates. In concrete, the woman’s longer time gap between positions was of
concern. After this, the discussion turned on the importance of the personal interview and

what the group leaders looked for in it:

A: In general, | look for a young person, that comes here with much drive and
motivation, and that has this ambition [to become a PI]. | look for this in the interview.
But if her profile is more oriented to a stable contract, it is not that powerful and
intense drive of a postdoc that wishes to become a PI. (...) | have four women who
are pregnant or have children. They leave at 17h00 while a man can stay until

23h00. If they want a stable position there are not many chances. (...)

B: If what they want is to come back because ‘| have a family, I'm tired of being in the
United States’...

A: (interrupts B) Exactly, then not.

B: (continues)...l might be interested. That is, if | don’t have someone else and this

person knows how to do what | need. But this is not usually what we are looking for.

A: Exactly, exactly. In my case | usually wouldn’t hire this person. And it's very easy

to tell.
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Junior group leader (A) defines a young person as being someone with a lot of drive and
determination. He begins by taking for granted that the woman will want a more stable
contract (unlike the man), which is the opposite of what they are looking for in a new
researcher. The candidate’s profile is also evaluated in terms of age, “someone young”, —
this re-appears later in the discussion. For both leaders, ambition with respect to the next
position — which is something riskier and more difficult to achieve due to the scarcity of
positions after postdoctoral stages — will ensure the candidate’s constant, non-stop
commitment. In other words, the time and willpower which will lead to publications for the
candidate and the lab (thereby ensuring the lab’s continuity insofar as securing future
funding is concerned). Again, they describe a regime of science exclusively driven by
productivist goals towards a now labour-related, promissory future that may never
materialize. In this way, life stability and the time needed to care for oneself and others is
viewed as undesirable and it is undermined in a markedly gendered way. The statement “a
man can stay until 23h00” means that science can only be done by those who can devote
their time exclusively to work (see Conesa and Gonzalez, 2018b), and, besides, women
will not even be considered or eligible for this. Scientists are thought and construed,
therefore, as pieces of a machinery devoid of attachments, affective bonds or personal
care. Under the lens of a care-focused approach, the dominant emphasis on productivity
neglects life sustainability — the everyday care practices and care bonds needed to sustain
life — fostering dominant temporalities of intensity and speed of production. Narrow
evaluative systems shape selection processes in the search for a successful
(masculinized) entrepreneurial self (Vayreda et al., 2019) and exclude the necessary care
time for other scientific and personal practices and needs, generating exclusionary

practices that follow taken for granted gender scripts.

4.3 Knowledge practices in the race “to publish high”

The importance of metrics and the power of indicators in certain journals usually develop
into high pressure that in turn grown into feelings of hurt and frustration. But there are also
consequences at the level of knowledge creation or epistemic decision-making (Fochler et
al., 2016).
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This scientist, now in a technical position argues that doing good science in accurate ways
is not enough anymore. There has to be a “fashion factor” and “sexy” topics must be

chosen in order to publish:

If you have published in Nature or Science you have accomplished with the 50% to
get a job. It’s like the stamp. One can agree or not. One must not agree. (...) And
then they select not only on a basis of scientific quality but on the fashion factor, if
what you do is sexy or not. (...) | mean, this has consequences in your career,
obviously, even if the work is very well-done, rigorous, highly scientific ... (...). This is

not normal. This is the part of the science that | rejected. (Man, Biomedicine).

We could assert that there is a lack of care for the quality of science itself in favour of a
hyped and trendy science (the marketable visible part) that rejects and neglects the

complexity of less fancy topics however important for the scientific development itself.

There are also consequences for knowledge in other fields. The following researcher
claims that humanities and social sciences are adapting to hard sciences’s norms of
metrics. When there is scarcity of time and resources and high levels of precarity the need
arises to prioritize certain kinds of knowledge and specific forms of publication that will
provide a competitive edge in terms of securing access to employment. Local knowledges

or local relevance and audience become devaluated (Hicks et al., 2015):

“The rules of the economic academy are written by the hard sciences, and Humanities
and Social Sciences we fit as we can (...) We all know that impact indexes in
Humanities are ridiculous. Sometimes a book written in a regional language read by
800 people has more impact [because] it has stirred up the way of doing research in
this part of the country. And not to have an article about an enormous trifle but very
well written that is accepted in a first quartile. But these are the rules of the game and

we already know them.”
(Woman, Humanities).

The logics of centre and periphery apply in the valuation system in a way that undermines
certain ways of doing science while prioritizing those of the dominant point of view. In
constrained timespans, care for the development and dissemination of different

knowledges and languages outside the ‘centre’ is neglected.

41



Another interviewee explained a situation in the United States in which she was pressured
to sign an article whose hypotheses had not been proven. After refusing to do so, her boss
fired her. Fearing legal action, Human Resources maintained her in her position. However,

the result of this astonishing situation was that she became technician:

My dream job! Look how things went! And it was my last chance to pursue science
(...). It was very frustrating to find these things in the best place | had ever imagined.
(...) It seemed very unfair, and then | wavered between disappointment with science

in general — like ‘it can’t be true that these things happen!” — and the fear of being

fired, and feeling very sad. (Woman, Biomedicine).

There are several ways in which we are not caring for knowledge practices due to the
productivist, high-pressure temporal rhythm of science that prioritizes fast and publishable
research. We could affirm that care time for certain kinds of content, certain languages
and audiences (which promotes diversity) out of the centre is lost due to the logic of
productivity that stems from neoliberal forms of conducting science. Moreover, in the last
example — and in others (see Conesa and Gonzalez, 2018b) —, there is evidence of a lack
of care for colleagues’ relationships — especially under power relations in hierarchical

structures — for the sake of publishing.

4.4 Care between colleagues and “academic housework”

Other practices that neglect care between colleagues are shown below. In situations
where power relations are enacted in abusive ways it is easy to normalize and forget the
rights, time, and respect of others (Conesa and Gonzalez, 2018b), and pretended
‘objective’ measures in science have not changed these dynamics. Perhaps, on the
contrary, high-pressure environments foster them. The following PhD Student explains that
she had been devoting the entire time of her thesis grant to her research group work. The
last six months before her contract ended, she said she needed to concentrate on her

dissertation in order to finish it. Her demand was not well-received:

Let’s see, I'm paid to work on my thesis (...) ‘Until now, I've been helping you and I've
always said yes. Always.’ Until the moment you say ‘No, now | need to concentrate on
the thesis, for the next six months, and then I'll see if | can help you again or not. But
right now, | can’t because | want to finish my work. And they didn’t take it very well...

Since then, our relationship has been tense, | mean our relationship is quite tense. (...)
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| felt very bad because they told me that | was missing out on opportunities and it
sounded like a threat. The fact that they didn’t appreciate everything I've done until

now, it’s like, ‘Come on, what’s going on?! — (Woman, Social Sciences).

This is an example of “academic housework” (Heijstra et. al, 2017): the invisible work done
as research support by a PhD student. This kind of work tends to be given to those at the
beginning of their career, who usually acquiesce because of the possibility of future job
positions through the demonstration of hard work and submissiveness (Gill, 2009; Heijstra
et al., 2017). As is the case with care work at familial level, it tends to be gendered. So, an
associate professor in engineering explains when she developed the role of pastoral care
with students which demanded a lot of time from her. Not only this time was not valued
institutionally but also some students considered her a soft and not so serious professor
compared to hard and aggressive male engineer professors they were used to. In a way,
time for caring relationships inside scientific settings either with colleagues or with
students or junior researchers is non-existent or made invisible and unvalued, yet the
focus on productivity enacted by a high productive masculinized figure under hierarchical
schemes is in the centre. Care is still associated with weakness in front of dominant values

of autonomy and competitiveness (Tronto, 1993).

4.5 Gendered care work at personal lives

On a personal level, many interviewees raised the issue of a lack of time for their personal
lives, at the social, emotional and familial level (see Conesa and Gonzalez, 2018b) which
turns into a lack of care on themselves, for their mental health and their general well-
being. A woman from Social Sciences explained how she put aside her social activism and
semi-professional artistic practice due to high demands from her science group, which

ended in feelings of emptiness and isolation.

Another woman explained how her partner — who shared child care of their three children
equally — was penalized for no time abroad by having his access to a stable position

barred.

He devoted a significant part of his time, like me, to raise our children and this has
penalized him to obtain the accreditation. (...) the type of CVs they look for are very
homogeneous and the issue of having children... of course... | mean, when they say

you lack research stays abroad, it means they do not take into account that you have
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children. Because if you have young children you... you cannot nor want to do time
abroad. Apart from the fact that in a globalized and technological world we can
communicate without being necessarily there. And this means total exclusivity to

academic career models and a narrowly-defined trajectory. (Woman, Humanities).

She is talking about the total time availability of academic career models where the basic
need of care for personal lives is not taken into consideration, still following the traditional
male breadwinner model (see Conesa and Gonzalez, 2018b). For those men who start to
share care work equally, this time regime disrupts the move toward gender equality
(Conesa and Gonzalez, 2018b) since total devotion is expected more from men than from
women (as we saw in 4.2 section). The most common situation for men working in the
high time-pressured academia is clearly supported by this interviewee: “| have missed my
children’s childhood” (Man, Humanities), though men usually do not acknowledge this as

loss, due to gender scripts.

Care at the level of personal lives is undermined in neoliberal science because it implies
time that is not employed toward productivist goals. In other words, the time necessary for
care practices at personal, familial and social levels become devalued, invisible, absent or

is constantly under threat.

5 Conclusions/Discussion: Care as a Guiding Principle in Science?

Field work shows tensions and dysfunctions in the relationship between time and care that
affect not only researchers’ well-being and personal relationships as well as those
between colleagues in gendered ways, but also knowledge practices and epistemic
choices that foster a (dis)connection from/to quality or ‘excellence’ under a dominant
productivist temporality. We have seen examples at these different levels: scientific
discourses, evaluative practices, knowledge practices, relationships between colleagues,
and personal lives. We could argue then that in science and academia the time employed
in non-productive non-measurable activities becomes secondary or invisible thus eroding
practices of care. The care approach functions as a framework that helps us to analyse
and make visible exclusionary dynamics in knowledge and science itself (i.e. what is
researched, how it is researched), as well as for academics (especially early-career
academics and women) in what can be seen as a decline of practices of care at these

different levels. Time pressures guided by productivity goals following narrow evaluative

44



regimes lead to the prioritization of some knowledges over others, some practices over
others, and finally and consequently, to some temporalities over others, deteriorating care
time for science, for personal lives and for our colleagues’ relationships. An inherited
scientific regime of power relations based on hierarchies and full work devotion (the
intellectual of the ivory tower), embodied in the traditional male breadwinner model that
has no responsibilities at home, seems not only to continue, but also to be exacerbated by
the introduction of the new ‘objective’ norms that put pressure on lives and practices
through the imperative of productivity and speed. Furthermore, it shows tensions in the
direction of science as a public good guided by ethical values concerning social or
environmental issues. A diversity of temporalities (Puig de la Bellacasa, 2015) that cannot
be squeezed in standard and closed time frames is shown and should be defended in

order to promote care time and care practices in science.

Now, could the notion of care be a guiding principle for a better and more inclusive and
diverse science? Locating care at the centre, within a wide care perspective (Tronto, 1993;
Puig de la Bellacasa, 2011, 2015; Pérez Orozco, 2014) would affect the organization of

science in a very important way.

However, it would be risky and undesirable to try to systematize care for science as a
guide or as a norm. First, because the notion of care is not free from problematic issues
that we need to be aware of (see Puig de la Bellacasa, 2015 and, for example, Hughes et
al, 2005; Murphy, 2015 or Pérez Orozco, 2014); secondly, because it could create a moral
normativity easily subjected to power relations (Puig de la Bellacasa, 2011, 2015); thirdly,
because in a neoliberal context, care is susceptible to be co-opted — as it is in certain
ways in health care (Tronto, 2017) — or misused, stripping its political meaning and

subversive potential.

This said, we could rely on care in an ethical way — being conscious of the related
problems — through a culture of care and care time that would permeate our worlds and
promote more inclusive, diverse and respectful — human and non-human — environments.
In science, a culture of care would have the potential to a) displace competitiveness and
foster cooperation and stability in scientific careers; b) promote a different work
organization where care of personal lives would be shared equally (which would mean, for
example, redesign working schedules that disrupt women as principal carers by omission);

c) support different rhythms of research productivity depending on the context, resources,

45



research groups, etc.; d) support and value diverse formats of research production and
dissemination while valuing other academic practices by making them visible and
important e) fears of professional problems — usually the subtext under neoliberal politics —
could be compensated with other forms of organization and horizontal styles, in which the
power of senior academics is developed differently; and finally, f) all this could result in
care for knowledge practices that are not guided by productivist milestones and pressures,
except for the aim of doing science with the time and care it demands (see for example

‘matters of care’ in Puig de la Bellacasa proposal previously mentioned).
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Abstract

In the Horizon 2020 funded project “CHANGE"", tailor-made gender equality plans were
implemented in research performing organisations for the duration of four years. In order
to make related activities more sustainable, efforts were also made to aim at the initiation
of long-term structural changes towards more gender equality in science and research. To
accomplish this ambitious goal, we learned from previous gender (equality) projects but
also sustainability research, and came up with a new approach, which attempted to tackle
the existing knowledge-to-action gap, respectively the research-to-practice gap.
Translation gaps from theory to practice help to understand why identified barriers for
gender equality in science and research and the connected recommendations for change
have seldom been put into action and/or their actual impact remained marginal. In this
paper we describe what we mean when we say we are co-producing gender equality
knowledge together in a European consortium of academic and research institutions. The
introduction of the underlying ideas of the project, as well as it's architecture, will explain
how structural changes inside the institutions will be enabled through integrated
knowledge co-producing processes and through the engagement with institutional key

players (Transfer Agents).

Keywords: structural change, gender equality, communities of practice, feminist knowledge

1. “CHANGE - CHAlleNging Gender (In)Equality in science and research® received funding from the
European Union’s Horizon 2020 Research & Innovation Programme under Grant Agreement no.
787177. Consortium members are: Interdisziplinadres Forschungszentrum fur Technik, Arbeit und Kultur
(IFZ) — coordination, Rheinisch-Westfalische Technische Hochschule Aachen (RWTH Aachen),
Universidade de Aveiro (UAVR), Zilinska Univerzita v Ziline (UNIZA), Nacionalni Institutza Biologijo
(NIB), Fraunhofer Gesellschaft zur Férderung der angewandten Forschung e.V. (IFAM) and Beit Berl
College (BBC). More information: https://www.change-h2020.eu.
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1 Background of structural change policies

The Horizon 2020 Specific Programme describes the aim of Part V 'Science with and for
Society' as follows: “The aim is to build effective cooperation between science and society,
to recruit new talent for science and to pair scientific excellence with social awareness and
responsibility”. This statement highlights that scientific excellence can no longer be seen
detached from a responsible and socially aware institutional culture; a culture which does
not regard gender and diversity as differentiating factors but as sources for an inclusive
and innovative science with the potential to overcome the current societal and grand

challenges within the European Union.

Starting in Framework Programme (FP) 5 to FPs 6 and 7 and now Horizon 2020, the EU
has funded actions to identify gender inequalities in different sectors and subjects, always
with the aim to set up (policy) recommendations to improve the situation. The focus of
funded actions shifted the approach from an individual (“fixing the women”) to an
organizational (“fixing the institutions”) approach. Instead of focusing on inequalities from
an understanding of socialized gender differences, the current approach questions existing

structures and their unjust outcomes for women in science and research.

Today, in the European Research Area (ERA), the advancement of gender equality and
gender mainstreaming in research are one of six key priorities. This includes a special
focus on 1) the promotion of women’s careers in science and research, 2) the creation of
gender equal decision-making boards, and 3) the integration of the gender dimension into
research and innovation activities®. Furthermore, in the strategy for an innovative Europe
2020 the European Commission declared that the establishment of gender equality in

research performing organisations (RPOs) as one of the key success factors.® In our

1. https://ec.europa.eu/programmes/horizon2020/en/h2020-section/science-and-society [17.6.19]
2. https://ec.europa.eu/info/research-and-innovation/strategy/era_en [17.6.19]

3. European Commission (2010), EUROPE 2020. A strategy for smart, sustainable and inclusive growth,
Brussels: European Commission. 3.3.2010.COM (2010) 2020.
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experience', many past ‘gender in science’-research projects finished by stating current
gender in-equalities, naming several barriers for women’s careers, and giving
recommendations for gender equality in science and research (cf. Thaler & Wachter 2005;
Caprile et al. 2012; European Commission 2012; Carvalho & Machado, 2017; Carvalho et
al, 2013; Carvalho & Machado, 2011, Dahmen & Thaler 2017). However, due to
knowledge translation gaps these recommendations were rarely put into action.
Furthermore, the politics of feminist knowledge transfer and power issues (as described by
Bustelo et al. 2016) led to a situation where gender equality would appear in nice words on
a website, without the real problems being tackled in many RPOs, as well as in research
funding organisations (RFOs). From this it is clear that gender experts and scholars have
provided enough evidence and knowledge, but we are still lacking strategies to translate
this knowledge properly to be useful for the relevant stakeholders to put this knowledge

into practice.

1.1 Translation gaps in knowledge production

Such shortcomings are not unique for the field of gender equality (research) but have been
described for various other thematic areas as research-to-practice gap (e.g. discussed by
Roxborough et al. 2007) and knowledge-to-action gap (see e.g. Strauss et al. 2009). The
research-to-practice gap describes the challenge faced by practitioners, who are often not
aware of results from research produced by academia, or that research results are not
valued by practitioners as relevant for practice and consequently not used. The
knowledge-to-action gap describes a very similar problem, and often these two notions are
conflated. However, the knowledge-to-action gap also underlines that it is not only
research-based knowledge which does not find its way out from the ‘ivory tower’, but that
the uptake and use of knowledge is related to the process of how it was generated. In the
context of sustainability research this has described as ‘discursive dimension of
knowledge’ (Magnuszewski et al. 2010: 24), a notion with wide applicability. What kind of

knowledge is considered at which point in time in practice, e.g. in (policy) decision making,

1. The authors have long-standing EU-project experience with explicit gender focus: INDECS (FP5,
2000-2001), WomEng (FP5, 2001-2003), PROMETEA (FP6, 2003-2005), Advance (FP6, 2006-2008),
HELENA (FP7, 2009-2011), MOTIVATION (FP7, 2008-2010), GenderTime (FP7, 2013-2016), and now
CHANGE (H2020, 2018-2021).
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may be seen as a discursive or even political act in itself. Although the societal relevance
of research, and the exploitation of results in practice and policymaking has been heavily
promoted since the mid 1990s, a better integration of research in policy and practice has
succeeded only to a limited extent so far. Causes are often attributed to a lack of
cooperation and limited exchange of knowledge between the various knowledge holders
and relevant actor groups. This is particularly pronounced in the classical disciplinary
academic research, while transdisciplinary and action research proved to be useful
approaches in tackling these shortcomings. However, even if the same overall goals are
pursued by different actors, cooperation, especially co-production, is not an easy task as a
multitude of experiences have shown (see e.g. Wiek 2007, Karner et al. 2011,
Goszczynski et al. 2017).

For instance, in many past gender projects from the EU different types of gender (equality)
knowledge have not been used by each participating organisation, and sometimes
different types of gender knowledge have been mixed up, leading to conflicts about

theories, and an absence of practical implementation possibilities.

1.2 Feminist knowledge conflict

In previous EU-funded structural change projects one reason for problems in
institutionalising gender equality in science and research is the so called “conflict of
knowledges” (Albenga 2016, p.140). Viviane Albenga argues that the transfer of ‘feminist
knowledge’ into gender expertise needs awareness regarding gender equality (ibid.). This
is the approach CHANGE considered for implementation. What Albenga calls ‘feminist
knowledge’, we have labelled ‘scientific gender knowledge’, drawing upon the gender
knowledge concept invoked by Angelika Wetterer (2009), based on the parallels between
Albenga’s gender expertise and Wetterer's ‘gender expert knowledge’. The important
rationale behind CHANGE bears a striking resemblance to the findings of Albenga’s
‘EGERA project, namely the difficulty of transferring research into practice or knowledge to
action. Together with the problem of resistance against gender equality actions, we identify
these difficulties as are the main reasons why in the past so many initiatives have chosen

the easier way of ‘changing the women’ instead of ‘fixing the system’ (Schiebinger 2008).

The impact of CHANGE lies in tackling those for gender equality in science and research:

by involving relevant stakeholders and key actors in research organisations (such as
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university and research organisation managers, research funding directors, gender
equality officers, research policy makers, etc.) and listening to their experiences (Lee et al.
2010) to co-produce gender equality knowledge together. This represents the core
idea of CHANGE.

In CHANGE, we address the knowledge-to-action gap, by acknowledging the different
types of gender knowledge and their producers as legitimate knowledge holders. Wetterer
(2009) coined the term ‘gender knowledge’, which Wetterer defines as the knowledge
different groups of persons have about gender, gender theories and/or gendered
practices. She distinguishes between everyday, expert, and scientific gender knowledge.
1. Everyday gender knowledge

* A property of all humans, learnt informally during the span of their lifetime

» Characterised rarely as reflected knowledge

+ Often strongly influenced by media images, gender stereotypes, etc.

2. Expert gender knowledge

» Often a kind of knowledge that gender practitioners like gender equality officers, gender

trainers, etc. have

» Comprised of professional knowledge and competences about gender equality

+ Based on a limited number of gender theories, which are preferred by the very
practitioners

3. Scientific gender knowledge

* Akind of knowledge gender scholars have and produce themselves

* Results in the evolution of gender theories as the knowledge of the gender scholar grows

(this sometimes results in increasing levels of complexity)
» Only a percentage of this knowledge is immediately used for practical implementation.

In former projects concerning gender in science and research, the aim was often to involve
two or sometimes three different types of actors, or sometimes it ‘just happened’. These

actors included:
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1.) Scientists or engineers, who are supposed to do gender research even though their
academic qualification lies within other fields of expertise. Often women have been chosen
as they were seen as ‘naturally interested’ or even ‘naturally competent’ for gender issues,
which may be a false assumption in many cases. The point is that involving scientists or
engineers is important, because their experiences in the field are relevant and important,
but it is crucial to keep in mind that their gender knowledge is an everyday gender
knowledge. Thus, this group needs support from gender scholars/social scientists, with
their knowledge about gender theories, and social science methods (e.g. conducting and

interpreting interviews according to the scientific state of the art, etc.).

2.) Gender scholars, who, as gender studies is an interdisciplinary field, stemmed from
various disciplines (philosophy, sociology, pedagogy, psychology, etc.) also have different
backgrounds of scientific gender knowledge and advocated for different gender theories.

In addition, the group of gender scholars could be further divided into two types:
a.) first professors or other university personnel (tenure track),

» who, as Europe is lacking interdisciplinary gender departments, might conduct gender
research, but do so in their position which is appointed to a specific discipline (with specific
performance indicators, like disciplinary publications, etc., but certainly no

acknowledgement for gender equality action implementation),

* and, consequently, publish a lot of papers, even in projects with a heavy implementation

character like ‘coordination and support actions’ of the EU; and
b.) party funded researchers (mostly post doc),

* who engage with these gender projects ‘professionally’,

* devote their expertise to interdisciplinary gender research,

« and, therefore, lack a disciplinary performance record, which would be preferred by most

university ratings and career systems.

3.) Gender practitioners, such as gender equality officers from universities, who in some
projects were also included. Gender practitioners brought practical experience and gender
expert knowledge (e.g. about mentoring, coaching, gender budgeting, sexism in
academia, etc.) into these gender projects. This type of expert knowledge, and the role of

these actors in their organisations, is a very important resource for the implementation of
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projects. However, when a specific gender project demands gender research and/or
managing a larger project or work package within an international group, these national

experts sometimes lack language skills and/or research project experience.

Laube (2017) analysed the difficulties for gender equality change based on these three
individual positions, and in line with this, Bustelo et al. (2016) describe tensions between
academic and practice expertise in the context of gender training. On the one hand,
academic work does not pay enough attention to the analysis of practice, while gender
training practitioners do not draw much on theory or research outputs (which are
considered to be technocratic, and not very useful for “real-life” cases). As a consequence,
in order to overcome the separation of academia, policy development and practice,
CHANGE follows an approach of integrated co-production of gender (equality)
knowledge.

2 Architecture of CHANGE

CHANGE tackles the two major problems explained above while aiming at implementing

gender equality plans (GEPs) towards structural change in science and research.

1) The knowledge-to-action gap will be closed by integrating relevant actors and
stakeholders from the beginning and co-producing gender equality knowledge together, in
order to come up with practical knowledge, which is relevant for and will be meaningful for

the respective actors in RPOs and RFOs.

2) Power issues (‘the politics’) of the feminist knowledge transfer will be tackled by
integrating so called Transfer Agents (TAs), and later further stakeholders from RPOs and
RFOs in the project consortium to build regional communities of practices (CoPs). The TA-
concept has been tested in the EU-FP-7-project GenderTime (Thaler 2016; Thaler, Karner
& Wicher, forthcoming), where Transfer Agents were defined as relevant institutional
actors, who are committed to gender equality and structural change and most importantly
have a certain authority within their organisation (management level — in the organisation
which works on gender equality plans). The idea of co-producing knowledge and building
CoPs had been tested in knowledge brokerage and RRI projects as well, where it has
proven to be a successful strategy to enable structural changes (cf. Karner et al. 2014;
2016; 2017).
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2.1 Co-production of gender equality knowledge

Practices of knowledge co-production might be diverse, but the overall goal is to make
different types of knowledge more accessible and responsive to each other, to establish a
mutual understanding, to learn from each other and come up with more integrated
knowledge, and to better align activities. Co-production in CHANGE builds on iterative
learning cycles of communicative interaction, action, and reflection, which needs time and
an intermediate social space as co-production certainly also involves power issues
regarding knowledge hierarchies as well as considering the capacity for organisational
change. Such an intermediate social space is created through the CHANGE project, which
offers room for tailored interaction and the planning and implementation of gender equality

activities over a period of four years.

In CHANGE knowledge co-production takes place on several levels, essentially in line with
the scale of the different Communities of Practice. These levels include the project
consortium, within the GEP implementing organisations, regional CoPs, and the
international expert community through the regular interaction with other projects, such as

EU funded sister projects.

At the consortium level knowledge co-creation is institutionalised by means of physical
meetings every six months. These meetings are conceptualised as interactive workshops,
where partners exchange gender equality knowledge, which is as diverse as the scope of
team members’ expertise is broad, ranging from academic gender scholars to people from
administration and newcomers to the field, who started with hardly any gender expertise
into the project. The design of the co-creation workshops is tailored for each meeting

according to the specific stages in the project. However, the general pattern is similar:

Partners share their knowledge, which so far concerned shortcomings in GE in general,
the actual state of the art in partners’ organisations regarding GE, specific contextual
conditions influencing GE, plans and strategies for improving GE in the participating
organisations and the rationales behind it, and already implemented activities, experiences
and results. The group then reflects together upon what was shared, partners get inspired
by the ideas of others, feedback and advice is collected, and shortcomings are addressed.
Finally, plans for the next steps are revised or further elaborated based on the discussions,

either at the consortium or at the organisational level. This links to another very central
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level of knowledge co-production, each of the partner organisations have started to
establish multi-actor CoPs, of which the core groups are built by CHANGE team members

and Transfer Agents (see next section).

This multi-level design allows for knowledge co-production, which is both systematic and
standardised where it is possible (to compare and learn from each other, e.g. the structure
of GEPs, the institutionalisation of transfer agents, recruitment and retention activities
etc.), but also flexible and open where country and organisational specifics require it (e.g.

salary schemes, parental leave, work-life-balance measures).

2.2 Involving transfer agents and stakeholders

In order to successfully and sustainably implement gender equality knowledge in a
strategic manner, it is necessary to involve individuals in powerful and relevant positions,
who are committed to the idea of gender equality in science and research and support the
implementation of the gender equality plans. These individuals, in their respective
positions, are so called Transfer Agents (TAs are a concept created by Anita Thaler in the
EU-project GenderTime, see Thaler 2016). Because TAs are relevant actors of CHANGE
institutions (e. g. human resources managers, heads of institutions, or equal opportunity
officers) and additionally stakeholders from science and research (e.g. policy makers,
research funding actors) are involved, gender equality changes also go on after the project
ends. All TAs have been asked whether they would support the course of this gender
equality implementation project and their national teams in the task of sustainably
implementing gender equality measures according to the gender equality plans (GEPs).
Their commitment was a prerequisite for the institutions to become partners in the
CHANGE consortium.

The specific roles and possibilities of support available from the respective TAs were
defined separately for each institution, this is due to variations in what each of the TAs
were able and willing to do, depending on their position, time and motivation. The
commitment of a TA can be moderate (regular involvement on specific occasions like TA
workshops, and additional internal meetings) or it can be (ideally) higher and lead to a very
active and continuous collaboration also beyond the organisation (networking activities

with stakeholders etc.).
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It is important to stress that any kind of support of the involved TAs is welcome and
appreciated, the involvement is likely to increase through the process, especially because

of the co-production of knowledge approach (see Karner et al. 2011).
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Fig. 1: Transfer agents with different impacts depending on their degree of authority and involvement

(Thaler 2016, p. 19)
This could be proven for the EU-project GenderTime (2013-2016), where:

“it could be found out with data collected by project partners about their knowledge
transfer activities that the impact of transfer agents (for improving gender equality
policies and/or practices) depends on their involvement in the project and their
authority. In other words, the involvement means commitment towards gender equality
in science and research and authority means power/networks/influence within their
own organisation and beyond. It could be observed that a variety of different transfer

agents had very different impact on gender equality implementation processes”

(Thaler 2016, p. 18 f.; see also Fig.1 above).

3 Sustainable implementation of gender equality

One main aim of CHANGE is it to support RPOs to implement gender equality plans in a
sustainable way. An essential factor for achieving this, is the involvement of the above

mentioned TAs. In each organisation they will, together with the core consortium partners,
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transfer co-produced gender equality knowledge inside their institutions. This innovative
approach ensures the promotion and institutionalisation of the GEPs beyond the project
duration. Furthermore, through mutual learning and networking with external target
groups, the project partners will become regional resource centres skilled to provide
gender equality knowledge and expertise to other RPOs and also research funding
organisations (RPOs). With such a co-production of knowledge approach, and by building
communities of practice among RPOs in each participating region, support and mentorship
structures will be established and sustained even after the project will be finished. Regular
networking and exchange with national and European stakeholders (policy makers,
researchers, ministries etc.) ensures a spill-over effect of the project results to other target

groups in the respective countries.

3.1 Contextualisation of a project like CHANGE

CHANGE pursues an approach, which connects to the pillars of action research, even if it
is an implementation project (as opposed to a research project). Like in an action research
project, CHANGE evaluates the current institutional practice (here related to gender
equality) and tries to improve it by implementing intervention actions in practice. An action
research project demands careful planning and persons involved that can generate
solutions to practical problems; further practitioners need to be involved in the
implementation and development activities (McNiff and Whitehead 2005). CHANGE fulfils
this requirement by pairing newcomers in the field of gender equality with experienced
gender scholars and practitioners. TAs and committed management authorities help to
assess potential solutions and support their implementation. The evaluation, monitoring
and critical reflection on the process and the outcomes of change actions are essential, as
well as offering room for reflection for the people involved (Dahmen and Peterson 2017).
Monitoring itself is therefore regarded as integrated part of CHANGE and based on
monitoring principles developed within the GenderTime action (Dahmen-Adkins and
Peterson 2019). Another commonality of CHANGE and action research concerns the
generated knowledge, which is very specific based on evaluation and the particular
context in which it was gained. Common reflection on underlying processes of change
helps to obtain an enhanced organisational understanding, which can lead to an improved

and adapted (gender equality) action plan (Reason and Bradbury 2008).
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3.2 Five phases of CHANGE

Kotter (2014) developed a model on how to achieve structural change in institutions,
including 8 consecutive steps, each of which have to be fulfilled to change the culture of
an organisation in a sustainable and inclusive way: 1) Create a sense of urgency; 2) Build
coalitions; 3) Form strategic visions and initiatives; 4) Enlist a ‘volunteer army’; 5) Enable
action by removing barriers; 6) Generate short term wins; 7) Sustain acceleration; and 8)
Institute change. The general methodological approach of CHANGE is built up on a
condensed version of Kotter’s model on how to achieve structural change in institutions.
Instead of 8 steps the CHANGE model includes 5 phases (see graph 2), which support
achieving structural change in RPOs and RFOs towards more gender-inclusive science

and research.

1. Institutional gender
benchmarking and
awareness raising

. 2. Feedback and Planning

3. Quick actions”

4., Strategic
actions

5. Sustainability and
knowledge transfer

Fig. 2: Methodological approach of CHANGE

During the first phase the implementing partners undertook an institutional gender
equality benchmarking. The main focus here is to get to know the institution better, to talk
to organisational key players about gender equality issues, and at the same time to raise
awareness for the needs and benefits of gender equality. This phase was also used to
communicate the ideas, aims and targets of CHANGE towards the members of the
institution. Furthermore, gender trainings were implemented for the project teams in each
institution. Continuous involvement of transfer agents, who are going to support the
institutional acceptance of CHANGE took place right from the beginning, as well as an

early identification of other potential supporters and allies on department and managerial
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levels in order to increase the sustainable embedding of gender equality in the

organisations (as suggested by Karner et al. 2017).

The second phase was devoted to exchanging the collected data, discussing the
collected data in their organisations, and also in the consortium as a whole. This step is
important for identifying and understanding institutional mechanisms and structures, which
can support or hinder the success of the planned GEPs. During this phase, the final GEP
were individually designed (while being constantly monitored and, if necessary, revised
and adapted/updated during the whole project progress) bearing in mind the institutional
and national pre-requisites and circumstances. A roadmap for the implementation of the
GEP includes institutional objectives and targets, which will be used for assessing the
impact of CHANGE at the end of the project.

So-called quick actions are implemented in phase three, which is the current stage. The
advantage of the implementation of short-term actions or quick actions helps to increase
the visibility of the project within the institution and the awareness of gender equality
issues which are already at an initial stage of the implementation. Lessons learned from
previous gender equality projects showed that the implementation of short-term actions
not only enhanced the commitment of the involved researchers and Transfer Agents, but
also immediately showed the involved organisations that this project really changes
something (rather than merely speak about change). Another point is the idea of “giving
something back” to the involved staff. While many gender projects do research about the
involved organisations and ask the staff to answer questionnaires and to take part in focus
groups or interviews, quick actions show that the money dedicated for the project is
immediately destined to support the organisation in its gender equality efforts and initiates
changes, which are visible to the staff. Possible examples for such kinds of actions are
inviting experts on the topic of including the gender dimension in research, setting up
brown bag sessions to make gender researchers more visible, initiate a women’s peer

group, or collecting ideas to improve conditions in the working environment.

Phase four is devoted to the implementation of middle and long-term actions, which are
equally important as most of the system changes (not only in the involved RPOs but also
beyond in the whole science and research system) need time for planning and
implementing actions, which are designed for changing the organisational culture of

organisations. Middle-term actions are defined as activities, which will be started and
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finished during the project life cycle; actions for a long-time implementation will start during

the project and will be maintained beyond the funding period.

In the fifth and last phase questions about the sustainability of the GEPs or specific
actions will be discussed and tackled. For a successful implementation CHANGE takes
sustainability aspects into consideration right from the beginning, based on the practical
experience made during the realization of actions, modifications, adaptations and changes
might be necessary. Another emphasis during this phase lies in the regional, national and
international knowledge transfer of the co-produced gender equality knowledge with in
CHANGE. Workshops will be set-up as means for dissemination, communication and

exploitation.

All the activities in the described five project phases are constantly process monitored. A
set of tailor-made qualitative and quantitative monitoring tools including performance
indicators is therefore adopted (Peterson and Dahmen 2018). The gathered monitoring
knowledge is regularly fed back to the project team and the implementing institutions to

improve the project outcomes.

To increase the success and sustainability of the strategic actions, the involved TAs have
to be on board from the beginning of the project and are therefore considered as part of
the CHANGE team, additionally stakeholders (e.g. from RFOs) are involved in an early

stage of the project as well.

4 Conclusion and outlook

CHANGE contributes to closing the research-to-action gap, respectively the theory-to-
practice gap by means of a knowledge co-production approach, which follows iterative
learning cycles following the action research concept. The co-production activities we
implement are tailored and engage various knowledge holders and key actors, who hold a
certain power, for change in the participating organisations and beyond, the Transfer

Agents, from the beginning and throughout the whole project duration.

This upstream engagement is not only driven by substantive motivations, such as
integrating various types of gender knowledge and practice expertise, but also by strategic
considerations that support from influential actors and a wider group of key actors,
positively impacts the success and sustainability of GEPs in the participating

organisations. At the given point in time CHANGE is in its second project year, the results

63



of the institutional gender benchmarking have been analysed and discussed with TAs and
the project team. Subsequent activities included the implementation of quick actions within
the institutions, and all partners started connecting and networking with relevant key
players and practitioners in the field of gender equality in science and research. This is a
first step towards the foreseen communities of practice, which will represent one
sustainable project output. Changing the culture of an institution is not going to happen in
four years’ time, we are realistic enough to know that. To reach gender equality in science
and research organisations, a common vision is needed, with strategic planning, the
knowledge to implement the plans, and the persons who are committed to work on the
changes, also after the project ends. It's a long-winding process. However, an intervention
action like CHANGE can be an impetus to scrutinize existing structures and to develop

new ideas for social gender just organisations in a participatory way.
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Abstract

The lifespan of buildings CiCand open spaces can be radically longer than of other goods.
That is certainly one of the reasons why historic buildings have been traditionally
associated with heritage value, and thus maintained and protected as part of the future of
cities. However, particularly in the current world, buildings and cities are under constant
challenge and pressure of changing needs, lifestyles, services of society. Hence, any
consideration of circular economy within built environment requires approaches and
models that refer to continuity, adaptability, resilience and quality, features that often
characterize traditional historic built environments. In the past, urban centers were
normally built using sustainable techniques and resources. They were constantly
maintained with the intention to make the best use of available materials, by reusing what
was possible and thus reducing waste. Consequently, the use of local materials,
techniques, crafts and competences has shaped the built environment for centuries,
generating testimonies of local cultural identity and authenticity in different forms. Such
local culture that characterizes each place has been evolving by being resilient and strictly
connected to its environmental context. Indeed, considering the historic urban landscape
as an approach to urban conservation and planning through development, we refer to the
city in its capacity to represent its development in time, to put in common different urban
“facts” in time, as well as the resulting genius loci that made it different from others, but

breaking the concepts of identity.

Theoretical framework: circular economy and urban growth

The rise of circular economy as reference in upcoming development strategies reveals a
shared urgency to overcome present models that are evidently impotent to tackle the
complexity and the “concrete universality” of certain problems, even at local level. The
pressure of climate change, environmental needs, global migration phenomena, as well as

the need of common financial regulations, is revealing the global, common and shared
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demand to overcome the linear development paths based on extraction, production and
waste. In other words, what chairs over our global productive scenario of depleting local
resources to the benefit of a global market is not the figure of the return proper of the
cyclical notion of time as dictated by nature, but the figure of target, the problem of how to
reach linearly and efficiently the goal. In fact, our western time, at least in terms of
production, traditionally addresses linearly the future and not the past. This evidently puts
in close relationship the availability of means with the goals to be achieved: when the aims
are too far, also the means risk being ineffective. In this perspective, we might say that our
time is not simply linear but rather “project oriented”. We eject our arrow (the model,
something that does not exist yet) straight into the future. We are future oriented, we
simulate future through a project or a model, trying so to give a shape to a “simple”
potential: we project (extrude and/or forecast), we pro-eject, we eject in a linear way
forward.

In urban contexts though, dealing with heritage and historic places means dealing with the
past, in a circular perspective with respect to the cyclical notion of time; in fact, in the
cyclical notion of time the future is at the same time the recovery and the revision of the

past, which our present calls and demands to reiterate.

Noticeably, in urban historic contexts (and European cities and towns have all the historic
dimension), the circular process of reinventing, regenerating, reinterpreting, respecting the
past has to be aligned with the linear time of the project: maybe it is exactly the opposite.
Like in seasons, that belong to the cyclical behaviour of nature that perpetuates winning
regeneration processes, in traditions the transmission is driven by circular reiteration of
knowledge, believes and habits: in local traditions time has already revealed its multiple
dimension of care and maintenance that challenges the production imperative of the

project and its linear development model.

In the traditional, pre-modern world, the community lived in close contact with the
environment. Over generations, the choices of economy in a community were based on
the human creative capacity to find the most appropriate ways to meet the needs within
available resources. While the needs of the society were subject to gradual change over
time, it was necessary to develop a habitat that could absorb the desired new
requirements without undermining its basic typological characteristics and thus preferring

sustainability over radical change. The result was a built environment where components
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were based on typological variations that together formed a cultural territory, joining urban
ensembles with the surrounding rural territories. Due to human creative capacity, such
cultural territories had a great diversity, coming to represent the entire humanity over its
millennial evolution. Consequently, in such a cultural territory endured the memory of
humanity, characterized by elements that represented the cultural-historical authenticity of
its local territorial identity. With the modern industrial development, the pre-modern way of
living came to face drastic changes. Due to progress in science and technology, as well as
better understanding the requirements of healthy living, populations started growing.
Partly, this also resulted from an improved management of agricultural activities, and the

consequent migration of a part of rural population to towns and cities.

As a matter of fact, realizing the necessity to keep sound and coherent relationship with
the past while envisaging the future, is one of the key aspects of the present co-design
processes with local stakeholders and citizens, and experts are often impressed by the
need of stakeholders to consider past as a circular return of their history which calls to be
reactivated again and again. Any lack of the circular dimension of time might indeed return
as an ambiguous feature of unreceptivity and hostility that local identity might produce if
relationship with the past has not been activated. It is exactly in this effort to balance the
linear time of project, with the ticking of circular-cyclic time that nature or tradition impose,

that the future projects and production scenarios are called to perform.

Understanding the notion of “circular economy” as an economic system aimed at
minimising waste and making the most of resources, we can appreciate that there is
similarity with the objectives of integrated urban conservation. The processes that had
been traditionally dominant in the pre-modern period, were challenged with the
introduction of the strategies of linear economy, namely the mechanization of transport
and production, developed so as to eliminate limits in the building sector. The absence of
barriers in many senses changed the previous rules and slowly imposed new models for
urban regeneration, which included new materials, new technologies, new skills, new
competences, and became more and more globalized. The treatments of historic buildings
and the development of the built environment were slowly standardized at different scales.
Often this resulted in the loss of construction details and of the identity of the place that

were an expression of past human creativity and of the genius loci.
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The recent trends that have put circular economy at the core of discussions on
sustainability are moving in favor of the preservation of historic cities, opening interesting
economic and cultural scenarios that will not let “preservation” being considered as a
burden. Suddenly, local qualities and resilience are again becoming important and there is
a run in giving back to the built environment its partly (or even fully) lost integrity and
authenticity. Even tourism is contributing to this trend by developing new models based on

experience, balanced judgment and taste.

The historic urban development and the sudden change

As a result of the various developments, cities started growing generating a building
industry that also profited from the existing natural resources. Starting from Western
European countries, this development rapidly expanded to other parts of the world, partly
also due to the colonization of lands in different continents. It seemed that the resources
would never finish, and consequently, traditional sustainability came under threat.
Particularly in growing cities, the traditional urban fabric was subject to change and the
constructing of ever taller buildings. At the same time, the traditional rural landscape
started changing, and in many cases, there developed a new form of industrial landscape.
In the first part of the 20th century, urban planning was too often aimed at renovation and
replacement rather than maintenance. It was proposed that the modern architecture was a
“‘machine”, which would have a limited usefulness over time. Thus, it needed to be
replaced or drastically renovated about every fifty years. In the same line, modern
industrial household products were only designed to last a limited time to be replaced
periodically. As a result, also the building aligned to the with the principles of the “linear
economy”, i.e. economy based on industrial products, which needed periodic replacement,
in all types of artefacts.

Modern urban planning developed particularly in the post-WW?2 period, i.e. in the 1950s
and 1960s, when there was great need of new habitat and when industrial development
was diffused into all continents. As a result of the destruction of familiar habitat associated
with local identity, people started becoming aware also of the need to reconsider planning
policies. In 1945, the Constitution of UNESCO stated that ‘culture, and the education of
humanity for justice and liberty and peace are indispensable to the dignity of man’. Indeed,

one of the principal scopes of UNESCO is to ‘Maintain, increase and diffuse knowledge:
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By assuring the conservation and protection of the world’s inheritance of books, works of
art and monuments of history and science’. UNESCO became the principal world
organisation to promote this task, resulting in the adoption of international
recommendations and conventions to guide the Member States, as well as establishing
international organisations to assist in this process, including ICCROM and ICOMOS for
culture and IUCN for nature. The number of international conferences and workshops
have since been organised, including the First International Congress of Architects and
Technicians of Historic Monuments took place in Paris, in 1957, and the Second Congress
was in Venice in 1964, both under the auspices of UNESCO. The Venice Congress
adopted the International Charter for the Conservation and Restoration of Monuments and
Sites, which become known as the founding stone for the development of an international

doctrine in the conservation of the built heritage.

The question of truthfulness of evidence when dealing with archaeological sites and
historic buildings was already established with the development modernity in the 18th and
19th centuries. In the Venice Charter, in fact, authenticity was taken as “known”, not
requiring further definition. The preface of the Charter was written by Paul Philippot, at the
time deputy of ICCROM: ‘Imbued with a message from the past, the historic monuments of
generations of people remain to the present day as living witnesses of their age-old
traditions. People are becoming more and more conscious of the unity of human values
and regard ancient monuments as a common heritage. The common responsibility to
safeguard them for future generations is recognized. It is our duty to hand them on in the
full richness of their authenticity.” With the diffusion of modern conservation policies to the
different cultural regions, it was understood that there was need for further discussion
about the significance of the notion of authenticity. The opportunity was offered by Japan,
in collaboration with UNESCO, ICCROM and ICOMOS, to organize an international
conference in Nara in 1994. This was anticipated by a small working group meeting in

Bergen at the beginning of the same year.

Speaking in terms of cultural heritage adaptive reuse we should stress that certain circular
attitude is, or should be, a common approach within the logic of all intervention phases. In
traditional building sites, but also in line with the accredited conservation doctrine that
started with the Venice Charter, materials and knowledge are always reused and

reconsidered within circular production dynamics. Once, in traditional building sites the
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reasons were mainly economic, today they are linked to the material characterization (in
sense of the dignity of materials that are usually good in aging) and there are also several
doctrinal foundations related to the concepts of Integrity and Authenticity. However, this is
to say that circular attitude when dealing with tangible or intangible aspects of Cultural
Heritage is (at least should be) a rule and not an exception and cultural heritage adaptive
reuse should evolve and go beyond its current role of being one of many preservation

models or acting as one of many alternative cultures of design practice.

In cultural heritage adaptive reuse what is there left from the past, is never considered as
an inert or passive residual of history available for additional repurposing through many
categories of reuse, whether it's recycling, up-cycling, down-cycling. These residuals of
past speak to us as active fragments of history that are, as they are, already interrelated
among them and with many other tangible or intangible features, that make sense only as
ensemble. If their reiteration, whatever will be the cause or the form of reuse, does not
lack to consider these fragments as a coherent formal, material or functional system only

then the operation of use-reuse will avoid the risky to decline into the abuse.

Integrated Urban Conservation and the HUL Approach

The conservation of historic urban areas became the key issues in the 1975 European
Architectural Heritage Year, sponsored by the Council of Europe. During this year, there
were a series of conferences organized in different parts of Europe in order to examine the
policies and methodologies experimented in each case. As a result, the Council of Europe
adopted the European Charter of the Architectural Heritage, followed by the Amsterdam
Declaration, which both brought forward the notion of “integrated urban conservation”. This
was further discussed by UNESCO, who also adopted an international recommendation
concerning the Safeguarding and Contemporary Role of Historic Areas (1976). This new
planning approach was based on the already existing planning methodology, but with a
fundamental difference. While the modern urban planning often was targeting newly built
areas, the conservation approach was aimed at the identification of the significance and
qualities of an existing urban area. Therefore, while the planning norms for modern areas
would be based on new design ideas, the planning of existing historic areas needed to be
based on the identification and recognition of all the types of buildings and spaces that

together formed the urban ensemble. Furthermore, it was necessary to understand such
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traditional historic areas within the environmental context, involving both nature and more
recent urbanised areas. Such approach developed recently into the Historic Urban
Landscape (HUL) as developed by many international actors and organisations, merging

the tangible and the intangible components of urban built environments.

This is exactly why HUL is important if connected to circular trends. It is through the eyes
of landscape and within the Historic Urban Landscape approach, that classification
categories of reuse, considered as potential drivers of the future production scenario, shift
towards the identification of those forces that perform and guarantee the integration. When
it comes to the preservation project, and in particular to the cultures of adaptive reuse, the
driving question becomes: how to embrace the full complexity of historic urban landscape
phenomena, beyond the empirical, doctrinal or any other accredited approach? What
could be represented as an order that make sense rather than the simple extension of

space, land, panorama or territory?

How to find the landscape, the glue, to execute the entire montage of past and future
sequences, material and formal expressions of heritage and social practices and

outcomes, into the circular business or production dynamics?

Prior to HUL, The Landscape approach considers established ideas of landscape like as
morphology, panorama or polity/region, but following European landscape Convention it
mainly defines Landscape as an area that people share, value and use; Within this
framework, landscape is out of the privileged fieldwork of experts or land owners but it
belongs to everyone from users to those that are gratified by its enjoyment, and thus all
views should be considered when it comes to its preservation, planning or management.
Given that in the landscape approach, tangible and intangible components merge, they
relate the individual dimension to the public and collective dimension, as well as solidify
the relationships between past and future through the present, enhancing the present
responsibilities in relating past and future, both at collective and individual domain. As it is
asked for natural “heritage”, individuals are responsible to transmit urban peculiarities with
all their social and cultural layers to the future, reversing the negative impact of the linear

pressure of the global market, which tends to the standardization of daily objects.
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So, who owns the landscape? Who can claim property over “wealth” that is not
quantifiable or exchangeable as an accumulation of things, but based on the quality of the
relationship between people and things on Earth and on the nutrition of the culture of

complexity this relationship imposes itself?

Through the eyes of Historic Urban Landscape owning cultural heritage is related to the
right of use, to the adaptation of reuse which never turns out as appropriation, but only as
common use. Thus, the protection, management and planning of common goods,
intended not as protection of property, of something external (as opposed) to the
individual, whether private or public. This situation additionally challenges traditional
economy and approaches to governance by reactivating business models that are driven

also by the originality and the creativeness of social initiatives and struggles.

Which circular scenarios then within multiple identities that give their voices within historic
urban landscapes? How to overcome the “multiple practices of mutual recognition”, of the
multiple set of knowledge, values, aspirations or collective will, the more complex
participation processes are, and finally advance toward shaping a concrete and shared
body of mutual identification. In other words, how to advance towards a shared vision that
is at the same time a coherent and readable plan of expression, as for example the project
is? Moreover, to which extend it is possible to give form to something like historic urban
landscape project, that cannot be captured neither within autographic dimension of
experts, nor inside multiple individual expressions of community, being at the same time
the result of a circular scenario that blurs the crystalline line between cultures of

production and the nature of resources?

It is intuitable that the closed bodies of traditional preservation, planning and management
categories have to step back and give place to those approaches that are able to embrace
the multiple residuals of history and reactivate them again in a process of reuse, where
producing is not separate from learning and co-designing with - rather than against —
Nature. This means not only greening, but understanding the “ecosystem” values of each
part of heritage. Of course, production with residuals might result as an ambiguous
process, as it reactivates something that has been as rule left behind, giving at the same

time a new impetus to the established thought bringing out its unexpected possibilities.
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The residual exists and operates within the interstitial space of what has been (past) and
what is to be (future), allowing the operation to get out of established formats, categories

or, in terms of urban morphology, typologies and reconnect again.

Fig. 3: Traditional solutions of reusing materials, residuals, as in the Venetian Terrazzo floor

y
Fig. 4: The work of reinventing meanings and uses for the residuals, as made by Carlo Scarpa in the Querini

Stampalia museum.

If we address HUL under this operational condition, it results as an approach that helps us
to recover residuals that are “in common” within the heterogeneous and composite spatial
and temporal urban stratigraphy. In other words, the residuals make possible (and visible)
the relationship between different terms (models, types, etc.) and opens the possibility of
dialogue between them instead of falling back on themselves as separate and inert
remaining. This approach also sheds a new light on terms such as “cultural identity”
(always if there is any such thing), genius loci, integrity and authenticity, leading us to exit
the “identity” perspective, by acting divergently, as a “fruitful waste”, that brings out a range
of unexpected resources instead of increasing the convergence of identity as the

classification of the same.
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The practice

Relating urban regeneration to tradition in its tangible and intangible components means
recognizing the link of different layers and mostly of different scales. As the theory of
typological urban conservation highlights, parts of a building (we may add also its interiors,
including handmade furniture) talk about the reasons for a certain type of built environment
development in time. As we have seen, authenticity and integrity play a role in this. But
what do we mean with authenticity and integrity and how much this extends in urban

contexts?

Thirty years after the Venice Conference, the Japanese meeting adopted the Nara
Document on Authenticity, which has since been recognised by the World Heritage
Committee and included in the Operational Guidelines for the Implementation of the World
Heritage Convention. The reason for the organisation of the Nara meeting was to examine
the applicability of the notion of “authenticity” in all the world cultures. The question was
raised due to some criticism about the European bias in judging authenticity. Indeed, one
of the principles established in Nara was referred to the diversity of human creativity: ‘The
diversity of cultures and heritage in our world is an irreplaceable source of spiritual and
intellectual richness for all humankind. The protection and enhancement of cultural and
heritage diversity in our world should be actively promoted as an essential aspect of
human development.’ (art. 5) Consequently, it is stated that understanding the significance
of a resource depends on the truthfulness of the sources of information, i.e. authenticity.
We need to understand and judge the meaning of heritage properties within its cultural
context. Therefore, the critical question is the identification of the relevant information
sources in each case. These can be referred to material testimonies as well as to social
and cultural belief systems, such as ‘design, materials and substance, use and function,

traditions and techniques, location and setting, and spirit and feeling.’ (art. 13).
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Fig. 6: picture taken in Gorizia to a similar building where no attention is paid in preserving both authenticity

and integrity of the fagade.

Integrity refers to the structural, material, aesthetic whole of an object, namely how much
of its initial fullness remains or is left. This may be clearly true for small objects as well as
for urban areas and do not address mainly their tangible components, but also their
intangible component. Authenticity and integrity are strictly related but do not always come
together. In historic buildings, for example, the concept of maintenance was essential and
could include actions of replacements of some parts (this is in itself circular, not only
because linked to the use of “natural materials” but to the idea of waste and energy
reduction, opposed to the present linear process of substitution of the “whole”) reducing
the material but maintaining the conceptual authenticity of a work (fig. 5 and 6). Important
here to stress that authenticity and integrity applies also to modern built heritage, and their

weight should be aligned to the heritage intrinsic values.
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As we have also noticed above, the concepts of authenticity and integrity are means and
represent something to be “transmitted”, as the genius loci. Genius Loci refers to the
specific creative inputs that is generated by a specific territory (Fig. 7). Historic
development associated to climatic conditions create different, peculiar, place oriented
human responses for adaptation. This means that the tangible manifestations of human
adaptations represent a proof of the history of a territory. This is true in rural contexts as
well as in urban ones. Traditional buildings, as well as traditional crafts and knowledge are
expressions of the genius loci, of the adaptation of human beings to specific environments,
beyond cultural “contaminations” and before globalization trends that might have
reproduced the final effect, but not its intrinsic peculiarities that may be related, for
example, to the circularity of maintenance (wood similar ceramic tiles achieve almost
perfect final appearance as wood planks, but cannot be either repaired or treated as the

original).

Genius loci though must be accompanied by the sense of place (that is often considered
as the genius loci) although it should be understood with an additional dimension, the
social one. The sense of place indeed refers to the present use of the place in line with its
genius loci (Fig. 8). The sense of place reflects the historic development, the peculiarities
that made a space place for a specific group of individuals in time. Sense of place refers to
the use of the space. Traditional buildings and local traditions give the “tangible”
contextualisation of the place and their respect, maintenance, contribute to the
preservation of this sense. If a traditional architecture may be considered unique or
peculiar, the sense of place makes it even more unique. The sense of place contributes to
the quality of life as one is relating to his own environment. Genius loci may be visible in
architecture, infrastructural solutions, landscaping, crafts and popular rituals and festivities.
At the same time, genius loci may be granted in contexts of absence of the “sense of

place”.
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I

Fig. 7: Venice is a perfect example of genius Loci, displaying numerous solutions of adaptation to local
needs and solutions in many of its tangible and intangible components. Pic. From http:/

/events.veneziaunica.it/it/content/ca-farsetti

Fig. 8: Venice though is often referred as a place where the sense of place has been lost for the lack of
connection between present use and historic development, determining doubts about its authenticity as a

city. Pic. From https://veneziaautentica.com/impact-tourism-venice/

Unfortunately, our ongoing researches within the CLIC project show that the practice so far
has not been fully positive in connecting urban preservation with respect of authenticity
and integrity and with respect of the genius loci with maintenance of the sense of place,
due to numerous factors that could be listed as:

* Lack of knowledge of the preservation theory, namely properly merging heritage
preservation, adaptive reuse, urban conservation and regeneration. Such lack belongs
both to the political side, the decision makers, that have not been able so far always to
design policies or implement tools and practices to make this possible, but it belongs also
to the professionals, that have not been either trained properly or capable to achieve the
right understanding of the main heritage concepts;

» Lack of awareness by the citizens, the individuals, the traditional heritage owners
(important to stress that we are not referring to monuments), who have still difficulties in
understanding the importance of their heritage, of their genius loci manifestations, of the
sense of place and of their active influence and possible contribution to this.

» The market pressures and logic, that have been both communicating the “better” of new
materials and technologies, even when this was not true, and generated a set of
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standardized products easily available in the linear production chain. As for other goods,
also built environment has been suffering of the “intermediate and provisional solutions” in
the logic of “this may be changed anytime”.

* Inorganic development of the built heritage solutions, that have been growing without the
traditional, slow, connections, due to the incredible grows of introduction of new materials
and technologies, often produced outside the building sector. This is why, for example,
installations of the heating or cooling systems are often added and not integrated in the

structural whole of buildings.

« Difficulties in accepting that adaptive reuse of heritage and traditional built environment
must be intended as a biunivocal adaptation, of buildings to men and of men to buildings.

In this respect, linear economy has played a fundamental negative role.

* The misleading idea of private property has generated a general fall of interest by
individuals to accept their responsibility in contributing to the public space. As an example,
if it is true that an apartment is considered fully private, with the inclusion of all its parts, on
the opposite it has an important public dimension that is both tangible, as the prospect of
the apartment on the public road or square, and intangible, as the historic layers in the
apartments that are not merely related to the private sphere of the previous owners, but on

the relationship the apartment and its building have with the rest of the context.

Conclusions

The paper has been trying to highlight in different forms how much the fundamentals of the
heritage and urban preservation theory are related to the fundamentals of the circular
economy, opening up an interesting scenario to favor HUL. In reality it is not simply a
connection, given that traditional knowledge, built environment and cultural sites have
been generated on the cyclical processes of the pre-industrial society, thus related to local

resources, materials, techniques, competences and habits.

Nevertheless, highlighting such connection (historical and theoretical) must be
accompanied by a clear overview of the practical synergies between adaptive reuse,

urban preservation and tradition, as highlighted in the CLIC project, as:
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* Respect of integrity and authenticity — promoting maintenance instead of renewal.
Restoration must come as an exception, while maintenance as a rule. Maintenance is

cost-efficient.

» Materials recycling and re-scaling — generating virtuous mechanisms that reproduce the
historic building site in its practice and results. Creativity is not merely expressed by

designing new shapes, but also in upscaling residuals.

» Objects/Finishings/Furniture reuse and re-scaling - generating virtuous mechanisms that
reproduce the historic building site in its practice and results. Creativity is also expressed

in up-scaling residuals.

* Multifunctionality — giving the urban tissue intensity in use, as in the past where low
mobility means were facilitating a full and intense use of the urban environment, during all

its daily life. This much refers to the sense of place.

» Generation of economies based on culture and nature — new aesthetic or heritage
communities are growing, where mutual needs relationships are different than the

traditional ones, given the present existence of a virtual sphere and market.

* Resilience as regenerating force — the need to refer back to the local knowledge and
traditional produces new old-economies and favor both traditions and urban heritage

protection

* Retrofitting — is not meant anymore as a simply adaptation of buildings tout-court, but as
a more complex and protection-oriented approach which involves a mutual adaptation

object-man.

« Community/collectivity engagement or simple awareness — A clear work of education and
awareness raising has to be done to favor the circular economy process in urban

regeneration. However such effort is today lighter than some decays ago.
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Circular economy in urban context must then act at different levels, not only in the

buildings adaptive reuse:

* it is about objects — the micro scale (think about the solidarity markets or the repair

cafes)

* It is about buildings and their maintenance — the meso scale

* It is about urban ecosystems — the macro scale

Evidently, this is not an individual action, but a more societal movement:

* More than punctual projects, the importance is given to governance, that is how micro-

meso and macro are interrelated.

* To reach the micro level awareness raising is needed, as well as acting on the level of

commons;

* To reach the meso level awareness raising should be merged to training, given that

professionals themselves do not promote the “right thing”;

 To reach the macro level, courageous policies should be put in place, recognizing the

primary role of culture and nature in the citizens well-being.

Still, even if the conservation movement have been developing the conservation theory for
about one century, relying initially on the artistic qualities, lately on the socio-cultural
specificities and finally — to convince also the policy makers — on the economic values (we
should refer here to the works of Peacock, Throsby, Klamer, etc.), today is the economy
itself coming back to help the preservation movement. Although the fundamentals of the
circular economy today rely on the environmental and health concerns, they let traditional
practice principle re-emerge, together with the need of more sustainable materials,

techniques, technologies and procedures.

The real contribution of landscape concept in the EU-CoE Convention and of the Historic
Urban Landscape approach in the UNESCO Recommendation has been to re-connect in
planning the heritage dimension to the socio-economic dimensions, making the concept of
identity not referred to the community, but to the territory. Considering the loss of the
traditional concept of community, the territorial identity helps in generating new other
communities that are volatile, project oriented and topic focused. The opportunity of

European urban context today in terms of tradition and heritage preservation is given by
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the spread of communities of sustainability that acknowledge the importance of circular
economy and renew their interest (direct or indirect) toward local resources that are by
definition part of the tradition. Never in the history of the preservation theory the modern

school of economy has been so close to tradition and heritage.
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Abstract

People with profound intellectual and multiple disabilities (PIMD) often communicate on a
pre-symbolic level and use unconventional behavioural signals to express their needs.
Hence, the exact understanding of their needs is often not possible even for very familiar
persons. This significantly restricts the participation of people with PIMD in all areas of life.
However, advanced Information and Communication Technologies (ICT) allow to create
smart systems which can, potentially, intelligently interpret these non-symbolic behaviours
and translate them into actual needs of people with PIMD. This way, people with this type
of disability can be empowered to take actions themselves, especially when their direct
support person (DSP) is not available. The INSENSION project investigates if ICT can be
employed to create a smart solution capable of supporting people with PIMD and if such a
system can be successfully used in practice within the project. This paper discusses
ethical issues deriving from the use of Artificial Intelligence (Al) technologies within the
context of PIMD. Issues like the target group’s inability of giving consent to use these
technology-based solutions, which can potentially enable a level of self-determination
previously not available to them, need to be addressed. However, not enabling Al for use
by people with PIMD would entail refusing them the possibility to benefit from the potential
of achieving a certain level of independence. Therefore, a system like INSENSION must

be designed and provided.
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1 Introduction

The INSENSION project focuses on creating and validating an Information and
Communication Technologies (ICT) system capable of recognizing the meaningful non-
symbolic behaviours of people with profound intellectual and multiple disabilities (PIMD,
also referred to as PMLD — profound multiple learning disabilities) and, through putting
them into the context of what happens around a specific individual at the time of a given
behaviour, allowing the needs of these people to be met with the use of assistive
applications. While the primary envisaged application aims to facilitate communication with
other people, other uses can be imagined such as turning up the heating in the room when
the person with PIMD protests against the cold or playing back their favourite music for

relaxation.

The INSENSION platform uses advances in computer vision and audio signal analysis to
recognize gestures, facial expressions, vocalizations and psychophysiological states.
Further on, similar techniques, additionally extended by readings from ambient sensors,
are used to understand the context of the behaviours of people with PIMD. A combination
of these methods for automatic analysis of data acquired from the primary end user — the
person with PIMD — using cameras, microphones and other relevant Internet of Things

devices, constitutes the intelligence of the developed system.

The primary goal of the project is to verify whether creation of the system in question is
possible from the technical point of view and whether the system will be smart enough to
act accurately on behalf of the primary end user. However, several additional questions
arise when discussing real-life usage of such a system. These questions relate, inter alia,
to the privacy of the primary end users, the extent to which the system should act on its
own once it is able to recognize the meaning of a given behaviour of a person with PIMD,
the possibility of allowing the system to act as a prosthesis for verbal communication for a
person who is biologically unable to use verbal communication. All these questions are
also subject of the research conducted within the project and have been included as
important design issues to be solved with the participation of representatives of the
secondary users group — direct support persons (DSPs), e.g. relatives or professional

caregivers.
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This paper starts with presenting the characteristics of PIMD in Section 2, leading to the
description of the concept and functionality of the INSENSION system in Section 3.
Section 4 discusses the ethical issues related to the use of a system based on Artificial
Intelligence (Al), like the one to be created within INSENSION. Finally, conclusions are

presented in Section 5.

2 Background
2.1 Profound intellectual and multiple disabilities

The group of persons with PIMD is relatively small but increasing in numbers (Bellamy et
al. 2010). Proving this statement by means of exact numbers is nearly impossible due to a
lack of quantitative data concerning the prevalence of this population (Fornefeld 2004).
One of the reasons for that is the challenging task of defining PIMD because of the
characteristic heterogeneity concerning the causes, forms and manifestations of the
disability within people affected (Axelsson et al. 2014). The International Classification of
Diseases 11th Revision (ICD-11) provides a first orientation by declaring a “below average
intellectual functioning and adaptive behaviour that are approximately four of more
standard deviations below the mean (approximately less than the 0.003rd percentile)”
(World Health Organization 2019) as characteristic. Typically, the intellectual disability
goes along with below average adaptive behaviour, physical or sensory impairments as
well as complex health needs like epilepsy (World Health Organization 2019; Nakken &
Vlaskamp 2007). In this rather medical perspective, other influencing factors besides the
intellectual disability itself are not taken into account. Therefore, the International
Classification of Functioning, Disability and Health (ICF) — also published by the World
Health Organization — offers a consistent and standardized terminology for describing the
bio-psycho-social aspects of the consequences of illness. The model of ICF is presented
in Fig. 9.
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Fig. 9: The Model of International Classification of Functioning, Disability and Health.

All of the illustrated factors can have a positive or negative impact depending on the
persons’ situation. In the ICF conception, the particular disorder or disease (e.g., a genetic
syndrome) is seen as a kind of starting point of the reasoning, which does not
automatically lead to actual restricted participation. The health condition influences specific
body functions and structure concerning, inter alia, motor competencies or intellectual
abilities. To what extent these factors lead to a disability depends on personal factors (e.g.,
intrinsic motivation towards a particular activity) and environmental factors (e.g., support of
parents or prevalent politics). Disability itself is also seen as a situational phenomenon, as
the severity of the disability depends on the specific activity. In conclusion, the model
illustrates the above-mentioned heterogeneity by taking into account contextual factors as
well (DIMDI German Institute of Medical Documentation and Information 2017; World
Health Organization 2001).

2.2 Communication

People with PIMD often communicate on a pre-symbolic level because they did not (yet)
learn the understanding of symbols like pictures or pictograms and usually do not use
verbal language due to their intellectual disability or motor impairments (Bellamy et al.
2010; Maes et al. 2007). Hence, their body’s own behaviour signals need to be perceived
and interpreted by their environment in order to understand their needs. Interaction

partners must focus on specific gestures, facial expressions, vocalizations and
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physiological parameters (Brady et al. 2012; Carnaby 2007) to understand the three

reasons of preverbal communication (Rowland 2013; Rotter et al. 1992):
* demanding objects or actions that the person wants

« protesting, when the person does not want a specific object or action

« commenting a social interaction

These signals are highly individual as they usually occur on an unconventional level.
Therefore, common conventional signals like nodding or the pointing gesture are not used
(or at least not with the same meaning). Since most of the current technological devices
for supporting the communication between people with and without disabilities require the
understanding of symbols, these forms of Augmentative and Alternative Communication
(AAC) are often not suitable for people with PIMD.

The lack of verbal language and the enormous individuality of used behaviour signals lead
to restrictions in communication and, consequently, in self-determination and participation.
Concerning the satisfaction of their needs, people with PIMD are highly dependent on
others(grouped within environmental factors in the ICF conception). This high need for
support ranges over their whole life span (Axelsson et al. 2014; Nakken & Vlaskamp
2007). Therefore, individuals with PIMD need to interact with others even to get their basic
needs fulfilled, but the number of interaction partners who are actually capable of
accurately perceiving and interpreting these specific and highly individual behaviour
signals is usually very limited. In most cases, the differentiation between pleasure and
displeasure is by all means possible for close DSPs, whereas the exact understanding of
more complex needs or specific emotions like fear, disgust, surprise or sadness is often

quite difficult even for familiar persons (Petry & Maes 2006).

3 Artificial intelligence supporting people with PIMD

Section 2 described the characteristics of PIMD and the needs of people living with this
type of disability in relation to achieving the highest possible quality of life. Like with any
other disability, its characteristics define the type of tools capable of enabling a high level
of self-determination. The ability of self-determination is an important aspect of living a
happy life. Therefore, it is crucial to enable any person with disability, including people with

PIMD, to have a level of self-determination as high as possible by using relevant tools.
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Within the context of other types of disabilities, these tools include for example a
wheelchair for a person with motor impairments or a white cane for a person with visual
impairments. People with PIMD require the employment of ICT solutions to achieve the

same goal.

3.1 The challenge

Looking at the nature of PIMD, it primarily results in limiting people’s abilities to
communicate with others and to meaningfully interact with their environment. This
prevents these people from fulfilling their needs on their own. They need to rely on others,
particularly those that can understand their highly individual, usually non-symbolic
communication schemes. The caregivers supporting them act as interpreters of the
specific non-symbolic ‘language’ of a given individual with PIMD. This non-symbolic
‘language’ is composed of facial expressions, gestures and vocalizations, therefore DSPs
look and listen to notice a specific behaviour. Since non-symbolic behaviours are reactions
of people with PIMD to whatever happens around and/or to the given individual with PIMD,
caregivers interpret these behaviours depending on these happenings. Once they
understand the particular need expressed with the use of specific non-symbolic

behaviours, the DSP can perform an action leading to fulfilling that need.

The way in which the caregivers of people with PIMD work to fulfil the needs of these
people directly demonstrates the desired functionality of a solution that could perform

similar tasks. This functionality should be related to allowing:

* to visually recognize and distinguish between facial expressions and gestures, and to

hear and distinguish between vocalizations,

* to recognize (visually and acoustically) and to understand what is happening around the

individual whom the developed solution strives to support,

 to notice the correlation between particular behaviours and particular elements of the

situation around the supported individual,

* to interpret all the information mentioned above as a particular need of the supported

individual,

+ and finally, to fulfil that need.
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Such a list of abilities defines the general picture of how the technological prosthesis
enabling people with PIMD to make decisions on what to do next on their own should be
constructed. Since processing of information is heavily involved, this solution should be

based on ICT and operate in a cycle as presented in Fig. 10.

information about context
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Monitor the Recognize

surroundings nonsymbolic
‘ behavioral signals
influence on caregivers and surroundings Person with affective intention
PIMD

i.l-,%

& )

Assistive digital
services

Communicate the
recognized intention

decision of the person with PIMD

Fig. 10: The operating cycle of the INSENSION system implementing a self-determination prosthesis for
people with PIMD.

Because the meaningful behaviours of people with PIMD are usually reactions to
happenings around them, the ICT system that is supposed to support their self-
determination must monitor the environment of the individual it supports. This way, it is
able to collect information about the context of any behaviour of that person. The second
step is to recognize the facial expressions, gestures, vocalizations and physiological
parameters of the supported individual in order to recognize complex non-symbolic
behaviours comprised of a number of such signals. Combining the recognized non-

symbolic behaviour with information about the context allows to interpret it as an intention
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of the supported person, for example as a demand to prolong a situation that makes them
feel comfortable or as a protest against a situation that makes them feel uncomfortable.
From this moment, the assistive ICT system is ready to communicate the identified
intention of the supported individual to the ICT-based assistive services or applications
that interpret the affective intention of the supported individual as a decision to perform a
specific action with the use of the functionality available within these services. The actions
performed on behalf of the supported individual either preserve the situation around them

or change it according to their needs, thus influencing their environment.

3.2 The technical solution

The INSENSION system is foreseen as a system working in the close vicinity of an
individual with PIMD (Fig. 11). It uses various sensors to collect data from the primary end
user and from the environment around them ranging from cameras and microphones to
sensors measuring such parameters as air temperature. Afterwards, the collected data is
analysed and compared to the behaviour patterns defined based on the human knowledge
on the non-symbolic interaction schemes of the user and interpreted as decisions of the
user as to what to do next. These decisions are communicated to specialized assistive
service or applications, which perform actions aimed at executing the decision of the user.
These actions may relate to involving human caregivers to provide the assistance, supply
direct support to the user without any DSP, or influencing the environment with the use of

relevant actuators.
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Fig. 11: The general concept of the INSENSION system.

On the technical level, this system contains two major types of components that enable it
to process and interpret the data collected from the user, i.e. non-symbolic behavioural
signals and data on the environment constituting the context of the user’s behaviour
(Kosiedowski et al 2019). The first type are the so-called recognizer components, which
are used to: (1) recognize people’s faces and their facial expressions, (2) recognize
gestures, (3) recognize vocalizations and sounds, and (4) recognize the affective
physiological response of the given individual. The second type of component is
constituted by the Interaction Decision Support Service. Fig. 12 presents the placement of

these components in the logical architecture of the system.
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The recognizers are created with the use of machine learning techniques that allow the
specific recognizer components to learn how to notice the required items and events in the
video and sound collected with the use of the system’s cameras and microphones. This
training phase allows to build the relevant numerical models of faces, facial expressions,
gestures and vocalizations/sounds. The models are built using real data collected from the
users and their environment, i.e. video and sound recorded there. to the system compares
the video and sound recorded during actual system operation with these models in order
to find occurrences of behaviours fitting those models. Thanks to this, the system is able to
recognize visually and acoustically what the user does with their face and body, whom the
user sees and what the user ‘says’ or hears. Fig. 13 presents example facial expressions
and gestures recognized by the relevant system components:
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Fig. 13: Examples of facial expressions and gestures recognized in people with PIMD by the INSENSION

system components.

In the next step, the Interaction Decision Support Service attempts the interpretation of the
recognized behavioural signals. This is done through determining the behaviour state of
the user, i.e. whether the person feels ‘pleasure’, ‘displeasure’ or has ‘neutral’ attitude, and
through finding out whether the given behaviour was a communication attempt, i.e.
whether the user expressed their ‘protest’, ‘demand’ or ‘comment’. This is possible
because human experts provide this component with knowledge on how to interpret
specific behaviours of a particular individual with PIMD. The next step is to understand the
reason of a given behaviour state and/or communication attempt. This is again done
based on the knowledge provided by the human experts. Thanks to this, the Interaction

Decision Support Service is capable of interpreting for example:

* the presence of a particular DSP near the supported user as causing ‘pleasure’,

« the fact that the temperature is lower than desired by the user as causing ‘displeasure’,
+ a digital player playing a particular song as causing ‘demand’ for more of this music or

« the fan being switched off as causing ‘protest’.
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Being able to recognize behavioural signals, to determine the behaviour states and
communication attempts as well as to identify the cause of a given behaviour allows the
INSENSION system, on the one hand, to put these three items together as specific
intentions of the supported user that should be attended to. On the other hand, the system
can create a space for providing ICT-based assistance to the user, thus increasing the
level of their self-determination. In this project, this is done with the use of specialized

assistive services and applications.

3.3 The opportunities

The ability of the INSENSION system to interpret behavioural signals of people with PIMD
as their potential decisions on what should happen around them next opens a wide range
of opportunities to deliver specialized assistive applications and services. These assistive
applications and services can support the user and the DSPs in a number of life scenarios.
In order to define these scenarios, a series of focus workshops took place with the
participation of formal and informal DSPs. These workshops were held in Poznan and
Krakow, Poland, as well as in Heidelberg, Germany, using Design Thinking (Kelley and
Kelley 2013) in combination with the Walt Disney Method (Dilts 1991) to define the

INSENSION system usage scenarios.

The scenarios identified by the workshops participants included supporting people with
PIMD while transiting from the care of one DSP to another DSP; supporting people with
PIMD during the night, particularly when they wake up; enabling people with PIMD to react
to external circumstances such as weather that might influence their needs. Scenarios like
these can be facilitated using a proper combination of applications and services that can
execute relevant actions based on the decisions of the person with PIMD as interpreted by
the system. At the moment, three applications that allow facilitating the above-mentioned

scenarios are foreseen:

Communication application, allowing the person with PIMD to communicate with other
people, e.g. informing them about their current need (‘I need to relax’) or attitude (‘I don’t

feel well today, this is probably because of the bad weather’);

Multimedia player, allowing the person with PIMD to decide if and what music or video is to
be played in their room, based on feeling ‘pleasure’ or ‘displeasure when no song is

played, or on ‘demanding’ or ‘protesting’ when a particular song or type of music is played;
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Control of room devices, enabling the person with PIMD to switch particular devices on or
off, for example switch on the heating device when they feel ‘displeasure’ caused by low

temperature.

An example assistive scenario based on the interviews with DSPs performed during the
aforementioned workshops could potentially be realized with the use of the developed
system and the applications listed above. It is related to a situation when the person with
PIMD stays alone, e.g. during the night in their own bedroom. In this situation, the system,
which constantly monitors the behaviours of its user, recognizes with the gesture
recognizer that, for example, the person shakes his or her head characteristically. At the
same time, the room sensors report that the temperature is slightly lower than usually. Due
to the known fact that this particular person has a significant aversion to cold, his or her
behaviour can be interpreted by the Interaction Decision Support Service as displeasure
caused by low temperature. Such a message is sent to the application controlling the
devices installed in the bedroom. As a result, the heating device is switched on and the
room temperature can be increased to a level that is not causing displeasure and is
accepted by the user. This way, the person with PIMD can control the temperature in his or

her bedroom in a self-determined manner, without the need of intervention from a DSP.

While the above-listed scenarios and applications need to be studied during the course of
this project, they illustrate how an Al system like INSENSION can use its capabilities to
change the situation of people with PIMD, from waiting for the care to be delivered to

requesting the care to be delivered, and, where possible, fulfilling a need by themselves.

4 Ethical issues

Human autonomy also includes the ability to decide whether and with whom to
communicate. Everyone is familiar with the desire to withdraw or not to communicate to
anybody. For people with PIMD, it is much more complex to realise this basic need. As
described in Section 2.2, interaction partners often have no choice but to interpret
behaviour signals communicatively to get an insight in the person’s wishes and needs as
well as strengthen their participation. However, this leads to a risk in two ways. On the one
hand, it has to be possible for people with PIMD to withdraw or to signal that they do not
want to communicate in a specific situation. On the other hand, misinterpretations of the

observed behaviour may arise, especially by unfamiliar persons, potentially leading to

96



wrong reactions. Concerning both aspects, a high degree of empathy is required in order
to reconcile the necessary caring, communicative attention and respect for autonomy
(KlauR 2002).

Therefore, the realisation of the INSENSION project brings forth ethical issues on two

different levels:

1) Concerning research ethics, attention must be put on the involvement of vulnerable

groups without having their explicit consent to participate in the particular research.

2) Regarding human-machine interaction, the relation between the human being and the

technology — whether it is complementing or replacing — constitutes a crucial point.

Both aspects are part of the project's considerations and will therefore be part of the

following discussion.

4.1 Research ethics

Research is never neutral, but it always has a positive or negative impact on the test
person. Therefore, research ethics, especially regarding vulnerable groups, have to deal
with the questions if the specific interventions of the researcher are acceptable for the test
person and how protection of the participating person is provided if it proves necessary
(Dederich 2017).

Historically, significant violations of human rights, in particular during the Second World
War, have shown that the main component of an ethical approach is the protection of
participating persons by ensuring (Calveley 2012; Dederich 2017; Maclnnes 1999; Schnell
& Heinritz 2006):

* their well-being,
* the voluntary nature of their participation,
+ the maintenance of their physical and psychosocial integrity,

* the protection and confidentiality of gathered information (i.e., personal or health-related
data).

However, perceiving this protection as the only aspect is a rather short-sighted approach.
While medical studies, especially in Europe, are often based on the Declaration of

Helsinki, a guideline that has been revised several times up to its current version (General
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Assembly of the World Medical Association 2014; Thiel 2013), studies within the field of
special needs education can be based on the ethical framework of Beauchamp and
Childress (Beauchamp & Childress 1989). The latter focuses on the risks and benefits of
participation in comparison to non-participation and identifies four orienting principles:
autonomy, justice, beneficence and non-maleficence. These principles have no hierarchy
or strict evaluation procedure. In some cases, their implications may be in conflict with
each other, which makes it necessary to weigh them in each individual case. In turn, three

concrete rules can be derived from this framework (Fuchs et al. 2010):

» The initial focus is on the informed consent, which describes a process of transparent
clarification of the research procedure in order to receive an agreement by the involved
persons concerning the participation in the research process. An ongoing reflection during

the actual research process and well-defined abort criterions are also included.

» The second aspect describes the above-mentioned risk-benefit evaluation in more detail
with the question of who (i.e. the test person, the specific target group as a whole or just
the researcher) could benefit from this research.

* The third aspect deals with the fair selection of test persons.

4.1.1 Ethical implications concerning research involving people with intellectual
disability

In recent years, the amount of empirical research, both qualitative and quantitative, on the
lives of people with intellectual disabilities has raised significantly. In order to change the
perspective from research about people with intellectual disability (ID) to research with and
for people with ID, alternative research approaches, such as the emancipatory research
paradigm, have been developed. Although it is clear that this approach is not suitable for
all kinds of research, there is a broad consensus concerning the aim of including this
group within the research process. However, the informed consent is always a good
method of prevention of disadvantages or harm for the test persons. If this cannot be
provided on a verbal level, suitable alternative forms of communication for the specific
person, i.e. images, pictograms or symbols, are required (Dederich 2017; Mietola et al.
2017).
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4.1.2 Ethical challenges concerning people with PIMD

Although asking for informed consent in alternative ways such as “emancipatory research
paradigm with its emphasis on self-empowerment has made some disabled voices heard,
it has not been able to offer alternative approaches to include those who are the most
silenced” (Mietola et al. 2017, 264). Due to the above-mentioned difficulties in
communication and interaction between people with PIMD and their environment, there is
a lack of empirical studies (Maes et al. 2007) and descriptions concerning ethical research
approaches.This probably makes people with PIMD the most vulnerable and marginal

group in society and research (Mietola et al. 2017).

However, the crucial question is if people with PIMD should be excluded from research
due to the mentioned difficulties in finding an ethically correct form of research with this
group. Furthermore, how should the fine line between deriving benefits arising out of

research findings and considering ethical implications be walked?

4.1.3 Recommendations

In order to make best-interest decisions, some key points should be included in the
research process. Due to the incapability of providing direct informed consent by the
person with PIMD, close DSPs should be informed about the research approach in terms
of the benefits, risks, procedure and their own involvement. They should get the
opportunity to ask questions, but they should also be asked questions. Even though the
decision to participate is made by the DSPs, the persons with PIMD and their benefit from
the research are in focus all the time. Of course, DSPs will always have their own interests
and points of view. Although only consent by proxy is possible in many cases, it is
particularly important to take the perspective of people with disabilities to the greatest
possible extent. This procedure is justified by the fact that an advantage for the DSPs
does not per se mean an improvement for the person with PIMD. During the whole
research process, permanent and transparent reflection and analysis with possible
readjustment should be performed by both the researchers and the DSPs involved to
ensure the continuation of the research project. In case of doubt, i.e., if the test person or
one of the DSPs involved feels uncomfortable, they should leave the study (Calveley
2012; Coons 2013; Dederich 2017; Mietola et al. 2017).
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4.2 Ethics in human-machine interaction

Regarding technological assistance within the care over vulnerable target groups,
especially regarding the use of humanoid robots, deep-rooted fear of a loss of closeness
and affection arises. The increasing humanization of robots and Al implies the risk of a
dehumanization of care. A study of Butter et al. (2008) lists these concerns according to

their level of security:

* There are slight concerns regarding cleaning robots as well as technical aids like electric

beds or wheelchairs capable of avoiding obstacles.

* There are medium concerns regarding robots responsible for tasks where improper

execution decreases safety of humans (e.g., service robots managing transport ways).

» There are large concerns regarding the use of care robots in direct interaction with care

receivers (e.g., provision of medicine or food).

The closer the technology gets to the person, the bigger the scepticism concerning its use
gets. According to Becker et al. (2012) the acceptance towards robots depends on
whether their use leads to personnel reduction or whether it implies time savings leading

to more time for direct interaction with the care receiving persons.

Another crucial point within the context of technical assistance in care, especially when it
comes to people with PIMD, is autonomy: To what extent can technology contribute to
more autonomy without restricting the person’s self-determination in an unforeseen
manner (Dabrock 2019)? The risk of an abuse of power by technology, connected to a
loss of autonomy by the person with PIMD, needs to be considered at any time due to the

fluent transition from necessary care to paternalistic care (Falkenstorfer 2018).

The INSENSION system deals with these challenging issues in different ways. On the one
hand, the system can support the caregiver by increasing the certainty of having
interpreted the behaviour signals of an individual with PIMD accurately, based on the
technological analysis of these signals. Furthermore, the system can provide new

information by pointing out needs which had not been considered before.

On the other hand, it can enable experiences of self-empowerment for the person with
PIMD by means of the connection to assistive applications and services like the ones

presented in Section 3.3. In consequence, the experience of being able to have impact on
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their environment using even slight behaviour signals could potentially initiate further

learning processes in the person with PIMD.

5 Conclusions

In this paper, the INSENSION system, aimed at supporting people with PIMD, was
presented. These people are often not able to use any type of symbolic communication,
hence their ability for self-determination is usually non-existing. However, the recent
advances in ICT, which delivered technologies such as Al into the reach of the average
person, create an opportunity to build a sort of prosthesis of verbal communication for a

person who is biologically unable to use verbal communication.

The INSENSION system, which is currently under development, is an attempt at
employing those novel technologies for the benefit of people with PIMD. Designing this
system allows to examine not only whether developing such a system is possible from the
technical point of view, but also to study if and how such a system can positively impact
the lives of people with PIMD. At the current stage of the research conducted within the
project, it has been confirmed empirically that Al components to recognize relevant non-
symbolic behaviours can be developed (Kosiedowski et al 2019). Further work aims to
integrate these components into a coherent system capable of executing full assistive
scenarios. At the end of the project, a comprehensive field study is planned on the actual

impact of the developed system.

The project investigates the potential of Al to empower people with PIMD to act by
themselves, especially when no DSP is around. The benefit that this technology may bring
to the person with disability using it, potentially shifting the point of decision from the DSPs
to the person with PIMD, must be a strong pro argument when deciding if this technology
should be made available to them. Although it is hard to find an ethically correct way of
research, it would be even more “unethical to exclude persons with PIMD from research
that could provide insights about their subjective experiences, and about how to promote
their well-being” (Mietola et al. 2017, 264). The same way of thinking concerning the

practical use of the final technological product seems to be the only right choice.
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Abstract

In recent years, algorithmic classification based on machine learning techniques has been
increasingly permeating our lives. With their increased ubiquity, negative social
consequences have come to light. Among these consequences are ’unfair’ algorithms.
This resulted in a large body of research tackling ’fairness’ of algorithms and related
issues. Algorithms are frequently considered as unfair if they show diverging accuracies
for different groups, with a particular focus on vulnerable groups, indicating a correlation

between prediction and information about group membership.

In this paper | argue that, while this research contributes valuable insights, much of the
research focuses a quantitative understanding of fairness which creates a very narrow
focus. My argument builds on four pillars. First, much of the research on 'fairness' focuses
on accuracy as basis for 'fairness’. Even though ‘fairness’ can reduce the overall accuracy,
this is seen as a limitation, implicitly aiming for high accuracy. Second, this focus is in line
with other debates about algorithmic classification that focus on quantitative performance
measures. Third, close attention on accuracy may be a pragmatic and well-intended
stance for practitioners but can distract from problematizing the ’bigger picture’. Fourth, |
argue that any classification produces a marginalized group, namely those that are
misclassified. This marginalization increases with the classifier’s accuracy, and in tandem

the ability of the affected to challenge the classification is diminished.

Combined, this leads to the situation that a focus on fairness and accuracy may weaken
the position and agency of those being misclassified, paradoxically contradicting the

promissory narrative of ’fixing’ algorithms through optimizing fairness and accuracy.
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1 Introduction

As Machine Learning has started to increasingly permeate all aspects of our lives —
particularly since the deep learning boom starting in 2012 — a sensitivity for potential
downsides to machine learning has set hold in machine learning research and

neighbouring fields, but also the wider public.

A particular set of issues has become popular in the past decade in debates of societal
impacts of algorithmic systems, namely issues hinging on the terms ’fairness’,
"accountability’ and ‘transparency’, frequently combined in the acronym 'FAT’. These topics
have taken centre stage in a series of workshops and conferences such as Fairness,
Accountability, and Transparency in Machine Learning (FAT ML) since 2014 and the ACM
Conference on Fairness, Accountability, and Transparency (ACM FAT*) since 2018. A
plethora of papers developing conceptualisations and mathematical formulations of
fairness, as well as methods and tool kits to detect and remedy unfairness have been

published. The research has a focus on, but is not limited to, machine learning.

Research and debates on these topics has also been noted in a wider public discourse,
and by public bodies. This has, for example, resulted in the formation of the High-Level
Expert Group on Artificial Intelligence, set up by the European Commission, which also
tackles issues of ethics (High-Level Expert Group on Artificial Intelligence 2019).
Furthermore, when new algorithmic systems are being introduced, particularly in public
agencies and other areas with far-reaching consequences for affected people, these

systems increasingly get discussed in terms of fairness, accountability and transparency.

| welcome this sensitivity for societal impacts of algorithmic systems. But in discussions of
fairness, an emphasis is frequently put on a very narrow, quantitative understanding of
fairness. | will show how this narrow definition of fairness is deeply entangled with notions

of accuracy as a quantitative measure for algorithmic classification systems.

In the context of the ongoing digital transformation, algorithmic classification systems are
becoming wide spread. In this context, accuracy is often used as a measure for the
system’s quality, as exemplified by an OECD report on the use of statistical profiling — a
special form of classification — in public employment services, where a lack of accuracy is
highlighted as one potential shortcoming of these profiling systems (Desiere,

Langenbucher, and Struyven 2019). More importantly, it is stated that "[p]ost-
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implementation, continuous evaluation and updates of the system based on feedback from
all stakeholders will improve the system and its accuracy and will also help to build trust in

it" (Desiere, Langenbucher, and Struyven 2019, 3).

This paper aims to contribute to the rich body of work within STS that studies classification
and quantification. With Bowker and Star (1999) | argue that classification ist "not
inherently a bad thing—indeed it is inescapable. But it is an ethical choice, and as such it is
dangerous—not bad, but dangerous" (5-6). As | will discuss in detail in section 3, accuracy
figures are frequently used as quantifications of quality, a process that abstracts and
reduces (context) information to obtain representations (cf. Espeland and Stevens 1998;
Porter 1995; Latour and Woolgar 1986).

In this conceptualizing piece point towards issues connected to the strong focus on
accuracy, either directly or implicitly by focusing on a narrow understanding of fairness.
First, | will introduce the concept of accuracy and some frequently used definitions of
'fairness’ and their entanglement. Second | will investigate how the focus on accuracy may
have come about. Third | will develop an argument why this focus on accuracy, and
fairness in a narrow sense strongly limits the perspective of potential societal impact of
algorithmic classification systems. Finally, | will argue that algorithmic classification
produces its own marginalised individuals, namely those that get misclassified, and that
this marginalisation intensifies with increased accuracy and may lead to a reduced agency
of those who are affected. This, | argue, paradoxically contradicts the promissory narrative

of improving, or ’fixing’ algorithmic systems by optimizing fairness and accuracy.

2 Definitions of accuracy and fairness

Accuracy is a frequently used metric for algorithmic classification systems and often used
to assess its quality. In this section, | will go into some detail how accuracy, and some

related metrics, are intertwined with many (quantitative) approaches to 'fairness'.

A maijority of machine learning systems are, on some level, classification systems. But not
all classification systems are necessarily using machine learning. In computer science, an
algorithmic classification system can also be called a classifier. Throughout this section |
will illustrate the definition of accuracy by a cat picture classification example: An algorithm

should classify a picture as either showing a cat, or as not showing a cat.
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Accuracy in the context of algorithmic classification is a statistical measure that indicates
the fraction of correct classifications. It is used to quantify the correctness of classifiers.

The generalised calculation of accuracy is as follows

If the classification is binary, such as the cat picture example, the calculation can be

reformulated as follows:

Where True Positives are in the above example cat pictures that correctly got
classified as such. True Negatives are pictures that are not cat pictures and correctly
got classified as non-cat pictures. False Positives are pictures that are classified as
cat pictures but are actually not and False Negatives are cat pictures that haven't

been classified correctly as cat picture.

In some fairness research, other measures play an important role, for example the true
positive rate (Gajane and Pechenizkiy 2018; Wattenberg, Viégas, and Hardt 2016) that
signifies how many have been correctly classified into one class: Sticking with the example
of cat pictures, the true positive rate signifies how many of all cat pictures got correctly
classified as cat pictures. This measure does not take into account how many non-cat

pictures got incorrectly classified as cat pictures or correctly classified as non-cat pictures.

There are additional, closely related measures. While these differ in what they express
exactly, they operate with similar concepts such as True Positives and True Negatives.
More importantly, for my argument they are sufficiently close so that their function is
interchangeable. All these measures aim to quantify the correctness of algorithmic
classification, even though they emphasize different types of sources of misclassification.
Common to all these measures is their quantitative nature and the aim to maximize these
numbers: A ’good’ algorithmic classifier shows high accuracy numbers, or a related metric.
In the remainder of this work, | will use use the term accuracy as a shorthand for accuracy

and these closely related correctness measures.

In the past decade, a multitude of definitions and formalisations of fairness have been
used in the machine learning context. Frequently used are individual fairness, group

fairness and equality of opportunity.

Individual fairness is when similar individuals get treated similarly (Friedler, Scheidegger,
and Venkatasubramanian 2016). How ’similarity’ can be defined is heavily dependent on

the model used. In the context of college admission, for example, one approach could be
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to use the performance on standardized tests to measure similarity (Friedler, Scheidegger,
and Venkatasubramanian 2016). This approach trusts that the model is adequate and
ignores any structural effects that may lead to some groups performing better than others
in that model. This formalization of fairness is closely related to accurate classifiers: Only

accurate classifiers can treat similar individuals similarly.

Quite different to that is group fairness: Here, the population is divided into sub-
populations based on some attributes (e.g. gendered or racialized attributes) and all
groups are expected to be treated equally (Friedler, Scheidegger, and
Venkatasubramanian 2016; Gajane and Pechenizkiy 2018). In the case of algorithmic
classification, equal treatment is frequently understood as an algorithm that shows
(almost) equal accuracy for each sub-population (corresponding to disparate impact
(Friedler, Scheidegger, and Venkatasubramanian 2016)) or the true positive rate
(corresponding to equal opportunity (Wattenberg, Viégas, and Hardt 2016; Gajane and
Pechenizkiy 2018)). Here, again accuracy or a related metric is the foundation for

checking if an algorithm is fair.

There are some additional formalisations with slightly different emphasis. Most operate on
a group-level, and frequently groups identified through ’sensitive’ attributes, e.g., gendered
and racialized attributes. Gajane & Pechenizkiy (2018) provide a concise overview over
many formalizations. The aim of fairness research is, then, to prevent disadvantaging of

groups, often explicitly of marginalised groups defined by ’sensitive’ attributes.

What is important to highlight is that narrow, quantitative formalizations of fairness are
based on some correctness metric of the classifier that is either accuracy or a close
relative. This is the first source of entanglement between accuracy and fairness in the
narrow sense. Another way these two quantitative measures are entangled is that this
approach to fairness also aims for high accuracy (see, e.g., (Kleinberg, Mullainathan, and
Raghavan 2016)), sometimes noting that fairness may negatively impact the classifier’s
accuracy, asking for a trade-off between accuracy and fairness (see, e.g., (Kearns et al.
2018)). As a consequence of this, algorithmic fairness discussed on quantitative terms is
implicitly also discussing accuracy — reinforcing accuracy as a central aspect in the

evaluation of algorithms, an aspect that | will focus on in the next section.
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3 Accuracy as focal point

As | have described in the previous section, accuracy and a narrow definition of fairness
are closely entangled. In this section | argue that this understanding of fairness is
dominant in the fairness research, and consequently accuracy gets a strong emphasis in
fairness research. In addition to that, | investigate other sources why accuracy and
quantitative conceptions of fairness are in focus in many debates about algorithmic

systems.

Addressed topic | Number of papers

Fairness 22
Accountability 2
Transparency 6

Number of papers addressing the topics from the FAT/ML 2018 Conference (n = 27)
Table 2: Topics of FAT/ML 2018 papers

First, even within the FAT discourse the focus on fairness is much stronger than on
accountability and transparency. Table 2 shows the issues addressed in 27 papers
presented at the FAT/ML 2018 Conference, showing a strong emphasis on the topic
'fairness’. Further examinations of the papers addressing fairness shows that few go
beyond quantitative conceptualisations of fairness. Dobbe, Dean, Gilbert, & Kohli (2018)
highlight issues of fairness that go beyond numeric qualities of fairness. Green (2018)
provides a fundamental critique of the quantitative nature of machine learning. The
increased use of machine learning, Green argues, grants "undue weight to quantified
considerations at the expense of unquantified ones." (Green 2018, sec. 2.1, para. 1).
Green continues to argue that some "aspects of society resist quantification" (Green 2018,

sec. 2.1, para. 1).

Other papers | labelled as ’fairness’ research in Table 1 don'’t directly use the term fairness
but rather focus on bias or diversity and thus don’t neatly fit the above presented
characterisation, either. For example, Ogunyale, Bryant, & Howard (2018) look at different

perceptions of robots based on the different colorations of the robot.
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Even though not all papers work with a narrow, quantitative conceptualisations of fairness,
the maijority of papers does, mostly by devising techniques and methods to ensure some
that the algorithmic systems meets some accuracy-based notion of fairness. Other
researches have a similar impression that a narrow, technical, quantitative

conceptualisation of fairness prevails in fairness research (Selbst et al. 2019).

| want to identify some reasons why | think this quantitative, accuracy-based notion of

fairness is at the focus of debate. They come from a range of directions.

One source for accuracy as focal point is an optimization logic. Data and computer
scientists may simply be driven by a desire to improve everything (Morozov 2013). And
there is hardly any easier way to quantify optimality than to increase a measure expressed
in per-cents. This is true even though within computer science it is well known, that
exclusively aiming for high accuracy numbers can have unwanted consequences. For
example, optimizing for a given data set can mean that the machine learning algorithm is
too narrowly learning characteristics of this particular data set and cannot generalise well
to new data points. Picking up the cat picture example, if the data set used for learning
always shows cats in a particular pose, it may actually learn the pose, not cats more
generally. Still, this is seen as a risk to accurately classify new images without questioning

the optimization logic itself.

Division of labor and competences within an organisation may also be a reason why data
and computer scientists may focus on a rather narrow definition of fairness. Frequently, it
is up to the management to formalize the problem at stake. Hence, defining, or
questioning, the problem formulation is outside the data scientist's sphere of influence.
Similarly, the decision to solve a problem with algorithmic classification is often not up to
them. In an attempt to make the best out of this situation, they may attempt to make the

most fair system possible given the constraints by optimizing for fairness.

This 'not my department’ attitude is also a side-effect of a tendency for modularization and
atomization of tasks when building algorithmic systems: Isolated units of work with minimal
interaction with other parts of the system ensure on the one hand a divide-and-conquer

approach to developing the system, but they also make it hard to assume a holistic view.
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This also holds to the practice of out sourcing computer science work to external
contractors, which can lead to a lack of understanding of the context by the contractor and

a lack of understanding of the technical details on the side of the client.

An important source for the focus on fairness is legislation. While the exact definitions vary
across countries and by context, compliance with various anti-discrimination laws is one
motivator to investigate fairness (Gajane and Pechenizkiy 2018). Liability concerns are,
then, a reason why businesses, management and public agencies are interested in
fairness. Depending on the exact legal definitions, looking at accuracy figures (or closely
related measures is a quantifiable way to demonstrate a fair classification system. This
also explains why big corporations are paying so much attention to fairness: Being able to
provide in this sense ’fair’ algorithmic solutions on the one hands can calm down any
criticism and on the other hand makes it easier to enter new business fields where the

legislation applies.

This leads to another potential reason why accuracy is getting so much attention: Drawing
on a core STS concept, accuracy figures can take the function of inscription devices that
provide "the focus of discussion about properties of the substance." (Latour and Woolgar
1986, 51), in this case about the purported quality of algorithmic classification. This is
important, because the introduction of algorithmic systems can face resistance, both in the
organizations where they are deployed and by those affected by the algorithmic
classification. Accuracy as signifier for quality is in line with the practice to quantify
qualities (Espeland and Stevens 1998; Porter 1995). Being able to refer to high accuracy
is an easy way to persuade critics that the new system is doing a good job. For example,
the OECD report on statistical profiling in public employment services states that the
"usefulness and legitimacy of statistical profiling models hinge on model accuracy"”
(Desiere, Langenbucher, and Struyven 2019, 15).

At the same time, it is difficult to problematize the algorithmic system in other, more
nuanced, more qualitative ways. It would be easiest to provide other kinds of figures to
counter arguments based on accuracy or fairness numbers (Latour 1983). Which is then,
maybe, one reason why controversies of algorithmic systems often focuses on this kind of
figures, effectively establishing discourse coalitions (Hajer 2006) by sharing storylines

about the problem at hand: Discrimination and fairness, expressed through figures.
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Even if the accuracy is not perfectly high, it is easier to promise accuracy improvements
in the future — a convenient way to take out some steam from the critique. This is, by the
way, not necessarily simple rhetoric, but an honest promise. After all, research is making
progress in machine learning — and this general progress can indeed lead to
improvements in the local setting. These improvements are easily quantifiable, too: If the
criticism is aimed at low numbers, presenting higher numbers can silence some of the
critique. Contrary to improving this metric it would be much more challenging to attempt to
change the system where the algorithmic system is embedded in in more qualitative,

deeper ways.

Beyond one algorithmic system, accuracy as common measurement enables quantifiable
comparisons across sites, and of alternate systems for one site (Desrosiéres 2010). It is
easy to argue that an algorithm with high accuracy is better than one with lower
accuracy — and ignore contextual contingencies. As Espeland and Stevens (1998) argue,
the practice to transform qualities into quantities "is a way to reduce and simplify disparate
information into numbers that can easily be compared" (316). An evaluative statement is
much harder to make when comparing different organisational structures, processes, or
types of data. By boasting high accuracy scores, one may be seen as a particularly
splendid example of how a certain kind of system is done. Exemplified is this by the
aforementioned OECD report, that compares several profiling systems using very different
data sources and problem formulations, but evaluates them primarily via accuracy,

lauding, for example, the Austrian system for its comparatively high accuracy.

4 Accuracy as distraction from the problem formulation

| have already touched how a focus on accuracy may function as distraction from other,
maybe more important aspects of the algorithmic classification system. In this section | am
going to extend these thoughts.

Focusing on accuracy can, at worst, not at all problematize the underlying data. As
research on databases and, more recently, big data has plentifully showed, data are never
‘raw’, but always ’‘cooked’ (Bowker 2005; boyd and Crawford 2012). Data are never ’just’
‘out there’ and ready to be discovered, but are always produced. And this usually with
some goal in mind, i.e. what data is left out and what is produced and recorded is decided

to support a particular goal.
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Against this backdrop, a focus on accuracy and quantitative fairness may look at the data
at hand and work with whatever is available. This may mean choosing a certain machine
learning approach, this may mean taking only a subset of the available data points. The
latter is particularly the case if analysis reveals that accuracy is different for certain
protected attributes, or that some other variables correlate with protected attributes and

using them can, too, lead to unfair classification.

Focusing on this particular perspective on fairness, one quickly looses a sense of the
bigger picture. Namely, that any data set is not the same as the messy, contingent and
contextual ’real life’ of the affected people. Data are always models, abstractions, or
inscriptions. Consequently, any optimization with regards to fairness on this data does not

ensure fairness in this messy ’real life’ — it is always an optimization on the model.

In a recent paper, Selbst, boyd, Friedler, Venkatasubramanian, & Vertesi (2019) have
pointed out many issues related to this abstraction work done in computer science and
assert that most papers dealing with fairness and machine learning "abstract away any
context that surrounds this system." (Selbst et al. 2019, 59) The authors then continue to
argue, similarly to my argument, that the technical systems are only a subsystem of more
complex, contextual socio-technical systems, contributing many insights from Science &
Technology Studies to the fairness debate. Importantly, they argue that abstraction is

"taken as given and is rarely if ever interrogated for validity" (Selbst et al. 2019, 59)

In a similar fashion, even though not as elaborate, is Green’s argument that not all parts of
society can be quantified and that the focus on quantification renders alternative

approaches to solve societal issues invisible (Green 2018).

Barabas, Virza, Dinakar, Ito, & Zittrain (2018) tackle the application of risk assessment
systems in the justice system. Risk assessment is a particular form of algorithmic
classification, attempting to calculate and predict the risk a person may pose to society.
The authors argue that debates about these systems’ fairness have hidden more
fundamental issues with prediction in the justice system, arguing for the use of machine

learning to identify causal "drivers of criminal behavior" (Barabas et al. 2018, 6).

In line with these researchers | argue that concentrating, researching, and debating
fairness by means of accuracy and related measures distracts from problematizing the

underlying model and problem formulation. | argue that the amount of attention given to
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research in this area may even be performative in a way to frame fairness as the main
issue when discussing the societal impact of algorithmic classification systems. Or, as
Barabas et al. have put it, this narrow focus prevents us from "ask[ing] harder questions"
(2018, 7).

Continuing this thought further, creating ‘fair’ algorithms to socially questionable models
and problem formulations may actually stabilise and reinforce them as legitimate.
Consequently, even critical data scientists who are slightly uneasy with the task they need
to solve and hence set out to develop it in a fair way can eventually actively contribute to

this legitimization.

5 Increasing accuracy intensifies marginalization and reduces agency of the

misclassified

Until now | have shown that first, fairness research is largely done in a narrow quantitative
sense and second, that implicitly or explicitly accuracy (or one of its close relatives) is
seen as a quality measure for algorithmic classification and its optimization the goal. And,
as | have stated, fairness aims at reducing the disadvantaging of usually marginalized
groups. What is, however, not being discussed in fairness research, is that any algorithmic

classification is producing its own marginalized group, namely those who get misclassified.

Fairness research tends to focus on well-established sub-populations defined by gendered
or racialized attributes, by religion, or by socio-economic status, etc. Some of the fairness
research addresses not disadvantaging these populations even if the sensitive attribute of
individuals is not known. This can be due to legal issues of collecting these attributes in
the first place or simply inability to get this information. Very little research also looks
beyond these typical sub-populations and looks, e.g., at "socially meaningful subgroups”
(Dwork and llvento 2018, sec. 2.2., para. 4) such as mothers. The majority focuses on

protected attributes.

The marginalized group produced by misclassification is different to these notions of
marginalizations. While the misclassification has to be based on some attributes, it is
important to stress that this marginalized group is not necessarily related to the sub-
populations defined via protected attributes. Implementing a fair algorithm as discussed
above should actually prevent such correlations. The aforementioned work by Dwork &

llvento (2018) is actually coming close to tackling this issue. Yet, the authors’ focus on
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'socially meaningful’ groups assumes a pre-existing shared attribute and that these are
considered ’socially meaningful’. Different to this, the group of misclassified individuals is
produced by the algorithmic classification system. This system does, indeed decide on
data, and hence attributes. But individuals from distinct 'socially meaningful’ groups may

be misclassified on different grounds.

A fictitious example would be a facial recognition system that shows higher rates of
misclassification if individuals wear some headwear (e.g. baseball caps), particular style of
make-up, or simply have a particular posture which affects the angle of the face to the
camera. These cases would hardly be known beforehand and don't relate to any 'socially
meaningful' group. These higher rates of misclassification could lead to, e.g., more
frequent checks by police, or more frequent denials of access (in case the facial

recognition system is used as authentication).

The problem of misclassification is even more troubling if the system is producing
predictions about the future, such as the system developed by the Austrian public
employment service. This system attempts to predict the chances of job seekers to find a
stable job in the future. Job seekers who are predicted to not find a stable job within the
next two years will get access to different resources than those that are predicted to
succeed. The corollary to this observation is that increasing the accuracy of an algorithmic
classification system — which is, as | have outlined above, an overarching goal in machine
learning research — is also intensifying the marginalization. The group of misclassified is
literally increasingly marginal and the majority of correctly classified individuals is getting
stronger. A consequence of this is that it will become harder for misclassified individuals to

contest the algorithmic classification.

Let's do a simple thought experiment: If it is known that the algorithmic system is wrong
one third of the time, then it is easy to argue that the decision that affects an individual is
incorrect. After all the odds are low. In contrast to this, it is harder to argue why the
algorithmic system is wrong in a particular case. The likelihood for this to happen is small.
This is why | draw a parallel to the popular claim of big data being superior to ’'small’ data.
This stance implicitly argues that "the volume of data adds to the weight of evidence"
(Kitchin 2014, 135). | argue that, similarly, high accuracy of algorithmic classification adds

to the weight to the individual classification.
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Picking up the term ’evidence’ from Kitchin, there is another problem that may arise if an
algorithmic classification system’s accuracy gets close to 100%. What if the algorithmic
classification will, at some point, gain proof-like character? What if the algorithmic
classification is seen as convincing evidence, if it gets recognized similarly to fingerprinting
today (Cole 2009)?

The latter concern is not pulled out of thin air. In a recent media article about facial
recognition to be used by the Austrian police, the head of the police records department
states that ultimately courts will have to decide whether expert testimonies based on facial
recognition will be accepted as evidence (Al-Youssef and Sulzbacher 2019). Even some
fairness researchers explicitly point towards the potential usage of algorithmic

classification "as evidence in legal proceedings" (Raff and Sylvester 2018, sec. 1, para. 1).

An important consequence of intensified marginalization is that the agency of misclassified
individuals is reduced. First, as stated, the position to challenge the classification is
weakened if the algorithmic classification system’s accuracy is high. The burden to show
why the algorithm is wrong in a particular case is increasingly being shifted to the affected
individual, not the operator of the algorithmic system. Second, simply due to fewer people
affected by misclassification because the likelihood of getting in contact with other
misclassified individuals is lower. This may hinder efforts to form self-help groups and

organize from below.

6 Conclusion

In this work | have shown four issues. First, an overarching goal to increase accuracy
guides the research of algorithmic classification systems. Second, the majority of research
on fairness in machine learning is quantitatively oriented and tightly entangled with notions
of accuracy or closely related measures. Third, as other critical researchers have been
pointing out, focusing on this quantitative, narrow understanding of fairness renders
important aspects beyond technical details invisible. This includes the problem
formulation, issues of abstraction and modelling — both practices that reduce the
complexity of social life — and the importance of social context. Finally, | have argued that
the strong focus on accuracy ignores the issue of misclassification and that increasing

accuracy paradoxically intensifies the marginalization of misclassified individuals.
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Importantly, there's a frequent narrative in debates about algorithmic classification systems
that promises that with increasing accuracy, many issues with algorithmic classifications,
e.g. for decision making, will be solved, or at least reduced. A majority of fairness research
takes up on this narrative, extending the issue so that algorithmic classification should
work with equal or at least similar accuracy, or related performance metrics, across sub-
populations. Neither approach focuses on problems that can arise for those that still get
misclassified — which will occur even if the classification is close to perfect and 'fair' in

quantitative terms.

Additionally, endeavours to improve an algorithmic classification system’s accuracy and
fairness both signify quality and hence contribute to strengthening its legitimation. This

stronger legitimation will, in turn, make it harder for individuals to object the classification.

While some work has started addressing marginalization brought about by the algorithmic
classification itself, the vast majority of fairness research is still focusing on well-defined

known sub-populations defined by protected attributes.

With my work | want to point to two open questions for future research. First, there’'s a
need to investigate marginalization practices that are done by algorithmic classification
systems. This is in contrast to historical marginalization based on, e.g., racialized
attributes. Second, the guiding theme in many the debates on machine learning that
optimizing accuracy of algorithmic classification has to be problematized. How
misclassification can be handled in a meaningful and ’fair’ way has to be addressed — this
issue cannot be 'optimized away’, since all algorithmic classification must operate on a
simplified abstraction of a complex and messy ’real world’. One proposition to address this
is to focus more on meaningful channels to dissent the classification (cf. Skirpan and
Gorelick 2017), and more generally on processes instead of results. Depending on how
these processes look, they could provide agency to the affected individuals and could re-
introduce context information that got lost in the necessary abstraction of the algorithmic

system.
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Abstract

Circular Economy (CE) is currently promoted through policy, urban and regional strategies
as well as emerging as a relevant research sector. Within this context, circularity in the
built environment is attracting attention with applications in many design and urban
projects. The general principles of CE are applied to existing and new buildings, focusing
on the “end-of-life” stage and developing sustainable innovative solutions to optimize
dismantling and reuse of materials and technological parts of buildings. However, in
historic urban areas the principles of dismantling and reuse of materials remain barely
applicable (end-of-life), as well as the application of standard renewable energy systems
(usage), due to cultural heritage unique characteristics and heritage regulations oriented to
its preservation, conservation and transmission to future generations. As a consequence,
adaptive reuse of cultural heritage seems to be the one of the most viable solution to apply
CE in the historic built environment. In this article, we aim to identify CE solutions and to
lay the foundation for the future development of a system of indicators able to support
circular adaptive reuse choices in the historic built environment. The starting point is the
Horizon 2020 “CLIC” project (Circular models Leveraging Investments in Cultural heritage
adaptive reuse), which focuses on adaptive reuse as a key strategy for CE implementation
in historic cities and regions. The concepts of Circular Economy, Circular Built
Environment and Circular Urban Metabolism are explored. Under these perspectives,
three representative case studies are described: the first is “De Ceuvel” project in
Amsterdam, a second application at a different scale is referred to “Rehafutur Engineer’s
House project” (France), and finally, the circular adaptive reuse of a rural village in Spain,
within the “ReDock project” in the Altiplano region in Spain, is explored. Conclusions
highlight the need of suitable indicators synthesizing theory and practice of CE in historic
built environment, starting from the recognition of multiple impacts of cultural heritage

adaptive reuse practices.
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1 Introduction

As a concept with the potential to guide the transition towards more sustainable cities,
Circular Economy (CE) is currently promoted through policy, urban and regional strategies
as well as emerging as a relevant research sector (Marin & de Meulder, 2018). Within this
context, circularity in the built environment is attracting attention with applications in many
design and urban projects. This is the case because increased circularity in the built
environment offers many benefits such as economic growth, reduced environmental
impact and improved quality of life (EMF et al., 2015). The general principles of CE are
applied to existing and new buildings, focusing on the “end-of-life” stage and developing
sustainable innovative solutions to optimize dismantling and reuse of materials and

technological parts of buildings.

Ellen MacArthur Foundations (EMF et al., 2015) defines four domains in which CE can be
applied in the built environment, namely: “construction”, acknowledging that 10-15% of
building material is wasted during the construction phase; “utilization”, avoiding empty and
abandoned spaces; “usage”, in terms of energy consumption; and “end-of-life”, avoiding
landfill.

However, in historic urban areas the principles of dismantling and reuse of materials
remain barely applicable (end-of-life), as well as application of standard renewable energy
systems (usage), due to cultural heritage unique characteristics and heritage regulations

oriented to its preservation, conservation and transmission to future generations.

Cultural heritage is ideally projected to an indefinite time horizon, towards eternity. It
represents the memory and identity of urban/territorial systems (Fusco Girard, 2018). In
the case of cultural heritage, CE models can only be oriented to the conservation of its
functionality and “use values” over time, or to the adaptation of the cultural asset to new
functional needs, identifying new uses compatible with the conservation of authenticity and
integrity as well as the contemporary needs, to the durability and reuse of abandoned
areas/buildings and to the preservation of their “embodied energy”. For these reasons, it is
possible to state that there are two main alternatives for the application of CE in the
historic built environment, the first is the adoption of a conservative perspective towards
historic urban areas/buildings and the second is the adaptive reuse of cultural heritage.

The latter «is a restorative, regenerative and a sustainable form of conservation that
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extends the life of our cherished heritage, stimulate civic pride and responsibility, and

preserve cultural values for future generations» (Gravagnuolo et al., 2017, p. 186).

Yet, research on the application of CE principles in the built environment has mostly
concentrated on construction waste minimisation and recycling (Tebbatt Adams et al.,
2017). In this article, we aim to identify CE solutions and to lay the foundation for the future
development of a system of indicators able to support circular adaptive reuse choices in
the historic built environment. The main reference is represented by the Horizon 2020
“CLIC” project (Circular models Leveraging Investments in Cultural heritage adaptive
reuse), that acts as a general framework, focusing on adaptive reuse as a key strategy for
CE implementation in historic cities and regions. This is a relevant area of enquiry since
the application of circular principles to the historic urban landscape «leads to the ability of
maximizing the value of settlements, activating social, economic and environmental

synergies» (De Medici et al., 2018, p. 3).

The paper is organized as follows: the first part presents a description of the concept of
CE applied to the built environment and the concept of Urban Metabolism (UM), while the
second part is focused on the way to assess circularity with reference to the historic built

environment, defining a specific methodology.

The third part, presents an analysis of three representative case studies linked to the
concept of CE in the historic built environment and to some extent also to circular UM. The
first case is represented by “De Ceuvel” project in Amsterdam, focused on the reuse of old
boats to create a full “circular” neighbourhood, in terms of materials, energy and even
financial resources. A second application at a different scale is referred to “Rehafutur
Engineer’s House project” in France, an adaptive reuse of a historic villa following CE
principles, more focused on building materials. Finally, the adaptive reuse of a rural village
in Spain, within the “ReDock project” in La Junquera, will be explored highlighting circular

metabolisms of materials, energy and financial resources.

These projects will be analysed to lay the foundation for the future definition of “key
performance indicators” that could be used to foster and to monitor the implementation of

CE strategies in the adaptive reuse of cultural heritage.

In the last part of the paper, some main conclusions are presented, together with some

identified limitations and suggestions for future applications.
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1.1 Circular Economy, Circular Built Environment and Circular Urban Metabolism

"CE is currently high on the agenda of business leaders, policy makers and academic
researchers. Conceptualised as «an industrial system that is restorative or regenerative by
intention and design" (EMF & McKinsey, 2012, p.7), CE appears to be a promising vision
for inspiring change towards a more prosperous as well as more environmentally and
socially sustainable economy. Notably, it is seen as an effective instrument to deal with the
rising environmental, social and economic concerns of this particular historical junction.
Several practitioners’ studies and scholars argue that in a circular scenario, supply and
resource price volatility as well as natural resources depletion could be mitigated, and that
employment and innovation opportunities will emerge (EMF & McKinsey, 2012; Jones &
Comfort, 2017; Kalmikova et al., 2017; llic et al., 2018).

As a consequence, several stakeholders (e.g., industries, governments, cities,
supranational bodies, non-governmental organisations) are involved in numerous
initiatives to promote the implementation of CE principles. The predicted rise in population
to 8.6 billion in 2030 (United Nations, 2017) will inevitably translate in greater rates of
urbanisation with the resultant increase in infrastructure investments (EMF, 2017). This is
worrying because cities already account for 60-80% of greenhouse gas emissions, 75% of
natural resource consumption and 50% of global waste production (ibid.). For these
reasons, the involvement of cities for a truly transition towards CE is necessary. Cities with
their unique concentration of resources are well positioned to lead on the global transition
to CE (ibid.). Not surprisingly then, circularity in cities is currently promoted through policy,
urban and regional strategies as well as emerging as a relevant research sector (Marin &
de Meulder, 2018). According to the Ellen MacArthur Foundation (2017, p. 7),

"a circular city embeds the principles of a CE across all its functions, establishing an
urban system that is regenerative, accessible and abundant by design. These cities
aim to eliminate the concept of waste, keep assets at their highest value at all times,
and are enabled by digital technology. A circular city seeks to generate prosperity,
increase liveability, and improve resilience for the city and its citizens, while aiming to

decouple the creation of value from the consumption of finite resources".
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One of the constitutive elements of a circular city is a circular built environment, which is

"designed in a modular and flexible manner, sourcing healthy materials that improve
the life quality of the residents, and minimise virgin material use. It will be built using
efficient construction techniques, and will be highly utilised thanks to shared, flexible
and modular office spaces and housing. Components of buildings will be maintained
and renewed when needed, while buildings will be used where possible to generate,
rather than consume, power and food by facilitating closed loops of water, nutrients,

materials, and energy, to mimic natural cycles" (EMF, 2017, p. 7).

Circularity in the built environment is attracting attention with applications in many design
and urban projects. This is the case because it offers many benefits such as economic
growth, reduced environmental impact and improved quality of life (EMF et al., 2015).
However, research on the application of CE principles in the built environment is just
emerging and it has mostly concentrated on construction waste minimisation and recycling
(Tebbatt Adams et al., 2017) despite the fact that there are several other circular
strategies, i.e., retain, refit, refurbish, reclaim, reuse and remanufacturing (Cheshire,

2016), which offer more significant comprehensive sustainability benefits.

Furthermore, the adaptive reuse of Cultural Heritage allows reducing the metabolic flows
crossing single buildings as well as the whole city. These flows are represented by the raw
material in input, thanks to the use of already existing resources and at the same time by
the output flows coming from the construction of new built heritage (especially
Construction and Demolition Waste), together with the use of sustainable and compatible

technologies that enable to improve the environmental performances of the use phase.

Therefore, each city with all its components can be considered as a living organism
crossed by flows of energy and resources allowing its functioning, and for this reason it
has its own metabolism. The concept of UM (Fig. 14) in general is a scientific
phenomenon based on the principles of conservation of mass and energy, that has been
defined as "the sum of the technical and socio economic processes that occur in cities,
resulting in growth, production of energy, and elimination of waste" (Kennedy et al., 2007,
p.44).
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Fig. 14: The urban metabolism of Brussels (source: Duvignead and Denayeyer-De Smeet, 1977)

Taking into account the flows of energy, water, nutrients and waste that circulate within a
city allows understanding the impacts deriving from the urban development and from the
human, social and environmental activities (Mostafavi et al., 2014), making it possible to
perform a multidimensional and multi-scale sustainability assessment (Beloin-Saint-Pierre
et al,, 2017). UM assumes as a fundamental prerogative that cities can be assimilated to
living organisms and in order to guarantee the functioning of the various activities at
different scales, they need input flows of matter and energy while generating output flows
in the form of waste and emissions. Urban Metabolism in cities is actually characterized by
a linear development model, where the output flows are not properly reintroduced into the
system, differently from what happens in natural systems, characterized by a circular

metabolism model.

The concept of circular UM can be found, at different scales and from different points of
view, in some of the case studies analysed in the present paper, demonstrating that the

adaptive reuse of cultural heritage can contribute to the loop closure.
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In addition, there are different UM evaluation methods and an example is that of Metabolic
Impact Assessment (Pinho et al.,, 2013) that enables the assessment of a certain

transformation on the urban metabolism performance of an urban system.

2 Materials and Methods: Assessment of circularity for the historic built

environment

This study aims to lay the ground for the identification of possible circularity indicators for
the Historic Built Environment that can be employed in a broader Urban Metabolism (UM)
perspective to analyse flows of materials, energy, water, waste, as well as financial
resources and socio-cultural aspects, assessing to which extent cultural heritage adaptive

reuse can contribute to ‘closed’ urban metabolisms in a CE perspective.

A hybrid deductive and inductive methodology is applied, starting from theoretical aspects
of the CE and circular city models, identifying how cultural heritage contributes to CE
implementation, and then analysing three practical adaptive reuse case studies which
apply circular economy principles in different ways and at different scales to identify

circularity indicators.

According to several studies on CE (Ghisellini et al., 2016, Homrich et al., 2017, Kirkhherr
et al., 2018), different frameworks can be adopted to synthesize CE principles: the “9Rs”
(Refuse, Reduce, Reuse, Repair, Refurbish, Remanufacture, Repurpose, Recycle,
Recover), the “ReSOLVE” framework proposed by Ellen MacArthur Foundation (EMF et
al., 2015), are two of the most commonly applied. Moreover, specific studies on cultural
heritage adaptive reuse in the context of the CE (Gravagnuolo et al., 2017) argue that
heritage reuse contributes in many ways to CE: preventing the use of raw materials,
reducing construction waste and landfill, promoting a ‘second life’ for abandoned heritage
assets, also through repairing, maintenance and refurbishment, creating new products
from different technological parts of buildings, repurposing buildings through new

functional uses, recycling materials wherever possible.

However, CE aspects related to materials, energy, water and waste do not represent a
comprehensive approach to CE, considering particularly the ‘urban functions’ not only
related to the availability of materials/goods, water, energy and food, but also to different
‘soft’ functions related to cultural diversity, identity, relationships, access to financial

resources, access to services, etc. Definitely, ultural heritage adaptive reuse can
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contribute to maintain and enhance urban functions in a circular perspective through three

main levels':

« cultural values conservation/regeneration (extending the life-time of heritage assets
in a circular perspective, including the rights of future generations to benefit of cultural

capital);

 circularity of conservation interventions (adopting circular building construction
strategies such as reusing and recycling of materials, recovering of ancient water
management systems, adoption of efficient energy systems and renewable energy

sources, nature-based solutions, zero-waste management systems, etc.);

» circularity of outcomes coming from reuse initiatives (economic, social,
environmental and cultural impacts directly or indirectly linked to the new functions of
buildings and sites, including jobs creation, quality and safety of urban environment,
enhancement of community relationships, generation of positive revenue flows for long-
term self-sustainability, etc.). Here circularity is linked also to avoided costs of

abandonment and degrade of buildings and entire urban and landscape areas.

According to the general framework proposed within the Horizon 2020 “CLIC” project,
cultural heritage adaptive reuse could be seen as an entry point to circular cities
implementation, avoiding the ‘waste’ of resources by reusing and regenerating buildings
and sites which present functional obsolescence, and thus lost their original functionality
(e.g. religious uses, productive uses, residential uses). This study adopts a concept of
‘Circular Economy 2.0’ (Lemille, 2017), considering the implementation of CE principles in
a sustainable development perspective which includes necessarily social and ‘cultural
objectives along with environmental and economic objectives, overcoming approaches
focused only on ‘waste’, materials, water and energy management. A cultural approach to
CE, as adopted in this study, identifies multidimensional and multi-criteria indicators to
assess the circular performance of adaptive reuse interventions in the historic built

environment, in relation to key urban functions of the circular city/region:

1. The following levels have been developed within the CLIC Horizon 2020 Project. More info can be found
at the following address: https://www.clicproject.eu/.
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« self-sufficiency of the city/region (in terms of re-localization of production-consumption

of energy, materials, food, water, and zero-waste strategies);

» knowledge development and exchange (towards globally connected, but locally self-

sufficient cities and regions);

* higher density of relationships (promoting cooperation, synergies, symbioses between

stakeholder, as well as between citizens through enhanced places identity).

The theoretical framework adopted is thus based on three levels of circularity in relation to
three main objectives of a circular city/region. Once identified the theoretical framework,
an inductive approach has been followed for the future identification of possible indicators
able to show the relevance of cultural heritage adaptive reuse projects according to their
contribution to circular city objectives.

Three representative adaptive reuse case studies have been analysed and are described
below: De Ceuvel in The Netherlands, Rehafutur Engineer’s House in France, and the
Redock project in Spain, which represent different scales of implementation (Table 3). All
three cases explicitly present themselves as experimentations of application of the CE
model and can be linked to the three levels of circularity proposed above. Moreover, all the
three cases focus their attention on the social and cultural impacts of the CE model

adopted, and are thus suitable to explore circularity principles from a comprehensive

perspective.
Name Country, City Scale Cultural heritage Sustainability Methodology of
typology dimensions analysis
considered
De The Neighbourhood = Old boats, repre- Environmental, Desk research and
Ceuvel Netherlands, senting Amsterdam | Economic, Social, site visit
Amsterdam cultural identity Cultural
Rehafutur France, Loos- Building Historic villa, inside Environmental, Desk research
en-Gohelle the UNESCO World | Economic (savings),
Heritage Site Cultural, Social
ReDock Spain, Altiplano | Village/ Historic rural village | Environmental, Eco- Desk research and
Region landscape area nomic, Social, Cultural = Skype interview

Table 3: Case studies of circular economy implementation in cultural and lanscape heritage contexts
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It is necessary to specify that all three cases have been analyzed through a desk
research. However, De Ceuvel's knowledge was also deepened through a guided site visit
organized within the CLIC project, during which it was possible to interface with the case
study managers. Finally, the description of ReDock is also the result of a Skype interview

with the manager who allowed to deepen some circularity aspects.

3 Case Studies
1.1 De Ceuvel’ case study: an example of metabolic circularity

De Ceuvel is a former industrial lot located in Amsterdam North that, through a series of
transformations, has been turned into a sustainable area, thanks to the use of innovative

technological solutions (Fig. 15).

The main peculiarity of De Ceuvel is represented by the use of retrofitted houseboats,
linked to the Dutch culture and to the city of Amsterdam in particular, where they are
generally used as floating houses. In De Ceuvel, in order to maintain this peculiarity, the
boats have been located on the land and used as spaces with different functions for a
period of ten years. Among the various uses, there is a floating bed and breakfast and a
cultural venue. Furthermore, the area is characterized by the presence of a popular Cafe
where there is a separate collection of urine (Roest et al., 2016) and where an ecologically

sustainable agriculture is adopted.

As the soil is polluted and it was not possible to create an underground infrastructure,
these boats are provided with dry composting toilets, a heat pump, solar panels and
biofilters for the treatment of grey water, while the use of phyto-remediating plants helps to
clean the soil. The area has also what is called a “Cleantech Playground”, that is an
ecosystem in which innovative clean technologies are tested, such as a composting plant,
a struvite reactor and a greenhouse where the growth of vegetables is ensured by the use

of compost and struvite. In addition, the following targets have been established:

1. The description on this case is based on the Report “TKI Loop-closure Cleantech Playground” and on a
direct site visit within the Horizon 2020 CLIC Project.

130



Proceedings of the STS Conference Graz 2019

A. GRAVAGNUOLO (1), R. DE ANGELIS (2), S. IODICE (1)
DOI: 10.3217/978-3-85125-668-0-08

* 100% renewable heating and electricity supply;
* 100% on site wastewater treatment;
* 100% organic waste treatment;

+ 100% on-site drinking water supply, if the legislative barriers for this are overcome’.
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Fig. 15: Sustainable technologies at De Ceuvel (source: https://www.metabolic.nl/news/opening-the-

cleantech-playground/)

These technologies have led to the creation of a sustainable workplace for creative and
social enterprises, facilitating the development of a real community of entrepreneurs and
artists, determining the formation of a cultural urban hub in which art, sustainability and
technology coexist in a balanced way. Through the organization of events, workshops and

lecture, the community is involved and can learn from De Ceuvel experience.

1. More information can be found at the following website: https://deceuvel.nl/en/
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The organization of the area allows the existence of different sources of income, like that
related to the possibility of renting the site for one-day events. Other sources are
represented by the possibility to use the warehouse and the gallery space as a plenary
hall, as a workspace and also as a meeting room. Moreover, also the “Metabolic lab” as
well as another space known as “Crossboat”, can be hired for the organization of creative
events, workshops, courses and masterclasses for the practical learning about the
technologies applied in the area, in order to enhance the awareness raising. It is possible
to read that the rental price of the Metabolic lab for a full day is 550 € (excl. BTW). As
already previously specified, another income comes also from the “Asile Flottant”, a
collection of boats retrofitted as hotel rooms. These procedures have increased the
involvement of the local community because all are leading actors in the transformation of

the space and in the application of circular metabolic principles.

The technologies used are able to facilitate the closure of the cycles and allow the
reduction of input and output resource flows, in line with the principles of circular Urban
Metabolism (UM).

UM can be applied to different scales, so both to entire neighbourhoods like De Ceuvel,
but also to individual buildings; indeed, as stated by Li and Kwan (2017), there are global

UM studies as well as studies at the urban local dimension.

UM is currently characterized by a linear development model, causing an intensification of
environmental impacts (EEA, 2015). The application of sustainable technologies in De
Ceuvel allows the implementation of an efficient use of resources, facilitating the
achievement of a circular metabolic model and of a local loop closure. Furthermore, the
use of already existing boats with useful functions for artists, volunteers and
entrepreneurs, allows reducing the consumption of raw materials for new buildings

constructions.

This procedure is linked to the concept of “upcycling”, referred to the use of recycling
components and second-hand materials coming from all over The Netherlands, facilitating
landfill avoidance thanks to the re-use of sustainably retrofitted discarded houseboats that
otherwise would have been demolished. These thirteen boats were taken out of the water
and used for different functions, like offices, ateliers, spaces for events, etc. and they can

be rent for creative and cultural purposes (Fig. 16). Definitely, the reuse process
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contributed to many circularity objectives, such as: the enhancement of energy efficiency,
the reduction of water consumption, the reduction of raw materials extraction and of

Construction and Demolition Waste (CDW) that would otherwise come from the boats

dismantling.
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Fig. 16: Some houseboats at De Ceuvel (source: https://deceuvel.nl/en/)

De Ceuvel is not only based on the implementation of an eco-design model through
circular economy practices from an environmental point of view, but also on the
construction of a community project with the integration of common knowledge and expert
knowledge, demonstrating the possibility to reinvent people relationship with resources

and involving future users in construction activities (Metabolic et al., 2014).

De Ceuvel is part of a redevelopment area called “Buiksloterham” located in the northern
part of Amsterdam, that is being transformed from an industrial zone into a mixed used
area that combines industrial, commercial and residential functions. An UM analysis has
been executed in order to understand the functioning of the area from an integrated
perspective, taking into account energy and material flows, biodiversity, socio-economic
factors, environmental conditions, local stakeholders, policies and strategic plans, as well
as the health and wellness of the inhabitants (Gladek et al., 2014). This analysis considers

the current state as well as a 20+ scenario and the following goals have been established:
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« fully renewable energy supply with mostly local production;

* zero waste neighbourhood with a nearly 100% circular material flow;
* rainproof and resource recovery from wastewater (almost 100%);

* regeneration of ecosystems and self-renewing of natural capital,

« flexible infrastructure design and zero emissions local mobility;

* diverse and inclusive culture, and high liveability metrics;

» strong local economy that stimulates entrepreneurship and the creation and exchange of

multiple kinds of value (social, environmental, cultural);
* healthy, safe and attractive environment with recreational activity space for all residents.

In order to achieve the above goals, an inclusive governance structure is necessary with
the purpose of including both large and small stakeholder through the organisation of
bottom-up initiatives. As far as the financial vehicles and the incentive systems are

concerned, the following actions are proposed:

« establishment of a rotating investment fund;

» development and implementation of a local incentive system;
* establishment of reverse tenders for challenges and goals.

In general, through the integration of different resource flows and the development of
smart financial scenarios, these projects yield a high return on investment and are

financially feasible for the communities.

3.2 Rehafutur Engineer’s House Case Study’

Rehafutur Engineer’s House, a historical mining house in the Northern France UNESCO
heritage site, is one of the sites included in the EU’s project CAPEM (Cycle Assessment
Procedure for Eco-impacts of Materials) aimed at assessing the effectiveness of
renewable materials for insulation. Now converted into offices, the major intervention

realised in the process of adaptive reuse consisted of improving the building thermal

1. The description of this case is based on secondary data (CE 100, 2016; Mangialardo & Micelli, 2018).
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insulation. Due to its heritage value, the renovation of this building could not affect the
external facade, meaning that retrofitting could only involve interiors, and reuse as much
as possible of the existing materials was necessary. Using bio-based (e.g., wood fibre,
sheep wool), and recycled (e.g., recycled textiles) insulating materials, high standards of
energy efficiency have been achieved. In addition, to preserve the heritage value of the
original construction, materials were reused. For instance, marble fireplaces have been
used as ornaments in public rooms and 18 m? of multi-coloured cement tiles were also
reused. For the characteristics of the renovation projects, i.e. the use of renewable
insulation materials, high energy efficiency standards and reuse of materials, it can be said
that Rehafutur Engineer’s House is a pertinent example of the application of CE principles
(adaptive reuse) in the construction industry. Several are the environmental, social and
economic sustainability advantages resulting from the application of CE principles to this

renovation project, which can be summarised as following:
* improved indoor air quality and comfort;

* reduced operating costs in the ‘in use’ phase: prior to the intervention the house needed
1,000 litres of fuel each year whereas after the renovation, the heating demand is very low
at 34 kWh/m2 per year with environmental benefits too. In addition, given that the building
is located in an area affected by issues of fuel poverty, this project has also a social value
as it demonstrates how retrofitting could be effectively used to drastically reduce energy

consumption;

» reduced materials costs (thanks to reuse of materials): reusing tiles rather than buying

new ones has led to significant savings (8.000 €);

» employment opportunities: reduced materials bill has meant that more funds were

available to employ more people, which was another plus of this project;

+ the nature of the project kept construction workers motivated and proud to work on the

site;

* the project involved a number of stakeholder (e.g., regional enterprises, universities and

education centres) and so it had a relevant demonstrative impact.
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As it is possible to observe in the above information, the solutions adopted are able to
reduce the flows of material and energy consumption, stimulating the implementation of a

circular UM.

3.3 ReDock Project '

ReDock project (Fig. 17) is the transformation of a medieval village into a green and
sustainable community, as part of a larger eco-restoration project in the region of the
Altiplano, nearby Murcia in Spain. The village aims to become a blueprint for a sustainable
future in the countryside and it is planned to be one of a series of green villages

worldwide.

The project foresees the reuse and regeneration of the entire village and the surrounding
rural area, developing a model of complete self-sustainability, in terms of energy, water,
food, and even financial resources to conduct entrepreneurial and commercial activities
through a cooperative, mutually supporting model enabling financial independence.
Corporates, NGO-employees, government officials, researchers, teachers, start-ups,

digital nomads, students and visitors are identified as final users.

The project has been developed by a Dutch company in close cooperation with interested
stakeholder such as potential users and investors. An initial investment of 250 K € was
granted by private funders, enabling the start-up and detailed design of the ‘closed’
metabolism and key functions of the village. The functions cover the needs of a self-
sustaining community oriented to experiment innovative models and lifestyles in line with

CE principles.

1. The description of this case is based on secondary data retrieved from www.redock.org and on primary
data from an in-depth interview with the manager and designer of ReDock, conducted via web meeting
in 2018.

136


http://www.redock.org

Fig. 17: ReDock village design in Spain (source: www.redock.org)

The regeneration of natural capital, currently extremely reduced in the Altiplano region due
to over-exploitative industrial and farming activities, is the key objective of the ReDock
project. The Altiplano region, that was in the past a highly bio-diverse and fertile area,
presents itself today as a large arid land, requiring 2 Billion Euro to be brought back to
natural conditions suitable to life of natural species and human communities. Starting from
the recognition of the multiple and complex interrelationships between communities and
the ecosystems in which they settle, the eco-restoration of the Altiplano becomes the key
objective: the regeneration of land and other natural resources that enable and support
human activities. The adoption of multifunctional farming systems enables thus not only
local production and consumption of food, but it also aims to regenerate soil fertility over

time, as well as conserving and increasing freshwater sources.

The medieval village is recovered enabling new functions that respond to contemporary
needs, avoiding the ‘nostalgic’ idea of the traditional village functions and enabling a
contemporary way of living in the countryside. This means to generate new use values for
abandoned buildings and sites, which can be transformed into market values re-
generating local economies. The plan foresees the realization of Hotels, a School of eco-
restoration, an Info-center for visitors and residents, Start-ups co-working spaces, Offices
distributed in the entire village and even open-air, Sports facilities, Services such as
cultural and social activities (Workshops, Events). The adaptive reuse strategy applies to
all parts of the village: churches will be transformed into schools, stables into offices, etc.

Temporary living is actively promoted, opening the village to a larger international
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community of innovators, who may find a place to exchange knowledge and experiment
different ways of life and work. Circular flows of materials, energy and water are designed
as part of the ‘closed’ metabolism of the village. Food is grown in the local area, a
photovoltaic park connected to the village own energy grid has been designed. Every

wasted material is reused to become resource for other productive processes.

The research of ReDock project is focused on providing opportunities for healthy and
flourishing life. Decent and attractive work conditions are at the core of this strategy:
offices are designed to ensure comfort, flexibility, and to enhance creative work enabling
strong connection of people to nature. Healthy food is grown locally and served in the
restaurants, which establish agreements with local farmers. Health, creativity,

innovativeness, wellbeing, are key concepts of CE that are applied in the ReDock project.

This model of self-sustainability should not be intended as a tentative of ‘isolate’ the local
community through ‘off-the-grid’ technological measures. On the contrary, the village aims
to be connected through physical and digital means, particularly through high-speed
internet connection serving the whole area. Data collection on different metabolic flows

represent a key source of knowledge to continuously improve the functioning of the village.

Considering the features of the ReDock project, it is possible to recognize three main

aspects that enable a CE model in the reuse of historic rural villages:
* a cooperative and mutually supportive financial system;

* a business model based on re-localization and synergic/symbiotic value chains in the

area;

* a self-sufficiency objective and the regeneration of natural capital, built capital, human

and social capital.

The next section synthesizes the key aspects of circularity that can be recognized in the
experiences analysed, applying the three-levels framework previously proposed.

4 Discussion: Key aspects of circularity in the analysed case studies

The three levels of circularity (Gravagnuolo et al., 2017, 2018) that have been proposed in
chapter 2, are now associated to the three analysed case studies, in order to understand

how they reach the circularity objectives:
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« cultural values conservation/regeneration

In De Ceuvel this happens because the boats in their configuration are linked to the Dutch
cultural values. Furthermore, the organization of events like interactive workshops,
concerts and conferences, and the rent of the boats for different functions help improving
the communications of the sustainability values that De Ceuvel wants to reach. In
Rehafutur this happens because the reuse process has contributed to the conservation of
tangible and intangible heritage values and finally in Redock because the reuse project
regenerates natural and cultural heritage and landscape, providing also additional

educational and demonstrative values.
« Circularity of conservation interventions

In De Ceuvel this is clearly evident in the healthy UM that has been achieved thanks to
the combination between urban agriculture, small-scale renewable energy technologies,
local urban food production, biological water purification systems, and so on (Gladek and
Monaghan, 2013). It is possible to state that the reuse process contributed to many
circularity objectives. In Rehafutur this is achieved thanks to the technical choices of
adaptive reuse and finally in Redock through the development of a self-sustainable
energy and food system recovering traditional agricultural farming techniques mixed with

efficient technological solutions (e.g. renewable energy grid, digital technology).
+ Circularity of outcomes coming from reuse initiatives

This third level in De Ceuvel is achieved through the development of smart financial
scenarios (Roest et al., 2016). First, among the sources of income, there is the activity
related to Café De Ceuvel and also that related to the boats rental. In addition, among the
key features of the project, there is also a fast return on investment thanks also to the use
of Do It Yourself (DIY) approach. Moreover, the project enhances the creation of jobs, the
attractiveness for innovative start-ups and companies, for cultural and creative industries
as well as commercial activities, improving also the whole attractiveness of the area, that
has become a popular example of tangible sustainability. In Rehafutur this is achieved
thanks to the increased attractiveness and to the employment opportunities and finally in
Redock through the attractiveness for creative and innovative entrepreneurs, new jobs in
rural areas, new jobs in digital technology and the regeneration of rural ecosystems at a

larger scale.
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Table 4 summarizes the CE impacts in the three analysed cases, providing insights for the

subsequent identification of possible indicators of circularity to assess adaptive reuse

interventions in the historic built environment.

Case study | Cultural values Circularity of Circularity of outcomes
conservation/ conservation coming from reuse initiatives
regeneration interventions

De Ceuvel Educational activites; Closed cycles of energy, Attractiveness of the area for
Demonstrative actions water, materials, organic creative and innovative
(awareness raising); con- | materials and waste. entrepreneurs/firms; social activi-
servation of manufactured ties; community-building; circular
goods related to the Dutch financial system (local currency,
culture (boats); communi- Buikslotherham incentives and
cation of heritage values. revolving fund), etc.

Rehafutur Tangible heritage values No waste of materials; Attractiveness of the experience
conservation; reuse of materials and as demonstrative project;
demonstrative project objects; energy efficiency | example for local owners and
(awareness raising); Pride. | systems; recycled and community; employment

renewable materials. opportunities.

ReDock Landscape heritage Own renewable energy Attractiveness for residents
regeneration; grids; water and materials | (even temporary), visitors,
traditional farming reuse; digital infrastructure. | creative and innovative
conservation: entrepreneurs, digital workers —

through natural and cultural
recovery of abandoned heritage regeneration; healthy
heritage buildings. environment and lifestyle;
sustainable financial system and
business model, etc.

Table 4: Comparison of circular impacts in the three analysed case studies, applying the three-levels
methodological framework

5 Conclusions

The three case studies show that experiences of cultural heritage adaptive reuse from CE
and UM points of view are already in place and can inspire the development of an
emerging sector of implementation within CE applied to the historic built environment.

However, a monitoring and performance assessment framework is still lacking in this
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sector. Building construction industry metrics still do not monitor the “circular’ performance
of interventions in existing and historic buildings, while CE is recognized as an opportunity
for construction industries (ECSO, 2018; EMF, 2016; ARUP, 2018; Bruxelles Environment,
2018; Gravagnuolo et al., 2019). Moreover, it is still controversial to identify common
indicators able to show the circular performance in multiple dimensions: social, economic,
environmental, and cultural. The three case studies show a high variability of impacts,
which suggests that a common ground for the assessment of ‘best practices’ and the
orientation towards CE should be found through exploration of theoretical concepts
together with concrete experiences, in order to develop evidence-based knowledge of the

real impacts of CE-led interventions in heritage contexts.

The three levels of circularity described in this paper have been identified in the Horizon
2020 CLIC project in order to develop a matrix of indicators for the multidimensional
impact assessment of adaptive reuse of cultural heritage projects. This matrix is part of
Work Package 2, that has the aim to evaluate and compare the impacts of systemic
adaptive reuse in the environmental, cultural, social and economic dimensions through the
identification of suitable criteria and indicators in the CE perspective. In addition, some
more indicators will be introduced with reference to the specificities of the cases under
analysis. The concept of Urban Metabolism and Metabolic Impact Assessment lends itself
well to being used for the implementation of a methodological framework for the
assessment of urban performances in the perspective of CE. This metabolic analysis
could be able to combine the multiscalarity that inevitably characterizes the impacts of

adaptive reuse of cultural heritage.

Indicators in general are essential tools as they allow to summarize complex information
on the territorial functions and to represent certain aspects concerning the state of the
environment (built or not) from a multidimensional point of view, monitoring and analysing
the territorial flows (Fry et al.,, 2009). Future developments, in line also with CLIC
advances, will consist in the identification of a set of core indicators to guide the impact
assessment of cultural heritage adaptive reuse at different geographical scales (micro,
meso and macro) and from different points of views (manager organizations/local

governments).
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Definitely, only through the development of scientific measures, it is possible to monitor
and identify common rules able to close the loops and to reduce the input and output

metabolic flows.
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Abstract

For this case study nine interviews were conducted with astronomers from Leiden
University. The interviews were complemented by a document analysis on relevant
institutional (self-) evaluation documents, annual reports, and CVs of the interviewees. The
aim was to perform a qualitative study about what astronomers define as research quality
and how that related to their perception on what is measured by metrics used in research
evaluation. The research shows that astronomers are realists who define scientific quality
on the basis of “truth” and are driven by curiosity. These two factors make up their intrinsic
values and motivation to perform Astronomy. Publication pressure, arising from the
requirements of “the system”, creates an extrinsic motivation to perform. This is perceived
as resulting in low readability and replicability, risk aversion and a focus on quantity rather
than quality. Hence, indicators do not merely describe quality, but also co-constitute what
counts as good research. While such constitutive effects of indicator use on research
behaviour and content are observed, there is no indication that the astronomer's intrinsic
values are co-constituted. This gives rise to a discrepancy between what is being
measured by indicators and what astronomers define as scientific quality; the so-called
‘evaluation gap’. Consequently, astronomers try to manage a balancing act between their
intrinsic values and the requirements of the system. Findings on constitutive effects and
the evaluation gap in Astronomy lay out the conceptual groundwork for further empirical
research and for policy advice on alternative evaluation practices and innovative indicators

with the aim of bridging the ‘evaluation gap’.
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1 Introduction and Literature Review

The quality of scientific production is currently measured and evaluated by a set of
quantitative metrics, so-called indicators. This practice has become ever more
controversial as insights from the sociology of quantification and the sociology of
evaluation show that numbers which quantify quality, do not only describe, but also
prescribe. Indicators are performative insofar that they do not merely measure whether
science is performed well, but that they also affect what is valued as good research.
Reflexive metrics is a relatively new field in science and technology studies, which
combines the two strands, the sociology of quantification and the sociology of evaluation,
in order to study what effects indicator use has on research and researchers themselves
(e.g. Stephan, 2012; Fochler & De Rijcke, 2017). Given that metrics are non-detachable
from a social context, reflexive metrics will provide theories about the meaning, reliability
and effects of indicator use in evaluation procedures. It is important to question the use of
quantitative measurements in evaluation processes as an established practice in order to
inform policy makers what effects their policies have on science and what they need to
consider to encourage quality research and motivated researchers. This paper will first
give a brief introduction to the topic of reflexive metrics, which roots in the sociology of
quantification and (e-)valuation in Section 1. This includes two concepts developed to
explain what effects indicator use has on knowledge production processes, the evaluation
gap and constitutive effects, and how they could be reconciled. The introductive section
ends with explaining why this study chose Astronomy and Leiden Observatory as the field
and institute under investigation. Section 2 outlines the methods. Section 3 contains the
results where we first depict the astronomers’ definition of quality. We then describe the
evaluation gap in Astronomy and what constitutive effect we could observe and finally, how
those concepts can be reconciled. This paper will end with its final Section 4, the

conclusions.
1.1 Sociology of Quantification and (E)-Valuation: Insights into the different
characteristics and meanings of numbers

The question how to measure and ensure high-quality of knowledge production has
become controversial and challenging. “Accountability’” and “transparency”’ are becoming

ever more closely associated with producing and monitoring metrics (Espeland &
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Vannebo, 2008). This is because quantification is one means to constitute social entities
as things that last and are comparable. Categorising and numbering reduce the complexity
of phenomena, which makes them easier to grasp and talk about. As such, the goal of
quantification is to enable objectification and to master uncertainty. Through objectification,
both a political space and a measuring space, are co-constituted in which things can be
compared (Desrosieres, 1998). “It permits scrutiny of complex or disparate phenomena in
ways that enable judgment” (Espeland & Stevens, 2008). Hence, quantification offers a

shared language and replaces trust in people with “trust in numbers” (Porter, 1995).

Indicators serve the purpose of accountability, which is why they are relevant in science
evaluation systems. Indicators commensurate, which is the act of using numbers to rate
and rank, “creating a specific type of relationship among objects” (Espeland & Stevens,
2008). They are argued to measure and compare the output and performance of
researchers and research fields. According to Godin (2006), this is also the reason why
psychologists used bibliometrics as forerunners in the early 1900s. Their aim was to
contribute to the advancement of psychology by demonstrating its usefulness and
productivity quantified in indicators. Advancement of a research field is possible due to
more positive attention from funders and policy makers, achieved by trust in numbers.
That is how indicators may acquire the power to influence how funding is allocated. They
are political means, solidifying categories “by means of which society seeks to manage
itself and thereby represents itself and its values” (cited from Dahler-Larsen, 2014,

referencing Vestman and Conner, 2006 & Rosanvallon, 2009).

Commensuration is one of the “most consequential uses of numbers” (Espeland &
Stevens, 2008). Commensuration turns describing numbers into prescriptive ones.
Commensuration attributes meaning to numbers. “Measures that initially may have been
designed to describe behaviour can easily be used to judge and control it” and hence,
“numbers can also exert discipline on those they depict” and “disciplinary practices define
what is appropriate, normal, and to what we should aspire” (Espeland & Stevens, 2008).
Foucault (1977 & 2003) links statistical practices to “governmentality”, a term to describe
how the government uses numbers to influence citizens so that they fulfil those
government’s policies. He describes discipline as “a mode of modern power that is

continuous, diffuse and embedded in everyday routines” (Espeland & Stevens, 2008).
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1.2 The Evaluation Gap

The fact that indicators commensurate, where “all difference is transformed into quantity”
(Espeland & Stevens, 2008), leads to the argument that their use to assess scientific
quality gives rise to an “evaluation gap” (see Fig. 18). This is a term coined by Wouters
(2017) to acknowledge a discrepancy of what is being measured by indicators and the
quality of the scientific content, as perceived by the researchers of the field. The
researcher holds a different notion of quality than the indicator serves. The evaluation gap
can lead to a number of questionable practices, such as goal displacement, gaming or
information overload (Laudel & Glaser, 2014; Rushforth & De Rijcke, 2015). Because
“measures can also alter relations of power by affecting how resources, status, knowledge
and opportunities are distributed” (Espeland & Stevens, 2008), researchers may need to
comply with the concept of quality implicit in the measurement (goal displacement). To
reach the target set by the indicator the researcher may then take short cuts (gaming),
which possibly undermine research quality, but fulfil quantitative requirements to publish
(causing information overload). Negative effects of the evaluation gap on research
practices are called “unintended consequences” of indicator use. This term is found
frequently in literature on effects of performance measurement (for a list see Dahler-
Larsen, 2014) and it draws back to the notion of “unanticipated consequences of

purposive social action” (Merton, 1936).
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Fig. 18: The evaluation gap as depicted by Dahler-Larsen (2014). In his paper it is called "Trivial Measure
Fixation", where "the indicator is an imperfect measurement of the concept [in this paper: research quality]
that is intended to measure. Despite the “validity problem” the indicator guides the action of the researchers.
Due to the validity gap unintended consequences occur on the action level; the requirements of the indicator

are trying to be satisfied instead of the scientists’ concept of research quality.

1.3 Constitutive Effects of Indicators

Numbers have authority and objectify, however “doing things with numbers” (Espeland &
Stevens, 2008) entails a performative element. Austin’s “speech act theory” ([1962] 1975)
describes a specific type of utterances, so-called speech acts, that relate saying
something with performing an action as such. Hence, speech acts do not simply evaluate
the truth content of a statement, but they constitute an act. Analogous to that, to quantify
something is always to do something, when meaning is attributed to the resulting
numbers, rather than simply stating their truth content. This opens up the dichotomy

between the prescribing and describing function of numbers (Desrosieres, 1998). The term
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performativity of numbers was established in the economic sociology and in the sociology
of finance (Callon, 1998; MacKenzie, 2006) to convey that statistics may not only describe
social realities, but also co-constitute them. The process of turning “qualities into quantities
creates new things and new relations among things” (Espeland & Stevens, 2008).
“‘Measurement intervenes in the social worlds it depicts”, as measures are reactive; “they

cause people to think and act differently” (Espeland & Stevens, 2008).

Dahler-Larsen (2014) suggests to depart from speaking about “unintended consequences”
of indicator use and using the term “constitutive effects” instead (see Fig. 19). On the one
hand, this conceptual move avoids the “dependency on a valid identification of intentions
behind the indicators” and on the other hand it acknowledges the performative character
numbers can entail. Effects of indicator use are constitutive insofar that indicators are not
merely representative measures of scientific quality, but they rather shape what is
considered to have value in knowledge production and therefore may exert an effect on
research behaviour and content. They constitute a “reality that is put on stage so that it
can be acted upon” (Desrosiéres, 1998; in Dahler-Larsen, 2014) and indicators become
“the way through which the world is defined” (Dahler-Larsen, 2014). For research this
means that “indicators and rewards introduced by policies shape the process of the
practices they seek to describe” (Dahler-Larsen, 2014). Hence, one may assume that
indicator use affects research agendas, knowledge production processes and research
behaviour.
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Fig. 19: Constitutive effects as depicted by Dahler-Larsen (2014). In his paper he calls it "Advanced
Measure Fixation", where indicators stand in “a constitutive relation to the reality they seek to describe”. As
compared to Fig. 18 there is no gap as the indicator-guided action re-shapes the concept of quality the

researcher holds.

1.4 Reconciling the Evaluation Gap and Constitutive Effects

Intentions always play a role in the processes of defining indicators and deciding on which
ones to use, no matter whether they are explicit or implicit and whether they are applied in
the intended way or not. By avoiding problematic assumptions about intentions, Dahler-
Larsen describes constitutive effects as something that occurs to passive actors. While the
evaluation gap can be criticised for not accounting for the reactivity of indicators and their
potential effects on the researchers’ concept of quality, the concept of constitutive effects
does not leave any room for divergent notions of quality. Analysing the usefulness of both
concepts raises the question whether they are necessarily alternatives or whether those
two concepts can be reconciled. Dahler-Larsen (2014) recommends that “constructivists
may be immediately comfortable with the idea [of constitutive effects], while rationalists
and functionalists may still find value in the idea of unintended consequences.” We
question whether the decision which concept to use really “hinges on paradigmatic

foundations” and rather propose that, when studying the reflexivity of metrics we might find
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value in reconciling both concepts. That reconciliation may take into account that indicator
use can co-constitute concepts and values (about quality), but at the same may also set
targets which diverge from intrinsic values (about quality). Testing and conceptualising this

hypothesis will be part of this paper.

1.5 The case study: Why Astronomy and why Leiden Observatory?

Despite Reflexive Metrics being a relatively new field, there have been quite a few studies
discussing the effects of indicator use on scientists, especially in bio-medicine and the life
sciences (e.g. Hammarfelt & De Rijcke, 2014; De Rijcke et al., 2015; Rushforth & De
Rijcke, 2015; Fochler et al., 2016; Kaltenbrunner & De Rijcke 2016). While life science is a
more applied research field, for this study we chose a field that conducts mainly basic
research in order to study effects of indicators when applications don’t play a significant

role.

Astronomy (synonymous with Astrophysics) is one of the oldest sciences and according to
Heidler (2011) there are 15,000-20,000 active professional astronomers worldwide. The
author characterises Astrophysics as “a paradigmatic, established, basic, hard knowledge
field with relatively clear disciplinary boundaries”, often following Karl Popper’s ideal of
trying to develop theories that can be falsified. Paradigmatic and hard science fields
typically are strongly reputation oriented, but nevertheless reflect on bibliometric measures
of reputation, like the h-index (Heidler 2011). The reputation system in Astronomy is still
based on individual achievements, while an increasing collaboration culture puts pressure
on that system. At early career stages, decisions about who to fund and to hire, are
“essentially predictions about an individual’s future achievements” (Kurtz & Henneken,
2017).

Astronomy is an interesting field to study from a meta-perspective. Astronomy asks highly
fundamental questions which inspire both scientists and the public at large. It is dedicated
to basic research, involves large collaborations on expensive instruments such as
telescopes, and the use of (open) archives and huge datasets. The access to telescopes
is generally not exclusive, although the builder (and collaborators) of the telescope usually
get a share of guaranteed telescope time. Instead, the access is regulated by a peer-
review system, which evaluates the prospective quality, originality and success of the
project (Heidler 2011).
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According to Heidler (2011), the social structure of a field is influenced by both, its
knowledge content and its “historically grown organizational and cultural preconditions”.
While Heidler (2011) performed a study on “cognitive and social structure of the elite
collaboration network of astrophysics” and Kurtz & Henneken (2017) performed a “40-year
longitudinal cross-validation of citations, downloads, and peer review in astrophysics”,
showing the capabilities and limitations of each measure, no study has been performed on
what effects the use of metrics in research evaluation has on the knowledge production

process in Astronomy.

We chose to study evaluation processes at Leiden Observatory (Sterrewacht; Leiden
Astronomy institute), since it is viewed as one of the largest and top astronomical research
institutes in the world. In 1998 the national Astronomy proposal “Astrophysics: unravelling
the history of the universe” was rated first by the Netherlands Organization for Research
(NWO). This proposal was submitted under the umbrella of the Nerderlands
Onderzoekschool voor Astrononomie (NOVA). It is the alliance of the four university
Astronomy institutes in the Netherlands — the Universities of Amsterdam, Groningen,
Leiden and the Radboud University Nijmegen — and was rated as top research school in
1998. As a result of the proposal NOVA was guaranteed baseline funding from the Dutch
Ministry for Education for 1999 to 2005. Since then this “NOVA grant” has been renewed
every 5 years. The grant has been the basis for support of “normal” research activities and
the participation in numerous programmes for the construction of astronomical
instrumentation. This enabled Leiden to build on its long tradition of radio-interferometry,
by getting heavily involved with instrumentation for European Southern Observatory’s
(ESO) facilities, securing priority access for conducting observations. Additionally, Leiden
hosts the world famous Sackler Laboratory that bridges Astronomy, physics, chemistry and
biology. Leiden Observatory is an international environment; many students, postdocs and
staff come from abroad. The institute has close collaboration ties with other Astronomy

institutes in Europe and the U.S. and hosts visitors from across the globe.
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2. Methods

The use of metrics to evaluate science opens up a whole series of topics that have found
attention in the sociology of quantification. From the way how indicators can provide
accountability and enable governmentality to different notions of reactivity, such as
unintended consequences or constitutive effects. Espeland & Stevens (2008) point out
that “the capacity of measures to discipline” is another “distinctive form of reactivity”.
Performativity of numbers with attributed meaning is the reason why studying the effects of
indicator use is relevant in the social sciences. This paper studies the extent of the
indicators’ influences on knowledge production processes and research behaviour in
Astronomy, including the following research questions: What (perceived) effects do
indicators have on the quality of knowledge content? Can the influences be described as
unintended consequences or rather constitutive effects? Or must those two concepts be

reconciled? What is the relationship between the evaluation gap and constitutive effects?

In this study we classify “research evaluation” as any kind of evaluative process or
situation that an astronomer is faced with, which is important for them to continue their
research or their career. The career system, funding system and publication system are

regarded as different aspects of the evaluation system.

The research questions were tackled by conducting interviews and a document analysis at
the Centre for Science and Technology Studies (CWTS) under the supervision of Sarah de
Rijcke. Since it regards itself as an elite institute and is listed among the best astronomy
institutes in the world, the Sterrewacht makes a good case study of what effects research
evaluation has on the knowledge production process and research behaviour. The author
graduated from Leiden Observatory in 2015, so she had easy access to the institute. Ten
researchers were invited to be interviewed for this study via email. This sample was
selected such that it includes scientists in different career stages and from a variety of
nations. The Master programme at the Sterrewacht is very research intensive, requiring
the students to write two Master theses in total, which is the reason why they are also
interesting subjects for this study. From the ten researchers, nine replied positively, which
led to semi-structured interviews with four faculty members, two postdocs, one PhD

candidate and two Master students.
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In order to investigate a potential evaluation gap, questions were developed such that an
astronomer’s definition of quality versus what is measured by indicators can be studied.
Topics included career steps, project funding, exposure to assessments, research
evaluation, the publication and funding system, different stages of the knowledge
production process — from planning, via doing the research to publishing — and the
meaning of quality. Each topic was introduced by one overarching question, followed by

several potential follow-up questions.

Subsequently, all names were pseudonymized. All interviews, 80-100 minutes in length,
were fully transcribed into electronic form, coded and summarised. These codes represent
themes which emerged by combining sensitivity towards existing literature on constitutive
effects of indicator use with insights from our data. As for the investigation of the
astronomers’ notion of quality bottom-up coding was applied. To study what constitutive
effects indicator use has on Astronomy, top-down coding was done on the basis of five
domains of constitutive effects which Dahler-Larsen (2014) carved out. The interview

questions and codes can be found in Table S-1 & Table S-2 of the supplementary material.

The interview data were complemented with a document analysis of materials collected
online or made available via the informants, including CVs of the interviewed researchers,
annual reports and (self-) evaluation reports of the Dutch Astronomy institutes and their
umbrella organisation NOVA. The annual public reports were authored by the respective
director of the institute and the collection used in this research comprises those written for
the years 1998 to 2015 (hereafter; Annual report'®- Annual report®*). Institute evaluation
protocols for the evaluation period 2010-2015 (hereafter, Evaluation protocol®'®?°"®) were
authored by an external committee and self-assessment protocols (same period; hereafter,
NOVA self-assessment®'>2°"® & LU self-assessment®'*?°'®) were written by NOVA and the
institute as a preparation for the evaluation. Those (self-)evaluation reports are particularly
interesting as they compare the Sterrewacht with their national and international
counterparts and explicate by which standards successful research is measured in
Astronomy. Comparing the official documents with the interviews gives insights into what
is valued by evaluation practices as compared to what astronomers value in doing their
everyday research. Hence, evaluation documents can help identifying an evaluation gap

and constitutive effects.
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This article summarises the results while the complete report of this project can be found
on ArXiv'). Direct quotes of the interviewees will be given between double quotation

marks.
3 Results

3.1 What is scientific quality for an astronomer?

In order to understand the extent of a potential evaluation gap and how indicators shape
knowledge production in Astronomy, we must investigate the intrinsic values and general
motivation of astronomers and compare this with what is required by the evaluation
system. Only if we know what research quality means for an astronomer, we can

investigate whether indicators have constitutive effects on quality.

Our document analysis gives insights into various strategies on how Leiden Observatory
maintains its “success” and how that success is evaluated and measured, both in
qualitative and in quantitative terms. What we are missing from the reports is an answer to
the question who defines quality and if the described measures can satisfy that definition.
NOVA claims “the first part of its strategy [to ensure a front-line role in Astronomy] is to
foster an intellectually rich and vibrant scientific atmosphere which allows astronomers to
pursue their ideas and push scientific boundaries, and in which young scientists can
develop and grow.” This sounds great in theory, but we question, whether individual
researchers feel that “success” as defined in the evaluation protocols actually allows such

a “vibrant scientific atmosphere” and out-of-the-box thinking in practice.

The study found that astronomers generally conduct science for the sake of “curiosity” and
“pushing knowledge forward” (e.g. PhD Candidate, Faculty Member 4), that is searching
for the truth and discovering structures of nature. Astronomers are realists, who assume a
reality independent from the observer, arising from (physical) causal laws. As Astronomy is
the study of the universe and its building blocks, it seeks to answer the most ‘fundamental’

questions to set a basis for the ‘truth of everything’.

1. https://arxiv.org/abs/1801.08033
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“But that moment of — you know — mystery, that is a scientific experience in the sense
that there is only one thing that you accept in that moment, that’s the truth, you want
to know the real answer. And no excuses, only the real answer matters. And that is

what drives science; we only want to know the real answer.” (Faculty Member 1)

The notion of truth and the quest to push knowledge forward both result from the
astronomers’ curiosity to understand the universe, which all interviewees uttered as their
motivation to become an astronomer. Astronomer’s intrinsic motivation is to “know and to

understand better” (Postdoc 1).

‘I mean [my driver is] the journey and not the arrival, basically. [...] It's just simply that
it feels good. And in German they have a word for that, they call it the ‘Aha-Erlebnis’,

the ‘Oh, is that so’-feeling.” (Faculty Member 3)

From the astronomers’ notion of truth and their motivation to discover follows that high
quality in research means that there is a correspondence between reality and the scientific
theory (also compare with citation of Faculty Member 1 above). For a realist, truth and

scientific quality are ‘objective’ and it implies scientific integrity.

“I think in terms of what constitutes good science and what is academic integrity, all
those things don’t change — they are pretty close to absolute values | would say.”
(Faculty Member 2)

However, what does an astronomer define as a discovery? The research has to “be
something new” (Postdoc 1) to push knowledge forward. This ranges from “trying to solve
a problem, no matter what the problem is” (Postdoc 1) to “asking an important question”
(Faculty Member 1) and having the means to solve the problem. Solving those problems
doesn’t only serve the astronomer’s intrinsic motivation, but also, in their view, has a high

relevance for society and other academic fields.

“The inspiration that Astronomy brings and the fundamental questions it raises about
the nature of everything and the place of humanity in the universe, makes it natural
for us to engage with fellow intellectuals in seeking connections between arts,

humanities, and science.” (NOVA self-assessment®'%21)
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“Science that drives the [knowledge] forward, is science that serves society.”
(Faculty Member 3)

The interviewees display consensus about the importance of Astronomy with respect to
this mission. However, when asked for a more objective definition of what an “important

question” is, the astronomer admits controversy:

“That is [...] difficult to answer, because if you have 5 referees, they will all have
different preferences for what is important and what is not important.”

(Faculty Member 1)

However, astronomers do agree that there is a difference between “making progress on an

important issue” and “valorisation”:

“Well, academic quality | think has always been relatively clear. It has to be verifiable
and clear, unbiased etc. | think that is academic quality. But there is these days ... a
tendency to look at the value of science in terms of economic output, it's called
‘valorisation’. And | am totally uninterested in that | have to say. It is nice if you can
[...] use some things... It is always nice if you find applications that are useful and
that can actually make you profit even. Why not? But that’s not why we do it. And the
importance of that is overstated these days. And | don'’t think that is actually

productive.” (Faculty Member 1)

Here we can see again the high value of “truth” for an astronomer. Truth matters for its
own sake. Applications are opportunity driven, but not the goal of the research. Hence
scientific quality in the eyes of the individual researcher is independent of its potential to
lead to applications for industry. Societal relevance however, in the eyes of an astronomer,

arises self-evidently from the fundamental questions Astronomy gives answers to.

The last quote hints at another aspect of scientific quality, which follows from the
astronomers’ demand of good correspondence between discovery and reality: using

sound scientific methods.

“I guess [good quality research is] if you followed the methods as best as you can — like
to the best ability and take everything into account and thoroughly test your results and
outcomes to make sure that they are as concrete and solid as they can be before even

throwing them out to the general populous ... Part of it also is, if you have high quality

data, it can be easier to do high quality research, so erm, that too.” (Master Student 2)
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Hence, for good quality research “important questions” need to be answered by robust and
careful research. This involves thorough methods, which ideally take all possible factors,
assumptions and biases into account and sufficient testing of the methods and results
before publishing. However, those criteria are yet not enough to satisfy an astronomer’s
account for high quality research: Conclusions that push knowledge forward must not only

describe ‘reality’ but must also be “rememberable” (Postdoc 2) and communicated well:

“And you have written a paper which demonstrates you have answered that question
[...] And you have written it in such way that a non-expert in that field can read it and
understand what you have done. They may not understand the details, they may not
understand the algorithms, but | think high quality research is: You can pick up —a
good paper — any Astronomy paper, read the abstract, read the introduction, read the
conclusions and know what they did. And why they cared. And you may not know the
shear statistics of galaxies of redshifts 2, but good quality research will give you the
background and give the context which you should be able to understand. As a
scientist you understand it. If it's a crap written paper, then that’s crap research — |
don’t care how brilliant the answer is, if they can’t communicate it through a paper or
through a presentation, then that’'s bad research. [...] Yeah, I'd say that means high
quality. They are able to write and present a compelling scientific argument from start
to finish, that any reasonably trained human being can read and think about, you

know.” (Faculty Member 4)

In summary, the study found that the astronomer’s definition of high quality research is

based on three criteria:

1. Asking an important question for the sake of understanding the universe better and to

push knowledge forward.
2. Using clear, verifiable and sound methodology.
3. Clear communication of the results in order for the community to make use of them.

As obvious as that definition may seem to an astronomer, interviewees admit that there is
no easy answer to the question how it can be measured, whether those quality criteria are
fulfilled. After all, “scientific quality is hard to measure, and numbers are easy to look at”
(Benedictus & Miedema, 2016). That is why indicators serve as proxies to evaluate

scientific quality and performance. In order to compare criteria applied in evaluation
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procedures with astronomers’ intrinsic motivation and what they value as quality research,
the study investigated what the funding, publication and career systems value and which
indicators are used, according to the astronomers. These findings will be explicated in the

following section.

3.2 The Evaluation Gap in Astronomy

The former section presented the study’s results of what an astronomer values in research
quality. Now we will look at what astronomers perceive that is valued in the evaluation
system. Only when we know more about the extent of the overlap we can investigate what
effects indicator use in evaluation has on knowledge production and scientific quality,
which is the aim of this study. We will start this section by giving insights into what our
document analysis reveals about the Sterrewacht’s strategies to maintain its success,
since they likely affect targets that Leiden astronomers need to strive for. Leiden
Observatory is ranked among the best Astronomy institutes in the world (Evaluation

prOtOCOIZO'I 0-2015)

. The Sterrewacht is keen on maintaining that status by following NOVA's
objective to “ensure a front-line role in the next generation of astronomical discoveries’.
NOVA intends to fulfil this objective by following its mission, which is to “carry-out front-line
astronomical research, to train young astronomers at the highest international levels, and
to share discoveries with society.” Leiden Observatory has three missions, which are well-

aligned with NOVA's overarching one:

1. The Sterrewacht’s educational mission is to “to provide excellent education at the
bachelor and master level, not only to prepare students for PhD projects, but also for the
general job market.”

2. Research at the forefront of modern Astronomy, including collaborations with Dutch
partners such as TNO Delft, Dutch Space and the Sterrewacht’s vicinity to ESA's ESTEC
(Technical facility of the European Space Agency), enabling “astronomers [to be] among
the first to use the instrument, thus reaping the hottest early science harvest.”

3. The Sterrewacht follows an outreach & education mission. Since “Astronomy has a

t2010-201%) " gl staff and students

strong appeal to the general public’ (LU self-assessmen
“spend considerable time and effort to explain the exciting results of Astronomy to the
general public, in the form of lectures, press releases and newspaper articles, courses,
public days and tours at the old observatory complex, and input to television and radio

programs.

160



Institute evaluations take place every five years by an Evaluation Board (EB). The
committee’s review is part of the assessment system for all publicly funded Dutch research
organizations, according to the Standard Evaluation Protocol (SEP). The SEP consists of
three criteria: (i) Research quality, (ii) Societal relevance, and (iii) Viability. The scope of
the assessment is set by the Terms of Reference (ToR), which in this case is the
information provided by the self-assessment documents of the individual Astronomy
institutes and NOVA as a whole. These documents are a description of the institute’s
mission, objectives and results. In addition, the EB conducts interviews with management,

the research leaders, staff members, and PhD candidates.

In addition to the self-assessments prior institutional evaluations and those evaluations,
Leiden Observatory measures its scientific productivity with certain “performance
indicators” measuring the productivity of staff members and students: “During the reporting
period 2010-2015 Leiden Observatory thrived; its scientific production, measured in terms
of number of papers, citations, PhD candidates and postdocs and the amount of grant
money awarded, has never been so large” (LU self-assessment®'?°"®). The Sterrewacht

calls them “objective” as they are quantitative and they include:
* Publications: Total number of refereed papers.

« Citation rates: including 24 citation parameters (e.g. number of citations, number of

normalised citations, number of normalised first author citations)
* PhD theses
» External grants and prizes

» Outreach activities: The performance of its outreach programme is measured by the
large numbers of press releases, articles, attendees, teachers and children reached

through its various activities.

* International leadership: International visibility of Leiden Astronomers and their

leadership roles in organisations and committees.

* Instrumentation programme: A key indicator of the success here is the on-time, on-
budget and within specification delivery of instrumentation (co-)built by NOVA. Another
positive measure is the frequent invitations for international collaborations and the number

of successful spin-off projects.
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In addition to the performance indicators, “excellence” is a rising buzzword to measure the
success of institutes and researchers (Sgrensen et al., 2015). The Sterrewacht “believes
that their success in winning international research funding demonstrates that their staff is
of high calibre and has the drive and commitment to continue excelling. [...] Their staff and

the faculty board agree that excellence will be the most important hiring criterion.”

The Sterrewacht commits itself to the missions and strategies described above, because
the institute’s key goal is to “maintain the present high level of achievement and to
continue to score very well in international competitions for observing time at space

observatories and on the ground, as well as for research grants.”

The funding that the institute receives is comprised of baseline-funding from Leiden
University and from NOVA. How much money the university allocates to each institute

depends on a formula, which is called “Allocatie Eerste Geldstroom” (AEG):

“So what we get from the university is determined by how well we have done over
the last few years in terms of how many grants, how many PhD candidates, how
much teaching we have done. It’s kind of an arrhythmic model that determines how

much you get over the next year, it’s kind of a 3 year average.” (Faculty Member 2)

The amount of money that the university receives from the government is based on a
similar formula. This model makes the institute very autonomous, but at the same time
responsible for paying their staff. In addition to baseline-funding, the Sterrewacht vaunts
the high number of external research grants acquired by individual staff members. The
main funding agencies include the NWO and the EU European Research Council (ERC).
The observatory reported already in 2009 (Annual report2009) that

“university funding is changing as a result of external pressures. There is more and
more emphasis on temporary, project-based funding, threatening the structural long-
term funding that is needed as the basis of a healthy scientific institute. Keeping up

our success in funding applications is therefore vital.”

This will become especially true during the next years when the continuation of the NOVA
grant is running out in 2023 and NOVA needs to find a different source of funding. Outside
grants are also “needed to fund graduate students” (Faculty Member 4) who are the

‘working horses’ of the system:
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“[...]if you have money that means that you have also, that you have labour, that you
have the effort available. And of course in exchange we need to define a little piece

of science that that student can do as part of his PhD.” (Faculty Member 1)

Grants are limited and very competitive. Money available for research is finite and so
proposals need to fulfil certain criteria in order to be successful in acquiring grants.
Advertising the so-called “sexy topics” are highly valued when the government and funding
agencies decide which research proposal to fund. The interviewees frequently report that
“the funding system is very much oriented towards the fashion of the day” as opposed to
also “extremely important” topics that are “more pedestrian/ basic” (Faculty Member 1).

Promising “impact” is important to acquire external funding and improving the AEG:

“So the impact is very important, because if [the evaluation committee] had said that
we are doing so-so or it is a field in decline or an institute that are not doing things
right the university can start reallocating their priorities [as in funding].” (Faculty
Member 2)

The potential impact of a research project is often estimated on basis of the recognition a
scientist has gained, due to the common assumption that past achievements determine
future outcomes (e.g. Kurtz & Henneken, 2017; Merton, 1968 & 1988). Achievement is
measured in terms of quantitative indicators, such as publication- & citation rates, impact
factors and the number of acquired grants or other “performance indicators” as described
above. Given that such achievements determine an Astronomer’s recognition and that
recognition is needed to acquire more funding, we observe a Matthew effect in in
Astronomy. This effect, the “Chicken-or-egg problem” (Faculty Member 1), means that past
output determines future success (Merton, 1968 & 1988). The prevalence of the Matthew

effect is frequently reported by interviewees, for example:

“The funding system is mostly ... Mostly looks at your past achievements, right? So
much of what determines whether you get your next grant is what you did with the
previous one, so ... how that’s evaluated or viewed, or judged, or measured is key.”
(Faculty Member 2)

“‘Erm ... the funding agencies have a tendency of — where the money follows the

reputation. And strangely enough, it’s not totally inappropriate that money follows
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reputation. Erm, it is in a sense Darwinian, | mean something has success and

therefore you should feed it, you should support it.” (Faculty Member 3)

While serving the “fashion of the day” and promising impact seem to be the basis criteria
for a successful grant application, the selecting process isn’t very transparent and often
depends on luck. According to Faculty Member 3, a career in Astronomy is “90% luck and

10% hard work” and this is partly because receiving funding depends on chance.

“But ... | think the biggest problem of the funding system how it is now, is that there is
so little money available, that the selection problem is ... | would say almost random,
not completely random, but you could have a very good project and very robust

project but not been given the money, because there are just too many.” (Postdoc 2)

“So you are good enough, that you know it's a good proposal. And you are now
rolling the dice. You are just waiting for .... It will come down to: One person didn’t
have their chocolate biscuit in the morning and they are grumpy and they dinged you

for not being concise enough.” (Faculty Member 4)

This randomness in allocation of funding is what astronomers call the “TAC-Shot-Noise”
(Faculty Member 4), which stands for “Time Allocation Committee”-Shot-Noise. The word
‘time’ here instead of ‘funding’ indicates that committees that grant observing time base
their decisions on the same criteria as funding agencies. The interviewees make no
difference between grants in terms of observing time and research money when talking
about the funding system. In Astrophysics, having been granted observing time is
generally as prestigious and important for one’s career as funding. That grants are often
based on luck generates a lot of (psychological) stress for applicants. Other consequences
of this “rolling the dice” technique include tense competition and risk aversion to not lose
out on impact. These (constitutive) effects of indicator use will be discussed in the next
section. Despite the luck aspect, prestige and reputation are vital for receiving grants/
telescope time and career advancement due to the Matthew effect. The most prominent
form of output are first-author publications, which are the capital of every astronomer.
When an interviewee talks about “having a paper” or “publishing a paper” it is generally
implied that that person is first author on that paper. Interviewees emphasise not only the
importance of publishing, but also the “emergency” to do so, which results from a pressure

to publish, another (constitutive) effect of indicator use, discussed in the next section.
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“Before you have a tenure job, you’ve got to make an impression and demonstrate

that you can produce papers in a reasonably rapid fashion.” (Faculty Member 4)

“You always want to be the fastest and want to have your results out. But it's not
really a deadline, it's more an emergency.” (Postdoc 2)

While some astronomers claim that “everything that is not obviously wrong is publishable”
(Faculty Member 1) other interviewees relativize this: “It's not sufficient to be true. It has to
be true and pushing knowledge” (Faculty Member 4). This still matches with the
astronomer’s values, as generating output in the form of disseminating knowledge,
including informing the public, is important for an astronomer. As elaborated in the former
section, discoveries matter for their own sake and resulting applications are merely a
bonus. However, the EB criticizes that “valorisation seems to be opportunity driven, rather
than to derive from pre-determined strategy.” Hence, while the evaluation system
demands for more directly applicable output to demonstrate society relevance of the

research, astronomers do not intrinsically strive for such output.

Furthermore, what fulfils that criterion of ‘being publishable’ is often open to interpretation,
so lies in the eye of the reviewer. Often it also depends on the research field. In the field of
exoplanets, a detection with the right method (e.g. direct imaging as opposed to radial
velocity) can be enough to publish already without interpretation or analysis. In the field of
Radio-Astronomy that is the same case, as detections through long wavelengths are
extremely difficult. Hence, in some observational Astronomy fields a sole detection is

highly valued by journals and reviewers.

However, in observational Astronomy, non-detections are much more frequent than
detections and about 90% cannot get published (Postdoc 1). Unless the non-detection can
‘add to new knowledge’ by having been able to calculate upper limits or demonstrate

anomalies, they are not publishable:

“[Negative results are not publishable], unless you have a very good, as in for
example the way we sort of explained the upper limits with the non-detection. [...]
The problem is how to tailor it, right? [...] So, yeah, unless you have ... like a good
way, | mean there is some research that published non-detection — for exoplanets
sometimes they publish it when they didn’t detect it, because sometimes you sort of

predict that it should be there ... [...] And it's an anomaly or something like that ...
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[...] So there are some ways to publish this, but | think it's very ... like 10%. There is
a whole 90% that doesn’t get published and sometimes, like for example, if you just

had bad weather, then it's very difficult, right?” (Postdoc 1)

In summary, to survive the climb up the career ladder, an astronomer has to acquire
recognition on basis of quantitative indicators and publish enough first author papers. The
ranking of the universities of previous job positions influences further career development.
The Matthew effect leads to a “Golden Child Trajectory” (Faculty Member 4), where the
‘ideal’ career in Astronomy is a straightforward climb of the tenure track. This often
involves committing to a professional life in the hamster wheel of the “cycle of observing,
analysis and publishing” (Faculty Member 1).

From this investigation of values two opposite notions of science emerge. The first is the
astronomer’s “ideal” image of science (e.g. Postdoc 2), where astronomers are driven by
their curiosity and the search for truth, limited only by epistemic restrictions such as
technical possibilities, which was described in Section 3.1. The other notion is the image of
a “system” of science, constituted by evaluation practices, such as indicator use, with

values that are not in line with the astronomer’s intrinsic values.

“You [wouldn’t be] bothered with the raw numbers. | have [number taken out in order to
assure anonymity] refereed publications and [this] would probably be a lot smaller if your
publication rate wasn’t so important. [...] Yeah, | have my doubts about the usefulness of

that system.” And: “Well, once again, | am not that happy with that cycle. It can put a lot
of pressure. And | am trying to ignore that pressure now. | mean | am [above 50; number
taken out in order to assure anonymity], so my career is established, let’s put it that way,
so | don’t need to prove myself anymore, so | can safely ignore that pressure. But | think

that younger people who still have to make that career have to work according to that

system and | am not quite sure that that is actually a good thing.” (Faculty Member 1)

“The problem is — this is the main thing, right — if you wanna have a job later on, you
are gonna a have to have papers, because that’s how it works. Even though | don't like
the system, | don'’t like the way it is, it is what it is and you have to adapt to it.” And:
“It's the same issue, it's the same thing ... It's a system problem | think. Erm, | try to do
quality research, but | do feel sometimes that | end up publishing

because | have to publish.” (Postdoc 1)

166



Proceedings of the STS Conference Graz 2019

Julia HEURITSCH
DOI: 10.3217/978-3-85125-668-0-09

The discrepancy between those two notions of science gives rise to the evaluation gap.
Therefore, we can say that constitutive effects of indicator use generate the evaluation
gap; indicator use leads to a concept of quality which is not the same as astronomers
would define it. In turn, the presence of the evaluation gap has shaping consequences on
the research behaviour and knowledge production in Astronomy. Fig. 20 illustrates the
evaluation gap and its constitutive effects on motivation and identity. Those effects are
outlined in the following section.

| Evaluation Gap

Identity
Intrinsic Values (includes
(Quality) Self Confidence &
Insecurities)

Intrinsic
Motivation

Extrinsic Motivation
(e.g. gaming: "the
ends justify the means”)

Actions the

einforce the concept

Output “Concept”:
(any form = might E.g. “citations rates Define The system’s

change to a are a good proxy for Indicator values
particular form) impact” (Quality)

Government
(Policies),
Funding agencies,
International

Publication system
&
Career System
etc

Fig. 20: This figure illustrates the evaluation gap and constitutive effects in Astronomy. The cycle starts with
the astronomer’s intrinsic values and shows what constitutive effects (red arrows) each element has.
Because the system does not have constitutive effects on the astronomer’s intrinsic values, it also does not
influence their intrinsic motivation. The evaluation gap between what an astronomer values and what is
actually measured has constitutive effects on the astronomer’s identity in form of psychological effects, for
example feelings of unworthiness, as outlined in the next section.
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3.3 Constitutive effects of indicators on knowledge production in Astronomy

We have found that performance indicators in research in Astronomy do not reflect the
astronomer’s definition of research quality. That gives rise to an evaluation gap, which, as
we found, have consequences (i.e. “formative effects”; Dahler-Larsen, 2014) on research
behaviour and knowledge production. Because those consequences are formative, they
are constitutive in their effects. The indicator then stands in “a constitutive relation to the
reality it seeks to describe” (Dahler-Larsen, 2014). Meaning is being constructed (e.g.
citation rates equals impact) and practices are being established (“pushing publications”;
e.g. Postdoc 1 & Faculty Member 4). Without being exhaustive, Dahler-Larsen (2014)
distinguishes between five main categories of constitutive effects of indicators: indicators
define interpretive frames and world views (A), social relations and identities (B), content
(C), time frames (D) and change in their meaning as a consequence of their use (E). This
section will portray constitutive effects arising from the evaluation gap in Astronomy and

relate them to one or more of those categories (performed by top-down coding).

According to this study’s interviewees, output in the form of papers and its quality
assessment through quantitative indicators such as publication & citation rates, defines the
value of an astronomer (B). The increasingly limited number of jobs the higher up the
career ladder, introduces a highly competitive “rat race” and “postdoc circus” (Faculty
Member 2 & Faculty Member 1). Astronomers need to need to acquire recognition in the

form of quantitatively measurable output to establish themselves in the community.

“It's just because there is so much competition, that the first filter you go into is how
many papers you have. Doesn’t matter how good or bad «laughing» they don’t check
this that much.” (Postdoc1)

The need for this kind of output to survive “filters” on the career ladder (“publish-or-perish”

e.g. Master Student 2 & Faculty Member1), however, causes pressure (D).

“‘And | don’t know ... | think also if there was less pressure ... Financial pressure to
conduct research, people would not have to resort to stupid tricks. And trying to
make themselves appear more ... high quality researchers than they are by for

example publish too many papers or publishing wrong things or hasty or too
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quickly without taking too much care. | think indeed, the lack of funding is ... is
hurting the research quality. Not really in the sense that we don’t have enough
money to do all the research that we want, but it's affecting the research that is

being done, by sacrificing quality for efficiency.” (Postdoc 2)

Publication pressure is always “at the back” of an astronomer’s mind (Postdoc 1) and the
pressure may increase when one or more of the following factors are present, because

they define the time-frame of publishing (D):

» First, when the astronomer faces head-on competition, there is a race for priority,
which pushes the researcher to “publish as fast as | can ... as soon as | get the data”
(Postdoc 1).

» Second, timescales of projects and publishing are “tied to the timescale of [PhD]
students and postdocs” (Faculty Member 2), because “they need to get their thesis

chapters out. They need to be ready for the job application season”.

* Third, telescope application deadlines are perceived as “natural” deadlines (e.g. Faculty
Member 2) for publications, as performance indicators such as the publication rate are part

of the assessment criteria for observation time allocation.

Publication pressure may have psychological effects, such as demotivation,
discouragement and feelings of unworthiness, on the researcher (B) and constitutive effects
on the (quality of the) content (C). The latter may include cutting up publications in order to

publish more (‘salami slicing’), premature publishing, and non-replicable papers (C).

“From looking at people who are doing PhDs, erm, you know there is still, they are in
on weekends, they are doing more than 8 hour days, they are doing more than 40
hour weeks. You know, they don’t take the full amount of holidays allocated to them,
which | didn’t realise. [...] As much as | have been told, that this university really
encourages you to have a life outside your PhD, | see very few examples of that. And
the examples of that, that | see, are people who [...] basically don’t let themselves be
bullied by their supervisor into feeling that they have to do all of this additional work.
Some people are happy with this, but | don’t want my entire life to be one thing
...because it causes me too much stress for my entire life to be in academia. [...] |
think | figured out that it would be constantly proving that | was good enough.

Constantly proving that | was worth the money, constantly proving that, you know, |
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was worth the time and the energy and all of that and that sounded exhausting before
| even started it. And sounded like | would constantly be battling with feeling | am not
good enough, while trying to tell other people that | was good enough. And | kind of
went ‘No’ — and | am not — | know, there is gonna be an element of that in jobs as well,
but | feel a little bit, in a job, at least there should be a break, like this is 9-to-5 or
whatever. And then | can go home and | can leave it there. Whereas with academia,
it's kind of like, yeah you can go home, but then you are getting emails, until maybe
20:00 or 21:00 in the evenings and still doing things.” (Master Student 2)

“I think sometimes yes, the pressure to publish has forced us to sometimes push out
results, where having another observation or two would make a significant

improvement on the current results.” (Faculty Member 4)

“[...] they would skip some tests, obvious tests, that they could have done, but that
maybe take a bit of time, or that they use a method without properly characterising the

biases or the assumptions that are used behind this method. “ (Postdoc 2)

“As an observational person you should be able to publish all your data reduction
scripts from start to finish. It spits out the output files, which you see in the paper and
then somebody else can come along. And | know the reason why is that: There is a fear
that, because you made it easy for other people to check your code, other people can
find your bugs more easily and so you may get criticized for having buggy code over
somebody who never publishes their code and bugs are hidden for years and years and

years. There is no incentive at the moment to publish the code.”(Faculty Member 4)

“And to be fair, it's mainly because if you want to have a paper, it has to be something
new. Sort of. So you are not going to be publishing, checking that someone else’s work
is fine. That’s not gonna give you a paper. You have to either find that something is
wrong on the paper or you have to find the same and something more, right? Like,
adding to it. So | don’t know how much gets checked. | don'’t think a lot. But | do think if

you read a paper and try to reproduce it, it's not very easy from a paper.” (Postdoc 1)

In most cases, according to the interviewees, those effects have a negative effect on

research quality. Publication pressure however, can also have positive effects, focusing

and confining the research question. Salami slicing can be beneficial for good

communication and readability of research results. The interviewees, however, remarked

that often results are difficult to replicate. This is because of the lack of incentives to
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publish information needed for replication, such as code used for analysis and a lack of
incentives for reviewers and no dedicated time frame for the reviewing process (D).
Prematurely published information or insufficiently reviewed papers make output even less

readable and reproducible, reducing content quality (C).

Quantitative indicators define the landscape of success and its inverse: the landscape of
failure (A). The interviewees have a hard time defining ‘failed research’, due to the very
risky nature of research. They are only confident to describe what bad research is — the
opposite of good quality research according to their definition (i.e. the three criteria). In
contrast, the community and the system do have a definition of failed research, viz. the
opposite of successful research as measured by indicators. The use of indicators then
causes a shift in what counts as new discoveries in the community, from “anything new”
(e.g. Master Student 1 & Postdoc 1) to “publishable results” (e.g. Master Student 1,
Faculty Member 2 & 4). Hence, as long as negative results (e.g. non-detections) can’t be
put in a context (“tailoring”; Postdoc 1) where they become publishable, they are regarded
as worthless: the research project failed and the researcher feels like a failure (A, B). This
is despite the fact that in many fields in Astronomy non-detections are far more common
than detections. Because those are hardly made public, astronomers express their
frustration with the ‘wheel being reinvented’ and hence resources wasted. Especially
young researchers can’t afford to take on too risky research projects, which causes risk
aversion (‘playing it safe’; Stephan, 2012) and a tendency to prefer sexy topics to equally

important non-sexy ones. This again has effects on research agendas and content (C).

“These young folks are scared! They are afraid! [...] And you know what, that is
ultimately bad. This is ultimately bad, because in such a science where you know,
ignorance is so big, being scared is not the right thing to be. [...] You get results by
your brains, your hands, by the collaboration with your colleagues and stuff, but you
have to have a sort of courage. And it is bread out of the young people. Because
they are not rewarded for their courage. And | find that very, very, very bothersome.
That generation — people growing up like that. How are you ever, ever, ever going to

understand the universe if you don’t have courage?” (Faculty Member 3)
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Thus, the evaluation system undermines astronomers’ values by putting a (too) strong
focus on quantitative indicators. As a consequence, an astronomer’s motivation also shifts
to an output orientation where safe and accessible projects become the driver. While “the
publication is not the aim — [it] is a means to showing what your methodology is” (Faculty
Member 2) it does become an aim. Producing high quality research “to know and
understand better” and communicating this knowledge to the community is what makes up
an astronomer’s intrinsic motivation to conduct research. However, the need to survive the
climb up the career ladder gives an extrinsic motivation to perform research, which is

oriented towards hitting the required targets (B, E).

“And ahh ... if [publishing] was not so important [to keep your standing] ... | mean |
would still publish my papers [but] it gives a different motivation to it, right? As a
scientist you just want to publish your papers, because you are a scientist and you
think this is important for science: ‘This is the result, this is what defines the process
of science’.”

(Faculty Member 1)

The Sterrewacht as an elite institute is such a compelling case since its mission to
maintain its success, which is largely measured by indicators (as listed above) provides
the right conditions for an evaluation gap. A higher pressure to achieve targets may lead to
astronomers adapting their definition of quality to what the evaluation system measures in
order to survive in the system. That is why it is all the more interesting that, even under the
conditions set by an elite institute, we found that the astronomer’s definition of quality
remains unchanged. In other words, the results also show that, while indicators give an
extrinsic motivation to an astronomer to perform, their constitutive effects do not reach as
far as to affect an astronomer’s intrinsic values to a noteworthy extent (see Fig. 20). This is
the reason why the “ideal” and the “system” accounts of science do not conflate and

astronomers try to serve both — evaluation gap remains.
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3.4 The Balance Act — Reconciling the concepts ‘Evaluation Gap’ and ‘Constitutive

Effects’

In the previous sections, we outlined how the discrepancy between what astronomers
value as scientific quality and what they perceive what indicators measure constitutes an
evaluation gap. This evaluation gap, in turn, has constitutive effects on researcher’s
motivation and the knowledge production process, including the resulting research quality.
However, since the interviewees try to serve both imperatives, the “ideal” and the “system”
one, at the same time, we could not observe any substantial constitutive effects of
indicator use on the astronomer’s intrinsic values and motivation. As a consequence, the
two notions do not conflate and indicators are not the only “way through which the world is
defined” (Dahler-Larsen, 2014). This is the reason why, at least in the case of Astronomy, it
makes sense to use both concepts, the ‘evaluation gap’ and ‘constitutive effects’ in order

to reflect on the effects of indicator use.

One particular constitutive effect of the evaluation gap is the advent of a third notion of
science: coping with the system. Astronomers try to manage a balancing act between their
intrinsic values and the requirements of the system. According to Dahler-Larsen (2014)
indicators “define a strategic landscape in which practitioners must navigate”. In the case
of an astronomer, the strategic landscape is situated between the astronomer’s intrinsic
values and those defined by evaluation practices and the Sterrewacht’s missions. That is

where the balancing act takes place.

In particular early career interviewees struggle with the balancing act between performing
high quality research according to their standards and fulfilling the requirements of the
system. Because success in science or in the scientific career is not only dependent on
quantitative indicators, but also on luck (e.g. Faculty Member 3; “90% luck and 10% hard
work”), especially young researchers have psychological struggles with this uncertainty.
Van der Weijden (2017) elaborates on this further. For some researchers, this discrepancy

is unacceptable. As a consequence, they wish to leave academia:

“Yeah [l don’t want to stay in academia], partly because there is this ‘publish or

perish’ thing, where it seems to be like ‘pump it out’.” (Master Student 2)

However, astronomers may also accept “the system” as a “fact of life” (Waaijer et al.,

2017) and decide to “deal with it”. The third notion can be described as a synthesis or mix
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between the other two notions — the “ideal” and the “system”. When astronomers master
the balancing act between staying true to their own value’s, while at the same time fulfilling
the quantitative requirements, when they are being practical with respect to their work,
they find a middle ground where psychological struggles are minimised as the astronomer
accepts “the system” and adapts to it. We can observe this in interviews, where especially
tenured astronomers describe how they practically “deal with the system” (Faculty Member
1) in terms of getting funding, telescope time and publishing. They emphasise how their
science is observation-driven (e.g. Faculty Member 1 & 4) and explain how artificial
deadlines, such application deadlines for telescope time, are “natural” deadlines to them
(Faculty Member 2). Because of managing the balancing act, tenured astronomers feel
that their work is generally in line with their criteria of quality. While having to “adapt to the
system” which they do not like (Postdoc 1), early career researchers also declare that they
would not personally compromise on quality too much, because research quality “is more

important than ultimately [their] career” (Postdoc 2).

Almost all interviewees — even those tenured astronomers, who feel that their research is
in line with their notions of quality — acknowledge problems of the “publish-or-perish-
system”. Master Student 2 observes that “people talk about the publish-or-perish thing and
how it hurts. And then other people seem not to have much of an issue with it.” On the one
hand, astronomers know they need to play along with the system. On the other hand, they

know what “really matters” (Faculty Member 2).

Annual report®*®**: “With 16 PhD theses and 318 refereed papers, the scientific
'production’ was fantastic. However, in 2050 it will not be those kinds of facts that count,

it will be the true discoveries that have stood the [test] of time that will be remembered.”

As we observed that in practice research quality is harmed in many respects, either the
amount of astronomers who manage the balancing act without sacrificing research quality
is extremely low, or there is a fine line between working according to the third notion of
science and a bouncing between the “ideal” and the “system” notion of science, where
quality is sacrificed at least occasionally and justified by having to survive in the system.

More research will be done on this matter.

In any case, whether astronomers manage the balancing act and work according to this
third notion of science, or they flip between the two other notions, the majority of

astronomers seem to indeed accept the pressure to publish as a “fact of life”. Waaijer et al.
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(2017) find that being able to cope with the system enhances the early career researcher’s
sense of autonomy and independence. In addition to their intrinsic motivation, this is
probably why so many early career interviewees state that they “try to stay in academia for
long as possible” (PhD Candidate) and why pressures can even be party self-enforced
(Waaijer et al., 2017):

Postdoc 2: “If at all possible, yes, | would like to continue in academia. And in a way
this rule | have — 1 paper per year — is the standard | have posed on myself in order

to have a good chance to continue.”

On the one hand, this would be consistent with Waaijer et al. (2017) who claim that, while
many PhDs (from different fields) state that publication and grant pressure is too high and
had made them hesitant to choose a career in academia, it has not been a decisive factor
in their actual job choices. On the other hand, early career interviewees are aware of the
fact they might have to leave academia and are working on accepting that. Thus, to what
extent a third notion of science, can be held by astronomers in practice, and early career
researchers in particular, is subject to future investigation. It would be interesting to see
whether or not such a third notion implies a bias towards perceiving the positive aspects of
“the system” in order to guarantee one’s survival on the career ladder, which would give
justification for sacrificing scientific quality. | suggest to employ the Rational Choice Theory
to investigate the workings of the balance act and how it is related to individual situations,
since that approach sheds light on the factors that go into decision-making processes of
individuals. Those could be classified as different typologies of coping. The logic of
aggregation will then show what the different coping strategies, as part of the balance act,

mean for the quality of science.

4 Conclusion

We have analysed 9 interviews with astronomers from Leiden Observatory and a
collection of (self-) evaluation documents and annual reports from that institute and the
Dutch astronomy umbrella organisation NOVA. We have elaborated on what values drive
an astronomer to enter academic research and how they perceive the values of the
publication, funding and evaluation system. We then analysed how the astronomers’
values relate to the system's values and what constitutive effects a discrepancy — the

evaluation gap — has on knowledge production in Astronomy.
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We found that astronomers are driven by curiosity, truth-finding and “pushing knowledge
forward”. During discussions of the interviews with CWTS's group for Science and
Evaluation Studies’, the question was raised of whether these values are based on a folk
theory based on the public’'s enchanted view? of how science works. A folk theory is a
belief based on received wisdom, rather than concrete evidence and facts. However, while
especially young astronomers are likely to hold an enchanted view about science and may
become disillusioned by their experience in academia (e.g. Postdoc 2), we have observed
that the astronomer's intrinsic values hardly change due to this disillusion. Therefore, we
conclude that the astronomer's values are based on the realist account that astronomers
generally hold, rather than on a folk theory about scientific quality. Astronomers derive
scientific quality from their values, and define quality as ‘objective’ when it meets those
values. We found that the astronomers’ account for scientific quality is based on three
criteria:

Quality-Criterion 1: Asking an important question for the sake of understanding better

and to push knowledge forward.
Quality-Criterion 2: Clear, verifiable and sound methodology.

Quality-Criterion 3: Clear communication of the results in order for the community to

make use of them.

While astronomers agree on what quality is, they do admit that it is difficult to measure.
Because resources such as funding and positions are limited, proxies for scientific
quality — the quantitative indicators — help decide whom or what to fund. Those indicators
include bibliometric measures such as H-indices, citation and publication rates. They also
include the amount of funding acquired and how much observation time an astronomer
has been granted. The more prestigious the affiliations a researcher had, the better their

profile and chance to climb up the career ladder.

In order to survive in the current science evaluation system, which includes the funding,
publication and assessment systems, the astronomer needs to fulfil the requirements of

what is valued in “the system”, as constituted by quantitative indicators. The discrepancy

1. https://www.cwts.nl/research/research-qgroups/science-and-evaluation-studies

2. Science in Transition, Position Paper 2013, http.//www.scienceintransition.nl/
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between the astronomer’s and the system’s values gives rise to an evaluation gap (Fig.
20). We found that the evaluation gap in turn has a variety of constitutive effects on
knowledge production, ranging from research agendas, researcher’s behaviour and

identities to research content.

There is a shift of focus from high quality science to publishing a high number of papers,
presenting research that is less robust, replicable, and transparent than aspired. Risk
aversion discourages creativity in the scientific process which inhibits innovative ideas,

while valorisation gains ever-growing importance.

Interestingly, we observed that the astronomer holds two opposing notions of science: the
“ideal” one which corresponds to their intrinsic values and the “system” notion. This means
that, while in their daily research life an astronomer adopts an extrinsic motivation to
perform science, their intrinsic values and motivations remain as their ideals. Hence, while
indicators give an extrinsic motivation to an astronomer to perform, their constitutive
effects do not reach as far as to affect the astronomer’s intrinsic values to a noteworthy
extent. However, constitutive effects of indicator use may not shape the realist’s notion of
reality, but they do shape research agendas and have epistemic implications on day-to-
day research practices. Man-made deadlines become “natural” deadlines. As a
consequence, the evaluation gap remains and a third notion of science arises: coping with
the system. The astronomer always tries to manage the balancing act between their
intrinsic values and the requirements of the system. In order to do so, astronomers must
accept “the system” as a “fact of life” Waaijer et al. (2017), serving to quantitative
indicators, while at the same time not sacrificing research quality. Unsurprisingly, we found
a difference between early career researchers and established faculty members, where
the former struggle with the uncertainty ahead, often considering to leave academia and
the latter being more confident that they are managing the balance act. However,

providing a typology and different ‘coping strategies’ is subject to further research.

We conclude that Leiden observatory’s goal of “fostering an intellectually rich and vibrant
scientific atmosphere which allows astronomers to pursue their ideas and push scientific
boundaries, and in which young scientists can develop and grow” is not compatible with its
strategy to ensure a front-line role in Astronomy if this front-line is defined by quantitative
indicators. Instead, we propose to find alternative indicators, whose constitutive effects

could be utilized such that the evaluation gap is minimized. By means of “innovative use”
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of indicators (Fochler & De Rijcke, 2017), positive constitutive effects could alter
researchers' behaviour and to regulate the knowledge production process to privilege
scientific quality. In such a scenario, the institute’s goal could be met as the astronomers
could act upon their intrinsic motivation, while at the same time being extrinsically
motivated to perform at a high level. While there is currently little literature on the topic,
future investigations into alternative evaluation practices (Duffy, 2017) and innovative
indicators (“re-configuring evaluation”; Fochler & De Rijcke, 2017) have been proposed. As
this study demonstrated, for this kind of future research it makes sense to consider using
both concepts, the ‘evaluation gap’ and ‘constitutive’ effects in order to describe the
reactivity of indicator use.
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Supplementary Material

1. Interview Questions:

Topic Research Question Interview Question Type Respondent
(Faculty, Postdoc,
PhD, Master)

Introduction Background E.g. How did you get this position, All
which career steps were necessary?

Topic (How much does the choice of the What is the topic of your research? All
research topic depend on the need to get
funding? (avoiding risk taking?))

Project funding Conditions of funding How did you received funding for this All
project?
Institutional conditions of funding How is funding allocated in your All
institute in general?
Exposure to What role do assessments play in an What role do assessments play in your [All
assessments astronomer's (daily) life? work?

> Do you have yearly appraisals/ R&O | All
talks with your supervisor? Peer review
for funding applications & mid-term
reviews for projects?

Are you held accountable to the All
founder/ review panels on a regular
basis?

Knowledge pro- |What is the choice of topic dependent on (e.g. [How do you decide on a topic for your |All
duction — Plann- | preference of supervisor/ funding/ own interest/ |research?
ing research riskiness)?
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What do you advise PhD students
when they ask about how to select a
research topic?

Senior — Faculty

How do you give priority on topics if you
have more than one to work on?

All

Is the journal agreed upon before
writing? So, does the choice of the
research topic, methodologies and
content of the paper depend on that
choice?

All

Knowledge
production -
Doing research

What are the effects on choices about the
research process? (e.g. Effect on
methodologies used?)

What needs to be taken into
consideration for designing a
Methodologies Project Design?

All

Do you feel restricted in the research
process?

All

Have you heard about "responsible
research methods"? And what's your
stand towards it?

All

Does the evaluation system foster collaboration
or lead to competition?

How is collaboration organised in your
project/institute/field?

All

Knowledge
production -
Publishing
research

Is publication pressure a result of the
evaluation system? And how does it influence
the publications (e.g. premature publishing/
salami slicing)?

What are the most important factors in
your field for deciding on when to
publish research results?

All

What are the most important factors in
your field for deciding on what to
publish [sexy results etc]?

All

Do you perceive publication pressure?

All

> Have you observed that people
publish before the research has
reached a more matured stage?

All

> Have you observed that people cut
up your research just to produce more
papers of it?

All

Does the evaluation system influence content?

Do you feel like you need to
concentrate more on quantity than
quality of your work?

All

> Would one write up results differently
if it weren't for the specific requirements
measured by indicators such as impact
factors and citation rates?

All

How to deal with unexpected outcomes and What do you define as 'failed' All
"failures"? research?
Have research lines you have been All
engaged in ever failed?
> If yes, what were the consequences | All
in terms of funding, publishing etc?
> If no, do you sometimes worry about [All
not delivering the expected outcome
due to a threat of not receiving further
funds?
Do you report "negative results"? Can | All

they be published? Do astronomers/
you think that they should be
published?
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How does the evaluation system influence
replicability?

Do astronomers try to ensure that their
published data is replicable or do you
feel the necessity to keep information
closed off?

All

What is quality in |Field: What is quality research in the field? What is high quality research in your All
astronomy (value, field?
quality,
excellence)
Institute: What is quality research in the How is high quality research defined in |All
institute? your institute?
Researcher: What is quality research for the What does high quality research mean |All
individual researcher? to you?
Researcher: What are motivational factors? What drives you in your research? All
How does the funding system relate to good Does the funding system encourage All
science quality as defined by the astronomer? |good science?
How does the publication system relate to All
publication quality as defined by the How does the publication system reflect
astronomer? upon quality in science?
(Is the quantity of publications put All
above quality?)
Improving Are there wishes/ways to improve the What issues do you think need to be All
research evaluation system? improved to guarantee better science?
evaluation &
Consciousness
Consciousness about the evaluation system Do you feel that you are given the All

chance to question how science is
performed?

How did the system change over time and what
did senior researchers observe?

When did you have your first encounter
with the way science is performed and
assessed? How did that compare with
your initial motivation to become a
scientist?

Senior — Faculty

In your experience, did the definitions of
value and academic quality change
over time?

Senior — Faculty

Do young researchers perceive that they need
to adapt to the evaluation system?

When did you have your first encounter
with the way science is performed and
rewarded? How did that compare with
your initial motivation to become a
scientist?

Junior — Faculty,
Postdoc, PhD, Master

Can you pick topics and methods
yourself or do you feel like you'll only be
free to do that once you reached
tenure?

Junior — Faculty,
Postdoc, PhD, Master
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2. These following codes represent themes which emerged by combining sensitivity towards existing
literature on constitutive effects of indicator use with insights from our data. The interviews were coded using

these codes:

Code Explanation & Related Keywords

CAREER Clarity/ Expectations Has the path been clear? What is expected in terms of career

steps? Tenure.

Politics

Prestige

Output orientation Both, in terms of output = basis of assessment & what output is

expected.

Pressure Publication/ Funding

Impact

Competition

Collaboration

Riskiness

Failure

Negative results Non-detections
Authorship

Salami slicing

Quality

Curiosity “Wanting to understand”

Referees
Matthew effect

Citation rates

Publication rates

Funding

Gaming Strategies, Targeting, "Sales men"

Replicability

Epistemic Subculture Topic of research, Instrumentation/ Observational/ Theoretician

Sexy topics

Uncertainty (research)

Uncertainty (career)

Integrity Fraud, Fake, Cheat
Luck

Indicator
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Price for a Life: An Essay on Becoming of Data-driven Market
Governmentality
llpo HELEN

Department of Social Sciences, University of Eastern Finland, Finland

Abstract

The topic of my essay is an emerging mode of governing people based on intensive data
mining of personal data from public health care, social services and registers and
databases. | focus on a proposal, presented in Finland in spring 2018, in which an
estimation of the future health care costs of the person based on a personal risk
assessment would be calculated for every citizen, with the help of data mining of public
register data. | ask what elements of Nordic (post)welfarist health and social policy have
made the idea of setting a prospective personal price of life for every citizen possible and
reasonable. In particular, | examine the changes in rationales and practices of
maintenance of the welfare state data infrastructure, and the relationship between
advances in ‘datafication’ of public health care and the expansion of the neoliberal policy

mode | call ‘market governmentality’.

1 Introduction

The topic of my paper is a proposal, presented in Finland in spring 2018, to calculate a
prospective personal price for every potential client of public health services. The idea was
that the personal price — an estimation of future costs of the client-to-be — would have
been counted by utilizing public health care, social service and population databases.
Allegedly, the purpose of this operation would have been controlling the ‘market’ of public
services in the framework of the proposed great reform of public health care and social
services. So far, the plan has not been actualized. The grand reform was dissolved before
the Finnish parliamentary election in spring 2019, and the proposal to put a price tag on

everyone’s life was put on hold as the general reform was postponed.

| analyse the proposal as an example of an emerging mode of governing people based on
intensive data mining of personal data on people’s health, life course, use of health and
social services, and education and social factors like age, sex or marital status collected in

and extracted from public registers and databases (e.g. Ruppert 2012; 2013). | seek
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answers to the following questions: How has setting a prospective price of life for every
citizen become possible to think, plan and (potentially) put into action? What kind of
context of political, administrative, epistemic and technical reasoning has enabled
presentation and discussion of such a plan as a reasonable, doable and appropriate
solution to a key problem of expenditure management in the great health care reform?

How has this context come to be?

My effort is based on Foucauldian ‘analytics of governmentality’ (Dean 1999; Rose 1999;
Lemke 2011a; Helén 2016). As is rather well known, this approach unfolds from Michel
Foucault’s (2000a; 2000b) insight on the specific mode of Western political power that
focuses on rationales and arts of governing which attempt to make the conduct and living
of populations and individuals governable. ‘Government’ as a mode of practicing of
political power also aligns state authorities with the production of empirical knowledge on
people and with expertise in medical, psychological or social interventions in people’s
lives. Governmentality perspective is particularly relevant for the analysis of the
vicissitudes of the Western welfare state (Helén 2016) because it shows the welfare state
as a dynamic and dispersed mosaic of ‘government of life’ (Lemke 2011b; Helén 2016). In
addition, it highlights political technologies (Foucault 2000c), i.e. technical and epistemic
means to embrace, utilize, control, and intervene in people’s conduct in a number of

domains of living, ranging from public health to urban planning.

In this essay, | deploy the above concepts and ideas to capture repercussions of the
recent trend of ‘datafication’ (see Mayer-Schoénberger & Cukier 2013) in provision of public
health care, and to outline an emerging data-driven mode of government of people and
their lives (e.g. Ruppert 2012; 2013).

With this topic, my essay is engaged in recent STS discussions on ‘datafication’ of health
care and emerging of a global health data economy (e.g. Prainsack 2017; Ruckenstein &
Schull 2017; Sharon 2016). In addition, it resonates with a wide range of discussions on
‘algorithmic power’ engendered by compilation of Big Data and its intensive utilization with
the help of ever more ‘intelligent’ ICT devices (e.g. Amoore & Piotukh 2016; Bigo, Isin &
Ruppert 2019; Ziewitz 2016). Furthermore, my approach has a close affinity with studies
on ‘metric power’ that emphasize the continuation between the political aspects of current
datafication and the historical alignment of population data and statistics with state power
(e.g. Beer 2016; Ruppert 2011; Saetnan et al 2011; see also Hacking 1990; Porter 1996).
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All these discussions concern the question about the relationship between the
technologies for data management and political rule over people’s lives. In my essay, |
approach the theme by focusing on a very specific case. | attempt to highlight that the
reservoirs of digital data and algorithms require a context of political and administrative
reasoning and practice in which the technique of ‘data mining’ can become a political
technology. Within such a context, then, technical devices and rationales of ‘datafication’ —
or even their potential and expectations concerning their problem-solving capabilities (see
Tarkkala et al., 2019) — can have a significant influence on policy-making and the ways in

which public authorities and experts govern people and their lives.

| approach the reciprocity between data management technology and political governing
from a historical viewpoint and use the key principles of Foucauldian genealogical critique
as my guidance (see Helén, 2005). Thus, | look for a cluster of problems in the domain of
public health care in which the calculation of a personal price of life with the help of
intensive data mining are expected to provide a solution. Then, | outline the context of
political, administrative, scientific, and technical reasoning and practices in which first the
problematization of these issues and then the formulation of possible solutions emerges.
Finally, | follow lineages by which the elements of that context have formed and connected
with each other. | trace political, epistemic, and technological lineages of a data-driven
political technology in the context of the Nordic welfare state. | pay attention to the tradition
and practices of the collection and storage of the personal data of citizens in public
national registers and databases, the adoption of advanced digital data management
technology in public administration and services, and the transformation of health and
social policy in a ‘post-expansionist’ (Julkunen 2001) Nordic welfare regime. In particular, |
focus on the relationship between advances in ‘datafication’ of public health care and an

expansion of a policy mode | call ‘market governmentality’ (Helén 2016: 167-218).

My essay unfolds as follows. In the next section, | present the historical formation of the
context in which pricing the life of every client of public health care services with the help
of advanced data mining technology appears as a reasonable and doable policy measure
and administrative routine. Then | analyse projects of implementation and experimentation
of data-driven practices in public health care. These efforts prepare the policy and
administrative environment to support or even nurture the emerging IC technology, and |

pay a particular attention to the manners by which these projects formulate problems in
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public service provision for which digital data and algorithms seem to provide optimal
solutions. After that, | move on to analyse in detail the plan and the technology of political
governing which it suggests. In the final section, | frame the plan more generally in terms
of the current mode of governmental reasoning and practice, and | discuss ‘market

governmentality’ more closely.

2 Descent: Five Lines

The proposal did not just appear as a sudden administrative invention. It originated from a
governmental health and social service data authority, and it is embedded in both
established institutions and practices of the Finnish welfare state and more recent policy
developments and trends. Its descent can also be seen as in line with several historical
trajectories of the Finnish welfare state. Therefore, it can well be considered just an
extension of existing national and local administrative routines and policy measures, as
the advocates of the plan claimed. In the following, | present five ‘sources’ for the proposal
that are particularly related to the management and utilization of personal data of clients

and citizens in public databases.

2.1 The Land of a Thousand Public Databases

Systematic, routine collection of information by public authorities, and the storage of the
data in dedicated public institutions so that it is well-ordered and easily available for
scientific and administrative uses form a cornerstone of the Nordic welfare state. This
includes data about almost everything from ill health to housing. Sweden, Denmark,
Norway, Iceland and Finland are famous for having plenty of nationally comprehensive,
well-ordered, and electronic health, social service and population databases. These
‘registers’ are maintained by public institutions that have a legal mandate to collect, store
and provide access to the data, which consists of personal information about citizens,
residents, and clients of public services. In Finland, there are about 70 different nationwide
registers on health issues alone, ranging from general health statistics and surveys to
disease-specific data collections, like cancer or infectious diseases registers, and the
national patient record archive Kanta, established in 2010, which consists of copies of

patient record documents and drug prescriptions from local public health care providers.
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Dating back to early 18th century Sweden, the Nordic countries have probably the longest
tradition of making systematic Statistik for over 250 years. During the heydays of social
planning from the 1950s to the 1980s, the fabric of Nordic societies became impregnated
with regular collection of data about all aspects of people’s lives by public authorities and
researchers. The data collection and repositories were connected to building up and
maintaining public welfare institutions and services — health care, social assistance,
pensions, education etc. — and they were deployed for the purposes of social planning.
Consequently, data were collected and databases organized according to administrative
needs and rationales (Alastalo 2009). Gradually, the public data collections piled up into
comprehensive and routinely sustained population, patient and client registers to the
extent that, for example, 95% of its statistics on population, economy etc. maintained by

Statistics Finland are today based on register data (Alastalo 2009).

Two technical developments facilitated this shift in Finland: the public databases were
transformed into an electronic form between the late 1960s and 1980s, and the personal
identity number (PIN) for every citizen and permanent resident was introduced in the
1960s (Alastalo 2009).

Public data were also put into active use. Personal and population data from the registers
were deployed in the centralized planning of welfare services, for everyday administrative
purposes and the execution of public authority, and for research purposes. The PIN
provided a tool which allowed personal data from different repositories to be circulated,
combined, and compared among the users (Alastalo 2009). The data were utilized
predominantly for national purposes and under the regulation of the state. The latter was
based on administrative protection of the persons, so that information passing from one
public authority to another was strictly regulated and, in most cases, required the personal
consent of the data subject. Public data authorities were also the gatekeepers of the
research use of the data, and access to public databases was permitted only to

researchers from the Finnish public academic or state-related research institutions.

2.2 From Social Planning to Governance by Information

The power balance between the national government and local municipal authorities is a
major factor influencing the ways population and personal data in public databases are

deployed for governance and management of public welfare provision. In war recovery
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efforts during the 1950s and the building up of the welfare state from the 1960s onward,
the state took the command. Centralized social planning led the way for the arrangement
of public health care, social insurance and services, and education from the late 1950s
until the 1980s. The Finnish welfare state was organized so that the law and governmental
orders obligated the municipalities to arrange health care, and social and educational
services; the state payed most of the cost of the services, and the rest was covered by the
municipalities themselves with the revenues of the municipal tax. Pensions, health
insurance and other forms of social insurance were centralized in specific institutional

arrangements in which the Social Insurance Institution (KELA) played the key role.

In the mid-1990’s, a major reform of public expenditure increased the power of regional
and municipal authorities. In the new order, the government provided a municipality a
certain sum of money based on the amount, age structure, unemployment rate and
morbidity of its population, while the municipality put in additional money from its tax
revenue, and arranged health, social, and other public services in a manner that local
politicians and administrators found appropriate. In health care, the reform resulted in the
most decentralized health policy and service provision in Europe (Hakkinen & Lehto 2005).
The 1990s reform was implemented at the same time as Finland went through a major
economic recession and state cash crisis. Consequently, the new municipal autonomy for
arranging public services was recruited to execute the ‘austerity policy’ associated with
neoliberalism and New Public Management all over the world (see e.g. Blyth 2013). With
powers to arrange welfare services as they wished, municipal and local authorities
focused primarily on cost reductions and cost efficiency, and the ‘saving’ of public money

became the preoccupation of health and social policy on both the national and local levels.

The 1990’s reform ‘municipalized’ welfare policy in Finland. Actualization and success of
the national plans was no longer the primary issue; instead, policy-making, composing and
executing reform programs, and innovation in, for example, public health care, were now
assumed to happen on the regional and municipal levels. Since that time, the government
has not given orders to the municipal and regional authorities. Instead, it imposes its rule
by financial means and by defining frameworks for service provision, and providing
information and guidelines as recommendations. The guidelines are seen as information
about appropriate arrangements and standards of public services like health or elderly

care. In addition, the government has started to produce statistical information and

189



indicators based on public register data, and share it with local administrators and
politicians. For over a quarter of a century, the National Institute of Health and Welfare
(THL) and its predecessor have hosted a special unit for producing and administrating
hundreds of population, patient, service use and expenditure-related indicators — and
attached databases — tailored for administrative and policy-making use on the regional
level. Among many things, numbers provided by the governmental data authority indicate
to the local authorities what kind of population inhabits their region: age, income,
unemployment rate, morbidity, use of public services etc. For decades, local health and
social administrators and policymakers have become accustomed to governing by
indicators (Hammer 2011; Ruppert 2012), which has prepared the soil for even more

intensive data-driven governing.

2.3 Applied Health Economics

Numbers — statistics, indicators, calculation formulas — have also become essential for the
everyday functioning of health care organizations. As medicine has become more complex
during the past 30-40 years, management in its every aspect has become increasingly
central in health care. The more important role of management in health care
organizations has made reasoning derived from health economics more pivotal for
medicine. A major part of health care management is about directing resources, controlling
expenses, and developing more cost-effective practices and organization. The rationale of
management of medical organizations is a kind of applied health economics, and health
care managers and directors deploy economic and other performance indicators
developed for this purpose. In the following, | take a closer look at a widespread

instrument called the Diagnostic Related Groups (DRG).

The DRG was developed in the USA in the 1970s to assist hospital management. It
regroups patients according to the resources which the treatment of a disease demands
and the expenses which this treatment incurs. Thus, ‘diagnostic group’ is a category of
health economics. Statistical indicators form the core of DRG, which is both a rationale
and a device that induces an epistemic reorganisation of medical practice in terms of costs
and organisational efficiency. A common indicator called Nord-DRG is in use in specialized

care in all Nordic countries. It is:
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‘(...) based on the average costs; the visits and the treatment period are divided in
the groups that are medically practical and homogeneous in expenses. As a pricing
device, Nord-DRG balances the risks between the provider and the [public] buyer of

the medical services.’ (https://sotetieto.fi/fi/tuotteet/norddrg-tuottaa-

erikoissairaanhoidon-potilaskirjon-ja-hoidon-kustannukset, retrieved 20 March 2019)

In Finland, the DRG is institutionalized. The National DRG Centre is a company owned by
the association of the Finnish municipalities. The centre maintains and develops DRG
classifications as a ‘commodification system’ on the national level. More importantly, it
annually collects DRG data from the hospitals and regional and municipal health care
organizations and returns the statistics and indicators back to local public health care
actors. As a result, the DRG and similar economic indicators have been routinized as an
essential element of the current Finnish health care system. Against this background, it is
interesting that the Finnish DRG centre has introduced a national DRG instrument for
primary health care that:

‘(...) combines the patients’ medical record data (visits, examination and test
measures, treatment etc.) with the budget and personnel data of the organization. As
a result, the organization receives patient-by-patient data and information about the

real costs and service usage.’ (https://sotetieto.fi/fi/tuotteet/norddrg-tuottaa-

erikoissairaanhoidon-potilaskirjon-ja-hoidon-kustannukset, retrieved 20 March 2019)

2.4 Population Medicine Personalized

An important source for the possibility of considering a prospective personal price for
health care is the trend in medical reasoning and practice toward data-driven
‘personalized’ or ‘precision’ medicine (see Prainsack 2017). From a historical perspective,
personalized medicine is inconceivable without population medicine. The latter refers to
the epidemiological paradigm in medicine in which illness and health are approached by
studying population data with the methods of statistics and probability calculation. From
population data, epidemiology detects factors that contribute to morbidity or the
prevalence of a disease in a population or predict its onset in the individuals. The
breakthrough of medical epidemiology happened in the 1950s and the 1960s when
chronic diseases like cancer and heart diseases became the focus of medicine and health

policy across the Western countries (Oppenheimer 2006; Talley et al. 2004), and
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epidemiological studies pointed out ‘lifestyle’ factors that contributed to an increase of
these conditions in the population (Larsen 2011). In this context, medical epidemiology
became closely associated with preventive measures and health promotion, and gradually

the idea of health risk became a core idea and object of medicine (Rothstein 2003).

Finland has been a model student in the adoption of medical epidemiology, risk medicine,
and popular health promotion focused on health-related ‘lifestyle’ factors, especially
regarding cardiovascular diseases (CVD) (Jauho 2010; 2017). Finland was among the
countries in The Seven Countries Studies, a comparative epidemiology study on CVD that
started in the late 1950s (Kromhout et al. 1994), and launched a wide public health
promotion campaign, with the focus on lifestyle-related CVD risks in the late 1960s. Since
then, systematic nationwide health promotion has made the awareness that CVD risks can
be reduced by the means of diet changes, quitting smoking, increasing physical exercise
and medication part and parcel of public health, primary health care and lay

consciousness.

Along with the development by which medical care has become impregnated with risk
medicine and prevention, practices and devices to detect and measure personal health
risks have emerged, in Finland and elsewhere. Prenatal and cancer screenings of the
population (predominantly women) have been systematically carried out for decades in
Finland, and primary and occupational health care have familiarized most Finns with CVD,
depression and type 2 diabetes risk questionnaires and calculators, today readily available
on the Internet. Such personalization of risk has become a routine way of approaching and

managing illness and health.

In risk medicine, the individual is defined as always belonging to a population and the data
about it, and risk calculation relates her to that population. When this epistemic view is
combined with the practices and devices that personalize health risks and with an
emphasis of personal preventive health care, a fertile soil for visions of data-driven
personalized medicine is well-prepared. Indeed, many advocates present personalized
medicine as if it is an extension of risk medicine (e.g. NAS 2011; Swan 2012; Topol 2012).
It is based on the calculation of massive amounts of population data, which allows for the
precise indication of things to come and to be expected with a certain probability: health
change, a disease, cancer, or life expectancy. What makes the difference is the amount,

scope and pace of data utilization. When more and more widely ‘health-related’ personal
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data will be ‘data mined’ more frequently, medicine based on statistical averages and risk
groups can be replaced by ‘precision medicine’. The latter is essentially about defining a
health-promoting lifestyle and preventive or anticipatory medical measures person-by-
person based on accurate predictive calculations. Promotion of these expectations has
captured the future of medicine in a sociotechnical imaginary (see Jasanoff 2015; Tarkkala
et al. 2019) in which aggregating more and more of all kinds of ‘health related’ personal
data (Weber et al. 2014), with the help of high-speed computers and smart algorithms, will
automatically lead to better and more accurate medical care (see Prainsack 2017). Within
this imaginary, it becomes possible to think of medicine and health care as an enduring
practice of data-driven control of the 'whole life’ of a person, and to consider that following

the path to such control medicine is desirable and will bring good for all.

2.5 Administrative Hypomania for Utilization of Digital Health and Social Service Data

During the past decade, enthusiasm for possibilities of Big Data and advanced data mining
has been contagious among Finnish policymakers, top governmental officials, leading
regional public administrators, and academic experts in data analytics who work with
innovation policy and health care reforms. ‘Health sector’ innovation policy in Finland is
today impregnated by a passion, almost an obsession, over the ‘secondary use’ of public
database data and the potential of Al, and the mood is spreading to the domain of social
services as well. Alex Pentland’s (2003, 80) promissory quotation captures well the

mindscape of the Finnish innovation advocates and policymakers:

‘Data analytics can give us stable financial systems, functioning governments,

efficient and stable health care, and more.’

In addition, the Finnish enthusiasts are excited about the idea that the Finnish population,
public health and social care databases together form a repository of Big Data. In addition
to well-ordered and extensive public databases, the PIN for every citizen and permanent
resident is seen as an invaluable tool for flexible utilization of the data. Within the
landscape of a data-driven future, mining of the digital ‘ore’ or ‘goldmine’ of public
databases with advanced IT is seen as able to bring all imaginable blessings to Finnish
society: resolve expenditure crises of health care and social services; boost innovation in
business and the economy; improve administration and policy-making; and make medical

treatment and interventions more precise and cost-effective. In a biobank seminar in 2017
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in Kuopio, a speaker from a regional biobank presented a graphic that exemplifies the

vanishing point of this scenery well (Figure 21).

Fig. 21: Graphic

The passion has engendered a political and administrative urge to enable and expand
utilization of population and personal data in public databases. The advocates of more
intensive data usage view see the main problem as the data being stored and ‘stuck’ in
administrative ‘silos’ behind legal and regulatory firewalls. They strive for enabling policy
and regulation that would allow easier access to public data repositories and encourage
‘interoperability’, i.e. combination of data from different sources. In practice, this would
mean removing or bypassing the ‘hurdles’ like legal restrictions, consent practices, or

privacy issues.

3 Top Down: Implementing Data-driven Health Care

Passionate visions and great expectations about data- and algorithm-driven betterment of
all walks of life and society, health policy and health care included, have been pushed
toward actualization in Finland by a number of proposals, strategy papers, ‘road maps’,
and pilot projects. Participating are regional and governmental authorities and
organizations, ‘visionaries’ from think tanks, and — occasionally — private companies. A

salient feature of many projects and plans is the emphasis that more extensive utilization
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of public health care, social service and population databases should primarily serve the
management of public service provision. These endeavours share a rationale to promote
‘knowledge-based’ management, which actually means data-driven management. The
objective of many plans and projects is to find ways to make data in public databases on
the performance and clientele of public service organizations usable and actionable for top
managers, so that they can foresee, plan, and manage in a ‘strategic’ manner and tackle
future challenges. As frameworks of problematization, these plan and projects define the
problems that extensive data mining of digital public databases would solve in terms of
anticipatory, ‘strategic’ health and social care management and in terms of the efficiency of
the organizations.

For over a quarter of a century, regional health care and social service organizations have
used to austerity policy and New Public Management style of managerial practices.
Therefore, it is quite likely that the proposed devices of data analytics will serve
management focusing on the improvement of ‘cost-efficiency’ of organizations and
practices. In addition, they are likely to become tools of local policy-making focusing on
‘savings’ in public expenditure and supporting such management. As a result, these
projects and plans provide support for health and social policy derived from concerns that
“10% of the clients cause 80-90% of the costs’ (VTV 2017).

As an example of the efforts to implement data-driven public welfare services, | take a
closer look at an influential pilot project, conducted in 2013-16, by a semi-public think tank,
regional public health care providers, and the Ministry of Social Affairs and Health (Sitra
2014; Sitra et al. 2016). The idea of the project was to construct a model for combining
data from the public services providers’ databases — both client and administrative data —
and from national registers, and for organizing the data in ‘info packages’ for the top
managers and regional policy-makers. Besides the structuring of the data, the info
packages consisted of tools for making service demand prognoses, welfare and
performance indicators, and the client analysis. In project documents, the latter was

pointed out as the most important device.

In the client analysis, the performance data of the public health and social services was
combined with the personal data of the clients and inhabitants of a region. In practice, this
meant combining patient data and expenditure data in a manner resembling the DRG.

This combination was thought to enable an analysis of the clients’ service usage and
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costs, which had two objectives. First, (...) to point out the clients who use a lot of
services extensively (“the heavy users”) ... in terms of service actions and the costs’ (Sitra
2014), and to reorganize health and social services according to the service user
segments, as well as ‘to build data management systems that would provide standard data

and indicators about performance, economy, quality and efficacy’ (Sitra et al. 2016).

By introducing the info packages, the project did not present anything new in terms of
statistical methods, data analytics, or IC technology. Rather, the info packages performed
and embodied the view of a future in which the administrative data ‘silos’ will be opened,
and their data will be intensively used in ‘interoperable’ ways. Congruent with this
imaginary, the project presented a rationale, model and devices for data-driven public
management: first, IC technology and experts mine data masses in public repositories;
data mining provides information for profiling the clientele and calculating the future
service demand; then, health and social services can be planned, arranged and managed
according to the prognosis. Data and indicators presented in the project reports are almost
exclusively about ‘economy’, i.e. the costs of the services. In graphics, the client analysis
looks like this. In Figure 22, the clients are represented in green and the costs in blue, and

both of them are divided according to the sectors of public health and social services.
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Fig. 22: (Sitra 2016).
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Picture 23 shows a way to calculate an average cost per patient in a certain patient group
and compares the cost between regions: in eastern Finland an inhabitant over 75 years
costs 9.600 euros a year on average, while the cost is over 11.000 euros in the southern

coast town Porvoo.
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Fig. 23: (Sitra 2016).

The most concrete thing that the pilot project seems to provide for local health managers
and policy-makers is a data analytic rationale that segments the clientele of the local
public services according to the expenses. Despite this simplicity, the numbers and
indicators extracted from the data have important implications. First, the client analysis
connects the client, her illness or impairment, and the cost of the service through a single
number. This number is an indicator of both the performance of the service organization
and the ‘vital’ condition of the client as a person; consequently, the lives of the people in
need of medical and social services and the provision of those services melts together
under the client analysis indicators. Furthermore, the functioning of data analytics requires
that treatment and care in public services are fragmented into clear-cut ’actions’, the cost
of which can be defined. Health and social care become commodified and, consequently,
illness, impairment, and possibly also health and social risks priced. In this process, the
data-driven management devices are congruent with the requirements of marketization of

health and social services (see below).

The pilot project proposed a data-intensive client analysis focused on client groups. The
idea was that the client analysis would connect the groups and the treated diseases or
impairments with the costs, figures which would then direct reorganisation of the services.
The same rationale and methods can be used to personalize the calculus, i.e. defining the

197



cost of illness or impairment for every individual client, and it can be extended to health
risks, so that the group- or individual-based CVD or depression risks would be related to
prospective costs of the treatment. The proposal | will discuss next suggested both

extensions.

4 Pricing a Life, in Advance

In April 2018, the main Finnish daily newspaper published an article about a plan to
personalize the payment the government pays to health care providers as a part of the
health care and social service reform (Helsingin Sanomat 10 & 11 April 2018). The idea
was derived from the National Institute for Health and Welfare (THL), a main public data
management authority and governmental data service provider. Helsingin Sanomat
interviewed Timo Seppald, who was the head of THL Social and Health Economics Unit in
charge of preparing the plan. The plan of the great health care reform suggested that the
main part of public financing of health services would be organized so that the service
providers — both public and private — would be payed according to the number of users
they serve. This ‘capitation payment’ per head was planned to cover 2/3 of the payment for
service providers, and the rest would be based on the cost of the medical operations
conducted. In Helsingin Sanomat, Seppala elaborated that the idea is to refine this model
so that every citizen shall have a defined personal ‘capitation payment’. The price will be
calculated on the basis of service usage history and risk factors related to the health and
life situation of the person, and the data for that will be extracted from public population
and health care usage registers, personal medical records excluded. The price for a life
will be prospective, a sort of health care derivative, because it designates an estimation of

the cost a person may cause.

Furthermore, THL suggested that the citizens would not know the personal prices of their
health and illness, and neither would the service providers. The idea was that an
automatic system for data circulation and calculation would run public financing of health
care, so that when a person chooses her health care provider the 'system’ of the Social
Insurance Institution (KELA) automatically picks up her data — with the help of her PIN --
from public databases and calculates the payment to be payed to the service provider. The
automated data management would guarantee that nobody would know the citizen’s

personal health price, except the data analytics machine at KELA. Seppala justified the
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proposal as a ‘necessary’ means of market regulation. The great reform proposed that all
individuals could choose their health service provider freely among public and private
providers. Under the ‘freedom of choice’ banner, the Finnish government wanted to
provide a wider and more easily accessible market for private health care companies. The
payment to the service providers was originally planned to be based on robust population
segments and average costs, which many commentators saw as problematic. THL's
proposal was presented to solve one of them. Seppala commented to Helsingin Sanomat
that when public health care will be opened to private companies, ‘tailoring’ the payment
person-by-person is needed to prevent the companies from ‘skimming’ the health care
market and making a profit on public expenditure. According to him, personalized pricing
would bring ‘a just payment based on an accurate risk assessment’ (Helsingin Sanomat 10
April 2018).

Above, | discussed sources of data-driven governing in (post)welfare state of Finland:
maintenance and utilization of public databases covering the population as a whole; PIN
as a flexible ‘operator’ of data management and usage; government ‘at distance’ with the
help of data; the rationale and devices of applied health economics; a sociotechnical
imaginary of data-driven personalized control medicine; and a passionate belief in the
blessings of data-mining among the Finnish policy-makers and top governmental officials.
These topics conjoin in the proposal to put personalized price tags on peoples’ future lives.
The proposal also exemplifies a policy rationale and performative that align marketization
of health care and deployment of advanced data mining technology. ‘Marketization’ refers
here to governing of public health care provision as if it were a market and a domain of
market competition, and to expanding the market by opening public health care to
operations of private companies. The government proposal of the reform considered
advanced data management and ‘digitalization’ indispensable for governing and managing
marketization in both senses. In turn, the THL proposal shows that marketization directs
the deployment of health data and data analytics in an individuating manner, i.e. to serve

personalization of the price of health, illness and living.

Thinking of personalization of ‘capitation payment’ as an instrument of market regulation
has certain implications. First, control of health care costs and health risk control will
merge epistemically and technically. This resembles rationales and practices of private

insurance; in fact, marketization with the help of personalized price tags for health risks
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may mean that public health care will adopt features of private insurance and move away

from the Nordic de-commodification model to insurance.

5 Business as Usual

Public reception of the THL proposal was not very welcoming. The Data Protection
Ombudsman was concerned about privacy issues, and a top official of Statistics Finland
presented rather sceptical views about personalization. Both of them also reminded the
advocates of the plan public that the GDPR is in force in Finland also. However, the main
reason why the plan has not been executed relates to the fate of the great reform of public
health care and social services. In spring 2019, the grand reform got stuck in a legal,
political, and administrative stalemate. Due to this, the time to pass the legislation required
by the reform ran out before the parliamentary election, and the government withdrew the
reform plan. As the grand reform dissolved, the proposal for personalization of the
‘capitation payment’ was also put aside. Despite this, the plan was considered and
discussed as a reasonable and appropriate solution to a key problem of expenditure
management of the grand health care reform. The epistemic and political rationales for
execution of the plan exist, and so do administrative and technical means to put it in
action. Especially the experts inside the governmental data management and register-
keeping institutions tend to consider that defining the price or payment of public health
care person-by-person and on the basis of health risk calculation would be business as
usual, ‘just an extension of normal register research’, as Timo Seppala claimed (Helsingin
Sanomat 11 April 2014).

Indeed, defining a personal, prospective price for every potential user of the Finnish health
services — citizens, permanent residents and even the new-born — would not make much
difference to existing practices. Technological prerequisites for personalized health risk
pricing are available: existing and expected IC technology has and will advance
digitalization, circulation and mining of population and patient data, and there is the PIN as
the operator of interoperability between the databases. From an epistemic point of view,
the introduction of a personalized ‘capitation payment’ would not bring anything new to the
established manners of knowledge production and indicators of health economics, public
administration and public health, and neither to the associated practical rationales of using

public register data in policy-making and public administration. Technical and epistemic
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prerequisites for setting a prospective price to a person’s health and ililness are
complemented by a political rationale embedded in the ethos of New Public Management
with neoliberal ingredients. | call this policy mode 'market governmentality’. The concept
refers to an art of governing that emphasizes the competition mechanism as the model of
regulation of the state activities and government of people and their lives, uses the market
as a means to reform and regulate public service provision institutions, and opens up

domains of public services to commercial activities and competition (Helén 2016).

The plan for the great health and social service reform in Finland exemplifies these three
dimensions of marketization of governing. First, the generative idea of the reform and the
basis of the governance model was that market competition will increase effectiveness
and quality of public services, health care included. Second, the reform plan suggested the
use of the market as the main means to reform and reorganize public health care and
social services. In the government proposal, public health care is conceived of and
planned to be organized as if they are market relations between public ‘buyers’ that
represent ‘demand’ and service providers as the ‘supply’ side. Finally, the reform plan
promoted an additional route of marketization of public services by opening public health
care as a market for private companies. Regarding the latter two dimensions, digital data
management was thought to play a key role. The plan to use intensive data mining for
defining ‘capitation payment’ person-by-person is a concrete example of both the
importance and expectations of integration of advanced data analytics with the new style
of public health care management. Thus, ‘market governmentality’ -- governing as and by
the market — provides a framework in which advanced data analytics technology can

function as a political technology ... of ‘personalization’.
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Abstract

Type 1 diabetes (T1D) is a severe chronic disease with potentially serious acute and long-
term consequences. A technology that adequately replaces pancreatic function is not yet
available. Committed people with T1D no longer want to wait for the approval of a
commercial system and develop their own systems: Do-it-yourself Artificial Pancreas
Systems (DIY APS) automatically adjust insulin delivery through the insulin pump to keep
blood glucose levels in a safe range. The question arises why a steadily increasing
number of people with T1D relies on a technology that strongly influences their health, but
which is not approved by an official body and therefore no-one can be held responsible in
case of faultiness. In this article we are drawing upon empirical findings to better
understand the motivation behind using a DIY technology for self-care in chronic disease
management. We describe the multifaceted motivations of people with T1D engaging in
the implementation and usage of DIY APS and how they integrate the new system into
their daily practices. Empirically, the article is based on two still ongoing qualitative studies
on the lived experiences of people implementing and using DIY APS. We can trace a
strong emphasis on community aspects, trust in both the community and the technology,
frustration with currently commercially available technical aids as well as actors of the
established healthcare systems, and a vigorous dedication from both the users and the

developers.

Keywords: Do-It-Yourself Artificial Pancreas System, Type 1 Diabetes, Community, Closed
Loop System, Health Technology
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1 Introduction

Diabetes mellitus is a disorder of the blood glucose metabolism in the body with
permanently elevated blood glucose levels. In Germany, an estimated 8 million people
suffer from diabetes, 3000.000 of them from type 1 diabetes (T1D) (related to 2016)
(Bundesgesundheitsministerium 2019), which is the most common metabolic disease in
children and adolescents (Diabetesinformationsdienst 2019). Unlike type 2 diabetes, T1D
has no association with lifestyle choices, but rather develops as a consequence of an
individual's auto-immune system destroying the insulin-producing cells in the pancreas
(Atkinson et al. 2014). Because of its increasing prevalence, T1D is described to be of
particular public policy significance (Harries et al. 2019). If not properly managed, the
chronic health condition might cause severe long-term effects, such as vision loss and
peripheral neuropathy (Harries et al. 2019). So far, the condition is incurable. The disease
has serious effects on the entire body, as well as determines the daily lives of those
affected. Thus, the task of people with T1D is not only to follow medical instructions for
recovery. They have to manage an irreversible condition, which means self-observation
and monitoring of symptoms become constant tasks (Bruni/Rizzi 2013). This involves
affected people "doing a pancreas" (Wiedemann 2016), for simulating the functions of the
organ. T1D requires constant monitoring and recording of i.a. recent and anticipated food
intake and activities (e.g. sports) for patients or caretakers of an individual with T1D.
Additionally, they have to constantly monitor their blood glucose levels and administer
appropriate amounts of manufactured insulin doses via infusion or injection in order to
keep blood glucose levels within a required range. This has to be done by patients
themselves, after consultation with their physician. Corbin and Strauss (1988) describe
this demand for constant care in chronic illnesses, as work, which is not reserved to
medically trained professionals. This increasing focus on self-responsibility in managing
one’s own health is a widely researched phenomenon in social sciences, leading to
concepts such as “expert patient” (Fox et al. 2005), “active patient” (Rabeharisoa et al.
2014), and, in light of the increasing importance of digitalization in self-care, “digitally
engaged patient” (Lupton 2013). These concepts entail the notion that patients can no
longer be understood as solely “passive recipients of care” (Lewis/Leibrand 2016), which

leads to challenges of traditional hierarchies in healthcare (Kingod 2018).
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Besides the high level of self-responsibility, T1D is characterized by the fact that the
subjective perception of the disease only occurs when the blood sugar level is very high or
very low. This means there are no other clinical symptoms that manifest themselves
externally, this is referred to as “absence of symptoms” (Hess 2018). Especially while
sleeping, this ‘absence of symptoms’ is problematic, and can cause insecurities for
affected individuals. T1D technologies, such as insulin pumps, injection pens or blood
glucose monitoring devices aid patients in their everyday life practices to manage their
chronic illness and to make the bodily processes more visible, which is why T1D can be

described as a highly technologized disease (Hess 2018).

1.1 Technologies for self-care in T1D management

These technological aids for the self-care in T1D therapy have advanced significantly over
the last years. While until a few years ago the measuring process was usually carried out
by pricking a finger to perform a blood glucose test, it is now possible to measure the
interstitial glucose concentration through continuously glucose measuring sensors (CGM).
Theses CGMs are placed on the skin with a sensor filament reaching under the skin and
can be worn over a prolonged time on the body (Freestyle Libre 2019, Dexcom 2019,
Medtronic 2019a, Wiedemann 2016). These sensors also enable constant monitoring of
the glucose level (cf. Fig. 24). Thurm and Gehr (2013) compare the difference between
traditional blood-based and sensor-based glucose measurements to that of image and film
(Thurm/Gehr 2013): while the measurement with blood only shows a single point value
and there is no information about the blood sugar progression, sensor-based

measurement devices continuously display glucose levels.
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Fig. 24: Freestyle Libre sensor and reading device displaying tissue glucose of the past eight hours.
Source: SW
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CGM devices constitute a first step towards an autonomous adjustment of the insulin rate.
The technological vision, of combining a blood sugar measuring device and an insulin
pump in a closed loop system, which is also referred to as Artificial Pancreas System
(APS), is not a new idea; it has been subject to research since 1973 (Home 2017).
However, at the moment, full closed loop systems are not available at all. There is only
one commercially available APS (cf. Barnard et al. 2018): Medtronic MiniMed 670G
(Medtronic 2019b, cf. Messer et al. 2018, Cordero et al. 2017), a hybrid closed loop
system, which means that insulin for carbohydrate intake still has to be administered
manually. So, it is still far from actually simulating the functions of the pancreas. Medtronic
MiniMed 670G was FDA approved (for the US market, FDA 2019) in February 2018 and
CE licensed (for the EU market, Medtronic 2019c) in June 2018. CE license does not
mean that the system is available in all EU countries (Medtronic 2019c); and also, not for

any person with T1D even in the countries in which the system is available.

1.2 Vision of an artificial pancreas system and DIY realization

A closed loop system in T1D therapy would connect a CGM and an insulin pump in order
for them to communicate with each other, enabling an algorithm-controlled automated

delivery of insulin doses adapted to current glucose values (cf. Fig. 25).
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Fig. 25: An APS linking the data of the CGM and the insulin delivery of the insulin pump.

Source: Diabetes.co.uk

When the sensor reports a low or decreasing glucose level, the pump reacts by delivering
less or no insulin. When the sensor reports a high or increasing glucose level, the pump
delivers more insulin. As mentioned before, so far only one hybrid closed-loop system
(Medtronic MiniMed 670G) worldwide has gained approval from regulatory bodies. As the
development of commercial systems progresses slowly, a group of dedicated affected
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people and their relatives have joined forces and developed DIY versions of an APS in a
collaborative effort and made the instructions and source-codes online available for
everyone to recreate and further develop (OpenAPS 2019, AndroidAPS 2019, Loop 2019).
Users refer to the software as ‘the loop’, as what the algorithm does is closing the loop
between CGM and the insulin pump via a smartphone app. The different DIY systems all
have in common that they combine commercially available CGM devices' and
commercially available insulin pumps with a smartphone app that was developed as a
collective endeavor in the DIY community. That part of the community consists of software
developers, engineers, as well as medically trained professionals. Previously programming
knowledge was needed to use the system, but today with the support of the community
and very well documented instructions, programming skills are not a requirement for using
a DIY APS, but caution and patience are needed (Braune/Wolf 2019).

These DIY systems are supposed to be precise. Dana Lewis and Scott Leibrand,
developers of the first open source DIY APS, OpenAPS, describe it as “far safer than
standard pump” therapy and argue that it leads to “remarkable improvements in quality of
life due to increased time in range, uninterrupted sleep, and peace of mind” (Lewis/
Leibrand 2016). Currently, at least 1303 people worldwide use DIY APS (OpenAPS
Outcomes 2019).

Most of our participants report an increase of quality of life and improvement of their
glucose levels, especially more time in range (TIR, the time in which blood glucose is in
the target range of 70-180 mg/dl, Danne et al. 2018) and an improvement of HbA1c (mean
value of blood glucose over a longer period of time, usually three months, Danne et al.
2018) (cf. Fig. 26). Also, the majority of the interviewed diabetologists and diabetes

advisors report improvement of glucose levels of patients using the system.

1. It should be noted that Abbott’s Freestyle Libre sensor (Freestyle Libre 2019) has to be enhanced with a
transmitter (e.g. BluCon 2019, Miaomiao 2019) in order to function as a CGM.
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Fig. 26: Gradual improvements of TIR, depicted by a user: 1) “ICT” (therapy with insulin pens), 2) “Pumpe
ohne loop” (therapy with insulin pump without DIY APS), 3) “Pumpe MIT loop” (therapy with insulin pump
and DIY APS (AndroidAPS), 4) “Pumpe MIT loop und FIASP” (therapy with insulin pump, DIY APS and a
fast-acting insulin). Green area: blood glucose in range; yellow area: blood glucose too high; red area: blood

glucose too low. Source: zehn.BE

This technology comes with many promises, but also changes the self-care for people
using the system vastly as they operate in a legal grey area and cannot easily draw upon
the advice of medical professionals. Thus, they mostly rely on the help of other users and
the information they find online, in the DIY online community. Therefore, the question
arises why more and more people with T1D are engaging in the DIY APS and actively
advocating the DIY systems, despite the technological obstacle and the lack of approval
from a regulatory body. What are the motivations of people with T1D to put a lot of effort
and their time in developing, implementing and using a health technology that is situated

outside of the sphere of medical development and research?

To better understand the motivation behind using a DIY technology for self-care in chronic
disease management, this article describes the multifaceted motivations of people with
T1D engaging in the implementation and usage of DIY APS and how they integrate the
new system into their daily practices. We explore how patients are using and modifying

commercially available technology in innovative ways to improve their daily lives with T1D.

2 Methodology

In light of the anticipated complexity of the study subject, our empirical approach consisted
in combining a sociological and a technology assessment perspective to better capture the

researched phenomenon. Empirically, the article is based on two ongoing qualitative
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studies on the lived experiences of people developing and using DIY APS. Bianca
Jansky’s PhD is mainly focused on aspects of expertise shifts, knowledge production and
health and patient activism in the context of DIYAPS; Silvia Woll’s PhD examines current

technologies for handling T1D with a vision assessment (2.2) approach.

For this article we are combining the data sets gathered parallel by the two authors. For
the analysis, both samples where combined and interpreted in light of the mutual research

question.

2.1 Situational Analysis

To better empirically understand the complex and dynamic phenomenon that is DIY APS,
from a sociological point of view the analysis is oriented at a Situational Analysis (SA)
approach as suggested by Adele Clarke (2005, 2015). This constitutes a new
conceptualization of grounded theory methodology, inspired by Anselm Strauss’ theoretical
social worlds and arenas concept, as well as Michel Foucault's emphasis on discourses as
analytical framework. With the perception that “[t]here is no such thing as ‘context™ (Clarke
2015), the different elements of the researched phenomenon are seen as constitutive
parts of it, and not as mere surroundings, which makes it possible to situate our analysis
deeper on individual, collective, material and discursive levels. This form of empirical
approach to our material allowed us to get a deeper understanding of the phenomenon in
question, as we can obtain a dense description of both the motivations of people engaging

with DIYAPS and at the same time other elements that outline the researched situation.

2.2 Technology Assessment — Vision Assessment

While a SA approach can give us a deeper understanding of the researched phenomenon,
with a Technology Assessment (TA) approach, we can examine the benefits and risks of
the technology in question, and analyze and judge “trends in science and technology as
well as their societal aspects, contributing to the formation of public and political opinion on
these aspects” (Ferrari/Losch 2017). New and emerging technologies (NEST) in many
cases come with a visionary character, with a semblance of a potential to change current
state of the arts and to improve current unsatisfactory situations. Such technologies’
underlying “(guiding) visions have been a research topic at least since the 1980s, when

the idea caught on that imaginations about the future, i.e. about future socio-technical
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constellations, are extremely relevant in the context of socio-technical innovation
processes [a]nd that the analysis and assessment of these (guiding) visions might help to
better understand the dynamics of innovation processes” (Bohle/Bopp 2014). In 2000,
Grin, Grunwald and others developed Vision Assessment (Grin/Grunwald 2000) “as a tool
to analyse, to assess and to shape the use of such visions in debates and controversies”
(Ferrari/Lésch 2017).

Visions have the potential to “motivate and fuel public debate because of the impact these
visions have on everyday life and on the future of areas of society” (Grunwald 2013). On
the one hand, positive visions can be seen as drivers for a longing for (societal) change
and sometimes also for the use of technologies. On the other hand, “[n]egative visions and

dystopias could mobilise resistance to specific technologies” (Grunwald 2013).

In context with our research phenomenon (positive) visions can already be found in the
motto of the movement: People are meeting like-minded people under the hashtag
“#WeAreNotWaiting” on social media platforms such as Twitter to exchange experiences
and knowledge living with the system (OpenAPS 2019, Twitter #WeAreNotWaiting 2019).
As mentioned above, the developers of OpenAPS describe their system as safe and
leading to improvements in quality of life (Lewis/Leibrand 2016). With such promises, a
vision of a less complicated, less exhausting and healthier life emerges. OpenAPS is
described as “advanced but easily understandable” (OpenAPS Reference Design 2019) -
however, challenges and obstacles of setting up such a system on one’s own should also
be considered. Combining a SA and a TA approach can, thus, help to both better
understand the researched phenomenon on a deeper individual, collective, material and
discursive level, and at the same time keep in sight the challenges and obstacles people
that are engaging in this innovative new technology have to face when developing,
implementing and using the system.

Data

Altogether, the sample consists of 32 in-depth interviews with users and developers of DIY
APS systems, caretakers, friends, family members of people with T1D who support them,
as well as diabetologists and diabetes advisors. The interviews, lasting from 20 to 120
minutes, were conducted mostly via telephone or Skype and took place from June 2018 to

April 2019. In addition to our interview-based material, our sample also consists of
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fieldnotes from participatory observations, in the context of DIY APS. We joined regular

meetings, as well as going to hackathons and larger events.

For maximizing confidentiality, pseudonyms were used where necessary, and all data was
anonymized. Interviews were audio-recorded and later transcribed verbatim. Interviews

conducted in German were translated for the article.

3 Findings

In what follows, we will trace the main motivations for using and developing a DIY APS
that we obtained from the empirical material. We can show a strong emphasis on
communal aspect, trust in both the community and the technology, frustration with
currently available technical aids as well as actors of the established healthcare systems,

and a vigorous dedication from both the users as well as the developers.

3.1 Community - DIY APS as collective endeavor

One of the main findings is that the observed DIY practices can be described as collective
endeavors; even though there is an emphasis on yourself, our participants all refer in one
way or another to the community. The community refers to everyone involved in the DIY
APS, including users and developers, and those supportive of or interested in the
technology. The community comes together in multiple ways either via social media
platforms, such as Facebook or Gitter, or face-to-face on one of the many regular meetups
or bigger events. Markus, who is very actively involved in the DIY APS community,

describes the division of labor in the community as follows:

“The community is just people who get involved. There are people who can't program,
who can't do anything, but they can speak a language for example that means they
can help with translating or supporting newer members, so the developers and the

more experienced members don't have to answer the standard questions.”

In the community it is not about being professionally trained in medical technology
development, but rather everyone there has a specific skill that they can contribute to the
development of the community. At first glance, it would seem that programming would be
most needed in the community, but other skills such as the knowledge of multiple
languages or even of having a bit more experience in using the system can help. It seems

that, as everyone finds their place within the community, everyone can contribute in some
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form. Without everyone having professional medical or technical knowledge, the division of
labor becomes crucial. This observed solidarity in the community can even be the reason

to start ‘looping’ in the first place, as Christian states:

“This community, it's the reason | started looping. | have never experienced so much
solidarity, so much support and so much willingness to selflessly give something to
others, to do something good, to support other people. | have a problem today and

tomorrow | have three answers [...]. That's completely different than when | compare

it with any problems | have commercially, | often get answers — from | have no idea,
but they are well packaged, and that's what the community really is.

So, that's why | did that, because | realized nothing can happen to you because you

will never be left out in the rain.”

Christian’s statement can again illustrate the different forms of work, that people in the
community take on (in their spare time, without monetary compensation). Christian states
that the community IT-support is more reliable than the one he is used to from commercial
technology providers, and because of this strong and fast acting community support, he

has no fear using the system.

3.2 Trust

Christian’s statement also illustrates the trust in the community and the shared work of the
community. In our empirical material we do not only trace the trust in the immediate
support of the community, but also the trust in the collectively developed technology: the

‘loop’, the algorithm that connects the sensor and insulin pump.

One issue raised by regulatory bodies, such as the Food and Drug Administration (FDA) is
that DIY approaches are unauthorized and could result “in inaccurate blood glucose
(sugar) measurements or unsafe insulin dosing, which can lead to injury requiring medical
intervention or even death” (FDA 2019a). Especially in the case of insulin treatment, the
accurate dosage of insulin is crucial as a wrong dosage can cause severe acute health
adverse events, such as hypoglycemia and ketoacidosis. But the FDA statement does not
consider that also with conventional pump therapy, “errors of insulin infusion can occur
due to pump failure, insulin infusion set [...] blockage, infusion site problems, insulin
stability issues, or a combination of these” and “[u]sers are therefore exposed to significant

and potentially fatal hazards” as severe hyperglycemia and hypoglycemia (Heinemann et
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al. 2015). Also, an insulin treatment with pens is associated with risk as a too large as well
as too small amount of insulin will always lead to glucose levels out of range. Another
issue is “that useful information held by the manufacturing companies is not currently
shared in a sufficiently transparent manner” (Heinemann 2015). Developers of DIY APS

address this aspect by providing the coding open source, so all is publicly accessible.

As mentioned before, the self-responsibility in T1D, is very noticeable and gives people
with T1D in-depth understanding of their disease, in which their knowledge gained in
everyday practice is intertwined with medical knowledge. In their everyday life living with
the chronic disease, they have been trained to avoid the causes and to recognize the
symptoms of the potential adverse events. People with T1D are well-equipped to judge the
safety of monitoring systems, considering that these systems’ outcomes are people’s own
glucose levels. When regulatory bodies such as the FDA issue warnings against the usage
of the DIY system, the question arises: how is trust built in this context? Our empirical
findings show that trust in DIY APS emerges from the experience that using the ‘loop’
leads to more TIR and to better glucose levels - but also from the knowledge that

developers are coding the system for their own children, as Marie states:

“And most of all, these developers, they have their kids on it. So, if someone like

them doesn't work and check carefully, then who does?*

Developing a system and using it on one’s own children shows for Marie the
trustworthiness of the system. Especially when one’s children are involved; she assumes
developers would control their designed technology especially careful under these

circumstances.

This trust does not only lead to a feeling of safety, but also to more relief of users. This is
especially the case when it comes to sleep. One of the main issues for those affected by
T1D is the quality of sleep due to fear of too high or especially too low blood glucose
levels. Strongly decreasing or increasing glucose levels are problematic especially during
the night as it is likely that people with T1D do not notice them. Recent CGM systems with
alert functions help the situation, but the quality of sleep still suffers. As reported by its
users, looping has an effect on the quality of sleep due to stabilizing glucose levels during
the night:
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“This was the first time after almost 30 years of diabetes the prospect of sharing a
part of this 24-hour task [...] with something [...] which, for example, guards me for
the night. [...] For me it was also really a safety thought. Something is watching over

me and [...] takes some of this 24-hour job away from me.*

Self-care in chronic illness is, as Strauss and Corbin (1988) put it, work for the affected.
Marie describes the workload as a 24-hour task, as she cannot just have time off from
managing her T1D. With using the 'loop' she feels as if she is not alone, but that
“something is watching over [her]”. This shared workload also leads to a feeling of safety
during the night for her, as the technology takes some parts of her 24-hour job “away” from
her. Similarly, Tim explains his trust in the system and his feeling at ease with the DIY

technology:

“So, when | see the glucose rising, | realize it. | know, the loop, it takes care of it. So,

it will take a while. But it'll get it down again.”

Usually, when the blood sugar drops or rises, which can happen several times a day, often
unexpectedly and also independent from food intake or exercise, people with T1D have to
take care of it by administering insulin or carbohydrates, or by decreasing the amount of
administered insulin. With using the DIY APS, Tim can just realize what is happening and
does not have to intervene as he knows that the 'loop' will bring his glucose level back in

the desired range.

As already mentioned above, safety issues and subsequent fears and concerns are
broadly discussed issues concerning the DIY APS, as it is not an authorized and officially

regulated health technology. Tim also refers to those safety issues:

“| see the advantage of this system. It's just much bigger than what might happen. So,

the situation you're afraid of with the loop. That doesn't happen because of the loop.*

Regulatory agencies and other actors of the established healthcare system see a danger
in shifting some responsibility from the individuals to the 'loop'. However, it is this exact
shift in responsibility which allows individuals with T1D to feel less in danger. Their trust in

the technology allows for a greater sense of safety living with T1D.
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3.3 Frustration with traditional self-care in T1D management

The warning issued by the FDA can be interpreted as an example of the tension between
patients, who want to take their health into their own hands and do not want to wait for
actors of established healthcare systems to come up with solutions, and regulatory bodies
in the public health context. The warning was issued as a reaction to a patient who
required hospitalization while using the DIY system - something that could have also
happened while using FDA approved commercial devices - but since a DIY system was
involved, there was greater public scrutiny. Looking at the media coverage and the public
discourse surrounding the DIY APS, two of the main questions are: why are people relying
on a DIY system and why is there only one commercially available technology, so far? As
we mentioned before, recently, the first commercially developed systems have become
available in some countries, but development of a medical device in traditional research
and development context is a time consuming and highly regulated practice. This leads to

frustration among the affected.

This frustration with pharmaceutical concerns and other actors of the established
healthcare system, can also be traced by the use of the hashtag #WeAreNotWaiting. As
previously mentioned, affected people did not want to wait for a commercial actor to finally
take up the development of a closed loop system, but started to take matters into their own
hands, and developed the system open source. Jacob, a father to a six-year-old boy with

T1D, explains his frustration:

"As a computer scientist | was frustrated by the amount of manual management
required for diabetes, how many simple calculations you have to make every day and
how high the probability of errors is when you have to make these calculations
yourself on paper. [...] and we were somewhat frustrated as to why we have to do this

ourselves — the data is all there, the pump has the data, the sensor has the data.”

In T1D self-care, the focus on self-responsibility of one’s health has traditionally been very
noticeable: The treatment of the chronic disease requires a demanding regime of self-care
for patients, including consistency in diet, as well as blood sugar level monitoring and
insulin injections. These practices have to be repeated throughout the day. Referring to his
background as a computer scientist, Jacob expressed “frustration” with the lack of
automatization in the care of his young child and he turned towards a DIY solution; for him

the manual calculations are as much or even more prone to failure than an open source
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algorithm, as the 'loop'. With this newly gained confidence of people with T1D through their
DIY approaches, the traditional hierarchies in healthcare are being challenged. This is

especially visible looking at the role of physicians in the context of DIY APS:

“So, there are doctors, [...] who are diabetes patients themselves, who are also
endocrinologists, who are totally active in this field. And then, | also had several
doctors who don't know their way around. If | tell them about artificial pancreas, they

don't know what that is, it is as if | would talk to them in a foreign language.”

Marc describes how boundaries of previously defined social roles are blurred by DIY
strategies. The healthcare professionals are not seen as omniscient amongst members of
this DIY community, but rather, they are perceived either as a member of the community or

as or as outsiders without the specific community knowledge.

3.4 Commitment

Our empirical material shows that, using DIY APS seems to come along with a lot of
improvements regarding quality of life and glucose levels, compared to the currently very
limited commercial alternatives. But on the flip side of the DIY technology is that even with
the great solidarity in the community, some things have to be done by every user
themselves, for example compiling the app to connect sensor and insulin pump, which is

reported to be quite difficult by some of the participants. Marie states:

“Well, that was difficult with me. But what was even more difficult for me to figure out
before that, [...] what do | need at all? Well, [...] | didn't even know | needed a
transmitter. | didn't even know that the thing | needed was called a transmitter. Well, I'd
gotten a few words knocked around my ears, like BluCon and an XDrip and Nightscout
and APS, okay. But now, what was in charge now, | didn't know. | had to puzzle it out
first. Then somehow, | had this Nightscout, | thought: What do | do with it? That this is
just a database for uploading [...] my values, which | still need somehow, for what |
have not yet understood why it is absolutely necessary, an AAPS [...]. But it won't work
without it. Those were the sticking points where | had a hard time. This linking of apps,
[...] of XDrip and then XDrip has to communicate with AAPS and Nightscout has to

communicate with AAPS to get those links done, that was difficult for me.”
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Setting up a DIY APS can be a challenge without being tech-savvy, so additional to their
already very high medical knowledge regarding T1D, users have to acquire some
understanding of connecting the respective devices and compiling the app. But since the
alternative would be to not use the system at all, people are dedicated to understanding

how to do all that.

Achieving to setting up the DIY APS, leads to outcomes beyond improved glucose levels.

A feeling that is reported is pride, as Marie expresses:

“Of course, I'm proud of it. Yes, | am proud of it. Now I'm thinking, why? Yes, because
as a mum and housewife | managed to do that. Yes, it also makes me a bit proud.

[...] That's the way it is. | had to do something for it. “

The commitment of engaging in the setting up of a DIY APS even leads to remarkable
outcomes regarding the way parents perceive their diabetic child since using DIY APS.

Clara, a mother of a child with T1D, states:

‘I mean for us Sarah is a healthy child, | say. Because we invest so much effort that

she has these good blood values.”

Children affected by T1D usually are not considered to be healthy. Their parents’ care
includes much more effort than the care of parents of healthy children. Therefore, it is
astonishing that Clara considers her daughter a “healthy child” due to effort she takes for
her wellbeing. Without DIY APS, this effort might be less (but still much more compared to
non-diabetic children) but would never lead to perceiving Sarah as healthy. Engaging in
the implementation and usage of a DIY technology for T1D self-care, does lead to some
new forms of patients work (Corbin/Strauss 1988) but at the same time takes work away
from patients and caretakers and can lead to new notions of what is considered healthy

and ill.

4 Conclusion

Motivations for people with T1D to use and implement a DIY APS in their T1D self-care are
multifaceted. We can show that a lot of the motivation to engage in the DIY APS context is
related to the closely knitted community, and the help people receive through this
community. This solidarity throughout the community can in some cases even be the

reason for starting using the DIY system. The setting outside of clinical and commercial
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context also leads to change in the traditional division of labor in medical contexts, where
patients follow instructions from physicians. In the context of DIY APS this hierarchy in
expertise is no longer stable. Physicians are either part of the community or outsiders,
without the community’s specific knowledge. People in the community take on new forms
of work, that even surpass the notion of patient work of Corbin and Strauss (1988). We
can also show that both the community and the collectively developed technology gain
much trust from the users and help them in their everyday life. Not only report almost all of
our participants better glucose levels using the system but also more trust is put into the
(IT) support of the community than in that from commercial actors. We can see this also in
relation to the close personal involvement of the developer in the DIY system, as one
participant described that her trust derives from the fact that a lot of the developers use the
DIY APS on their own children. We can also show that the OpenAPS developers’ promise
of improvement of sleep quality is confirmed from our participants, they also report a
feeling of ease and less fear during the night. Our empirical material shows the frustration
of T1D with pharmaceutical concerns and other actors of the established healthcare
system, and their dedication to improve their daily lives without waiting for a commercial
actor to step in. Our findings show a shift in the conceptualization of ‘expertise’: they
illustrate, how informed patients are successfully engaging in the development process of
a medical technology, that improves not only their blood glucose values but also their
quality of life. This shows that people living with a chronic illness are experts of their
disease and should be included more in the development and research of health

technologies and other approaches of treatment.

So far there is little empirical research on the lived experiences of people using and
engaging with a DIY system to manage their health condition. We therefore argue for more
research on the subject, and we emphasize the importance to engage and involve people
with T1D in the research to better understand their experiences and practices using a DIY

system for their self-care, as they can be considered experts of their disease.
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Figures

Figure 24: SW

Figure 25: Diabetes.co.uk. APS how it works https://www.diabetes.co.uk/artificial-pancreas.html

Figure 26: zehn.BE

Overview over cited Interviews

Pseudonym Description Interview date
Clara Mother who uses DIY APS on her diabetic daughter 07.03.2019
Christian DIY APS user 17.04.2019
Jakob Father of a child with T1D, uses the system for the child 02.05.2019
Marie DIY APS user 20.03.2019
Marc At the time of the interview no user of DIY APS, but actively involved 12.07.2018
in the community
Markus DIY APS user/developer and actively involved in the community 19.07.2018
Tim DIY APS user 29.03.2019
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Abstract

To date, an almost insurmountable number of social scientific contributions have examined
digitalisation. However, there is great disagreement about the question which disciplines,
knowledges, theories, methods and methodologies, scientific questions, instruments and
techniques are adequate to research digitalisation. For example, ethnographic STS
studies claim to produce fine-grained pictures of a diversified, multifaceted living in a
digitalised society and deem more theoretical-oriented approaches like Marxist as old-
school, wood-cut or non-scientific. The latter counter that an encompassing theoretical
approach to disparate global processes of digitalisation is still missing. They disqualify
diversity approaches as identity politics, descriptive or simply as a-political. As previous
technology debates have shown, a problematic effect might be that the different
knowledges travel into scattered social fields such as Science and Technology Studies on

the one hand and art and social movements on the other hand.

The aim of our theoretical paper is a twofold: Inspired by meta-analyses of recent feminist
theory development, we firstly trace some of the investments with which current
approaches try to gain sovereignty about interpretations of digitalisation and bring Marxist
and diversity approaches into conversation with each other. Secondly, we want to develop
an alternative approach that sees the two camps as different modes of data doubles —
namely power and exploitation. As such the competing contributions form entrance points
and not end points for analysing digitalisation. We claim that all approaches are valuable
suggestions for conjointly and forcefully researching, intervening, and shaping current

processes of digitalisation.
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1 Introduction

Wood-cut, old-school, ideological, objectifying, essentialist, anxious, paternalistic,
maternalistic, heteronormative, ableist, white supremacist, neo-colonial, non-scientific —
ethnographic STS literature continuously uses such labels for theoretical, Marxist oriented
approaches to digitalisation. Only descriptive, narrative, subjective, individualistic,
singularistic, academic, neoliberal, post-feminist, identity politics or simply techno-
capitalism’s make up, Marxists respond. Everyone who moves between Science and
Technology Studies and critical theory may have encountered these scientific games in

one way or the other.

Instead of remaining stuck in this back-and-fourth, we suggest to take these contentions
as a starting point for developing a meta-perspective to both Marxist theoretical as much
as ethnographic diversity approaches to digitalisation. There are two main purposes for
this: Firstly, we claim that Marxist and diversity approaches equally are not only valuable
contributions to digitalisation, they also have much in common. Both rely on two key
concepts in the debate on digitalisation: control society and data doubles. Secondly, as
older debates in STS show, a drifting apart of those knowledges into disparate social fields

is problematic. They should be kept in conversation with each other.’

The basis of this paper is a literature search on the subject of digitalisation in journals such
as Frontiers, Social Media and Society, Television and New Media, Feminist Theory,
Theory, Culture and Society, Gender Place and Culture, Feminist Review, The Black
Scholar, The South Atlantic Quarterly and Feministische Studien. At the beginning of our
new research project on digitalisation and social movements, we started the search with a
rather simple question: How from an intersectional, transdisciplinary perspective is
digitalisation currently approached in different scientific fields? How do different
knowledges, disciplines, research fields make sense of digitalisation? One main finding

was that each milieu has a very specific notion of digitalisation, which is hardly surprising,

1. For example in feminist STS debates on reproductive technologies, Marxist and diversity feminisms
separated decades ago and took different routes (Franklin 2013, 185-221). Already in 2005 Charis
Thompson bemoaned that class and economy had taken a back seat in feminist debates on
reproductive technologies (Thompson 2005, 71). Only in 2016, the symposium “Making and breaking
families” made diversity approaches and class analyses on reproductive technologies to converse
(Smietana, Thompson, and Twine 2016).
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according to the credo of Science and Technology Studies about the inescapable
situatedness and contestedness of all knowledge (Davis and Evans 2011; Haraway 1995).
However, what struck us was the deep mutual mistrust against each other, the fierceness
and eager with which the different approaches try to devalue each other and the ever

similar storylines they deploy.

Although we examine journals that might not count as STS journals in a narrower sense,
the topic we engage with — digitalisation — is a classical STS subject. Furthermore, our
meta-perspective has much in common with an established STS analysis of scientific
knowledge production. It is not only the contents of the two fields we engage with, it is also
the rhetorical forms in which the arguments are brought forward that interests us."” We
treat scientific texts on digitalisation not solely as endproducts of a long scientific research
process but as “technologies” themselves (Hemmings 2005, 118) — or, to put it in STS
jargon, as actants inside a scientific praxis (Latour 1987, 40). While scientists inside the
laboratory carry out research through textual practices, social scientists do that by
rhetorical strategies inside their “laboratories” — journals, talks, lectures or seminars. They
deploy specific textual techniques of citation, omission, non-engagement, labelling,
specific storylines and dramatizations. Both aim at mobilizing allies, gaining power and

winning scientific controversies (Wieser 2014, 29).

Due to the limitedness of the space and because all contributions, be they Marxist or
diversity oriented, are implicitly or explicitly based on the concept of control society and
data doubles, we do not present the argument of the respective positions in its entirety, but

briefly sketch the demarcations in order to quickly enter the conversation.

As “diversity approaches” we describe a whole branch of contributions often from an
ethnographic oriented STS field such as Postmigration Studies (Borkert, Fischer, and Yafi
2018; Latonera and Kift 2018), Disability Studies (Reeve 2012; Ng 2017), Queer and
Transgender Studies (Hansom 2011; Jenzen 2017; Erlick 2018), Feminist/Black Code
Studies (Johnson and Neal 2017; Wade 2017) or Xeno- and Glitchfeminism which do not

1. Such interest in the rhetorical forms of scientific controversies partly stems from our own multi-
disciplinary background and the tensions that caused. UK has a strong orientation towards sociology,
Marxist theory and questions of class and economy. AW is trained in Melodrama Studies and underlines
the melodramatization of scientific story telling. Both are united by their interest in so-called identity
knowledges, especially in queer approaches on digitalisation.
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carry out ethnographic STS studies themselves but base their arguments on it (Russel
2013, 2018; Laboria Cuboniks 2015; Hester 2018). Recurring, connecting investments are
firstly, the methodological STS postulate of “live subject research”. Secondly, a critique of
digital dualism (Jurgenson 2011), which assumes that the on and offline are two distinct
worlds, often idealizing the offline world and reproducing existing norms and privileges.
Thirdly, a political standpoint and strategy that is not completely hostile towards the digital
but aims at repurposing technologies for one's own aims; and finally, a touching upon but
not thinking through of key Marxist categories such as accumulation, class, labour, work,

or the state.

The Marxist approaches we include, in turn, firstly discuss digitalisation theoretically. They
base their arguments on examples and not on ethnographies or extensive empirical work
(e.g. Fuchs and Sevignani 2013; Jarrett 2016; Thatcher, O’Sullivan, and Mahmoudi 2016;
Couldry and Mejias 2018). Secondly, the rejection of digital dualism is not a matter close to
their heart. The authors are not troubled by the normative presuppositions of digital
dualism." Their credo, thirdly, is “Resist. Not just repurpose!” Or to put it differently, they do
not see any potentials in digitalisation but underline its exploitative until predatory
dimensions. The digital is negatively determined. And finally, questions of normalization,

identity, difference do not form part of their analysis.
2 Mutual Mistrusts

Between Marxist and diversity approaches there seem to be little overlap, and older front
lines in STS, as mentioned above, are repeated. One common strategy of Marxists is the
claim that diversity positions lost the big picture — that is a fundamental critique of
capitalism in digital times. For example, feminist Marxist Kylie Jarrett is not convinced by
diversity positions: “Feminist projects, she [Nancy Fraser] says, became oriented toward

the politics of identity instead of critiquing the gendered systems of capitalism” (Jarrett

1. It is not a uniform position towards digital dualism which characterizes Marxist positions. While earlier
Marxist works on digitalisation such as Manuel Castells (1999) were based on an obvious digital
dualism, in Nick Couldry’s and Ulises Mejias forceful piece on data colonialism a transformational, nearly
Latourian thinking of the digital co-exists with dualistic conceptions of the digital. Only Kylie Jarrett
(2016, 102) openly discusses the imprecise division into online and offline worlds and understands
digital activities as hybrid practices.
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2016, 16). They would correspond with a “post-feminist state” and a “mode of feminism
that claims power and agency but is robbed of its critical transformative powers” (Jarrett
2016, 16, also 94 ff). By devaluing such standpoints as postfeminist they are posed as
non-feminist. Jarrett's historiography of feminism is based on the assertion of a
development from a “real radical” feminism that had the big picture in mind to a feminism
that has lost its critical edge as it is only interested in ‘individual issues’. Jarrett tells a
teleological story of loss and decline, that relies on its very own understanding of
contemporary feminism. It wrongly equates diversity feminisms outlined above with identity
politics. Jarrett does not even bother to read such so-called identity feminisms. Instead,
she brings Nancy Fraser in as a friend. By citing renowned authors the own argument is
endowed with power (Latour 1987, 31; Wieser 2014, 27) and a particular narrative is
portrayed as widely accepted, as fact rather than an interpretation (see also Hemmings
2005, 129).

Diversity positions in turn also deploy specific devaluing markers. Comprehensive anti-
capitalist criticisms of the digital are branded as anxious towards new technologies
(Russel 2018). For example, ecofeminism is portrayed as outdated, essentialist, naturalist,
even heteronormative. Marxist techno-feminist Maria Mies appears as a killjoy (Hester
2018). Live subject research is brought into play to discredit theoretical positions as
woodcut-like ideology: They would be methodologically incapable of dealing with the
complexity of living a digital live (Reeve 2012; Jenzen 2017) and by that they are implicitly
judged as ableist and transphobic. Here, too, the message is simple: More empirical,
ethnographic, diverse knowledge about living in and with digitalisation leads to better and
more precise concepts, less objectification and more agency of the researched, which
paves the way to digital gender justice. Far from dismissing the everyday completely, we
claim that the political scope of such knowledges is also limited. It is a critical knowledge, a
theory-driven knowledge and a political knowledge. Nevertheless, the path from knowing

to justice is not so self evident as it may seem.

3 Discussion

So far we have shown how Marxist as much as diversity accounts deploy textual
techniques in order to position themselves as the better scientific approach to

digitalisation. One could say that every story, even the scientific one, is fictional and uses
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specific story lines, dramatizations, cuts and connections, valuations and devaluations. But
to return to the claim we made at the beginning, that a multifaceted approach in formally
telling and contentwise understanding digitalisation is needed, we suggest to focus on
what unites and not what separates these accounts. In other words, a common feature is
firstly that all positions deal with questions of a capitalist control society and secondly rely
on the concept of data doubles. Both are critical terms developed by theoreticians to
understand the social in contemporary digital times. The concept control society was
introduced by the French philosopher Gilles Deleuze almost thirty years ago. Deleuze
argued that there was a shift from disciplinary societies to societies of control — from
societies of total institutions and closed systems to open societies constituted of multiple
circulations. For our concern this point is important, because the dynamic, dispersed and
delocalised nature of digitally mediated societies comes to the fore. That also means a
less static understanding of the social, an understanding of the social as constituted of
flows; and as we would like to argue later, it is an approach suitable to grasp different
modes of the digital.

Data double was introduced into the discussion of control society later by Haggerty and
Ericson (2000). The social scientists understand data doubles in terms of power: Data
doubles are on first sight opaque flows of data. Their reassembling serves aims of a
surveillance society — governance, commercialization and control (Haggerty and Ericson
2000, 613). While thus Haggerty and Ericson already have a negative stance, we, for a
start, stick to a more neutral understanding of data double: Data doubles happen, emerge,
are generated at every point when flows are reassembled. Data double is the mere fact
that the series of discrete flows that constitute control societies are reassembled into an
additional self — be it functional or not. Such selves can be used for further social acts
such as scrutinizing and intervention, and yet, such selves can also be used for other
purposes beyond control, commerce and governance. To begin with such a neutral
understanding is important as our goal is to reconcile competing scientific narrations of the
digital: Which modes the act of reassembling actually follows — the mode of exploitation,
the mode of power, the mode of identification, the mode of disidentification, or even the

mode of a new eSthetic of existence — cannot be foresaid entirely.
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Control society is the more encompassing, broader, general concept, while data doubles is
the concept to fine-grainely grasped the various forms digital selves and digital
subjectivation can take on. Therefore, data doubles are a key component of control
society. They describe how through generating digital duplicates of our lives a control
society is enacted, realized, and comes into being. Data double form the skeleton, the
basis, the relais of contemporary control societies in digital capitalism (Haggerty and
Erickson 2000): Today each living human being enters the digital by using their iphones,
smart watches, computers or other digital devices. By doing so, people willingly or

unwillingly generate a virtual data double of themselves.

However, what after the usage of digital devices happens — what exactly the generation of
a data double means in social terms — the above discussed approaches interpret
disparately. Our point now is that instead of playing whole branches out against each other
and delegating one of them to the domain of the ideological or the a-political, we suggest
that the contributions deal with different modes’ of data doubles. While firstly ethnographic
diversity approaches elaborate on the power aspect of data doubles, secondly Marxist

approaches underline the mode of exploitation. Thirdly bo