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Zusammenfassung

Für die Bestimmung der Effizienz von elektrischen Antrieben ist es notwendig die
Wirkleistung zu messen. Dabei spielt die Messunsicherheit bei hocheffizienten Antrie-
ben eine wichtige Rolle, da sich die Messunsicherheit der Wirkleistung stark auf die
Unsicherheit der Effizienz auswirkt.

Bei hohen Genauigkeitsanforderungen sind Messungen an der AC-Seite eines Frequen-
zumrichters wesentlich anspruchsvoller als beispielsweise Messungen an der DC- Seite
oder Leistungsmessungen an der mechanischen Welle. Der Grund dafür ist, dass es
neben Standard-Herausforderungen in der Messtechnik wie zum Beispiel Amplituden-
auflösung, Fehler in der Messkette und Messrauschen noch offene Fragen bezüglich
der notwendigen Messbandbreite gibt. Bis dato gibt es keine Untersuchung, welche
die notwendige Bandbreite für Messungen an der AC-Seite von Frequenzumrichtern
empfiehlt. Daher analysiert die vorliegende Arbeit den Messfehler, der durch eine
Bandbreitenbegrenzung hervorgerufen wird.

Zuerst wird die Beschränkung der Messbandbreite simulativ analysiert. Aus den Simula-
tionen folgt, dass die Bandbreite des Messgerätes mögliche Resonanzeffekte im Antrieb
abdecken muss. Der Grund dafür ist, dass die im Resonanzkreis umgesetzte Wirkleis-
tung vor allem im Teillastbereich einen nicht vernachlässigbaren Beitrag zur gesamten
Wirkleistung haben kann. Um die Aussagen mittels Simulation messtechnisch verifizie-
ren zu können, wird eine Methode vorgestellt, mit welcher ein Referenzergebnis für die
Wirkleistung auf der AC-Seite des Frequenzumrichters generiert werden kann. Die vor-
gestellte Methode funktioniert mittels Kalorimetrie und der Messung von DC-Größen.
Da nur DC-Größen gemessen werden müssen, bietet sie eine geringe Messunsicherheit
und aufgrund der Kalorimetrie ist sie unabhängig von einer Messbandbreite. Daher
kann das so erhaltene Referenzergebnis zum Evaluieren von Messergebnissen mit einer
beschränkten Bandbreite herangezogen werden.

Alle Untersuchungen und Messungen dieser Arbeit wurden für einen elektrischen
Antrieb in einem Kraftfahrzeug ausgeführt. Der Antrieb beinhaltete einen permanen-
terregten Synchronmotor und einen Frequenzumrichter der mittels feldorientierter Re-
gelung betrieben wird. Es können jedoch alle vorgestellten Methoden und die meisten
Ergebnisse auf andere Antriebsstrukturen umgelegt werden.
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Abstract

Electric power measurements are crucial for determining the efficiency of electric drives.
The uncertainty of such power measurements becomes increasingly important in case
of highly efficient drives, as the power measurement’s uncertainty propagates to the
efficiency’s uncertainty.

From the viewpoint of measurement uncertainty, power measurements of the ac side of
an inverter are more challenging as measurements taken on the dc side or at the mechanic
part of the drive because of the switching inverter. Beside typical measurement issues
like amplitude resolution, measurement chain imperfections and noise, it is unclear
which measurement bandwidth is actually required for ac side power measurements. So
far there is no scientific work available quantifying the required measurement bandwidth
of a power analyzer. Therefore, this thesis analyzes the error stemming from a bandwidth
limitation on basis of simulations and measurements.

Within the simulations, a developed lumped element model of the electric drive is
utilized for evaluating the required bandwidth in the frequency domain. On basis of
simulations it can be stated, that possible high frequency resonance effects have to be
covered by the measurement bandwidth. If the bandwidth includes the resonance, the
measurement error due to the limited bandwidth becomes negligibly.

For verifying the simulation-based findings, a combined calorimetric and dc measure-
ment based measurement method is presented. The combined calorimetric method
is free of a bandwidth limitation error and requires measurements of dc signals only.
As dc signals can be measured accurately with relatively low effort, the calorimetric
result provides a low level of uncertainty. Because of the low level of uncertainty and
the inherently independence to bandwidth limitation errors, the combined calorimetric
method is suitable as reference measurement to compare measurements from power
analyzers.

All simulations and measurements in this thesis are carried out with an automotive
electric drive with a permanent magnet synchronous motor and a three-phase inverter
operating on the basis of field oriented control. However, most results and all methods
can be transferred to other drive setups as all engineering details and parametrization
routines are described in detail.
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1
Introduction

The ongoing trend of electrification in all fields of society has led to the production of
an enormous number of energy consuming devices. The energy consumption of the
electric devices contributes to greenhouse gas emissions, because fossil resources are
still the dominant feedstock for electric energy production. To reduce the emissions, all
devices have to be as efficient as possible. Efficient devices waste only a small portion
of the input power to fulfill the task, and most of the input power is utilized usefully.

A device’s efficiency denoted by η cannot be determined by the measurement of a single
quantity, as the efficiency η is defined as the ratio of the active output power Pout to the
active input power Pin:

η =
Pout

Pin
. (1.1)
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Chapter 1. Introduction

As input Pin and output Pout power are measurable quantities, they include a measurement
uncertainty:

Pin = δPin +Pin,true Pout = δPout +Pout,true, (1.2)

where δPin and δPout denote the measurement uncertainties and Pin,true, and Pout,true stand
for the active true power of input and output. The power measurement uncertainties
of the input δPin and output δPout are mentioned for the sake of completeness, as
their value is generally unknown. In measurement technology, the uncertainty of δPin

and δPout is typically expressed by means of a confidence interval of the probability
distributions of the measurement uncertainties δPin and δPout. In this work, however,
the power measurement uncertainties of the input δPin and output δPout uncertainty are
quantified by an upper bound:

∣∣Pin−Pin,true
∣∣≤ ∆Pin |Pout−Pout,true| ≤ ∆Pout (1.3)

The upper bound of the power measurement uncertainty is denoted correspondingly
by ∆Pin for the input and ∆Pout for the output. For sake of simplicity, the term upper

bound will be omitted, when referring to ∆Pin and ∆Pout.

The power measurement uncertainties of input ∆Pin and output ∆Pout result in an uncer-
tainty ∆η of the computed device efficiency η :

η = ηtrue±∆η , (1.4)

with ηtrue denoting the true device efficiency, defined by.

ηtrue =
Pout,true

Pin,true
. (1.5)

In order to measure the device efficiency η with a high degree of accuracy, it is necessary
to make active power measurements Pin and Pout with low measurement uncertainties
for ∆Pin and ∆Pout. The higher the device efficiency η becomes, the lower the tolerable
uncertainties of the active power measurements Pin and Pout will be.

The worst case measurement uncertainty ∆η of the device efficiency η can be computed
by the error propagation obtained from Equation (1.1), which is shown in Appendix C.

2



Chapter 1. Introduction

The worst case measurement uncertainty ∆η of the device efficiency η results in

∆η = η ·
(

∆Pout

Pout
+

∆Pin

Pin

)
. (1.6)

In Equation (1.6), the term ∆Pout
Pout

corresponds to the relative output power measurement
uncertainty and ∆Pin

Pin
to the relative input power measurement uncertainty. For the sake

of simplicity, in the following analysis the relative input power uncertainty ∆Pin
Pin

and
the relative output power uncertainty ∆Pout

Pout
are assumed to be equal to a relative power

measurement uncertainty ∆P
P :

∆Pin

Pin
=

∆Pout

Pout
=

∆P
P

. (1.7)

Figure 1.1 presents the relationship between the true efficiency ηtrue, the relative power
measurement uncertainty ∆P

P and the resulting uncertainty bounds of the computed
device efficiency η±∆η . The computation in Figure 1.1 is evaluated for three different
power measurement uncertainties ∆P

P ranging from 0.1 % to 1 %, according to Equa-
tion (1.6). As mentioned above, the value of the relative power measurement uncertainty
∆P
P is used for both the relative power measurement uncertainty of the input ∆Pin

Pin
and the

output ∆Pout
Pout

.

As can be seen in Figure 1.1, measurements of a device with an exemplary true efficiency
ηtrue of 90 % can result in a calculated efficiency η±∆η of 88 % to 92 % if derived from
power measurements with a relative measurement uncertainty of ∆P

P =1 %. The smaller
the relative power measurement uncertainty ∆P

P becomes, the smaller the resulting
uncertainty in the efficiency ∆η is.

An issue arises if the improvement in a device’s efficiency η is evaluated. To evaluate
the improvement, the efficiency η has to be determined before and after making the
improvement. The issue is exemplified by considering a device with a true starting
efficiency of ηtrue =90 % and a power measurement uncertainty of ∆P

P =0.3 %, as
summarized in the first example of Table 1.1. The initially measured efficiency η

can range from 89.4 % to 90.6 %. After improving the efficiency, the device’s true
efficiency ηtrue increases. To verify the increase of the device’s efficiency η , a second
efficiency measurement is required. By comparing the device’s efficiency η before and
after the optimization, the power measurement uncertainty ∆P

P becomes an important

3



Chapter 1. Introduction
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Figure 1.1.: Worst case measurement uncertainty of the efficiency η±∆η as a function
of the true device efficiency ηtrue. The colors denote the uncertainty range
for different relative power measurement uncertainties ∆P

P . The grey bars
are operating points discussed in the text and listed in Table 1.1.

parameter. As can be seen in Figure 1.1, the smallest efficiency increase has to be at
least approximately 1.2 % leading to a true efficiency ηtrue of 91.2 % for a relative power
measurement uncertainty ∆P

P of 0.3 %. Smaller increases of the true efficiency ηtrue can
get lost in the efficiency’s uncertainty ±∆η . Obtaining an efficiency increase of 1.2 %,
however, can be a challenging task, as it implies the reduction of the device’s losses by
approximately 10 %, which may be hard to obtain.

A relative power measurement uncertainty ∆P
P of 0.1 % is considered as a second

example with a true starting efficiency ηtrue of 96 %. After the improvement, the true
efficiency ηtrue has to be at least 96.4 % so that the improvement can be verified, as
summarized in Table 1.1. The minimum detectable efficiency improvement of 0.4 %
is again equal to a reduction in all losses by 10 %. If the efficiency increase of 0.4 %
cannot be achieved, the intended efficiency increase could possibly reduce the true
efficiency ηtrue without affecting the measured efficiency η .
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Chapter 1. Introduction

Table 1.1.: Efficiency measurement range η = ηtrue±∆η (∆η = η · 2 · ∆P
P , see Equa-

tion (1.6)) and true efficiency ηtrue for the improvement of a device. The two
numeric examples illustrate the influence of the relative power measurement
uncertainty ∆P

P on the true device efficiency ηtrue and the range of the mea-
sured device efficiency η before and after the improvement of the device.
Both examples are shown in Figure 1.1 and discussed in the text.

Starting efficiency Improved efficiency
Example ∆P

P ηtrue η ηtrue η

1 0.3 % 90 % 89.4 % to 90.6 % 91.2 % 90.6 % to 91.8 %
2 0.1 % 96 % 95.8 % to 96.2 % 96.4 % 96.2 % to 96.6 %

In order to compute reliable efficiency η results, it is essential to obtain knowledge of
the power measurements’ uncertainty ∆P

P , as the power measurements’ uncertainty ∆P
P

determines the uncertainty of the efficiency ∆η . Power measurements of highly efficient
devices have to provide sufficiently small levels of uncertainty, as the tolerable level
of the power measurement’s uncertainty decreases along with the device’s efficiency.
A sufficiently small uncertainty of the power measurement ∆P

P can be defined by the
requirement that the uncertainty ∆η of the efficiency η is much smaller than the
efficiency itself or the efficiency improvement.

1.1. Power Measurements of Electric Drives

The largest group of devices among electric energy consumers are electric motors,
which consume 46 % of global electric energy [1, p. 33]. Therefore, the efficiency of
electric motors and drives has a strong impact on greenhouse gas emissions and their
efficiency η should be as high as possible.

Electric drives are utilized in a wide field of applications ranging from industrial to
residential uses. They are also increasingly used in the field of transportation and
mobility. The IEEE Authoritative Dictionary [2] defines an electric drive as “a system
consisting of one or several electric motors and of the entire electric control equipment
designed to govern the performance of these motors.” Electric drives consist typically
of three components: an electric motor, an inverter and a control system, as illustrated
in Figure 1.2. The motor converts electric energy into torque. The inverter applies

5



Chapter 1. Introduction

a switching scheme for converting dc power into ac feed signals for the motor. A
superimposed control system generates control signals to adjust different variables like
position, speed, or torque, depending on the design requirements.

Battery

Grid

or

dc signals ac signals

Inverter Motor

Power supply

Control
system

RectifierLine filter

dc link
capacitor

Figure 1.2.: Schematic power flow of an electric drive in motor mode from the in-
verter’s dc to ac side. In automotive applications a battery provides the
input power, whereas in industrial applications the power is typically pro-
vided by the power grid in combination with a filtering and active rectifier
stage [3]. The intermediate dc voltage link is filtered by capacitors and
inductors. A control system provides the switching pattern such that the
motor follows a specified rotational speed, torque or position. Because of
the switching, the ac side consists of voltage signals with a high slew rate.

To make electric drives as efficient as possible, the motor and inverter have to be opti-
mized on an individual basis and, additionally, as a whole system. The optimization may
range from changes in the inverter topology to mechanical and thermal design improve-
ments to the use of optimal control strategies. To whichever extent the optimization is
performed, the efficiency improvement has to be determined based on measurements to
achieve reliable results. To determine the efficiency, it is necessary to take power mea-
surements at three different sensing locations. The inverter’s efficiency is determined
by power measurements on its dc input and ac output sides. The motor’s efficiency is
characterized by the mechanical shaft power and the electrical input power (ac side
power of the inverter). The overall system efficiency of the drive is determined by power
measurements from the dc input to the mechanical shaft power.

The three sensing locations for the power measurements differ in the efforts required
to achieving the desired uncertainty level. Basically, the effort to obtain measurements
with low uncertainties depends on the signal’s rate of change. Slowly changing signals
can be acquired with low levels of uncertainty and relatively small efforts. In contrast,

6



Chapter 1. Introduction

a signal acquisition system with low measurement uncertainty for rapidly changing
signals is expensive.

From a general perspective, electrical power P on the ac or dc side of the inverter is
measured by calculating the arithmetic mean of the product of the voltage u(t) and the
current i(t):

P =
1
T

T∫
0

u(t) · i(t)dt. (1.8)

Measurements of the mechanical shaft power are taken by torque and rotational speed
measurements. However, mechanical power measurements were not in the focus of the
work presented in this thesis, as commercial torque and rotational speed sensors that
offer sufficiently low levels of uncertainty for shaft power measurements are available
on the market.

The primarily function of the inverter is based on its switching operation. This switching
operation generates rectangular voltage pulses with fast rise times. The fast rise time is
desirable, as it reduces losses in the inverter switches. However, in terms of signal acqui-
sition and measurement uncertainty, it is harder to capture the rapidly switching signals
with a low level of uncertainty than to capture slowly changing signals. For example,
measurements taken on the dc side of the inverter can provide a lower uncertainty as on
the ac side, as the dc link capacitor filters the switching operation on the power supply
side of the drive. Because of the dc link capacitor, the signal dynamics are reduced on
the power supply side. However, a ripple will remain in the dc current, but the ripple
frequency is limited to the electrical fundamental frequency of the motor times the
number of phases. Therefore, the signal ripple is a slowly varying signal measurable
with a low level of uncertainty. The same principle applies to power measurements taken
on the mechanical side of the drive: Here the rotor inertia acts as an energy storage and
filters out fast signal components. In contrast to the mechanical and dc sides, the ac side
of the inverter is not equipped with a reasonably large energy storage. These signals are,
therefore, directly affected by the inverter switching and provide a high rate of change.
To obtain accurate power measurements at the ac side of the inverter, special attention is
required. A measurement system for the ac side has to be accurate and sufficiently fast
to handle all the transient signals.

7



Chapter 1. Introduction

Being able to handle fast signals implies that the entire measurement chain of a power
measurement system provides sufficient processing speed in the analog and digital
domains. The analog domain includes the analog front end and amplifier and filtering
stages. In this case, the processing speed requirement relates to the wide bandwidth of
the corresponding electronics. In the digital domain, it is necessary that the analog-to-
digital converter (ADC) uses a high sampling rate and the algorithm is executed at a
high processing speed. The required speed on the ac side leads to more effort in the
design of a measurement device, since the high processing speed is required in addition

to accuracy and precision.

1.2. Problem Statement

To make accurate power measurements on the ac side of an inverter, power analyzers are
typically utilized. These power analyzers stem originally from power grid applications
with sinusoidal voltage and current. The voltage and current between inverter and
motor, however, are not pure sinusoidal waveforms, as shown in the measurements in
Figure 1.3. The three plots in Figure 1.3 show

(a) the approximately sinusoidal waveform of the motor current,

(b) the underlying switching pattern and

(c) overshoots and ringing in voltage and current signals when switching occurs.

Therefore, state–of–the–art power analyzers have a frequency range of up to 10 MHz,
to guarantee the measurement of the high slew rates in electric drives. It is however
unclear how the measurement bandwidth of power analyzers coheres to the measurement
uncertainty. Furthermore, the power measurement uncertainty of a power analyzer is
typically specified for pure sinusoidal signals only. Therefore, the open question has to
be answered how the specified uncertainty of a power analyzer can be evaluated when
non-sinusoidal signals form an actual inverter are applied.

8
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(a) Large scale waveforms with approximately sinusoidal currents.
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(b) Switching pattern of voltage signals.
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(c) Ringing in voltage and current signals.

Figure 1.3.: Measured phase voltage and current waveforms on the ac side of an inverter.
All waveforms stem from an automotive drive and the three zoom levels
provide a consistent time scale. The dc bus voltage is 300 V, and the
operating point plotted has 2.7 kW with a root mean square (RMS) phase
voltage of 145 V and a RMS current of 13 A.
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Chapter 1. Introduction

Therefore, this thesis addresses the following research questions:

1. How can the electric drive be modeled to make power measurements with
low uncertainty between the motor the and inverter?

2. What is the relationship between the power measurement uncertainty and
the measurement bandwidth of the metering device?

3. Is it possible to perform a power measurement free of a bandwidth limita-
tion?

1.3. Personal Contributions and Thesis Outline

The answer to the three research questions is given in five chapters with the following
content. Chapter 2 presents a review of the literature about state–of–the–art commercial
power analyzers and related literature.

Subsequently, Chapter 3 describes a simulation model of an electric drive for analyzing
the measurement uncertainty of power measurements. The electric drive is modeled
as a load impedance excited by voltage pulses form the inverter, whereby Chapter 3
focuses on load impedance modeling. Standard impedance models consist of simple
resistor-inductor series circuits with a counter-electromotive force (CEMF), neglecting
parasitic coupling paths within the electric drive. These simple models are not capable
of capturing effects that are present in measured signals and therefore such simple
models are not suitable for analyzing the power measurement uncertainty. As a result,
the presented load impedance model takes parasitic coupling paths into account so that
the behavior of a drive can be simulated more realistically. The author’s description of
the model development is documented in article [4]

[4] D. Lindenthaler and M. Neumayer, “Improved load modelling for switching power
supplies in electrified vehicles,” in Industrial Electronics (ISIE), 2014 IEEE 23rd

International Symposium on, Jun. 2014, pp. 824–829
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Chapter 1. Introduction

In Chapter 4, the relationship between the measurement bandwidth and the resulting
uncertainty is analyzed based on simulations with the lumped element model from
Chapter 3 serving as load model.

The basic idea to evaluate the effect of bandwidth limitation on power measurements is
presented in article [5]

[5] D. Lindenthaler, “Signal-bandwidth evaluation for electric power calculation in
PWM driven motors,” in Precision Electromagnetic Measurements (CPEM), 2014

Conference on, Aug. 2014, p. 2

The proposed method in [5] is based on Fourier domain computations. However, a
simple resistor–inductor series circuit is used to model the load impedance. Therfore,
the fusion of the extended lumped element load model from [4] and the evaluation
method from [5] is presented in article [6] at which the bandwidth limitation based on a
realistic impedance model of the load is investigated. The numerical study described in
the article addresses the effects of variation of cable length and discusses the sources of
the bandwidth limitation.

[6] D. Lindenthaler and G. Brasseur, “Signal-bandwidth evaluation for power mea-
surements in electric automotive drives,” IEEE Transactions on Instrumentation

and Measurement, vol. 64, no. 6, pp. 1336–1343, Jun. 2015

For verifying the simulations from Chapter 4, a reference measurement for the active
power on the ac side of the inverter was required. Chapter 5 presents a method to
obtain such a reference measurement result. The method is based on calorimetry, and
its measurement result is compared to that of a power analyzer measurement. The
main advantage of the presented measurement method is that it is inherently free of
a bandwidth limitation error. To provide a fair comparison, the uncertainty of the
calorimetric method is evaluated and compared to the power analyzer’s measurement
uncertainty. The related publication is

[7] D. Lindenthaler and G. Brasseur, “Ac power measurements of electric drives: A
method incorporating calorimetry and dc measurements only,” E & i Elektrotech-

nik und Informationstechnik, vol. 134, no. 2, pp. 197–202, 2017
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Chapter 1. Introduction

Further Work

In [8], the effect of asynchronous sampling of voltage and current is investigated.
The investigated setup considers power measurements taken at the line frequency. To
synchronize voltage and current, different interpolation kernels are evaluated and the
influence on the power measurement uncertainty is quantified.

[8] D. Lindenthaler and H. Zangl, “Evaluation of uncertainty in ac power calculation
with asynchronously sampled data,” Journal of Physics: Conference Series, vol.
450, no. 1, p. 012 043, 2013
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2
State of the Art

This chapter reviews the setup of electric automotive drives, measurement theory of
power analyzer and related literature.

2.1. Electric Automotive Drives

The general setup of the drive components and measurement system is illustrated in
Figure 2.1. The illustration contains the power cabling of the components and electric
measurement signals on the ac and dc side of the inverter. The interaction of motor,
inverter and control within automotive environments is described in the following
sections.
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Chapter 2. State of the Art

2.1.1. Electric motor

For automotive drives, mainly three phase-motors are used. These motors are either
permanent magnet synchronous motors (PMSM), induction motors or switched reluc-
tance motors [9]. The type of motor utilized depends on costs, efficiency, volume
restrictions, torque, power and speed requirements and, behavior in case of malfunction.
This work considers PMSMs. Currently, PMSMs are used in commercial hybrid and
electric vehicles [10], like Volkswagen e-Golf, Toyota Prius, BMW i3 and Peugeot iOn.
Nevertheless, the modeling approach presented in Chapter 3 can be applied to induction
motors as well. The bandwidth limitation evaluation presented in Chapter 4 works
directly for induction motors, since induction motors and PMSMs are typically fed by
three phase inverters. The calorimetric measuring method of Chapter 5 can be univer-
sally applied to drives that use a voltage source inverter. In this work the iron saturation
of the electric motor is not considered. With iron saturation, the motor inductance
decreases and the motor current can increase until the motor is destroyed. However, if
the motor is controlled by an inverter, the inverter will monitor the motor current and
will limit the motor current to the permissible range.

2.1.2. Inverter DC/AC

The topology considered in this thesis is a three-phase bridge inverter. The switches
are typically realized by metal–oxide–semiconductor field-effect transistors (MOSFET)
or insulated-gate bipolar transistors (IGBT) with an anti-parallel diode. In comparison
to MOSFETs, IGBTs have typically lower conduction losses and slower switching
times and thus higher switching losses [13, p. 690]. In addition, IGBTs offer higher
voltage and current capability than MOSFETs. Therefore, mainly IGBTs are used for
applications with high currents at voltages above approximately 200 V [13, p. 691],
such as in automotive drive systems.

2.1.3. Control

A variety of control schemes for PMSMs exists. Within the field of traction drives, all
commercially relevant control schemes apply the dc supply voltage of the inverter for a
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Figure 2.1.: Components and measurement signals of an electric drive. In automotive
applications, the conductive housings of power supply, inverter and motor
are connected to the chassis. According to the ISO standard [11], an electric
vehicle with a dc bus voltage between 60 V and 1000 V is a voltage class
B system. In this case, the power supply outputs have to be galvanically
insulated from chassis for safety reasons [11], [12]. The reference potential
for measurements is the measurement ground, denoted as MGND. The
measurement ground MGND is typically bonded to chassis. Capacitive
couping pahts are shown in Figure 3.5 in Chapter 3 and in Figure 5.2 in
Chapter 5.

short but variable time and variable polarity to the motor windings in order to obtain the
requested current flow. Due to the variety of control schemes, only a rough classification
and a short description of the relevant control methods is presented in this section. The
textbooks [14] and [15] provide a comprehensive review and a detailed performance
discussion.

In this dissertation the term control in connection with electric drives describes the
system that controls the binary inputs for the six electronic power switches in the inverter
from a control variable such as speed, current or torque. Typically, the entire control is
realized fully digitally on a microcontroller with corresponding timer units. Therefore,
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the control method is not limited by physical limits such as the maximum rise time of
the electronic power switches. The following sections deal with the control schemes in
two steps: firstly, the control method and secondly, the switching pattern generation for
the inverter, as shown in Figure 2.1 and Figure 2.2.

In principle, the control method comprises all digital control elements for calculating a
voltage command, so that the motor runs with the desired current or torque. The switch-
ing pattern generation block in Figure 2.2 then converts the voltage command into the
actual switch commands for the inverter. The inverter executes the switching commands
considering physical limitations like maximum motor currents and overtemperature and
generates voltage-time areas leading to the desired motor current. The vector product of
current and flux gives the torque. Therefore the variables flux, current and alignment
angle between current and flux influence the generated torque. Depending on the control
method different combinations of control variables are used and controlled.

Control Method

Basically, two control methods are relevant for PMSMs in automotive traction drives:
scalar control (U/f) and vector control.

Within the framework of scalar control, the fundamental voltage amplitude and fre-
quency is steered. The key concept of the scalar control is, that the voltage time area
is adjusted proportionally to the frequency to keep the motor current (equal to torque)
constant. A drawback of scalar control is the lack of a direct current control in contrast
to the other control methods discussed further. Therefore, scalar control techniques tend
to a slower control response time and the zero speed torque is significantly lower than
the nominal motor torque [16].

As a result, applications with high performance requirements utilize vector control
methods. Vector control schemes are based on the assumption that the magnetic field
distributions and phase currents in an electric motor can be described by position and
time dependent sine waves. The sine waves are represented by space vectors. These
space vectors are categorized in a flux generating component and in a torque generating
component. Both vector components are controlled variables within vector control. The
motor’s air gap torque is a function of the vector product of the current and flux. The
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Figure 2.2.: Control of electric drives with the combination of control method and
switching pattern generation. The switching commands result from the
voltage command of the control method. The degrees of freedom for
PWM methods include the switching frequency fsw, the distribution of the
zero-states and the switching state sequence. The lower right part shows
the switching sequences for space-vector PWM (SVPWM). The position
of the rotor determines the switching sequence, whereby the amplitude of
the voltage command and the rotor position together determine the time
between the switching actions. Direct torque control (DTC) combines the
control method and the switching pattern generation.

associated vector control methods are direct torque control (DTC) and field oriented
control (FOC). The angle between between flux and current can be either constant
which yields to the classic FOC with a steered length of the current vector. Another
possibility is, to keep the current vector length constant and vary the angle between flux
and current. As the current vector length is always constant, fast torque response times
can be realized. A disadvantage of the constant current method are the higher losses,
since the motor always operates with nominal apparent power and thus the full copper
losses occur permanently. A combined variation of angle and vector length is the so
called maximum-torque-per-ampere control strategy. Thereby, the current vector length
and angle between the current and flux space vector is controlled, such that the motor
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efficiency is maximized.

Within direct torque control (DTC), discontinuous controllers are utilized for increasing
and decreasing flux and torque in the motor. The controllers consist of a switching table
for steering the switching pattern of the inverter. Basically, the switching table has the
states increase or decrease torque and increase, decrease or leave flux as input and a
corresponding switching command for the inverter as output. Due to the discontinuous
nature of DTC, it is robust against parameter variations, provides a fast torque response
time and requires low computational effort. However, a ripple in torque and current
remains in the control response [17].

Within field oriented control (FOC), the current vector components are controlled
with continuous proportional–integral (PI) controllers. Therefore, FOC provides a
smaller ripple in current and torque [17]. As a high current ripple increases the
motor losses, FOC is more suitable for automotive drives because of the high efficiency
requirements. In comparison to DTC, FOC operates in the coordinate system of the
rotor and therefore additional coordinate transforms are required for mapping the
control output into stator coordinates. The coordinate transforms result in a higher
computational complexity of FOC method. In this work, most considerations will
concentrate on FOC but most findings can be transferred to DTC.

Switching Pattern Generation

The output of the scalar and vector control method is a voltage command within the
digital control algorithm. In case of scalar (U/f) control, the voltage command is given
in amplitude and frequency variables. Vector control utilizes torque and flux (d and
q) variables of the voltage space vector. Independently of the control variables, the
control method’s output voltage command has to be processed such that it can steer the
electronic power switches of the inverter.

In case of DTC, the switching pattern generation of the voltage command is included in
the switching table. Therefore no explicit switching pattern generation is required.

For scalar control and FOC, the switching pattern is generated by pulse-width mod-
ulation (PWM) methods. A survey on PWM methods and their properties is given
in [18]. In principle the purpose of PWM is to approximate the voltage output of the

18



Chapter 2. State of the Art

control system by a discrete switching pattern in the inverter. The degrees of freedom of
the PWM methods range from the sequence of the switching states and the switching
frequency to compensation strategies of the inverter’s non-idealities and modifying the
harmonic content of the PWM voltage signal.

The sequence of the switching states per cycle affects mainly the switching losses, the
zero sequence waveform and the current ripple [19]. The possibly most popular method
for generating a switching pattern is called space-vector PWM (SVPWM). Within
SVPWM, the switching period starts with all inverter phases at negative potential,
continues with all phases at positive potential and ends with all phases at negative

potential, as illustrated in Figure 2.2. When all phases are at the same potential, the state
is called zero-state. All other states are so called active states, as a non-zero voltage
time area is applied to the motor. At SVPWM, all zero-states are distributed equally
over the switching period. The equal distribution leads to a comparable low current
ripple. More advanced switching patterns leave out the central zero-state for reducing
inverter losses. A drawback of advanced switching patterns is however an increased
current ripple [19].

The switching frequency of the PWM affects the resulting current ripple, the switching
losses and the harmonic content of the phase voltages. The current ripple increases
by decreasing the switching frequency, as less control actions are performed per time
interval. In contrast, the switching losses of the inverter decrease with a decreasing
switching frequency, as the switching losses occur per switching action. There are
multiple possibilities for steering the harmonic signal content, depending on the desired
implications to the drive system. One implementation possibility of the PWM is to utilize
a fixed switching frequency independently of the actual rotational speed of the motor.
The fixed frequency approach leads to a simple implementation as the complete drive
control operates on a fixed timing. Due to the fixed switching frequency, subharmonic
frequencies may be present, as the number of switching cycles per electric period does
not have to be an integer number. Subharmonic frequencies can be problematic, as they
can lead to iron saturation and overcurrent of the electric motor if the control method
has no current control. Therefore, the synchronized PWM is proposed in [18]. Within
synchronized PWM, the number of pulses per (electrical) revolution is an integer number.
However, the number of pulses per revolution has to be adopted to the rotational speed
to obtain a low current ripple. This adaption yields to undesired current transients [18].
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A general drawback of a fixed number of pulses or fixed switching frequency is the fixed
spectrum. The fixed spectrum gives an energy concentration at the switching frequency.
This concentrated energy can yield to undesirable acoustic noise. Therefore a common
approach is to randomize the switching frequency for blurring the spectrum and reducing
the concentrated noise amplitudes. DTC cannot be compared directly with PWM-based
methods in terms of switching pattern generation, since DTC generates the switching
pattern directly using the switching table. Anyway, in terms of switching frequency and
pattern generation DTC belongs most likely to the group of a randomized switching
frequency, as the switching actions are performed on demand on basis of the switching
table.

The electronic power switches of the inverter do not behave ideally and have a limited
rise and fall time. The limited rise and fall time yields to an allowed duty cycle in the
range of some percent up to some 99 %. In principle, the duty cycle limitations can be
compensated when they are taken into account when computing the pulse-widths within
the control algorithm. If the drive is used in a closed loop control system however, the
PWM limitations are compensated [18, chapter IV.] by the control loop.

2.1.4. Frequency Classification

The acquisition of ac signals at an inverter is challenging in terms of measurement
uncertainty because of their non-sinusoidal waveforms. To clarify the terms related to
the spectral content of a signal, the voltage and current signals are categorized in three
different frequency ranges. The frequency ranges are illustrated in Figure 1.3 on page 9
and denoted as follows:

Fundamental frequency range: This range denotes the fundamental frequency of the
voltage and current signals. Depending on the maximum rotational speed of the
motor and the number of pole pairs, the fundamental frequency can range up
to some kilo Hertz. This signal part is illustrated in Figure 1.3(a). The funda-
mental frequency corresponds directly to the frequency of the motor’s counter-
electromotive force (CEMF) and induced voltage.

Switching frequency range: The switching frequency describes the number of on and

off switching operations per time unit. Typical values for current inverters are in
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the range of 5 kHz to 30 kHz. For a typical switching pattern of the voltage see
Figure 1.3(b).

High frequency range: In this thesis, the high frequency range denotes all signal
components above the switching frequency range. As will be discussed in
Chapter 4, ringing and overshoots are covered and illustrated in Figure 1.3(c).

2.2. Measurement Theory of Power Analyzer

2.2.1. Electric Power

From a general physical viewpoint, power describes the rate of energy transfer or
conversion per time unit. In electrical engineering, the term power relates to a larger
number of quantities: apparent power, active power, instantaneous power, reactive power,
fundamental power and other types of power defined in the IEEE -Standard 1459 [20]. In
the context of power measurements for efficiency determination, mainly two definitions
are relevant: instantaneous power p(t) and active power P. The instantaneous power
p(t) describes the rate of energy transfer W (t) at an infinitesimal time unit dt and it
calculates from the product of voltage u(t) and current i(t)

p(t) =
dW (t)

dt
= u(t) · i(t) . (2.1)

Active power P describes the average value of energy transfer and it is defined as the
average of the instantaneous power p(t) over an infinite time interval T

P = lim
T→∞

1
T

t0+T∫
t0

p(t)dt = lim
T→∞

1
T

t0+T∫
t0

u(t) · i(t)dt. (2.2)

In case of periodic current and voltage signals, i.e.

u(t) = u(t + k ·T ) i(t) = i(t + k ·T ) ∀k ∈ N, (2.3)
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the infinite interval can be reduced to a finite interval of an integer multiple k of the
signal period T

P =
1

k ·T

t0+k·T∫
t0

u(t) · i(t)dt. (2.4)

Power measurement devices try to determine the active power P in Equation (2.4) as
accurately as possible.

Today, most measurement devices operate in the digital domain. Therefore, the active
power is computed on basis of samples of the voltage u[n] and current i[n]. The true
active power P from Equation (2.4) is approximated by a discrete summation, denoted
by P̄

P̄ =
1
N

N+N0−1

∑
n=N0

u[n] · i[n] . (2.5)

By comparing the continuous power Equation (2.4) with the discrete equivalent Equa-
tion (2.5), three sources of measurement uncertainty are evident:

1. The integral is approximated by a discrete summation.

2. The range for taking the average value N has to be determined such that it corre-
sponds to an integer multiple of the continuous signal period k ·T .

3. The sampled values of voltage u[n] and current i[n] are used for the computa-
tion instead of the analog signals u(t) and i(t). Therefore imperfections of the
measurement chain have to be considered.

Integral Approximation

In terms of approximating the integral from Equation (2.4) by a discrete sum in Equa-
tion (2.5), it can be shown that both results, the discrete power P̄ and the continuous
power P, are equal if the quasi-synchronous sampling [21] condition is fulfilled. One
possible proof of conformance is shown in Appendix D. Basically, quasi-synchronous
sampling means that both, the discrete and analog signal, are periodic, but with the
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relaxation that the discrete and analog period can be different. Within quasi synchronous
sampling, the voltage u(t) and current i(t) are sampled with the sampling frequency
fS, such that the sample period of the discrete signals u[n] and i[n] matches an integer
multiple k of the continuous signal period T , i.e.:

u[n] = u[n+N] i[n] = i[n+N]
N
fS

= k ·T N,k ∈ Z. (2.6)

In practice, quasi-synchronous sampling is a special case, as the signal’s period T is
generally unknown and the signals are sampled with a fixed sampling frequency fS

independently of the signal’s period T . The sampled signals are not necessarily periodic.
consequently, the integral approximation by a discrete summation needs not yoield to
the same result as the integral. The sampling power meter has to find therefore a suitable
integration interval N, such that the error is as small as possible.

Averaging Interval

The difference between the averaging interval in discrete domain over N samples and
the continuous counterpart k ·T results from the fact, that the averaging interval N has to
be determined from the voltage and current samples. As voltage and current result from
the inverter’s switching operation, simple zero crossing algorithms or spectral analysis
yields to large deviations between the true averaging interval k ·T and the corresponding
digital interval N. Although a large deviation of the true integration interval can lead
to considerable errors in the active power, this error can be reduced by increasing the
integration interval to multiple periods. From a theoretic viewpoint, the error relates to
the sinc function, as shown in Appendix E. Therefore, the error decreases proportional
with the integration time, i.e. 1

N , and it can be made arbitrarily small by choosing
the interval suitably large. However, it has to be noted, that a long averaging interval
requires stationary operating conditions.

Measurement Chain Imperfections

The third difference between the continuously defined power Equation (2.4) and the
digital equivalent of Equation (2.5) stems from differences between the samples u[n],
i[n] and continuous instances u(n/ fs), i(n/ fs) of the signals. The difference results
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from imperfections in the analog part of the measurement chain. The thereby involved
components include probes and sensor, analog prepossessing electronics, filtering stages
and the ADCs. Random and uncorrelated imperfections like white noise cancel out
in the mean, whereas systematic imperfections like a bandwidth limitation results in
an error in the active power. Therefore this thesis investigates which measurement
bandwidth is actually required for accurate power measurements.

2.2.2. Current Power Analyzer

The one phase formulas Equation (2.4) and Equation (2.5) are extended to three phases
to cover electric drives. From theoretic viewpoint, the power on the ac side P of the
inverter is the sum of the three individual phase powers and it is defined as:

p(t) =
3

∑
k=1

uk(t) · ik(t) P =
1
T

t0+T∫
t0

p(t)dt (2.7)

p̄[n] =
3

∑
k=1

uk[n] · ik[n] P̄ =
1
N

N0+N−1

∑
n=N0

p̄[n] . (2.8)

Therefore, a power analyzer has to capture the phase voltages u1(t), u2(t), u3(t) and
phase currents i1(t), i2(t), i3(t) for computing the power P̄.

Signal Acquisition

The voltage input is realized by a differential input stage including frequency compen-
sated voltage dividers. The differential input stage is required as the power electronics
ground (PGND) of an automotive drive has to be galvanically isolated from chassis,
which is typically used as measurement ground (MGND), as illustrated previously in
Figure 2.1 on page 15. Chassis and PGND are typically tapped by a voltage surveillance
system which is mandatory for voltage class B systems, as defined in [11]. The volt-
age surveillance system permanently checks the isolation barrier between chassis and
PGND to detect isolation faults that can pose a danger to humans. Basically, the drive is
classified as voltage class B system, if the voltage level is above 60 Vdc or 30 Vac. The
common mode input resistance of the differential voltage inputs has to be suitably high
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such that the voltage surveillance system does not trigger an insulation fault. Therefore,
power analyzer manufacturer are currently developing isolated voltage dividers with
galvanic insulation in the analog or digital domain.

Typically, power analyzers capture the current signal either by an internal current shunt
or by an external current sensor. The external sensor can be realized by an external
shunt or a hall effect based sensor [22], [23]. The hall effect based sensors are mainly
of closed-loop type with a hall element or a fluxgate magnetometer as zero-flux detector.
Hall effect based sensors provide an insulated output but their measurement bandwidth
is limited such that the high frequency content can possibly not be captured accurately.
Current shunts provide a high bandwidth down to dc, but they suffer from galvanic
insulation. Additionally, the power electronics cabling has to be modified for inserting
the shunt.

Measurement Issues

Most electric devices are directly powered by the power grid. Even if the device includes
an inverter, like electric drives, the device as a whole is typically supplied by the power
grid, as illustrated in the lower part in Figure 1.2 on page 6. Therefore, sampling power
meter have been optimized especially for application at the power grid. In terms of
measurement accuracy, power grid signals provide desirable properties: sinusoidal
waveforms, low frequency jitter and by regulations limited harmonic content. The
left part in Figure 2.3 below illustrates typical signal curves for sinusoidal conditions.
The sinusoidal measurement conditions lead to the fact, that almost all modern off-
the-shelf power analyzer have the lowest uncertainty level at the mains frequency of
50 Hz/60 Hz.

Optimization of electric drives requires accurate power measurements between inverter
and motor at the ac side of the inverter. The signals on the ac side of the inverter differ
substantially from power grid signals as illustrated in Figure 2.3. Voltage and current do
not provide a sinusoidal shape as they stem from the switching operation of the inverter.
The voltage signal is almost rectangularly shaped with fast rise and fall times and the
switching pattern determines the motor current. Depending on the control strategy and
the type of electric motor, the current shape can range from approximate sinusoidal to
nearly trapezoidal. Independently of the actual control strategy, the current includes less
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Figure 2.3.: Illustrative comparison of sinusoidal and non-sinusoidal conditions for
power measurements. Voltage u(t), current i(t) and instantaneous power
p(t) are more smooth in the sinusoidal case, making it more easy to ac-
curately measure the active power P, as the bandwidth of the signals is
low. In the non-sinusoidal case, the switching pattern is slightly different
for each voltage cycle as the switching frequency can be unsynchronized
to the rotational speed of the motor. The asynchronous run of the signals
complicates the determination of a suitable integration interval N.

switching dynamics than the voltage. The lower dynamics in the current result from
the resistive inductive behavior of the motor acting as lowpass filter for the rectangular
voltage pulses. The non-sinusoidal voltage and current yield two power measurement
issues in an electric drive:

The first measurement issue for the power is the limited bandwidth of a power analyzer.
The rectangular voltage pulses produce a theoretically infinite spectrum and in practice
the power analyzer requires a wide bandwidth for capturing the waveforms. The
current provides reduced dynamics and therefore, most active power comes from the
fundamental frequency fM of the motor current. As a result, the analog measurement
bandwidth has to include the motor’s fundamental frequency range. The range from the
switching frequency up to some ten times the switching frequency is roughly 5 kHz to
300 kHz. This switching frequency range includes the inverter’s switching losses and
the motor losses due to eddy-current and hysteresis. Therefore the switching frequency
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range has still a considerable contribution to the total power and it has to be included in
the power analyzer’s measurement bandwidth. Above the switching frequency range,
mainly HF effects dominate the behavior due to stray impedances within the electric
drive. The contribution of the HF losses to the total power is small compared to the
switching and fundamental power. Depending on the uncertainty requirements of the
measurement and the operating point of the motor, the HF losses can have a non-
negligible contribution to the total power as will be shown later in this thesis. However,
it is not specified how large the measurement bandwidth has to be to comply with a
predefined level of measurement uncertainty of the active power.

The second measurement issue relates to the uncertainty specifications of a power
analyzer. Commercial power analyzer specify the power measurement accuracy as a
function of the frequency, because primary electric power standards for calibration are
realized with sinusoidal signals [24]–[27]. The signals on the ac side of an inverter are
however not single-frequency signals. The current and voltage signals consist of mainly
two parts: the switching operation of the inverter and the fundamental. The majority
of commercial power analyzer manufacturers does not specify which frequency has
to be used [28]–[33]. Some manufacturers provide measurement systems particularly
for electric drives [34], [35]. However, these electric drives measurement systems do
not provide an uncertainty specification for the active power. Furthermore, most power
analyzer manufacturers state that the uncertainty specification holds only for sinusoidal
signals [28]–[33]. As the signals on the ac side are non-sinusoidal, such specifications
do not allow for uncertainty evaluations. Therefore, it is unclear how the result of the
power measurement of a power analyzer that measures, evaluates or verifies switching
inverter signals can be evaluated, since the author is not aware that a power measurement
standard for switching inverter signals exists.

The difference between the continuous integral in Equation (2.7) and the digital coun-
terpart in Equation (2.8) plays from a theoretic viewpoint a minor role in the power
analyzer’s uncertainty. If the measurement setup is designed such that aliasing can
not occur, then the samples uk[n] and ik[n] can be interpreted as weighs of shifted sinc
functions (Whittaker–Shannon interpolation formula [36]). Inserting voltage and current
as infinite sum of shifted and scaled sinc functions in the original integral Equation (2.7)
results in the discrete summation of Equation (2.8), as is shown in Appendix D. Current
power analyzer can however be configured such that aliasing can occur, as can be seen
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in Table 2.1. The table shows the sampling frequency and bandwidth for current power
analyzer and almost all power analyzer suffer from aliasing if the full bandwidth is
selected. However, the configuration of the power analyzer is up to the user and most
models can be set up such that the bandwidth is limited and aliasing can not occur.

Table 2.1.: Comparison of current off-the shelf power analyzer. Data is collected on
basis of the user manuals.

Power analyzer Maximum sampling
frequency

Maximum
bandwidth

Reference

ZES LMG670 1.2 MSample/s 10 MHz [28]
Yokogawa WT3000E 200 kSample/s 1 MHz [29]
N4L PPA5500 2.2 MSample/s 2 MHz [30]
DEWESoft Sirius 1 MSample/s 2 MHz [34]
HBM Genesis 1 MSample/s 1.5 MHz [35]
Hioki PW6001 5 MSample/s 2 MHz [37]
Fluke Norma 5000 1 MSample/s 10 MHz [31]
Keysight PA2203A 5 MSample/s 2.5 MHz [32]
Tektronix PA3000 1 MSample/s 1 MHz [33]

2.3. Related Work

This section reviews and discusses scientific work related to electric power measure-
ments. The review includes realized power measurement devices from different work
groups ranging from metrological institutions to research laboratories in the field of
electric machines. The realized devices are compared with respect to the principle of
operation, signal chain and evaluation algorithm. Commercial power analyzer are not
analyzed in detail, as the corresponding user manuals provide typically no engineering
details concerning the internal soft- or hardware. Publications contributing to mea-
surement issues are discussed from three aspects: sources of uncertainty, evaluation
of uncertainty and calibration of uncertainty sources. The literature review includes
additionally modeling of electric drives and calorimetric measurement methods.

One of the first papers on power analyzers for the frequency range of electric drives
presents the reference [38]. The authors introduce a power measurement device for
the frequency range up to 20 kHz, denoted as audio frequency range. The presented
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device of [38] is remarkable, as the power measurement device operates on basis of
electrodynamic forces where the multiplication of voltage and current is carried out by
magnetic fields. Electrodynamic devices however suffer from a limited bandwidth as
they include mechanically moving parts with some inertia. To overcome the bandwidth
limitation, researchers substituted the moving parts by electronics. In [39], a power
measurement device based on electronic multiplication is proposed. The specific device
did not increase the measurement bandwidth, but its development was a step into the
right direction: electronics and digitization. Current power measurement solutions
including analog multiplier are almost always used in grid applications, although two
recent publications [40], [41] indicate the suitability for measurements of electric drives.
The 10 MHz bandwidth of the presented analog multiplier solutions can already compete
with standard off the shelf power analyzer for electric drives. Therefore it is possible
that analog multipliers may be an alternative for the usage in power analyzers. Almost
all current off the shelf power analyzer operate on basis of digital multiplication of
voltage and current samples. The first wattmeter operating in the digital domain is
presented in [42]. The hardware architecture of the first sampling wattmeter consists
of two independent signal chains for voltage and current and utilizes two ADCs. This
hardware design did in principle not change and is used even in current power analyzer.
Main contributions to the development of power analyzer were given by metrological
laboratories. Metrological laboratories are especially interested in power standards for
calibration. Therefore working groups all over the world developed solutions [43]–[52].
Metrological devices have to provide a low level of uncertainty and therefore they are
designed such that the uncertainty is firstly as low as possible and secondly traceable.
All but the reference power analyzer from the Dutch National Metrolology Institute [52]
utilize basically the same hardware structure as in the first digital sampling wattmeter
from [42]. The dutch device utilizes only one common digitizer for digitizing voltage
and current with a time division method. Because of this common digitizer, the device is
limited to pure sinusoidal signals but due to the included switches only signal ratios are
measured instead of absolute quantities. The ratiometric measurement strategy helps to
keep the power measurement and calibration uncertainty low. The power standard from
the Swedish metrology laboratory [48]–[50] was developed within a PhD thesis [53] and
it is continuously improved [54]. Remarkable about the swedish solution [50] is, that it
utilizes two commercial sampling voltmeters for the voltage and current measurement
path. An interesting feature of the metrology device presented in [47] is the galvanic
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insulation from the analog and digital part. The authors of [47] propose the realization
with a galvanic insulation for having a low noise floor at the analog front end.

All of this meteorology devices are primarily designed for and tested with sinusoidal
signals, as metrological power standards have evolved from dc to grid applications.
Scientific power measurement instruments for electric drives differ from devices with a
classical metrological background. Scientific instruments require more input channels,
as ac motors have typically three phases. Additionally, uncertainty requirements are
lower prioritized as in case of metrological devices, but the scientific instruments have to
handle non-sinusoidal PWM signals. One of the first digital sampling wattmeter dealing
with power measurements of non-sinusoidal signals is presented in [43]. The device is
designed for power measurements of an electric drive and operates with a sampling rate
of 1 MHz. Beside the presented power measurement device, the article [43] discusses
briefly the sampling process for power measurements and gives two interesting and rare
statements concerning the sampling process. The first statement is that the sampling
frequency has to be four times the maximum analog signal frequency, as the digital
multiplication of voltage and current doubles the maximum frequency and leads to
aliasing in the digital domain. Secondly, the authors of [43] state that the aliasing
error has minor influence on power computations as the switching frequency is not
synchronized to the sampling frequency and therefore the aliasing error will cancel out
in the mean. The underlying principles of signal sampling for power measurements are
examined in detail in [21]. The examination reveals the concept of quasi-synchronous
sampling. However the considerations in [21] focus on distorted signals of power
line signals similarly to the publications [51], [55]. For non-sinusoidal signals, the
authors recommend to sample over a relatively long signal period. Power measurement
solutions especially designed for motor drives are presented in [56] and [57] where
the authors deal with PWM signals. The authors utilize input sensors with bandwidths
in the range of tens of kHz in the publication [56] and a 150 kHz current sensor and
a 500 kHz voltage sensor in [57]. The signals are sampled with 25 kHz in the case of
high bandwidth sensors [57] and with 1 MHz in the case of smaller bandwidth [56].
Although, the main focus of the articles [56], [57] is on the algorithmic design of power
analyzer, the large difference of the utilized bandwidth and sampling frequency indicates
that its unclear which bandwidth and sampling frequency is actually required. It seems
that the presented device solutions include simply the highest bandwidth and the fastest
sampling frequency available in their laboratories.
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The limited bandwidth of current power analyzer stem from the components of the
analog part of the measurement chain. Beside this limitation a further issue exists:
the frequency response of the analog part is not perfectly flat, as discussed in [43].
The imperfect flatness affects the result of the power analyzer [58]. An amplitude
deviation yields to a wrong amplitude of the spectral power component, whereas a
phase deviation modifies the power factor of the spectral power component. The phase
deviation however affects the power factor only, if there is a mismatch between voltage
and current channel, as discussed in [45]. The matching of voltage and current can
be challenging, as the measurement chains are different for voltage and current. The
measurement chain for the voltage channel consists typically of two voltage divider per
channel and a differential amplifier stage [59], [60]. The differential stage is required as
the measurement ground can differ from the power supply ground.

Simple voltage divider provide a poor frequency response flatness mainly because
of parasitic capacitors. Therefore voltage divider are, similarly to voltage probes for
oscilloscopes, frequency compensated. The required phase matching of voltage divider
is for itself already a complex task, as a differential stage for three-phase motors requires
already 6 voltage phases to be matched. The power analyzer’s current measurement is
mainly realized in two variants resulting from the boundary conditions: dc capability,
high bandwidth and high accuracy. The first variant is the utilization of a current
shunt. Current shunts can be designed with low inductance, making them suitable for
measurements above the MHz range [22], [23]. Metrology laboratories utilize mainly
current shunts [48], [52], [61]. As a drawback, the introduction of current shunts requires
a change of the motor supply cabling making practical measurements cumbersome.
Therefore, the current shunt variant is not widely used in practical measurements. Power
analyzer are typically equipped with an external sensor input for arbitrary current sensors.
In practical applications, the external input is often connected to a current transducer
operating with a hall effect magnetometer or fluxgate magnetometer enabling galvanic
insulation and contactless measurements of dc as well as ac currents. Both sensor
technologies offer bandwidths up to some hundreds kHz and high accuracy. With the
insight to typical sensor technologies for voltage and current, the complexity of phase
and amplitude matching becomes more obvious. The matching of voltage and current
path can be achieved in the analog domain by tuning the amplifier stages [43], [45] or in
the digital domain by digital filters [62]–[64]. Especially the results from [63] show that
digital filtering can increase the sensors bandwidth without decreasing the measurement
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uncertainty. However, the article [63] contributes to grid power measurements at high
voltage where an upper frequency limit of 600 Hz is standardized. Although this field
of contribution is different from power measurements of electric drives, the utilized
methods seem to be suitable for measurements of electric drives.

After analog processing and digitization of voltage and current, the power is computed
with an appropriate algorithm. Basically, Equation (2.5) (or (2.8) for three-phase
systems) has to be computed. The way of computing Equation (2.5) can be categorized
into three groups: the sum can be computed directly [21], or the power can be computed
by means of the DFT of voltage and current [65] or the mean value of the active power
is determined by filtering the instantaneous power [57]. Under ideal conditions, all
computations give the same result. In real measurement scenarios, each computation
method is prone to different sources of uncertainty. The DFT method is computationally
complex but it provides an advantage for frequency response compensation. A nonideal
frequency response can theoretically be compensated by multiplying the signal spectrum
with the inverse frequency response [53] of the nonideal channel. However, practical
measurements of electric drives are typically corrupted by spectral leakage as the true
period of the signal is not perfectly determined. In this case the frequency response
compensation does not necessarily improve the uncertainty of the active power. The
second method for computing the active power is the direct computation. The direct
method offers the possibility of computing the power over long intervals with constant
computational cost, as Equation (2.5) can be computed recursively. Therefore the
computation length is just limited by the precision of the digital number format. Both,
the DFT and the direct method require the determination of the signal period or a multiple
of it, as it is the case in quasi-synchronous sampling [21]. The accuracy of both methods
can be enhanced by utilizing suitable windowing functions as demonstrated in [53], [66]–
[68]. The third method does not directly require the knowledge of an averaging interval
as the active power is computed by filtering the instantaneous power [57]. A suitable
designed lowpass filter can filter out frequency content except for the dc component of
the instantaneous power p̄[n], which equals to the active power. However, the method
requires the design of a suitable digital filter. The filter design implies a compromise
between fast setting time and high attenuation of the signal’s ripple.

To determine the signal period, mainly zero crossing based strategies are utilized.
Thereby, the zero crossings of a reference signal are evaluated for its fundamental
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frequency [21], [44]. The reference signal can be a voltage or current signal, a filtered
version of them or the output of a PLL with voltage or current as input. The error caused
by determining a wrong integration interval has been investigated in [46], [69], [70]
for grid signals. Most literature concentrates on frequency and period estimation for
grid signals [71]–[73]. For PWM and strong non-sinusoidal signals however, direct
zero crossing detection is not suitable as the multiple zero crossings in the vicinity
of a fundamental zero crossing lead to wrong results [74]. Therefore integrating zero
crossing techniques are utilized for PWM signals [57]. Generally manufacturers of
power analyzer reveal only portions of the power computation algorithms; the details are
not published. However, the possible power analyzer’s setting options indicate that the
actual computation algorithm is a combination of PLL synchronization, zero crossing
detection, and lowpass-filtering of the active power at the same time.

To provide reliable measurement results, power measurements have to include an
uncertainty bound. The standard work for uncertainty evaluation of measurements
is the Guide to the Expression of Uncertainty in Measurement (GUM) [75]. The
GUM proposes to evaluate the uncertainty on basis of error propagation or Monte
Carlo based methods. Error propagation based investigations of power measurements
are treated in [43], [48], [55], [58], [76]–[81], whereas Monte Carlo based methods
are rare because of the huge parameter space composed by: the voltage and current
signals, transducer frequency response, sampling process and algorithm. Generally
uncertainty evaluations of sample based power measurements are problematic because of
the number of contributing variables. In the article [55], a detailed uncertainty evaluation
description is given, considering input transducer and the data acquisition hardware.
The comprehensive table [55, Table 4] summarizes the results for the uncertainty and
correlation analysis for all power realted quantities defined in the IEEE Standard [20].
The defined quantities relate mainly to distorted grid line signals. PWM signals are not
directly covered in the standard, as PWM signals suffer from a clear interpretation of
the terms fundamental and harmonic content. Instead, PWM signals are described more
meaningful in terms of a fundamental and a switching frequency.

Power measurements of electric drives with PWM signals require more attention for
an uncertainty evaluation. Evaluations based on error propagation are manageable
within grid line signals as the number of contributing quantities, like harmonics, is
limited. Furthermore there exist commercial voltage and current calibrators for uncer-
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tainty evaluations of sinusoidal signals. Switching PWM signals however cannot be
generated with a calibration device and therefore computed uncertainties suffer from
an experimental verification. For example in [79], the uncertainty of a designed power
measurement device is evaluated by comparing its output against a commercial power
analyzer with a bandwidth of 800 kHz. It is unclear if this bandwidth is sufficiently
high for serving as reference result. There is no scientific literature available stating the
required measurement bandwidth. In the article [82] the author analyzes different power
analyzer settings for electric drives and he concludes to utilize the maximum bandwidth
of a power analyzer for accurate power measurements. However, it is unclear which
signal parts have a considerable contribution to power measurements and have to be
included in the measurement bandwidth.

From a theoretic viewpoint, the required bandwidth of a power measurement is affected
by the spectral distribution of voltage and current. The rectangularly shaped PWM volt-
age signal is wideband as can be seen in [18], [83], [84]. The amplitude of the voltage
signal decreases asymptotically with 20 dB per decade. The current in turn results from
the source voltage and the load impedance. At electric drives, the load impedance of the
inverter is primarily the electric motor. The basic signal behavior of an electric motor
is described as resistive inductive load [85]. PMSMs for traction drives with a power
rating above some tens of kilo Watt have an electric time constant of the stator in the
range of approximately 5 ms to 30 ms [86], [87], corresponding to a cutoff frequency of
roughly 5 Hz to 30 Hz. The resistive inductive model describes the relationship between
torque, current and voltage and the usability of this model is limited to the fundamental
frequency range. Above the fundamental frequency range (some kHz) simple resistive
inductive load models are not suitable. Therefore, high frequency models were devel-
oped. The developed models stem from different engineering fields like electromagnetic
interference considerations [88]–[91], bearing currents of electric motors [92], [93],
overvoltage studies at electric motors [94]–[96] or design of damping chokes [97], [98].
Although these articles stem from different engineering fields and contribute to different
research questions, there is an agreement concerning the high frequency behavior of
electric drives. At high frequencies, parasitic capacitors and inductors of motor and
cabling can form a resonant circuit depending on the drive setup. The resonant frequency
can range up to some 10 MHz [96], [99], [100]. The rectangular voltage signal excites
the resonant circuit at each switching instant. By doing so, phenomena like ringing and
voltage overshoots can occur. At industrial applications, damping circuits are mounted
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for reducing voltage overshoots and ringing. The drawback of this damping circuits is,
that they increase the overall losses of the drive [94], which is not desired at automotive
applications. The effect on power measurements of this high frequency resonant circuits
is not tackled in literature. It is obvious that the dissipating energy has an influence
on the power measurement, but it is unclear to what extent the influence is and which
elements are the affecting quantities in a motor drive.

To evaluate the uncertainty of power measurements a reference result of the active power
is required. An intuitive approach is to measure the power sample based with the best

measurement equipment available and to utilize the result as reference measurement.
The drawback of this approach is, that currently the best available sampling equipment
is not sufficiently accurate. The combination of high bandwidth up to tens of MHz,
correspondingly high sampling rate, amplitude resolution and overall low level of uncer-
tainty of voltage and current acquisition is hardly achievable with current measurement
equipment. Some scientific articles contributing to power measurements suffer from a
reliable reference result for evaluating their proposed design. In [56], [79] for example
a power measurement device with a bandwidth lower than 100 kHz is used as reference.
Therefore it is possible that the designed measurement solution gives better results as
the reference, but the designed measurement solution is misleadingly interpreted as
less accurate as the commercial power analyzer. A further example for an improvable
reference measurement is given in [101], where the reference measurement is made
with ten times the switching frequency of the inverter. Within this scenario, small
voltage pulses with a duty cycle smaller than 10 % can not be acquired correctly. In
the article [102], the reference measurement is obtained by a digitizing signal analyzer
scope with two giga samples per second. High speed scopes however include typically
only 8 bit ADCs with a correspondingly limited amplitude resolution.

To overcome the bandwidth and signal acquisition issue with PWM signals, this thesis
utilizes the calorimetric approach for reference power measurements. The calorimetric
approach is well established for loss measurements and it has the advantage of being free
of any signal bandwidth limitation. In [103], [104] for example, a calorimetric power
loss measurement serves as reference result for evaluating different techniques for power
measurements. A comprehensive survey of calorimeter types, their setup and achievable
uncertainties is given in [105]. Although the articles [106], [107] state that calorimetric
methods are complex for power measurements, calorimeter provide a strong benefit
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in terms of measurement uncertainty [107]. In [108] different calorimeter types are
compared and within the range up to 1 kW closed type calorimeter are the most accurate
type. Closed type calorimeter require only temperature and dc power measurements
and both can be engineered with low levels of uncertainty and reasonable effort. Open
type calorimeter are however more suitable for higher losses as demonstrated in [109],
where power losses up to 30 kW are handled. A general drawback of calorimetric
measurements is the relatively long measurement time. The long measurement time
stems from the high accuracy requirement and in turn steady state temperature conditions.
The time for reaching steady state results from the thermal capacity of the calorimeter
and the device under test. If the thermal model of the calorimeter and the device under
test is well known, the measurement time of the calorimeter can be reduced drastically.
In [110] for example, the measurement time of a calorimeter is reduced by evaluating
the temperature raise instead of the absolute value. A further example for reducing the
measurement time is given in [111]. Although the power measurement range and the
calorimeter’s dimensions are not suitable for power measurements of electric drives,
the authors of [111] are able to reduce the measurement time with control theory and a
thermal model.

2.4. Summary

In summary, this review shows that electric power measurements require detailed knowl-
edge in multiple engineering fields. This fields include signal processing techniques,
hardware design of signal chains, and measurement methods for electric power. Due to
the wide field, many research articles contribute in general to electric power measure-
ments. Although the amount of research articles is large, only a few articles contribute
to power measurements with a special focus on electric drives and measurement uncer-
tainty.

In all articles with focus on electric drives, the switching frequency range is included
in the measurement bandwidth. In contrast, the frequency range above is not always
considered. Likewise, commercially available power analyzers can provide a bandwidth
up to some mega Hertz, but the motor current sensors may limit the bandwidth of the
power analyzer and almost all considered power analyzer suffer from aliasing when
the highest bandwidth is selected. This review outlines that in state-of-the-art literature
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there is no general understanding which measurement bandwidth is actually required
for a given level of measurement uncertainty.
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3
Impedance Model of Electric Drives

In this chapter, an impedance model for electric drives is presented. Power measurements
are based on voltage and current signals and therefore it is important to have a simulation
model for predicting the relationship between voltage and current. This relationship is
modeled by lumped elements, describing the behavior of an electric motor, the cables
and the inverter. The model pays particular attention to the high frequency (HF) range,
i.e. above the frequency of the fundamental current. The measurements presented in
this chapter were performed on an automotive hybrid electric drive.
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3.1. Basic Impedance Models

Typically, simple RL models of electric motors approximate the dynamic behavior of
mechanical torque and mechanical power sufficiently accurate [85]. For efficiency
simulations of inverter driven electric motors however, these simple models can become
inadequate due to their reduced nature. This inappropriateness comes even more to hand
with respect to the broadband excitation due to the inverter. The switching operation
in the inverter and the high fundamental frequency of the motor yield to an ac voltage
signal with a theoretically infinite frequency spectrum. From a frequency analysis it
can be derived that the rate of amplitude decay of the voltage signal is 20 dB/Dec (see
Equation (4.7) in Section 4.3.1). This limited decay rate results in a HF excitation of
the parasitic elements given by the components of the electric drive. Therefore, a simple
RL load impedance model like

Z = RM + j ·2π f LM, (3.1)

cannot cover all effects occurring in the electric drive. Hereby RM and LM are the
resistance and the inductance of the motor winding.

Figure 3.1 depicts an actual voltage/current measurement within a powertrain. As can
be seen, the signal contains strong overshooting effects primarily caused by the inverter
switching operation. The current î in Figure 3.1(b) flowing in the stray inductances and
the voltage û in Figure 3.1(a) across the stray capacitances of the inverters load circuit
provide the energy for the overshoots. Such effects cannot be covered by a simple load
model as given by Equation (3.1). An often found approach in literature is the extension
of the simple load model by stray reactances to model parasitic effects.

In this chapter, an impedance load model with focus on power measurements is presented.
The presented model consists of the motor cabling and a permanent magnet synchronous
motor (PMSM). A considerable amount of literature addressing the modeling of electric
drives has been published, but these already suggested load models are unsatisfactory
for this thesis in terms of the following points: they address the motor only [90], [100],
[112], need detailed knowledge of the motor data for finite element simulations [96], or
do not provide a practical parameter determination routine [99], [113]. Additionally,
the already published models are mainly developed for the prediction of electromagnetic
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Figure 3.1.: Actual measured current and voltage on the ac side of the inverter of an
automotive traction drive. The figures show four inverter switching cycles.
The phase voltages are measured against chassis ground. The offset of the
phase voltages of approximately −100 V results from the voltage divider
of the drive’s stray impedances against chassis ground and the grounding
scheme of the drive (see Figure 3.5 on page 49).

interference, bearing currents or the overvoltage phenomena. Therefore this models do
not provide an optimal insight for the purpose of power measurement investigations as
the model’s level of detail is not sufficient. To compensate for the disadvantage, the
following model augments and modifies the published impedance models to be useful
for power measurement investigations. The proposed model features the following
properties: the model covers resonance effects in a measurement setup, provides insight
for power measurement and has a simple method for determining parameters from
measured current/voltage signals.

In order to design and verify the proposed improved load model, measurements of an
actual powertrain are presented and the origin of different effects, like overshoots or
resonances, is investigated. The effects will be related to the parameters of the model
and finally a comparison between measurement and simulation demonstrates that the
model covers typical effects observed in a real system.

The remaining chapter is structured as follows. In Section 3.2 the modeling of the
system components is discussed. Section 3.3 presents measurement results from an
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automotive drivetrain. The simulation of the developed model is compared with the
measured data in Section 3.4.

3.2. Modeling of System Components

This section discusses the behavior and modeling of the ac components of the electric
drive. The components presented from Section 3.2.1 to Section 3.2.3 are given by the
cable, the motor and the inverter itself. In the following sections the modeling of the
individual components is discussed. The models are kept as simple as possible and
provide therefore a compromise between accurate modeling of the relevant effects and
simplicity of the model. After presenting the individual components, the load model is
designed.

3.2.1. Model of the Shielded Cable

Due to the frequencies on the ac side of the inverter and electromagnetic compatibility
(EMC) regulations, the connecting cables between inverter and motor are usually
coaxial cables. As the maximum frequencies in the power circuit are in the range of
some 10 MHz, and due to the limited length of the cabling it is not necessary to apply
transmission line models for wave propagation. Instead, lumped element circuits can
be used. This reduces the ability of the model to represent transmission line effects,
but remains the electric properties of the cable in terms of equivalent impedances. As
the aim is the modeling of resonance effects, these lumped element models cover all
major effects. Several variations of equivalent circuit models for transmission lines
are known, reaching from T-shaped, or Π-shaped circuits, to periodic variants of these
circuits [114].

The model used in this work is depicted in the gray box in Figure 3.2. The modeling
process shown in Figure 3.2 shows the shielded cable. It is modeled by an infinite
number of cable stages consisting of a resistor, an inductance and a capacitor between
the shield and the inner conductor. In the implemented cable model, the infinite number
of cable stages are combined in one cable stage. Extended cable models [115] do
not need to be used, as this simple structure already allows modeling of all relevant
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effects. The coaxial structure of the cable might lead to the interpretation, that the
cable inductance follows the formula of a coaxial structure. The formula of a coaxial
structure assumes however that the current return path is the shield. This assumption is
not correct for electric drives, as the predominant part of the cable current flows back in
an other phase conductor and not in the shield. Therefore, the geometric loop inductance
determines the cable inductor and not the coaxial structure.

inner conductor LCRC

CCshield

cable
capacitance

shield

inner
conductor

Motor

d

l

Figure 3.2.: Model of the shielded cable. The coaxial structure of the cable is represented
by an infinite number of stages modeling the capacitive, inductive and
resistive behavior. The stages are then approximated by the cable model
highlighted by the gray background with three lumped elements. The
inductor LC models the loop-inductance of the cable, indicated by the
shaded area. The resistor RC models the resistance of the inner conductor.
The capacitor CC represents the capacitive coupling between the inner wire
and the shield.

According to [116, p. 295], the self inductance of the cable LC can be computed1 by

LC =
l ·µ0

π
ln

d− ri

ri
, (3.2)

where l is the cable length, µ0 is the permeability of free space, ri is the radius of the
inner conductor, and d is the distance of the cables. It has to be noted that Equation (3.2)

1For the verification of an inductance calculation or measurement, the lower limit for the inductance
per meter is given in the article [117] with 554 nH/m.
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holds only for long cables, i.e. d� l. The resistance of the inner wire RC is

RC =
l ·ρ
r2

i ·π
, (3.3)

where ρ denotes the specific resistance of the conductor material. The capacitance CC

is given by [118]

CC =
2πεeff · l

ln rs
ri

, (3.4)

where εeff is the effective permittivity of the insulator and rs denotes the radius of
the shield. For shielded cables with a foamed dielectric it is suggested to choose εeff

as [115]

εeff = 0.83 · ε0 · εr, (3.5)

where ε0 · εr is the permittivity of the insulator. The parametrization of the model can be
done by consulting the data sheet of the cable manufacturer and estimating the distance
of the cables d.

3.2.2. Model of the Motor Winding

Similar to different lumped element models of electric cables, also different models
for motor windings exist in order to describe the load behavior of motors. Models for
different motor types for use in the frequency domain [90], [100], [119], the time domain
[96], and both frequency and time domain [112] have been developed. Depending on
the purpose, a model has to incorporate different parasitic effects. E.g. models with
the purpose of electromagnetic interference modeling include components for the
representation of resonance effects. Other models include lumped representations of
the skin effect. A common point of these models is the consideration of the capacitive
coupling between the winding and the housing.

The generic model presented in [112] is modified for the current purpose. Firstly, iron
losses are neglected as the model’s purpose is to cover resonance effects in the HF range
and iron losses scale with the much lower fundamental frequency. Secondly, the parasitic
coupling between motor winding and housing is summarized into one capacitor CMH
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at the motor terminal side. The original model [112] divides the coupling into two
capacitors located at the beginning and end of the motor winding. Both modifications
(neglecting iron losses and introducing just one winding stray capacitor CMH) increase
the simplicity of the model as less parameters are required and the capability for covering
resonance effects remains. The original model [112] is designated to model induction
motors, but its suitability for other motor types, such as PMSMs, is presented in [90],
[96], [100].

The used winding model is depicted in in the gray box in Figure 3.3. The remaining
part of the figure illustrates the modeling process. The modeling starts with the physical
winding in the motor embedded in the motor housing. The winding is modeled by an
infinite chain of lumped element stages, where lowercase letters indicate per length
quantities. The full capacitive coupling network, i.e. the capacities of each winding to all
neighbouring windings and the capacities between the phases are not shown for the sake
of clarity. Each stage includes a resistor rM describing the low frequency resistance of the
winding and a resistor rM−HF describing high frequency resistance of the winding. The
motivation of separating the low and high frequency resistance is that the high frequency
resistance rM−HF comes mainly from nonlinear and frequency dependent effects like
the skin and proximity effect. The high frequency resistance rM−HF differs therefore
from the low frequency resistance rM of the winding. The distributed inductors lM
represent the inductance of the motor winding. The capacitive coupling between motor
housing (chassis ground) and motor winding is described by the capacitor cMH. Within
the modeling process, the parameters of the infinite chain are summarized in the resulting
model with the gray background.

The parameters of the resulting model are: the resistors RM and RMH, the capacitor CMH

and the inductor LM. All elements except from RMH stem from the infinite chain stages.
The resistor RMH corresponds to the high frequency resistance rM−HF, but its position is
changed to the capacitive coupling path in series with the capacitor CMH. The position
change has the objective to separate the low frequency and HF behavior of the motor
winding model. As a result of the position change, the low frequency behavior can be
described by the winding path including RM and LM and the HF behavior is described by
the coupling path with CMH and RMH. The position of RMH in the resulting model leads
to a difference between the physical winding and the lumped element model. Physically,
the resistance RMH stems from the winding as illustrated in the left part in Figure 3.3. A
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motor winding

LMRM

CMH

capacitive
coupling and HF
damping

RMH

motor housing (MH)

rM

rM−HF

lM

cMH

motor housing
(MH)

motor winding

Figure 3.3.: Model of the motor winding. The modeling process starts with the actual
winding within the motor housing (MH). The winding is then modeled
by an infinite number of winding stages describing the resistance of the
winding rM, the high frequency resistance of the winding rM−HF, the wind-
ing inductance lM and the capacitive coupling between motor housing and
winding cMH. The motor winding stages are then summarized to one macro-
scopic lumped element model, whereby the position of the high frequency
resistance rM−HF is moved to the coupling path of the motor winding and
results in RMH. The position change separates the low and high frequency
behavior of the motor winding in the model. The macroscopig elements
RM and LM form the winding and CMH represents the capacitive coupling
between the motor winding and the motor housing. The resistor RMH
models the resistance in the coupling path of the windings and the motor
housing.

further approximation of reality is the idealization of the winding inductor LM. In reality
the inductor LM is a function of the motor current and shows saturation effects. The
model neglects this dependence. The simplified model structure yields to the restriction
that the model parameters are only valid in the vicinity of the investigated frequency.

The parameters of the motor winding RM and LM in Figure 3.3 depend on the perfor-
mance rating of the individual motor. As noted before, the parameters of the capacitive
coupling CMH and RMH result from the geometry of winding and housing of the mo-
tor. For obtaining the model parameters, it is most useful to directly measure RM

and LM at some 100Hz. At higher frequencies parasitic effects start to influence the
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measurement.

The parametrization of the parasitic capacitive coupling is not as straightforward as
for the winding. The resistance RMH is mainly caused by HF effects and increases
at higher frequencies. Therefore, the value of RMH is a function of the frequency
and must be adjusted such that the simulation matches the measurements. A direct
measurement of the capacitance CMH yields to similar problems. The motor geometry
influences the frequency curve of the impedance between winding and housing at
higher frequencies. This influence complicates the choice of a suitable measurement
frequency for CMH since the frequency encounters conflicting properties. On one hand
the frequency has to be chosen high enough such that the measurement signals provide
an adequate amplitude. On the other hand, a low measurement frequency provides a
higher robustness against parasitic effects due to geometric properties of each motor.
Therefore, literature suggests to solve an optimization problem, as done in [90]. These
problems in the parametrization motivate the simple parameter determination method
which is described in Section 3.4.

The winding model does not include the counter-electromotive force (CEMF). Usually,
the CEMF is modeled by an additional rotational speed dependent voltage source. The
voltage difference between inverter output and CEMF is the effective voltage which
determines the current of the motor windings. The actual shape of the CEMF is
determined by the motor geometry and for constant rotational speeds it is typically
sinusoidal or trapezoidal. Therefore its spectrum is limited to the rotational frequency
times the number of pole pairs z and a few harmonics. Consequently, including the
spectrum of the CEMF voltage source in the measurement bandwidth is essential for
power measurements. For sake of simplicity the CEMF is not included in the model
even though it influences the power consumption of a motor decisively, but not the
spectrum in the HF domain.

3.2.3. Model of the Inverter

The inverter module consists of the electronic switches providing the functionality to
generate an ac voltage from the dc powered circuit. On the dc side, the inverter is
equipped with decoupling capacitors reducing the feedback from the ac side to the
dc side. Acting as source, the overall behavior of the inverter and the load is determined
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by the source properties provided by the inverter. This comes down to the parasitic
properties of the used electronic power switches which are mostly IGBT devices. The
range of this parasitics can be found in the data sheets such as [120], [121].

The inductance of a typical IGBT module is mostly in the range of some 10 nH and the
series resistance is in the range of some mΩ [120]. The parasitic capacitance between
collector and emitter of an IGBT module is in the range of some 100pF [121]. With
respect to the impedances in the cable and the motor, the parasitic impedances of the
inverter can be neglected; e.g. the parasitic capacitance between the motor winding
and the housing is stated in the range of nF [90], [112], [119], forming the dominant
capacitance in the system.

3.2.4. Three-Phase Model of the Output Impedance of the inverter

Assembly of the Load Model

In this subsection, the load impedance model for the specific measurement setup is
presented. The following Section 3.3 presents the numeric parameter values. The
schematic overview of the arrangement is depicted in Figure 3.4. As shown, the shields
are connected to the inverter and motor housing. Depending on the drive scenario
different schemes for connecting the shield of the cables are viable. The shield can be
bonded on both ends [122] or on one end [93] to earth, depending on the suppression
of radiated electromagnetic noise (both ends bonded) or the suppression ground loops
(drive side bonded) [91]. The shielding scheme of the actual drive agrees with the model
and the sensing location of voltage and current is in the middle of the cable.

The assembled load model will be compared with respect to the phase to phase voltages
u12, u23 and u31, and phase currents i1, i2 and i3 depicted in Figure 3.1. The phase
voltages u1, u2 and u3 in Figure 3.1(a) have an offset of approximately −100 V against
the measurement ground (equal to chassis ground). The offset of approximately−100 V
results from the grounding scheme of the drive and the insulation resistances of the
drive components against chassis ground as illustrated in Figure 3.5. The insulation
resistances RIso+ and RIso− and the stray capacitances CS+, CS−, CS1, CS2 and CS3

roughly summarize the physical properties of the drive in concentrated elements to
explain the offset of the phase voltages u1, u2 and u3. In a symmetric impedance
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1
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(MH)

1

2

3

inverter housingIH

i1

i2

i3

u12

u23

u31

l/2
l/2

measurement position

chassis ground

Figure 3.4.: Schematic assembly of the cables and the motor. The measurement position
for voltage and the current is in the middle of the cable length l. The shields
are connectet at the motor and inverter housing.

configuration, the voltage U+C from the positive dc link potential to chassis ground and
the voltage UPC from the negative dc link potential to chassis ground would be equal
to Udc

2 . For safety reasons, however, the power ground (PGND) is connected to the
chassis via a bonding capacitor CB and a bonding resistor RB [12]. The capacitance CB

of the bonding capacitor is larger than the stray capacities CS+, CS−, CS1, CS2 and CS3

and the bonding resistor RB is smaller than the insulation resistances RIso+ and RIso−.
Without switching operations, the voltages from the dc link potentials to the chassis U+C

and UPC behave according to the voltage divider formed by the bonding resistor RB (RB‖
RIso− ≈ RB) and the upper insulation resistance RIso+ [123, Annex 4A]. Since the
bonding resistance RB is typically lower than the insulation resistance RIso+, the dc part
of the voltage U+C is higher than the voltage UPC from PGND to the housing as can be
observed in Figure 3.1(a). The switching operation of the inverter causes a displacement
current i0 being relevant for the ac part of the voltage UPC from PGND to chassis. The
ac amplitude of the voltage UPC is approximately determined by the capacitive voltage
divider formed by the phases’ stray capacitance CS1, CS2 and CS3 and the bonding
capacitor CB. The capacitance CB must be sufficiently large so that the ac voltage part
of UPC is below the limit value of 30 Vac [12]. Moreover, the displacement current i0
can shift the voltage UPC out of the voltage divider ratio depending on the switching
strategy and the interlocking times of the inverter phases. The diodes in the inverter
rectify thereby the displacement current i0 through the bonding capacitor CB and the
stray capacitance CS+ during the interlocking times, resulting in a dc voltage. It is
important to note that the input impedance of a voltage probe can significantly influence
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the insulation resistances RIso+ and RIso−. Therefore, the voltage levels and offsets can
change considerably when probes are installed. However, as all high frequency effects
observed in the measured data can be described without the grounding scheme of the
drive, only the phase to phase voltages are compared against each other. There are,
however, combinations of earthing and cable shielding where the phase voltages must
be taken into account.

inverter motor

1
2
3

motor housing

Udc

I1

u1

CB
RB

CS1

CS2

CS3

u2 u3

I2

I3

i0

Cdc

inverter housing

chassis ground
PGND

+

-

i0

U+C

CS−

CS+
RIso+

UPC

RIso−

Figure 3.5.: Stray capacitances within an electric drive to explain the dc offset of the
phase voltages u1, u2 and u3. Dotted lines represent capacitive coupling
paths or non hard-wired connections. Each motor phase is connected to
chassis ground via a stray capacity CS1, CS2 and CS3. The chassis ground has
a capacitive coupling to the dc link potentials via the stray capacities CS+
and CS−. For safety reasons, the power ground (PGND) is connected to the
chassis via a bonding capacitor CB and a bonding resistor RB.

Figure 3.6 depicts the complete model for the assembly of the devices given in Figure 3.4.
The model combines the cable model presented in Section 3.2.1 and the winding model
presented in Section 3.2.2. The motor windings are configured as star connection and
all three phases are assumed to be symmetric. The model in Figure 3.6 includes a
two-stage cable model. Generally, a two-stage model is yet not required with respect to
the geometric expansion of the measurement setup discussed in Section 3.3. However,
measurements of the voltages u12, u23, u31 and the currents i1, i2, i3 were taken in the
middle of the cable as indicated in Figure 3.6 and Figure 3.4. Therefore the two-stage
model is introduced.

The points MH and IH in Figure 3.6 refer to the motor and inverter housing, respectively.
MH represents the connection of all three shields on the motor housing. IH denotes the
connection point of the shield on the housing of the inverter. Therefore all three phases
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are jointly connected via the parasitic capacities of the cable CC and the motor housing
CMH to chassis ground.

phase 1

phase 2

phase 3

motor housing MH

u12

u23

u31

i1

LMRM

CMH

RMH

LMRM

CMH

RMH

LMRM

CMH

RMH

MH

MH

MH

first cable stage

measurement position

cable of phase 1

RC LC

CC

1

IH

RC LC

CC

i2

cable of phase 2

RC LC

CC

2

IH

RC LC

CC

i3

cable of phase 3

RC LC

CC

3

IH

RC LC

CC

second cable stage

Figure 3.6.: Interconnection of cable and electric motor with the two-stage cable model.
The housing of the inverter and the motor are abbreviated with IH and MH
respectively. The measurement positions of the voltages u12, u23, u31 and
the currents i1, i2, i3 are in the middle of the cable length l.

Equivalent Resonance Impedance

Now the aim is to identify the critical components in the equivalent circuit in Figure 3.7
in order to explain resonance and overshooting effects as depicted in Figure 4.

The points {1,2,3} in Figure 3.6 indicate the connection points to the inverter output.
Apart from the time during the switching operation, two of these points are always
on the same potential since the inverter is connected only to two different potentials,
given by the positive and negative terminal of the dc source. Figure 3.7 illustrates the
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phase configuration for phase 1 being active. For simplicity reasons the measurement
positioning in Figure 3.7 is neglected and a one stage cable model is used.

phase 1
cable of phase 1

phase 2
cable of phase 2

phase 3
cable of phase 3

motor

RC LC

CC

RC LC

CC

RC LC

CC

LMRM

CMH

RMH

LMRM

CMH

RMH

LMRM

CMH

RMH

1

2

3

IH MH

MH

MH

IH

IH

Z1

Z2

Z3

Figure 3.7.: Exemplary phase configuration of motor and cables if phase 2 and 3 are on
the same potential.

The equivalent impedance Z1−23 between the points 1 and {2,3} of the configuration in
Figure 3.7 is given by Z1−23 = Z1 +Z2||Z3, where each Zi presents a single phase load
impedance.

Without simplifications Z1−23 becomes a complex expression which does not provide
much insight for explaining the resonance effects. For HF signals two simplifications
can be made:

• The serial impedance RM + jωLM of the motor winding has a high impedance
at HF and it is therefore neglected for this consideration. In reality however, the
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capacitor CMH is distributed across the complete motor winding (see lower left
part in Figure 3.3) and currents will partially utilize the path through the winding
impedance RM + jωLM.

• The capacitance CC between the cable shield and the cable is much smaller than
the capacitive coupling between the motor and the motor housing CMH. Hence,
the approximated impedance for HF signals ignores the path via CC.

With these two simplifications the load impedance for HF becomes approximately

Z1−23 ≈ 3
2

(
jω ·LC +

1
jω ·CMH

+(RC +RMH)

)
. (3.6)

Equation (3.6) presents an RLC series circuit which has its resonance frequency fres

at

fres =
1

2π
√

LC ·CMH
. (3.7)

The oscillation frequency fD of Equation (3.6) is (see Appendix B)

fD = fres ·
√

1−
(

1
2·Q

)2
=

√
f 2
res−

(
RC+RMH

2·LC

)2
. (3.8)

Therefore, the oscillation frequency fD differs from the resonance frequency fres de-
pending on the quality factor Q, as shown in Equation (B.17).

This analysis of the equivalence circuit offers an insight to the relevant elements,
which affect the resonance. The damping is determined by the cable and motor housing
resistances RC and RMH and the resonance frequency is a function of the cable inductance
LC and the capacitive coupling of the motor housing CMH. Therefore, the resonance
frequency of a setup with a given motor is significantly affected by the cable length l

since LC scales with l, as can be seen by Equation (3.2).

3.3. Measurements

This section presents the measurement setup and gives more detailed results about
the appearance of resonance effects as depicted in Figure 3.1. An overview sketch of
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Table 3.1.: Measured parameters of the setup. The model parameters for the simulation
are determined in Section 3.4.

Quantity Value Comments

Cable Length l 2 m Measuring tape; sensing location for voltage
and current after 1m.

Inner cable radius ri 2.6 mm Vernier caliper.
Inner shield radius rs 3.9 mm Vernier caliper.
Cable distance d 30 mm Measuring tape; approximate.
Motor winding RM = 53mΩ,

LM = 477µH
RLC bridge at 100 Hz; windings in star
connection.

Motor power 80 kW to
100 kW

Estimation.

Time constant τ 740 ns 63 % time constant of the amplitude decay.
Details are given in Figure B.2 in
Appendix B.

Frequency fD 2.2 MHz Determined with the discrete Fourier
Transform.

the setup and the sensing location for voltage and current is depicted in Figure 3.4.
Taking the measurements in the middle position motivates the introduction of the two
stage cable model as shown in Figure 3.6. Directly measured quantities of the actual
electric drive are summarized in Table 3.1. Calculated quantities are presented later
in Section 3.4.1.

3.3.1. Measurement Equipment

For voltage measurements, three differential probes are utilized with a bandwidth of
100 MHz (−3 dB) and a measurement range of ±1400 V. The current probes for i1, i2
and i3 are Rogowski coils with the a measurement range of ±600 A and a bandwidth
of 20 MHz (−3 dB). The large measuring range of the voltage probes and current
sensors leads to a relatively large measurement uncertainty of the signals. However,
the sensors were chosen because they offer a high bandwidth, which is more important
than an absolute accuracy for this measuring task. The six signals are sampled using
two synchronized digital sampling oscilloscopes with four channels per oscilloscope.
The oscilloscopes have a bandwidth of 350MHz and are configured with a sampling
frequency of 50MSample/s.
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3.3.2. Measurement Results

The occurrence of resonance effects during the switching operation is already depicted
in Figure 3.1. For a better explanation Figure 3.8 shows the same signal over one
switching cycle of the inverter. As can be seen, the three half bridges of the inverter had
different rise times resulting in varying amplitudes of the overshoot of the resonance.
The fastest rise time in Figure 3.8 occurs at t ≈ 3µs while the slowest occurs at about
t ≈ 15µs. The different slopes of the signals result in distinct excitation strengths of the
resonant circuit. Nevertheless, the resonance frequency remains the same.

To determine the parameters of the impedance model, two characteristic values of the
overshoots are analyzed in Figure 3.8. The first parameter is the 63 % time constant τ of
the amplitude decay, as described in Appendix B. The time constant τ was evaluated with
Equation (B.14) and the average value of the time constant τ is 740 ns in Figure 3.8.
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Figure 3.8.: Measured overshooting of voltage and current signal for one inverter switch-
ing cycle. The measurement-positions are explained in Figure 3.6 and
Figure 3.4.

The second important parameter of the overshoots in Figure 3.8 is the oscillation
frequency fD. The discrete Fourier transform of a complete fundamental wave of
sampled voltage u31 and current i3 is depicted in Figure 3.9, whereas the inverter had a
switching frequency of 20 kHz and the frequency of the fundamental was 300 Hz. Both
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frequencies can be identified in Figure 3.9. As can be seen in Figure 3.8 and Figure 3.9,
the frequency of oscillation is fD = 2.2MHz in both figures.
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Figure 3.9.: Discrete Fourier transform of measured voltage and current. The oscillation
frequency can be observed in the region around 2.2 MHz. The inverter
switching frequency fSw is approximately 20 kHz.

3.4. Simulation

In this section the simulation of the transient behavior of the resonances is compared
with the measurements as depicted in Figure 3.8. The SPICE simulation model is
derived using the circuit depicted in Figure 3.6 and the measured parameters given in
Table 3.1. The simulated transient behavior of the resonances is compared with the
measurements to validate the simulation model.

3.4.1. Model Parameters

Given the data from Table 3.1 and the Equations (3.2, 3.3, 3.4, 3.5), the cable parameters
are computed and summarized in Table 3.2, where the insulating material between
shield and inner conductor was polyethylene with εr = 2.4 and µr = 1.
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Table 3.2.: Computed cable parameters from the data given in Table 3.1.

Equation Quantity Value
per meter / Fig-
ure 3.6

for a 2 m cable /
Figure 3.7

(3.2) LC =
l ·µ0

π
ln

d− ri

ri

=
l ·µ0

π
ln

30mm−2.6mm
2.6mm

942 nH/m 1.9 µH

(3.3) RC =
l ·ρ
r2

i ·π

= l · 0.0175Ωmm2/m
(2.6mm)2 ·π

824 µΩ/m 1.6 mΩ

(3.4) CC =
l ·2π · εeff

ln rs
ri

=
l ·2π ·2.4 ·0.83 · ε0

ln 3.9mm
2.6mm

273 pF/m 546 pF

The data in Table 3.1 and Table 3.2 define the load model apart from the capacitive
coupling path between motor and motor housing. As mentioned in Section 3.2, the de-
termination of the coupling path elements CMH and RMH requires more efforts. Initially,
the damping resistor RMH is determined from the time constant τ of the amplitude decay
(Table 3.1), the cable inductance LC (Table 3.2), and neglecting the cable resistance RC

with Equation (B.15):

RMH =
2 ·LC

τ
=

2 ·1.9µH
740ns

= 5.1Ω. (3.9)

This value seems reasonable with respect to values found in literature for comparable
machines [112]. By comparing the obtained value with the cable resistance RC and the
motor winding RM, it turns out that RMH is the dominating damping resistance of the
resonance circuit indicated by Equation (3.6). The model resistor RMH stems physically
from the additional high frequency resistance of the motor winding, mainly due to the
skin- effect. The high frequency hypothesis is supported by evaluating the increase
of the the motor winding resistance RM due to the skin effect at the frequency of the
oscillation fD=2.2 MHz. The true wire cross section of the motor winding is unknown.
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However, if a wire cross section of 16 mm2 is assumed, the motor resistance RM

increases by a factor of 26 to 1.4 Ω at 2.2 MHz (see approximate skin effect formulas
in [124, Chapter 29.1]). Therefore it can be stated that approximately 30 % of the resistor
0.3 ·RMH=1.5 Ω are caused by the skin effect of the motor winding. The remaining
70 % of the resistor RMH can be argued by the increase of the cable resistance RC due
to the skin effect, the resistance increase due to the proximity effect at the resonance
frequency fres=2.2 MHz and due to imperfect modeling.

Then, CMH is computed by Equation (B.18):

CMH =
1

LC ·
(
(2 ·π · fD)

2 + 1
τ2

) =
1

1.9µH ·
(
(2 ·π ·2.2MHz)2 + 1

(740ns)2

) = 2.7nF.

(3.10)

A comparison of the calculated value of CMH to values in literature for comparable
machines [90], [112] shows that the result seems to be reasonable.

3.4.2. Transient SPICE Validation

Given all values from Table 3.1, Table 3.2 and the determined values for CMH and RMH a
transient SPICE simulation for the load model is performed and depicted in Figure 3.6.
The simulation result depicted in Figure 3.10 illustrates that the model is capable to
cover resonance effects as shown in the measurements in Figure 3.8. The frequency
of the simulated overshoots meets the measurement. The amplitude of the overshoots
does not perfectly match the measured values because of the modeling imperfections
discussed in Section 3.4.1. However, this result demonstrates that the combination of
the cable and the motor model together provide a reasonable load model to explain
occurring resonance effects due to the cable and the motor parasitics.

3.5. Summary

In Chapter 3 a load model for inverter driven motors is presented. The model combines
the cabling and the motor’s winding model. Because of the incorporation of the winding
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Figure 3.10.: Simulated overshooting of voltage and current — all phases.

parasitics, occurring resonance effects are covered by the model. The winding model
provides a compromise between physical modeling accuracy and simple structure. In
the proposed model the simple structure is preferred, as the simple model structure is
able to approximate the occurring resonance effects sufficiently accurate. In addition,
the simple structure allows for an informative analysis in the following Chapter 4, which
discusses the implications for electric power measurements.

Most model parameters can be measured directly or can be computed by simple formu-
las. The parametrization of the impedance between motor housing and motor winding
however raises difficulties if an impedance analyzer measurement is not possible. There-
fore a simple procedure to estimate the capacitive coupling and the damping resistance
from measurements is provided.

The capacitive coupling CMH, the damping resistor RMH and the cable inductance LC

influence the resonance considerably. For describing the resonance concisely, simple
formulas are provided for describing the three-phase model with a simplified equivalent
impedance.
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4
Bandwidth Limitation Investigation

In this chapter the required bandwidth for power measurements of electric drives is
analyzed. The analysis is carried out by simulations and the utilized method was
originally published in [6]. In comparison to Chapter 3 (80 kW motor, see Table 3.1) the
simulations refer to an industrial 10.4 kW machine used in an automotive drive system.
The chapter is structured as follows: Section 4.1 continues with a problem description
and Section 4.2 reviews the theoretical background for evaluating a bandwidth limitation.
Section 4.3 explains the setup of the electric drive and the excitation PWM voltage
signal. The numerical study in Section 4.4 illustrates the usage of the proposed method
and identifies critical quantities.
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4.1. Problem Description

As the inverter of an electric drive operates with electronic power switches, the voltage
signal can be considered as a series of almost rectangular pulses. A consequence of
the steep slopes is a theoretically infinitely extended bandwidth of the voltage signals.
The pulses provide a limited bandwidth due to the limited slew rate, as the inverter’s
IGBTs act like a current source in fully conducting mode. The difference between
the theoretic and practical pulse shapes will be discussed later in Section 4.3.1. As
real world measurement devices provide a limited bandwidth as well, measurements
of this signals may be corrupted by a bandwidth limitation as well if the measurement
bandwidth is smaller than the one from the device under test. Figure 4.1 illustrates a
power measurement setup, where all devices with a possible bandwidth limitation are
encircled. Using the bandlimited signals for power calculations will then result in a
difference between the true and computed power. Accurate measurements of the electric
power require a suitable analog bandwidth of the measurement devices such that the
influence of a bandwidth limitation is sufficiently small.

3∼
M

V

µC Pdig

u[n]

i[n]

u(t) i(t)

A

analog
preprocessing

sensor

limited analog
bandwidth

ADC

Figure 4.1.: Setup for power measurements between motor and inverter. All analog pro-
cessing steps, i.e. from the sensor to the quantization step in the ADC, have
a limited analog bandwidth and thus may reduce the power measurement
accuracy.

Even though the influence of the bandwidth limitation is obvious, literature on power
measurements pays minor attention to it. In most articles on power measurements,
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the analog measurement bandwidth is chosen to be the highest possible bandwidth
of the power measurement device. For example in [62] a measurement bandwidth
of 100 kHz is used for the developed power measurement device for power grid signals.
Similarly, in [80] and [125] the developed devices provide a measurement bandwidth
above 500 kHz for power measurements at the power grid. These research articles
indicate the trend of using the highest available measurement bandwidth for power
metering, even in the case of less critical power grid signals. In the field of variable
speed drives this trend is present too: in [79] for example a 600 kHz measurement
bandwidth is used to measure the power of PWM signals. The articles [56], [77] give
some rare statements concerning the bandwidth: both articles suggest a bandwidth of
some tens of kHz. In contrast, the article [57] recommends a bandwidth of 1 MHz.
Similarly, a bandwidth of 1 MHz is indirectly suggested in [52] as a precision power
meter is characterized up to 1 MHz. However, none of these articles provide a quanti-
tative statement concerning the required bandwidth to obtain a given accuracy of the
measurement devices. The previous chapter and scientific literature on electric drives
indicate, that an electric motor and its cabling can form a resonant circuit with resonant
frequencies in the range of some MHz [94], [97], [126]. Resonant frequencies in this
frequency range require an investigation which spectral components have a considerable
effect on a power measurement in an electric drive.

Motivated by the lack of investigation in literature on the bandwidth error, this chapter
combines the bandwidth evaluation method presented in [5] with a realistic model of an
electric drive from Chapter 3.

4.2. Power and Error Definition

This section describes the computation of the electric power for the case of periodic
signals and defines the error metric for the evaluation of the bandwidth limitation. The
provided theory is applied to the specific scenario of an electric drive in Section 4.3.
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4.2.1. Definition of Power for the Periodic Case

The average electric power P is defined by the average of voltage u(t) times current i(t),
as described in Equation (2.2). If u(t) and i(t) are periodic with period T , it is possible
to express the time signals as a Fourier-Series (FS):

u(t) =
∞

∑
k=−∞

Uk · ej 2π

T ·k·t i(t) =
∞

∑
k=−∞

Ik · ej 2π

T ·k·t , (4.1)

where Uk and Ik are the complex FS coefficients of voltage and current.

In the FS domain, the power P is computed by summing the FS coefficients Uk and Ik

instead of an average value computation in the time domain:

P = lim
K→∞

2 ·
K

∑
k=1

Re(Uk · I∗k) , (4.2)

where (.)∗ denotes the complex conjugate. In Equation (4.2) and throughout the chap-
ter it is assumed that the dc components of voltage and current are zero as they are
eliminated by the control algorithm in order to prevent iron saturation.

4.2.2. Bandwidth Limitation Error

Interpreting the bandwidth limitation in power calculations as a truncation of the infinite
sum in Equation (4.2) yields the bandlimited power P( fa):

P( fa) = 2 ·
K

∑
k=1

Re(Uk · I∗k) fa =
K
T
, (4.3)

where fa is the analog bandwidth up to which signal components are considered. If the
true signal bandwidth exceeds fa, then the band limitation introduces a power calculation
error.

In order to evaluate the error caused by the bandwidth limitation, a comparison of
the bandlimited power P( fa) against the true power P would be required. However, a
computation of the true average power P in (4.2) would require an infinite number of FS
coefficients and is therefore not feasible. Instead of comparing results of (4.3) against
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the true power P, the power P( fa) at an appropriately high analog reference bandwidth
fa,ref, denoted as Pref, is used as reference:

Pref = P
(

fa,ref
)
. (4.4)

The reference bandwidth fa,ref has to be chosen such that the difference between the
true power P and the reference power Pref is negligibly small. As the true power P is
not available, the reference frequency fa,ref can be chosen such that increasing it does
not notably modify the reference power Pref. A further more practical possibility for
choosing a reference frequency is setting it a few times beyond the highest frequency at
which a contribution to the power is expected. This approach is similar to the approach
found in research articles focusing on power measurements such as [101]. Within the
following simulations, however, the highest contribution is determined by the simulation
model and can therefore be predicted accurately.

The measurement error Eabs( fa) and erel( fa) express the difference between the ban-
dlimited power P( fa) and the reference power Pref. The relative error erel( fa) is defined
as the relative deviation of the absolute error Eabs( fa):

Eabs( fa) = Pref−P( fa) (4.5)

erel( fa) =
Eabs( fa)

Pref
=

Pref−P( fa)

Pref
. (4.6)

As the power is calculated with FS coefficients, the error definition has the advantage
of being analytically exact up to the bandwidth of the reference power with a simple
summation.

4.3. Measurement Model

This section presents the modeling of an electric drive concerning the load impedance
seen from the inverter and the excitation voltage signal resulting from controlling the
electric motor by a PWM inverter.
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4.3.1. PWM Voltage Signal

Electric automotive drive systems are typically controlled by an FOC algorithm, which
steers the switching pattern of the six switches per inverter cycle period such that the
torque or rotational speed of the motor meets the set point. Steady state conditions
of the drive, i.e. constant load torque and rotational speed, and an operating point
within the linear modulation range of the SVPWM imply an approximately sinusoidal
shape of the motor currents per phase. Therefore, the three voltage signals resulting
from the switching pattern of the inverter can be described as a three level PWM
signal with a sinusoidal modulation signal [5], [83], [127]. The relationship between
PWM voltage signal and sinusoidal motor current is idealized in this simulations such
that the motor inductor LM is constant and no function of the motor current, as already
noted in Chapter 2. In reality, however, the relationship is nonlinear as the core material
may saturate.

Power calculations can be done conveniently in the frequency domain. Therefore an
FS representation of the voltage signal is required. There exist several methods for the
computation of the frequency spectrum of PWM signals. These methods range from the
historical double FS method [128, Chapter 17] to more advanced methods like those in
[83]. However, the resulting formulas of these approaches do not allow for an insightful
bandwidth interpretation because of their complexity. Therefore, the FS coefficients of
the voltage are computed directly by superposing shifted and scaled rectangular pulses
like illustrated in Figure 4.2. The superposition represents the PWM signal, where the
FS of one pulse UPulse(k) (see Figure 4.2) can be computed analytically with

UPulse[k] =
A

2π · k
·
(

cos
(

2πk
T

t1

)
− cos

(
2πk
T

t2

)
+ j sin

(
2πk
T

t1

)
− j sin

(
2πk
T

t2

))
.

(4.7)

The computation of the FS coefficients UPulse[k] in Equation (4.7) can be optimized for
a faster computation. The most time consuming computation step of Equation (4.7)
are the multiple sine and cosine computations. For speeding up this computations,
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Chebyshev’s recursive method is applied:

cos(k ·a) = 2 · cos(a) · cos((k−1) ·a)− cos((k−2) ·a) ∀ k ∈ N k ≥ 2 (4.8)

sin(k ·a) = 2 · sin(a) · sin((k−1) ·a)− sin((k−2) ·a) ∀ k ∈ N k ≥ 2 (4.9)

With equations (4.8) to (4.9) it is possible to compute the sine and cosine values for
all k in Equation (4.7) by evaluating the trigonometric functions for the first two ks only
and the remaining terms by recursion. For applying the recursion to Equation (4.7), the
term a has to be substituted by 2πt1

T and 2πt2
T such that Equation (4.7) is evaluated by

two recursive expressions for the sine function (4.9) and two recursive expressions for
the cosine (4.8) .

Pulse superposition

t

Time

Vo
lta

ge

TTSw = f−1
Sw

Tf = f−1
f

uPWM(t)

u(t)

t

Time

A

TT

uPulse(t)

t1 t2

Figure 4.2.: PWM voltage signal represented as superposition of scaled and shifted
rectangular pulses uPulse(t). For the FS representation the spectrum of
each rectangular pulse is computed analytically and the superposition of all
spectra yield to the FS. The PWM method shown is asynchronous, since
the pulse train is not the same for all fundamental periods.
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The analytic computation method with Equation (4.7) provides the possibility of model-
ing a variety of different PWM strategies since they only affect the scaling and shifting
of the pulses. The implemented PWM strategy is of the asynchronous type. In asyn-
chronous PWMs, the switching frequency fSw is fixed and not synchronized with the
fundamental frequency fM. Therefore, the number of switching pulses per fundamental
period fM can be a non-integer number causing subharmonics. In a practical PWM
implementation, the switching frequency fSw can be synchronized with the fundamental
frequency fM to avoid subharmonics and possible iron saturation. As mentioned in
Chapter 2, iron saturation is not implemented in the simulation model and therefore only
the overall periodicity of the PWM signal is taken into account. In order to avoid the
problem of aperiodicity, the fundamental frequency fM and the switching frequency fSw

are limited to be rational numbers Q. In case of rational numbers for the fundamental
frequency fM and the switching frequency fSw, a common signal period T does always

exist, as both frequencies fulfill the following relations:

T =
MSw

fSw
∧ T =

MM

fM
MSw,MM ∈ N fSw, fM ∈Q, (4.10)

where MM and MSw are the number of periods of the fundamental motor current and
and the inverter switching respectively. The limitation to rational numbers guarantees
the periodicity of the voltage signal and therefore the existence of an FS representation.
The PWM strategy at an actual inverter can result in a broader range of periodicities. If
a fixed pulse number per fundamental period is implemented (M · fSw = fM, M ∈ N),
then the period of the PWM voltage signal is the same as the fundamental period. A
randomized switching frequency for the suppression of acoustic noise or DTC will
yield to a non-periodic PWM voltage signal. In an actual measurement however, the
aperiodicity issue can be resolved by choosing a long integration interval.

Although the computation is optimized by applying Chebyshev’s recursion, the draw-
back in form of computational complexity remains: calculating the FS coefficients of a
PWM signal up to 10 MHz with a common period of T = 10s and 200 ·103 pulses takes
approximately one day on an Intel R© CPU with 24 GiB RAM and 3.2 GHz frequency.
Advantages of the direct computation are the insightful interpretation of the bandwidth
and the straight implementation.

Modeling the PWM voltage signal of the motor with perfectly sharp edged pulses
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corresponds to a worst case scenario, since sharp edges extend the bandwidth of a
signal to infinity. Real world PWM pulses however, have always a nonzero rise
time. Automotive inverters use typically IGBTs, providing a rise time in the range
of approximately 50 ns to 70 ns [120]. This leads to a trapezoidal shape of the pulses
as illustrated in Figure 4.3(a). The difference between the rectangular modeling and
trapezoidal reality is clarified by comparing the FS coefficients of the waveforms.
Therefore Figure 4.3(b) shows the absolute values of the FS coefficients, where all
waveforms have the same amplitude, a 50 % duty-cycle and a fundamental frequency of
20 kHz. The trapezoidal waveforms provide rise times of 50 ns and 70 ns. As depicted in
Figure 4.3(b), the amplitude of the trapezoidal FS coefficients agree with the rectangular
waveform for frequencies up to approximately 2 MHz. By comparing the amplitudes
at higher frequencies, it can be seen that the rectangular coefficients are larger than
the trapezoidals, where the faster 50 ns rise time results in a smaller deviation. The
deviation between the envelope of the trapezoidal and rectangular amplitudes increases
with 20 dB/Dec starting at approximately 2 MHz. However, as the amplitudes at this
frequency ranges are already smaller than −40 dB, their overall contribution is limited.
Modeling the PWM voltage with rectangular pulses is therefore a suitable worst case
scenario.
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Figure 4.3.: Difference in spectrum between rectangular and trapezoidal waveforms.
The waveform has a fixed switching frequency of 20 kHz, a duty cycle of
50 % and the same amplitude A in all cases. The rise and fall time tr, f of
the two trapezoidal waveforms in (b) are 50 ns and 70 ns. As can be seen
in the spectrum, the magnitude of the three waveforms starts to deviate at
approximately at 2 MHz.

A further modeling idealization concerns the maximum and minimum pulse width of the
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PWM pulses. In the model the PWM voltage signal can represent arbitrary pulse widths
from 0 % to 100 % of the switching period. In reality, the IGBT requires a minimum
time delay between two subsequent switching actions. The minimum time delay lies in
the range of some µs [129, p. 34]. Therefore, short pulses with a duty cycle of some %
and long pulses with almost 100 % can not be generated and the actual voltage signal
will consist of less pulses as in the simulation. The simulation represents therefore a
worst case scenario, as the HF excitation occurs less often.

4.3.2. Load Impedance Model

Evaluating the effect of a bandwidth limitation on a power measurement requires an
impedance model of the electric drive as it connects the generated voltage signal with the
current signal. As high frequency (HF) components are included in the PWM voltage
signal, the impedance model has to be suitable for frequencies beyond the fundamental
frequency of the motor current fM. Therefore the impedance model presented in
Chapter 3 is utilized.

The motor winding is modeled as a resistor–inductor series impedance with the resistor
RM and inductor LM and a capacitor CMH in series with a resistor RMH representing
the coupling path between the motor housing and the motor winding as can be seen in
Figure 3.3 (see Chapter 3).

The cable is modeled as a shielded cable with a coaxial structure as shown in Figure 3.2.
The cable model is parametrized by the capacitance between shield and inner con-
ductor CC (Equation (3.4)), the cable loop inductor LC (Equation (3.2)) and the cable
resistor RC (Equation (3.3)).

The assembly of the three-phase motor and cable model is presented in Figure 4.4.
As an evaluation of the complete three-phase system shown in Figure 4.4 is due to
its complexity not effective, the equivalent impedance between one phase and the
connected remaining phases is analyzed. The single phase impedance offers the same
impedance characteristic like the complete model, as two phases are always at the
same potential during normal operation as the inverter can only switch between the
positive and negative dc power supply voltage input. The reduced equivalent impedance,
denoted as Z1−23, covers two aspects of the electric drive. Firstly, Z1−23 covers the
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torque-generating part, modeled by the motor winding with RM and LM and secondly, it
covers all parasitic effects represented by the remaining elements.

phase 1 RC LC RM LM

CMH

RMH
CC

phase 2

phase 3

RC LC RM LM

RC LC RM LM

RC

MH

LC

CMH

RMH
CC

RM LM

CMH

RMH
CC

CMH

RMH
CC

RC

MH

LC

CMH

RMH
CC

RC

MH

LC

CMH

RMH
CC

RM LM

RM LM

ZP
1−23

ZM
1−23

cable motor

cable motor

MH

MH

MH

IH

IH

IH

IH

IH

IH

Figure 4.4.: Equivalent impedances for different purposes. On the left hand side is the
torque-producing and parasitic part of the drive. For the sake of clarity,
connections internal to the motor housing (MH) or the internal to the
inverter housing (IH) are not always shown. The upper right hand side
shows the impedance of the parasitic part ZP

1−23 and the lower right hand
side shows the torque-producing part ZM

1−23.

These two parts are affected differently by the motor operating point, i.e. the load torque
and rotational speed: in reality the winding part produces the mechanical torque and is
therefore strongly affected by the CEMF voltage source, which is, as already explained,
not included in the model. In contrast, the power dissipation in the parasitic part is
determined by the voltage level of the dc voltage supply, the switching frequency and
the resonant frequency of motor cabling and winding. The switching frequency acts
linearly on the power dissipation, as it determines how often the resonant circuit is
excited per time unit. The voltage level of the dc supply increases the power dissipation
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quadratically, as the voltage level determines the energy stored in the resonant circuit.
The motor current does hardly influence the energy dissipation as it is approximately
constant before and after the resonant effect (compare Figure 3.1(b) and Figure 1.3(a)).
Therefore the energy stored in the cable inductance is constant before and after a
switching action. A consequence of this difference is a stepwise evaluation of the
impedance: first the torque-generating and parasitic parts are evaluated separately and
then the complete impedance is evaluated. The two impedances are denoted as ZP

1−23

and ZM
1−23 for the parasitic and torque-producing parts respectively and Z1−23 denotes

the complete impedance.

As described in Chapter 3, the parasitic impedance ZP
1−23 forms a series resonance circuit.

The cable inductance LC and the capacitance in the motor housing CMH influence the
resonant frequency fres, which is fres =

1
2π
√

LC·CMH
(Equation (3.7)). The resistor RMH

models the damping of the resonant circuit and therefore strongly affects the rate of
amplitude decay of the parasitic impedance ZP

1−23 within the simulation.

4.4. Numerical Study

This section provides a numerical example illustrating the evaluation of the bandwidth
limitation error.

To point out the practical relevance of the following results, they are put in contrast with
a target uncertainty etar of a power measurement. Therefore the scenario of evaluating
the efficiency ηinv of an inverter is considered. Given the definition of the efficiency
in general and an assumed inverter efficiency of ηinv=95 %, the error bounds can be
derived by error propagation at a desired efficiency uncertainty of ∆ηinv=0.5 % as

ηinv =
Pout

Pin

∣∣∣∣∆ηinv

ηinv

∣∣∣∣= ∣∣∣∣0.5%
95%

∣∣∣∣= 0.5%≤ |ein|+ |eout| , (4.11)

where ein and eout are the uncertainties of the dc input power Pin and the ac output
power Pout. The uncertainty is derived by error propagation. The results illustrate
the order of magnitude of the uncertainties. Some power analyzer manufacturers [31]
utilize the worst case uncertainty too, which is equivalent to the uncertainty obtained
by error propagation. Current power analyzer provide an uncertainty for dc power
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in the range of 0.1 % [130]. The input power Pin of the inverter is a dc quantity
and therefore the measurement uncertainty of the input power ein is 0.1 %. Conse-
quently, the measurement uncertainty eout of the inverter’s ac output power has to be
smaller than eout ≤ 0.5%− 0.1% = 0.4% for keeping the desired uncertainty of the
inverter efficiency ∆ηinv=0.5 % (see Equation (4.11)). The relation between the result-
ing uncertainty of the power and the various uncertainties of sensors, the measurement
chain, algorithms and the bandwidth limitation of the complete measurement chain is
a complex matter [77], [80], [125]. The effect of a bandwidth limitation is therefore
roughly estimated with an intuitive and practical engineering approach: splitting the
uncertainty budget of 0.4 % equally among the sensor, measurement chain, algorithm
and bandwidth limitation leads to the target uncertainty of the bandwidth limitation
of erel,tar=1 ·10−3.

In this chapter, a different motor than in Chapter 3 (approximately 80 kW to 100 kW, see
Table 3.1) is used as the load impedance. For evaluating the bandwidth error, a 10.4 kW
PMSM machine with variable rotational speeds and variable cable lengths is considered
as load impedance. The following values are constant for the complete numerical
study: the switching frequency of the inverter fS is constant with 20 kHz, the dc voltage
is 400 V and the PWM is realized with the trailing edge uniform sampling strategy [83].
The values for the motor winding are: RM = 180mΩ and LM = 1.6mH. An impedance
analyzer measurement of the motor parasitics at 3 MHz resulted in RMH = 2Ω and
CMH = 4nF. This measured values are comparable with motors of the same power
rating [90], [112]. The cable parameters are calculated for a cable radius ri of 1.8 mm,
a shield radius rS of 3.1 mm and a cable distance d of 30 mm. The cable parameters
result from Equation (3.4), (3.2) and (3.3): CC = l · 204pF/m, LC = l · 1.1µH/m and
RC = l ·1.7mΩ/m.

The frequency of the motor current fM varies in the range of 0.4 Hz to 1 kHz and is
limited to one digit after the decimal point in order to guarantee a periodic PWM
signal (see Equation (4.10)). The computation steps of the evaluation are illustrated
in Figure 4.5, where different load impedances Zk are used in different parts of this
numerical study.
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Figure 4.5.: Signal flowchart for the evaluation of the bandwidth limitation error. The
current is calculated in the FS domain from the PWM voltage signal and a
load impedance. Evaluating the difference between the bandlimited power
and the reference power results in the bandwidth limitation error.

4.4.1. Torque-Producing Part of the Impedance

In this section the influence of a bandwidth limitation on power calculations is evaluated
for the torque-producing part of the impedance ZM

1−23.

For the evaluation the FS coefficients are generated up to 10 MHz for a variety of
PWM voltage signals, where the reference power Pref is calculated with a bandwidth of
10 MHz. The variation includes different fundamental motor current frequencies fM,
initial phase shifts and different amplitudes of the sinusoidal modulating signal u(t) (see
Figure 4.5).

The simulations showed that neither an amplitude change nor an initial phase shift
between triangular carrier and sinusoidal modulating signal influences the relative error.
Therefore Figure 4.6 shows the relative error for different fundamental frequencies
of the motor current only. As can be seen, a higher frequency fM yields a higher
relative error erel( fa). From the point of keeping the target uncertainty of 1 ·10−3, this
part of the impedance is uncritical: the relative error is for all frequencies fM smaller
than 1 ·10−3. It is important to highlight the analog bandwidth fa where the error is
influenced the most: it is the inverter switching frequency fSw at 20 kHz. As soon as
the bandwidth fa is higher than the switching frequency fSw, the error erel( fa) starts to
decrease. Therefore, it is advisable to set the analog bandwidth fa beyond this frequency.
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Figure 4.6.: Relative error erel( fa) in power calculations as a function of the analog
bandwidth fa for the motor impedance ZM

1−23 only. The seven lines represent
different fundamental frequencies of the motor current fM.

Setting the analog bandwidth to some hundreds kHz makes the bandwidth limitation
error negligible.

4.4.2. Parasitic Part of the Impedance

The power dissipation Eabs( fa) in the parasitics is expressed as an absolute value with
Equation (4.5). The resonant frequency for a given motor is a function of the cable in-
ductance LC and thus a function of the cable length l. Motivated by this dependence, the
bandwidth limitation error is evaluated for different cable lengths, where the reference
power Pref is calculated at a reference frequency of 50 MHz. In order to obtain reliable
simulation results it is advisable to set the reference frequency beyond the highest fre-
quency where a contribution is expected. In contrast to measurements, simulations allow
for reliably estimating the maximum contribution. For the simulated drive parameters
the resonant frequency ranges up to approximately 5 MHz. Therefore the reference
frequency is set to fa,ref=50 MHz, such that the reference power is computed with a
factor of ten to the highest expected contribution.

The resulting absolute error Eabs is shown in Figure 4.7 for four different cable lengths.
As can be seen, a shorter cable with a higher resonant frequency requires a higher
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analog bandwidth fa for the same accuracy of the measurement. The maximum power
dissipation is for one motor mainly a function of the capacitor CMH and the dc voltage
level. As the absolute error is in the range of approximately 9 W its consideration can be
negligible if the power of the torque-producing part is much larger. However, accurate
measurements require the consideration of these power losses, as this losses exist beside
other uncertainties like sensor accuracy or ADC non-idealities. Furthermore, neglecting
this losses will influence the measurement result in a biased way, i.e. the influence on
the measurement result will not cancel out in the mean like in case of white noise.
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Figure 4.7.: Absolute error Eabs( fa) in power calculation caused by the parasitic ele-
ments ZP

1−23 of the drive impedance as a function of the analog bandwidth
fa. The different lines represent different cable lengths with different result-
ing resonance frequencies.

4.4.3. Total Impedance

Having discussed the torque-producing and parasitic parts of the impedance separately,
the final section of this numerical study addresses the bandwidth limitation of the total
impedance of the drive. As described in Section 4.3, the total error is a function of the
operating point. However, the load model does not support any mechanical coupling,
and therefore the different operating points are implemented by different frequencies and
amplitudes of the modulation signal. Amplitude and frequency are adjusted such that
the power of the torque-producing part of the load impedance results in the following
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operating points: full power with 8 kW, half power with 4 kW and low power with
0.8 kW. Evaluating these operating points with two different cable lengths illustrates
the difference between running the drivetrain on a test bed or in the vehicle. The cable
length l is assumed to be 2 m in case of an installation on test bed and 20 cm in case of
a vehicle installation.

As shown in Figure 4.8, the relative error converges for lower frequencies to approxi-
mately 1 ·10−3, 2 ·10−3 and 1 ·10−2 for the cases 8 kW, 4 kW and 0.8 kW respectively.
From this relative errors follows, that the error at lower frequencies is limited by the
ratio of the power dissipation in the parasitics to the motor operating point, where the
parasitic power dissipation is approximately 9 W as evaluated in Section 4.4.2.

This indicates that the relative accuracy of a measurement is limited if a motor is
operating at a low power operating point and the analog bandwidth does not cover the
power dissipation of the parasitic parts. However, once the analog bandwidth covers
the resonant frequency, the relative error starts to decrease. Summing up, these results
show that the cable length influences the bandwidth error for a given analog bandwidth.
Thus, an efficiency determined on a test bed can differ from the actual efficiency in the
vehicle.
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A comparison of the relative error from Figure 4.8 with the defined target uncertainty
erel,tar=1 ·10−3 shows that the full power operating point with 8 kW is the least critical
operating point. At the full power operating point, the ratio of the parasitic power
to the total power violates the desired target uncertainty just slightly . Therefore, a
low analog bandwidth is sufficient. The half and low power operating point with
4 kW and 0.8 kW require in case of a 2 m cable an analog bandwidth in the range of
2 MHz to meet the target uncertainty constraint. In case of the shorter 20 cm cable, the
required bandwidth to fulfill the target uncertainty increases to 5 MHz and 7 MHz for
the half and low power operating point respectively. Since the simulations consider
an ideal low pass filter, a measurement system would require a higher bandwidth of
for example 10 MHz. In practice, however, a bandwidth around some 10 MHz is not
always feasible in combination with a correspondingly low level of uncertainty of the
measurement chain. Therefore, power measurements with a bandwidth not covering the
resonant frequency should be made, if possible, at a high power operating point, such
that influence of the parasitic power is small enough.

A metrological verification of the presented results is a challenging task: a direct power
measurement based on voltage and current acquisition would have to provide uncertain-
ties low enough such that the isolated bandwidth limitation error can be determined.
The difficulty gets obvious by desiring an exemplary power measurement uncertainty
of one third of erel,tr which is approximately 300 ·10−6. This exemplary uncertainty
must hold within the constraints of an automotive drive: amplitudes up to 1 kV and
some 50 A and frequencies from dc up to at least 10 MHz. As the uncertainties of cur-
rent and voltage sensor influence the resulting power uncertainty they should be at least
in the range of the desired power measurement uncertainty of 300 ·10−6. Metrological
laboratories provide voltage dividers and coaxial current shunts with uncertainties in
the range of 10 ·10−6. However these sensors are typically characterized within the
audio frequency band [59], [131]. Therefore, verifying the bandwidth limitation error
with these sensor is limited to some hundred kHz. Another possibility for obtaining
a wideband reference result for the ac power Pac is to measure the dc input power Pdc

and subtract the heat losses PL of the inverter. If the heat losses PL of the inverter are
determined by calorimetry, they are independent of a bandwidth limitation. Calorime-
ter can determine the heat losses with uncertainties in the range of 1 % [108]. The
output ac power Pac of an inverter is then the input power Pdc of the inverter reduced
by the heat losses PL of the inverter and the absolute measurement uncertainty of the
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output power Pac is the sum of input power uncertainty plus the heat loss uncertainty.
If an inverter operates at an approximate efficiency of 95 %, then the overall relative
uncertainty of the ac output power is the dc input power uncertainty weighted by approx-
imately 95 % plus the heat loss uncertainty weighted by approximately 5 %. However,
reaching the desired relative overall uncertainty of some 300 ·10−6 is challenging. The
combined calorimetric method is presented for less stringent uncertainty requirements
in the following Chapter 5 including a detailed discussion of the achievable accuracy.

4.5. Summary

This chapter presents a method for the evaluation of the bandwidth limitation in electric
power measurements and analyses in detail the power measurements taken on the
ac side of an inverter in an electric automotive drivetrain. The FS development and
the usage of a realistic equivalent impedance of the electric drive represent the key
elements of the investigation. The examination of the proposed method in a numerical
study identified the resonance frequency of the parasitic components to be a critical
quantity, where the simulated bandwidth limitation corresponds to filtering with an ideal
rectangular lowpass filter. As illustrated in the numerical study, power measurements
of the torque-producing part are sufficiently accurate with a bandwidth covering the
switching frequency of the inverter.

Accurate measurements of the total power, however, require an analog bandwidth
covering the parasitic power dissipation. Therefore the spectral content of the signals
on the ac side has to be inspected prior to measurements with a power analyzer with
attention to resonance effects with a fast acquisition device like an oscilloscope. From
the point of view of practical application, the required analog bandwidth of the power
analyzer can be difficult to achieve as it can exceed the range of some 10 MHz. To
overcome this bandwidth limitation, the following chapter proposes a calorimetric
measurement method that is inherently free of a bandwidth limitation.

Therefore, it is important to bear in mind, that power measurements can be corrupted
by a significant bandwidth limitation error if the bandwidth is in the range of some
hundreds kHz and therefore not covering the power dissipation of the parasitics. In
conclusion, it is advisable to measure the power, if possible, at an operating point, such
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that the ratio of the parasitic power dissipation to the total power is small enough for
keeping the desired uncertainty.
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5
Reference Power Measurement

In this chapter, a method for obtaining a reference power measurement is presented.
The reference power result is utilized for evaluating the simulation-based results of the
thesis and it can serve as reference by comparing power analyzers under non-sinusoidal
conditions appearing in electric drives. The method provides power measurements on
the ac side of the inverter by combining the dc input power with a calorimetric heat loss
measurement of the inverter. The following sections discuss the constructed calorimeter,
the designed electric drive and the measurement setup.
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5.1. Problem Description

For measuring power in inverter-fed drives, power analyzer are typically utilized. A
power analyzer samples and multiplies voltage and current at once and averages the
instantaneous power for computing the active power based on Equation (2.5). Besides
measurement issues like the accuracy of a probe, this sample based approach yields to
the measurement issue of acquiring wide bandwidth signals.

Figure 5.1 shows measurements of voltage and current. The voltage is almost rectangular
while the current is a set of piecewise linear functions, approximating a sine. The sharp
switching transients and the ringing in voltage and current disclose a wide bandwidth of
the circuit. To obtain accurate results of the active power, the acquisition of this signals
requires fast and simultaneously accurate measurement hardware. The problem is, that
the acquisition device should provide sufficient memory depth for storing multiple
periods of the fundamental, a high sampling rate for capturing the high frequency
resonance effects and a high amplitude resolution for handling the accuracy demands.
Current signal chain electronics however are not able to handle this requirements
simultaneously. Therefore, this chapter presents a novel method for measuring the
power at the ac side of the inverter without the need for acquiring fast ac signals.

For verifying, evaluating or comparing the power analyzer’s measurement result, a
reference measurement is required. The reference measurement has to provide a smaller
uncertainty to serve as a reference.

From a theoretic viewpoint, the reference power measurement has to include the full
spectrum of voltage and current. In practice, the measurement system has to acquire all
spectral content with a significant contribution to the power. As discussed in Chapter 4,
the spectrum has to cover possible resonances resulting in a measurement bandwidth of
tens of MHz. From engineering point of view, it is challenging to design a measurement
chain from dc to some tens of MHz with low level of uncertainty. At the sensor side
of the measurement chain, the voltage and current probes have to provide sufficient
bandwidth and in addition sufficient flatness in the frequency response. In automotive
drives, the voltage signal has an amplitude of typically some 100 V up to 1000 V and
the current’s amplitude ranges from 50 A to 200 A.
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Figure 5.1.: Measured voltage and current signals on the ac and dc side of the inverter
with a sampling frequency of 125 MHz. The ac voltage and current contain
overshoots resulting from the switching operation of the inverter. All
measurement probes are equipped with common mode chokes, reducing
noise created by inverter switching. The offset of the ac voltage U1 of
−30 V is explained in Figure 5.2 and Figure 3.5.

Although it is challenging, the acquisition of the voltage signal is feasible from a
practical viewpoint. Differential voltage probes are available with a flat frequency
response, wide bandwidth and sufficient accuracy. Scientific research articles [60],
[132] describe probe development with suitable measurement parameters.

However, the high accuracy of direct power measurements is limited by the current
sensing capabilities. The article [22] reviews different techniques for current sensing.
According to the article, an appropriate technology for the required frequency and ampli-
tude range is based on coaxial current shunt resistors. Other technologies like open loop
hall effect current probes suffer from accuracy while closed loop probes do not provide
sufficient bandwidth. Although, a current shunt is well suited in terms of bandwidth
and accuracy, the measurement of the shunt’s voltage drop involves measurement issues
within the setup of an automotive drive. For the phase current measurement between
motor and inverter, the shunt is typically designed such that its voltage drop at full
scale is in the range of 1 mV to 100 mV for keeping the shunt’s power loss low. For the
measurement of the shunt voltage drop a differential measurement is required, as the
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inverter switches the phases from positive to negative supply and both connections of
the shunt can be on the low and high side. The common mode rejection ratio (CMRR)
of the differential stage becomes therefore an important parameter. Although, single
operational amplifier provide CMRRs up to 130 dB, full differential voltage probes
offer CMRRs in the range of some 70 dB (see [60, see Table I]). For current shunt
measurements with the common mode voltage up to 1000 V and voltage drops in the
mV range, a CMRR of at least 100 dB would be required to obtain a common mode
influence smaller than 0.1 %. Up to now, such CMRR’s are not commercially available
within MHz bandwidth, kV common mode voltage and mV voltage drop.

As the direct sampling measurement of the power is not suitable for reference mea-
surements a further approach is presented. Besides the digital sampling approach, a
calorimetric approach for power measurements of electric drives is proposed [104],
[105]. The calorimetric method measures directly heat losses independently of their
origin like mechanic friction losses or electric power losses. However, calorimeters are
either bulky or suffer from accuracy if large output power from an inverter is measured
directly. Therefore, a combined method for determining the ac power is proposed in
this chapter.

This chapter proposes a novel method for providing a reference power result for the
ac power to overcome the drawback of the power analyzer’s limited bandwidth as well
as the limited power measurement range of the calorimetric approach. The reference
result for the ac power is determined by combining a dc power measurement with
a calorimetric heat loss measurement. As the proposed method does not require to
measure ac quantities, the reference result provides the important feature, that it is not
affected by a bandwidth limitation. This desirable property is achieved as the proposed
method provides inherently dc quantities. However, the calorimetric approach needs a
stationary operating point of the motor.

5.2. Measurement Principle

For understanding the measurement principle, the topology of an electric drive is
depicted in Figure 5.2 with focus on power flows. The aim is to measure the power
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on the ac side, denoted as Pac. Instead of measuring the ac side power Pac directly by
voltage and current measurements it is determined by the relation

Pdc−Pac−PL = 0. (5.1)

Equation (5.1) states that all powers entering and leaving the inverter sums up to zero,
which is true if the system is in thermal equilibrium. By rearranging Equation (5.1), it
is possible to compute the ac output power Pac by means of the dc input power Pdc and
the inverter losses PL:

Pac = Pdc−PL. (5.2)

For implementing Equation (5.2), the dc input power Pdc and the loss power PL have to
be measured.

The dc input power Pdc is measured straightforward: measurements of voltage and
current are multiplied and result in the active power Pdc supplied by the source. As
depicted in Figure 5.2, an optional LC filter stage supports the dc link capacitor in
decoupling the switching actions of the inverter from the ac side to the dc side. This
filter minimizes ac content in the signals on the dc side and allows for computing the
dc power with a simple product

Pdc =Udc · Idc. (5.3)

The simple computation is only allowed, if current and voltage do not include ac content,
which is guaranteed by the additional LC filter stage.

The loss power PL of the inverter is measured directly with a calorimeter. In comparison
to a direct calorimetric measurement of the ac output power Pac, the calorimeter can
be constructed much smaller for measurements of the loss power PL, as the heat losses
of the inverter are much smaller than the ac output power Pac. The heat losses PL lie
typically in the range of 10 % of the dc input power Pdc.
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Figure 5.2.: Electric drive with a three-phase inverter and a motor in an automotive
application. All housings are bonded to ground via chassis. The negative
power supply output is connected to ground for safety reasons with a
bonding resistor RB = 370kΩ and a bonding capacitor CB = 3µF. The
capacities CS1, CS2 and CS3 represent the stray capacitance of cabling,
inverter and motor winding for each motor phase. The LC filter stage
minimizes ac content of the current Idc and the voltage Udc.

5.3. Calorimetric Power Measurement

The working principle is based on the fact that the rise of temperature in an arbitrary ac or
dc load relies exclusively on active power. Through this principle, the calorimeter gives
a measurement result exclusively as a function of the active power, and independent of
the spectral composition of voltage and current signals. Further details on the different
variants of calorimeters, their properties and a classification is given in the review
article [105].

Based on the classification in [105], a closed and balanced type calorimeter is utilized to
determine the electric power on the ac side of the inverter. For this type of calorimeter,
the temperature difference δ between the inside temperature Ti and the outside tempera-
ture To is utilized for computing the loss power PL inside the calorimeter. To obtain low
levels of uncertainty of the measured loss power PL, it is important that the temperature
difference δ is constant after an initial transient. The constant value of the temperature
difference δ requires that the transfer function from the loss power PL to the inside
temperature ti has lowpass character with a longer time constant τth than the common
signal period TSig (corresponds to the slowest thermal dynamics of the device under
test). The time constant τth is a function of the thermal transfer resistance Rth and the
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thermal mass Cth of the calorimeter. The realized calorimeter is illustrated in Figure 5.3
and consists of a wooden box serving as thermal insulator, two temperature sensors
for determining the temperature difference between in- and outside the wooden box,
an electric heating unit and a fan inside the box securing a homogeneous temperature
distribution. The picked temperature sensors provide an absolute accuracy of ±0.5 ◦C.
For balanced type calorimeters, a small hysteresis error is more important than a high
accuracy. For the picked temperature sensor the hysteresis error is ±2 ·10−3 K.

Main Power Supply

Inverter Supply

Power Supply for Heating

Fan

Heat Insolation

Heating Unit

Inverter

PMSM

Load Resistors

Temperature Sensor

Heat Sink

Pac

Pdc

PHeat

PInv2
2

2

3

3
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To

Power Analyzer

Cable Length l

Figure 5.3.: Components for calorimetric ac power measurements. The complete setup
is placed in a climate camber for having constant ambient temperature
To. In the first stage, the inverter drives the motor and rises the interior
temperature Ti of the box. In the second stage, the inverter is in standby and
the heating unit is controlled such that the same temperature rise prevails.
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5.3.1. Calorimeter Design

Power measurements with closed and balanced type calorimeter transfer power mea-
surements to temperature difference measurements. The principle of operation is, that
in a first step the inverter is placed in the calorimeter and drives the motor in a stationary
operating mode. Because of the heat losses of the inverter PL, the temperature inside
the calorimeter Ti raises. The temperature rise relies exclusively on the active power in
the calorimeter. For determining the loss power, this temperature rise is compared to the
temperature rise resulting from a dc power source. If the rate of temperature change is
equal for the ac and dc case, both power losses have to be identical and independent of
the spectral composition of voltage and current signals as long as their common signal
period is much shorter than the time constant τth of the calorimeter.

For designing a calorimeter, relevant parameters are

1. the heat loss inside the calorimeter PL,

2. the maximum allowed temperature inside the calorimeter Ti,

3. the thermal mass Cth of the calorimeter.

The first two parameters determine the thermal resistance of the calorimeter Rth ([Rth] =

K/W) with the following relation:

Rth =
Ti−To

PL
=

δ

PL
, (5.4)

where To denotes the temperature outside the calorimeter and δ the temperature differ-
ence between in- and outside. The aim is to provide a reference result for the active
power on the ac side of the inverter Pcac by measuring the dc input power Pdc and the
inverter losses. Therefore the inverter has to be placed in the calorimeter. By embedding
the inverter in the calorimeter, three boundary conditions become effective for the
utilized electric drive:

1. The calorimeter’s interior edge length lcal must be larger than 0.3 m, such that the
inverter fits in the calorimeter.

2. The heat loss in the calorimeter PL is approximately 10 % of the motor power,
resulting in 200 W for a motor load of 2 kW.
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3. The maximum allowed temperature inside the calorimeter Ti is limited by standard
electronic components and integrated circuits to 85 ◦C.

The following design procedure gives a rough estimate of the calorimeter design. A
more precise design would require a comprehensive simulation of all heat transfer
processes including material properties and environmental conditions. Within the scope
of this work, however, a rough design is sufficient, as the focus is on the measurement
uncertainty. The measurement uncertainty of the calorimeter mainly depends on the
temperature and power measurement accuracy and not on the calorimeter design.

The calorimeter structure is cubic for keeping the construction effort low. From the
cubic design follows the thermal resistance Rth which is composed by the material’s
heat conduction and the thermal transmission [133, Ch. 2.2.]:

Rth =
dcal

6 · l2
cal ·κ︸ ︷︷ ︸

conduction

+
Rt

6 · l2
cal︸ ︷︷ ︸

thermal transmission

[κ] = W/(mK) [Rt ] = m2 K/W, (5.5)

with κ as the thermal conductivity of the insulation material and dcal as the insulation ma-
terial thickness. The thermal transmission coefficient Rt considers the thermal resistance
due to convection and radiation. The actual value of the transmission coefficient Rt can
be computed on basis of the geometric structure, the temperature difference δ , the ther-
modynamic properties of air, the roughness of the surface and the convection situation
in terms of natural or forced velocity profiles [133]. As the aim is to roughly estimate
the thermal resistance Rth, the thermal transmission coefficient Rt is approximated by
consulting norms for energy efficient construction of buildings, as for example [134].
An air velocity of 1 m/s results in a thermal transmission coefficient Rt of 0.08 m2 K/W
for the transmission from outer air to the thermal insulator. The transmission from
the inner air to the insulator is much smaller and it is therefore neglected, as a fan
inside the calorimeter provides a much high air velocity than 1 m/s. The air velocity
of 1 m/s is a rough estimation for the air speed around the calorimeter placed in a
climate chamber.

The three design variables namely the insulation material with a specific thermal con-
ductivity κ , the insulation material thickness dcal and edge length lcal , have to be chosen
such that the inner temperature Ti does not exceed the limit of 85 ◦C at the maximum
loss power PL of 200 W and the edge length larger than 0.3 m. Figure 5.4(a) illustrates
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the relation between loss power PL and temperature difference δ for different thermal
resistances Rth. If the outer temperature To is assumed to be 20 ◦C, the maximum temper-
ature difference δ is 65 K. This temperature difference is met for all depicted values of
Rth in Figure 5.4(a) for the considered maximum losses of 200 W. Therefore, a thermal
resistance Rth smaller than approximately 0.3 K/W is desirable for the calorimeter
design. The smaller the thermal resistance Rth becomes, the more loss power can be
measured with the calorimeter without violating the boundary condition of a maximum
interior temperature Ti of 85 ◦C. An upper bound for the thermal resistance is therefore
0.3 K/W and in the following design stage the realization of this thermal resistance is
discussed.
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Figure 5.4.: Computed values of the calorimeter with an assumed thermal transmission
value Rt of 0.08 m2K/W. The insulation material is poplar plywood with a
thermal conductance κ of 0.12 W/(mK).

In Figure 5.4(b), the thermal resistance Rth is shown as a function of the edge length of
the box lcal for three available insulation material thickness values dcal. The insulation
material is plywood with a thermal conductance κ of 0.12 W/(mK) [133, tab. A.2]. An
insulation material with a lower thermal conductance κ (e.g. expanded polystyrene κ

= 0.033 W/(mK)) would result in two undesirable calorimeter design constraints for
a thermal resistance Rth smaller than 0.3 K/W. Either the calorimeter’s edge length
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lcal would be large, making the calorimeter bulky or another design possibility would
be the usage of thin walled insulation material making the calorimeter mechanically
fragile. All depicted material thicknesses dcal and edge lengths lcal in Figure 5.4(b) are
suitable for the calorimeter design, as they result in a thermal resistance Rth smaller than
0.3 K/W.

For a convenient construction, an edge lengths lcal of 0.5 m and a material thicknesses
dcal of 8 mm is selected. This design parameters result in a calculated thermal resistance
Rth of 0.1 K/W and a temperature difference δ of approximately 20 K at 200 W loss
power PL.

The thermal time constant τth of the calorimeter describes the time to cool down the
calorimeter to 37 % of its initial inner temperature Ti or to heat the calorimeter to 63 %
of its final temperature [133, eq. 1.23]. The thermal time constant τth of the calorimeter
can be computed from the heat capacity of the air inside the calorimeter, the thermal
heat capacity of all components inside the calorimeter and the thermal resistance Rth.

The heat capacity of the air can be computed from the design parameters of the calorime-
ter. The heat capacity of all components inside the calorimeter can not be computed
straight forward, as the cabling, the additional fan, the heating unit and the inverter
consist of a broad material mix. Therefore the heat capacity of all components Cth is
roughly approximated by a solid aluminum (Al) cube with the same volume Vinv as the
inverter’s IGBT modules and heat sink:

τth = Rth ·

ρAir · l3
cal · cpAir︸ ︷︷ ︸

heat capacity of air

+ ρAl ·Vinv · cpAl︸ ︷︷ ︸
heat capacity of components


︸ ︷︷ ︸

heat capacity Cth

, (5.6)

with the material density ρ , and the specific heat capacity cp.

For an inner air temperature Ti of 27 ◦C, the thermal time constant τth of the calorimeter
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evaluates to

τth = 0.1
K
W
·1.177

kg
m3 ·0.125m3 ·1007

Ws
kgK︸ ︷︷ ︸

air

+2700
kg
m3 ·3 ·10−3 m3 ·896

Ws
kgK︸ ︷︷ ︸

aluminum


= 740s = 12.4min, (5.7)

where the non-air volume of the inner components Vinv (i.e. mainly the inverter) is
approximated by 3 dm3. As will be shown later in the experimental section, the actual
thermal time constant τth of the calorimeter plus all components is approximately
three times larger. The heat capacity of the air inside the calorimeter is well known.
Therefore it can be concluded, that the computation of the heat capacity of all remaining
components inside the calorimeter is over simplified. The inverter consists of a broad
material mix with an unknown mass distribution. Therefore, it is not possible to predict
the thermal time constant τth of the calorimeter accurately by such a simple formula as
Equation (5.6).

The measured thermal resistance Rth of the constructed calorimeter is shown in Fig-
ure 5.5 for different operating points between 60 W to 180 W loss power PL. As can
be seen, the measured thermal resistance Rth varies and therefore the temperature and
loss power relationship is not perfectly linear. The nonlinear behavior can be explained
by thermal convection and radiation. Although the behavior is not perfectly linear, a
least-squares fit of the thermal resistance Rth with 123 ·10−3 K/W approximates the
behavior over a wide operation range well. The nonlinear behavior of the calorimeter
does not have an influence on the measurement result as the balanced measurement
procedure corresponds to a calibration at each operating point. Further details on the
measurement procedure are given in the next section.

Differences between the predicted value of Rth=100 ·10−3 K/W (Equation (5.5)) and the
measured value of Rth=123 ·10−3 K/W can be explained by two influences: Firstly, the
cubic design requires additional square timber elements beside the rectangular plywood
boards for bonding and screwing the boards together. This square timber elements
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Figure 5.5.: Measured values of the calorimter with the design parameters thickness
d=8 mm and an edge length lcal = 0.5 m. The dots denote measured steady-
state operating points. The dashed line represents the linear least squares fit
of the thermal resistance Rth resulting in 123 ·10−3 K/W.

increase the effective thickness dcal of the surface volume resulting in a higher thermal
resistance Rth. Secondly, the thermal transmission is roughly modeled with a single
transmission coefficient Rt , although complex heat transfer processes like radiation and
convection are covered.

5.3.2. Measurement Procedure

The calorimeter determines the power on the ac side of the inverter Pcac in two stages:
in the first stage the drive is in normal operation mode and the temperature inside the
box Ti rises due to heat loss. The temperature rise results from the sum of all electric
power entering the insulated box, the heat capacity Cth of the components in the box
and the heat transfer rate to the outside of the box described by the thermal resistance
Rth ([Rth] = K/W). After an initial transient time tth, the temperature difference δ1

between the inside temperature of the box Ti and outside temperature of the box To is
steady. The transient time tth depends on the time constant of the calorimeter τth. For
the constructed calorimeter, the time constant τth to obtain 63 % of the final value is
approximately 30 min resulting in a transient time tth of 3 h. The steady state temperature
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difference δ1 results from :

δ1 = (Ti−To)|motor running = Rth · (Pdc−Pcac +Pinv1) . (5.8)

In Equation (5.8), Pinv1 denotes the auxiliary power of the inverter and the fan inside
the box. The ac power Pcac is subtracted from the dc power Pdc as it channels through
the thermally insulated box. After the initial transient temperature rise tth, the drive is
deactivated and the temperature difference δ1 is saved for the next measurement stage.

The second stage of the measurement process is the heating stage, which follows
immediately the first stage. In this stage, the heating unit inside the box is powered by a
temperature controlled dc source such that the temperature difference δ2 prevails the
same temperature difference δ1 as during the first running-motor stage:

δ2 = (Ti−To)|heating = Rth · (Pheat +Pinv2) . (5.9)

The power Pinv2 describes the power consumption of the fan and the inverter with
disabled electronic power switches and Pheat denotes the power of the heating unit.

The ac power Pcac results from subtracting Equation (5.8) from Equation (5.9):

Pcac = Pdc +Pinv1−Pheat−Pinv2−
δ1−δ2

Rth
. (5.10)

Under ideal conditions the last term δ1−δ2/Rth will cancel out; in reality, the magnitude
of δ1−δ2/Rth is at least very small. Hence, it is sufficient to measure dc power and
temperatures for determining the active ac power on the ac side of the inverter Pcac as
can be seen from Equation (5.10). For precise measurements, it is important that the
ambient conditions and the setup of the calorimeter do not change between the two
stages. Therefore, the complete setup is housed in a climate chamber with a constant
temperature To of 18 ◦C and the wooden box and its cabling is not modified between the
two measurement stages.
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5.3.3. Uncertainty Evaluation

Calorimetry

In order to compare the calorimetric ac power measurement with the result of the power
analyzer, the upper bound for the uncertainty of the calorimetric ac power ∆Pcac is
derived by error propagation:

∆Pcac = ∆Pdc +∆Pinv1 +∆Pinv2 +∆Pheat +
∆δ

Rth︸ ︷︷ ︸
∆Pcal

+
δ1−δ2

R2
th

∆Rth. (5.11)

The terms ∆Pdc and ∆Pheat denote the worst case measurement uncertainty of the
dc power Pdc and the heating power Pheat. The measurement uncertainty of the inverter
supply Pinv is denoted by ∆Pinv1 for the first measurement stage and ∆Pinv2 for the second
measurement stage. Nonideal steady state temperature conditions and measurement
uncertainties of the temperature sensor are expressed by ∆δ . The term ∆Rth denotes a
possible change of the thermal resistance Rth of the calorimeter. In Equation (5.11), the
uncertainty can be split into two parts.

The first part is the uncertainty of the dc power measurement ∆Pdc. The measurement of
the inverter’s dc input power Pdc is realized by means of measuring the dc voltage Udc

and the voltage drop Us across a high precision current shunt Rs. Hence, the dc input
power Pdc evaluates to

Pdc =Udc ·
Us

Rs︸︷︷︸
Idc

. (5.12)

The measurement of Pdc is realized by two Keithley 2100 6.5 digit voltmeters. As the
voltmeters are specified for dc signals, no ac ripple is allowed. Therefore, the additional
LC filter stage supports the dc link capacitor of the utilized inverter. This filter stage
minimizes ac content of the voltage and current signals. The measurement uncertainty
of the dc power measurement ∆Pdc incorporates:

1. the uncertainty of the voltage measurement ∆Udc,

2. the current shunt’s uncertainty ∆Rs,
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3. and the uncertainty of the current shunts voltage drop measurement ∆Us.

The dc power measurements uncertainty can in general be computed by two meth-
ods: by the GUM [75] or by error propagation. In terms of computational complex-
ity both methods are approximately equivalent. The main difference is, that within
the GUM framework a uncertainty coverage factor smaller than 100 % is considered,
whereas error propagation is based on an uncertainty coverage factor of 100 % and thus
corresponds to the worst case uncertainty [135]. Error propagation therefore leads to
more conservative estimates of the measurement uncertainty. But the main advantage of
error propagation is that no detailed knowledge about the uncertainty distributions of
the physical measurement process has to be known. Most measurement devices state
their uncertainty in terms of a guaranteed maximum deviation which is equivalent to a
100 % coverage factor. Therefore, a comparison with such a measurement device has to
be performed on basis of the worst case measurement uncertainty. Considering the three
uncertainties ∆Udc, ∆Rs and ∆Us, the dc power measurement’s worst case uncertainty
∆Pdc calculates to

∆Pdc =

∣∣∣∣ ∂Pdc

∂Udc
·∆Udc

∣∣∣∣+ ∣∣∣∣∂Pdc

∂Us
·∆Us

∣∣∣∣+ ∣∣∣∣∂Pdc

∂Rs
·∆Rs

∣∣∣∣ (5.13)

∆Pdc = Pdc ·
(∣∣∣∣∆Udc

Udc

∣∣∣∣+ ∣∣∣∣∆Us

Us

∣∣∣∣+ ∣∣∣∣−∆Rs

Rs

∣∣∣∣) . (5.14)

The second part in Equation (5.11), ∆Pcal results from the calorimetric measurement.
The uncertainty of the inverter supply power during the two measurement phases ∆Pinv1

and ∆Pinv2 and the uncertainty of the heating power ∆Pheat results from the measurement
hardware on an individual microcontroller board and two further Keithley 2100 6.5 digit

multimeters. The microcontroller board measures the inverter supply voltage Uinv and
the heating current Iheat with two 24 bit sigma-delta ADCs at a sampling rate of 640 Hz.
The data sampling rate of 640 Hz is averaged to the time basis of the temperature
controller of 1 s. The worst case uncertainty of the measurement chain of the inverter
supply voltage Uinv and the heating current Iheat is approximately ∆Uinv

Uinv
=183 ·10−6

and ∆Iheat
Iheat

=14 ·10−3 for the relevant measuring range. The temperature difference is
measured with two digital temperature sensors providing a hysteresis error of 2 mK.
For an improved overall uncertainty, the inverter supply current Iinv and the heat-
ing voltage Uheat are measured with the Keithley 2100 multimeters providing a range
dependent uncertainty. For the relevant range, the worst case uncertainty is approxi-
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mately ∆Iinv
Iinv

=1.8 ·10−3 for the inverter supply current Iinv and ∆Uheat
Uheat

=60 ·10−6 for the
heating voltage Uheat. The uncertainty of the resulting power of these terms computes
to

Px =Ux · Ix (5.15)

∆Px =

∣∣∣∣ ∂Px

∂Ux
·∆Ux

∣∣∣∣+ ∣∣∣∣∂Px

∂ Ix
·∆Ix

∣∣∣∣ (5.16)

∆Px = Px ·
(

∆Ux

Ux
+

∆Ix

Ix

)
, (5.17)

where the subindex x stands for inv1 (inverter supply during normal motor operation),
inv2 (inverter supply during deactivated drive) and heat (heating unit).

By evaluating Equation (5.11), uncertainties of the thermal resistance Rth are not con-
sidered, as the influence of ∆Rth on Pcac is almost negligible. Additionally, the thermal
resistance Rth is constant during one measurement because of the balanced calorimetric
measurement principle.

Power Analyzer

In the experimental section the calorimetric ac power Pcac measurement is compared
with the result of an commercial power analyzer Pac. The uncertainty bounds of the
power analyzer’s result ∆Pac are usually a function of the effective voltage and current,
the frequency range of the signals and the power factor. Because of the non-sinusoidal
waveforms a further issue arises on the ac side: neither the ac current nor the ac voltage
are pure sine waves in an inverter application. Both signals result from the switching
operation and are composed by multiple spectral components.

For computing the uncertainty of the power analyzer it is not defined which frequency
(e.g. switching frequency, fundamental frequency or bandwidth) has to be considered
for inserting into the power analyzer’s uncertainty equations from the users’s manual
(see Equation (5.18)). An obvious possibility for defining a frequency is to consider
the signal component with the highest spectral contribution. Therefore the fundamental
frequency is utilized for the current’s and the active power’s uncertainty and the inverter’s
switching frequency determines the voltage uncertainty.
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5.4. Experiments

In this chapter, the measurement results of the ac power of the calorimetric method Pcac

are compared with the power analyzers results Pac.

5.4.1. Constructed Electric Drive

In this section, the investigated electric drive is described and details concerning the
construction are presented.

The components of the electric drive are: a dc power source, a three-phase inverter
driving a permanent magnet synchronous motor (PMSM) connected via a jaw-type
coupling with a second PMSM acting as generator. The generator is connected to load
resistors converting the generator’s torque into heat energy. These components are wired
according to Figure 5.3 and Figure 5.2.

The negative power supply output is connected to ground via a resistor RB and a capacitor
CB as shown in Figure 5.2. By doing so, the grounding scheme of the drive in Figure 5.2
complies with automotive safety guidelines.

The main power supply is realized by a dc power source providing an isolated dc output
voltage Udc directly wired to the LC filter at the inverter. The supply operates in regulated
voltage source mode. An individual microcontroller board based on an ARM Cortex-M4

chip provides the control signals for the inverter. The microcontroller implements a
field oriented control (FOC) algorithm for the PMSM with current and speed control.
The design details of the FOC are as follows:

Control operation region The FOC control algorithm is configured to work without
flux weakening and with a constant angle of 90◦ between the current and flux
space vector. Therefore the machine’s current in the flux direction is controlled to
zero.

Current measurement The current is determined by measuring the phase current with
closed loop Hall effect sensors. The sensors provide a galvanic insulation from the
measured circuit current. The current output is captured by the microcontroller’s
ADC via a precision Surface Mounted Devic (SMD) shunt.
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Digital controller The digital control is realized by a proportional-integral controller
with an anti-windup structure. The controller parameters are designed by the
design rules of symmetrical1 and amplitude optimum.2

Rotor position measurement Within FOC, the current space vector has to be aligned
with respect to the flux space vector, as the torque is the vector product of current
space vector and flux space vector . The flux space vector is directly aligned with
the rotor position because of the rotor’s permanent magnets. Although methods
exist to estimate the alignment without a position sensor, the more precise and more
robust method is to measure the rotor position with a sensor. The rotor position is
determined with an incremental encoder with 4096 square-wave impulses per turn.
The incremental encoder provides two output channels with a 90◦ square-wave
signal offset for direction detection and a separate zero channel for determining
the absolute position. As the microcontroller provides an encoder interface mode
for a counter unit, the position determination is fully automatic without interrupt
and event handlers.

Space-vector generation The voltage space vector provided by the control algorithm
in direct and quadrature machine coordinates are realized by the classical space-
vector PWM (SVPWM) scheme [19] with a symmetrical switching pattern for the
first and second half of the switching period ( fSw=15 kHz).

Speed measurement The speed is determined by digital differentiation of the position
measurement. The differentiation is evaluated on a constant time basis of 1 ms.

Software organization The timing of the control algorithm has to be synchronous
with the switching cycle of the space-vector generation. Therefore, the switching
pattern generating timer unit triggers the ADC’s to convert the motor currents
and the dc bus voltage. After the conversion is finished, an interrupt is triggered
for running the FOC algorithm. The FOC algorithm computes new values for
the subsequent switching sequence with all current regulators and coordinate
transformations. The communication with the host computer is realized via a
command line interface. For this communication task, a real-time operating system

1In German: Symmetrisches Optimum
2In German: Betragsoptimum
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provides the underlying communication firmware. The soft- and firmware was
partly developed within the master’s thesis published in [136].

5.4.2. Investigated Experiments

The experiments include a parameter variation of the brake motor’s load and the acti-
vation of the power analyzer’s anti-aliasing filter (AAF). For all experiments the main
power supply dc voltage Udc is constant at 250 V and the motor speed control is set
to a mechanical speed of 1050 rpm, resulting in a fundamental frequency of the mo-
tor current of 70 Hz (4 pole pairs). The assembly of the test stand results in a cable
length of 1.25 m between inverter and motor and the inverter uses a switching frequency
of 15 kHz.

5.4.3. Utilized Power Analyzer

The power analyzer utilized is a Fluke Norma 5000 [31]. It is equipped with power phase
channels type PP50 providing a sampling frequency of 1.024 MHz with a bandwidth of
10 MHz. Additionally the power analyzer has activatable AAFs with a cutoff frequency
of 100 kHz. The anti-aliasing filter (AAF) allows for artificially reducing the analyzer’s
bandwidth, such that the sampling theorem is fulfilled and harmonic analysis can be
carried out. The last calibration of the power analyzer was performed in 2012. Because
of the out-of-date calibration, all following results should be taken on a relative scale,
such that the results are comparable among each other rather than absolutely.

According to the power analyzer’s reference manual [31, sec. 11], the ac uncertainty
for voltage and current signals is specified as a function of the signal RMS range (rng),
the RMS reading (rdg) and the signal frequency. Within this thesis, the frequency of
the spectral component with the largest amplitude is used as signal frequency for
determining the uncertainty. According to the user’s manual, the relative current
uncertainty Fi in the frequency range from 10 Hz to 1000 Hz has an uncertainty of
±(0.05%+ 0.05% rngi/rdgi). In contrast to the current signal, most signal power
of the voltage signal is located at the spectral component of the inverter’s switching
frequency. Therefore the relative voltage measurement uncertainty Fv is determined for
a frequency of 15 kHz and it is ±(0.235%+0.235% rngu/rdgu).
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The uncertainty per motor phase ∆Pn is computed according to the formula given in the
power analyzer’s reference manual [31, p. 11–5]. The reference manual’s formula sums
the relative voltage and current uncertainty and a further expression incorporating the
phase uncertainty ka, the range to reading ratio rng

rdg and the power factor λ :

∆Pn = Pn ·

(
Fv +Fi +

π · ka

180
·
√

max
(

1; rngv
rdgv

; rngi
rdgi

)
· 1−λ 2

λ 2︸ ︷︷ ︸
phase and power factor dependency

)
n ∈ {1,2,3} .

(5.18)

In Equation (5.18), Pn denotes the power analyzer’s active power per phase n and
the phase uncertainty ka is frequency dependent. As the largest contribution to the
active power is the spectral component of the fundamental, the phase uncertainty ka is
determined with a frequency of 70 Hz and equates to ka =5.35 ·10−3◦. The maximum
operator max in Equation (5.18) gives the maximum value of its three arguments. The
power factor λ is for all experiments approximately constant with λ = 0.3. The low
power factor λ results from the relatively high dc voltage Udc set at the power supply.
The dc voltage was chosen relatively high such that in turn the power analyzers voltage
uncertainty is low. Summing up the power measurement uncertainty ∆Pn of each motor
phase results in the measurement uncertainty of the power analyzer ∆Pac:

∆Pac =
3

∑
n=1

∆Pn. (5.19)

5.4.4. Results

The settings and results of the experiments are listed in Table 5.1 and illustrated in
Figure 5.6(a) and Figure 5.6(b). The magenta color stands for the ac power Pac directly
determined by the power analyzer, and the blue lines stand for the ac power obtained by
the calorimetric method Pcac. For both measurement results, the corresponding worst
case uncertainty bound is shown. The first half of experiments shown in Figure 5.6(a)
cover a high power brake load with approximately 1.6 kW inverter ac power. The
experiments in Figure 5.6(b) illustrate the results of the low power operating point with
approximately 480 W.

A common result of all experiments is, that the uncertainty bounds of the calorimetrically
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Table 5.1.: Experiments for evaluating the ac power measurements with the power
analyzer and the calorimetric measurement.

Calorimetry Power Analyzer
Nr. AAF Pcac±∆Pcac ∆Pdc ∆Pcal Pac±∆Pac

W W W W

1 off 1584.98±2.18 1.39 0.79 1583.86±12.29
2 on 1584.77±2.18 1.39 0.79 1581.43±12.42
3 off 483.43±1.25 0.46 0.79 482.97±3.74
4 on 483.33±1.25 0.46 0.79 480.45±3.76

determined ac power Pcac are smaller than those directly obtained from the power
analyzer, as shown in Table 5.1. By comparing the high power operating points from
experiment number 1 and 2 with the low power experiments it turns out that the
uncertainty bounds of both methods increase differently: a four times higher ac power
results in a four times higher uncertainty bound of the power analyzer ∆Pac. In contrast,
the calorimetric uncertainty just increases by a factor of around two. The smaller
increase can be explained by analyzing Equation (5.11). The uncertainty bounds of
the calorimetric ac power ∆Pcac calculates from the error bounds of the dc power
measurement ∆Pdc plus the lumped expressions ∆Pcal resulting from the calorimetric
measurement principle. The uncertainty of the dc power measurement ∆Pdc comes from
the voltmeters and the current shunt inaccuracy. Depending on the dc current range,
the dc power measurement uncertainty ∆Pdc scales with approximately 0.085 %. The
calorimetric uncertainty ∆Pcal (see Equation (5.11)) comes from the inverter supply
measurement uncertainty ∆Pinv1 and ∆Pinv2, the uncertainty of the dc heat power ∆Pheat

and imperfections of the temperature compensation ∆δ

Rth
. The largest contribution to the

uncertainty ∆Pcal comes from imperfections of the temperature compensation ∆δ

Rth
. A

proportional–integral controller compensates for the temperature rise independently of
the operating point, resulting in an almost constant uncertainty ∆Pcal of 790 mW. The
design of the proportional–integral controller requires precise tuning, as the control
process is nonlinear, due to the lacking of a cooling mechanism. Summing up, the
calorimetric method provides high accuracy over a wide measurement range as long as
the constant error term is sufficiently small compared to the ac power.

As can be seen from Figure 5.6(b), the results from the calorimetric method and the
power analyzer do overlap for all experiments. Therefore, it can be concluded, that both
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Figure 5.6.: Results for two operating points at 250 V dc voltage. The two colors denote
the ac power obtained by the calorimetric method Pcac and the ac power
directly determined by the power analyzer Pac.

methods produce, within their uncertainty bound, correct results. However, a difference
of 2.5 W in the power analyzer’s result can be observed by comparing experiment
number 1 with 2. The same difference in Pac can be found by comparing the low power
operating point in experiment number 3 with 4. The only difference between experiment
number 1 and 2 and experiment number 3 and 4 is the activation of the power power
analyzer’s AAF. Hence, the most reasonable interpretation is, that the AAF with its
100 kHz cutoff frequency attenuates high frequency signal components which contribute
to the ac power. The finding is consistent with the simulations of the previous chapter.
Both, the simulation and the measurements show that a limited measurement bandwidth
can result in a power measurement error in the range of some watt.

In order to evaluate the effect of activating the power analyzer’s AAF in the current
setup, the ac signals of the test stand are further analyzed. A spectral analysis with an
oscilloscope and careful suppression of electromagnetic interference showed ringing
of the ac signals. The dominant frequency of the overshoot depicted in Figure 5.1(b)
is 1.7 MHz. The power dissipated in this frequency range is only recognized by the
power analyzer if the AAF is deactivated.

Basically, the power analyzer’s bandwidth should not be reduced by activating the AAF,
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if accurate power measurements are required. The utilization of a wide bandwidth is
additionally recommended in the article [82]. Deactivating the power analyzers AAF
allows for measuring broadband signals from an inverter with the widest bandwidth
available. A deactivated AAF will result in aliasing, as the power analyzer samples with
a rate of 1 MHz and its bandwidth is 10 MHz. Therefore, it can be essential to activate
the AAF for measurements like harmonic analysis of voltage and current signals for
example. The results show however, that the aliasing error of the power analyzer has a
smaller influence on power measurements as a bandwidth limitation. Therefore, it is
recommended to utilize the full measurement bandwidth of a power analyzer, if accurate
power measurements are required.

5.5. Summary

The objectives of this section are first to, present a method providing a reference power
result and second, to evaluate the simulation from Chapter 4 with real measurements
from an actual drivetrain.

The key strength of the presented calorimetric method is, that the active ac power Pcac

is obtained without measuring ac signals. Instead the dc supply power reduced by
the measured power losses of inverter plus auxiliaries are measured. The power loss
measurement uses a calorimetric method which is inherently independent of the signal’s
bandwidth and shape. An error caused by the bandwidth limitation can therefore
be excluded. As shown in the experimental section, the uncertainty bounds of the
presented method are smaller than the power analyzer’s bounds. Although the realized
calorimetric measurement provides already high accuracy, it can be further improved
by optimizing the temperature controller and the dc power measurement. Because of
the provided accuracy and the exclusion of a bandwidth limitation by principle, the
combined calorimetric method is well suited for providing a reference result for the
active power. The trade-off for the high accuracy is however the longer measurement
time.

Furthermore, the experiments showed the influence of an activation of the power ana-
lyzer’s AAF. The change in the power analyzer’s result coincides with the investigation
from Chapter 4 and it can be stated that resonances have to be acquired accurately for
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obtaining a power measurement result with a low level of uncertainty. Therefore it is
important to inspect voltage and current signals with a high speed acquisition device
prior to measurements with a power analyzer.

Although the calorimetric method offers desirable properties in terms of the achievable
measurement uncertainty and unlimited bandwidth, it has a drawback in terms of
measurement time. The measuring time depends on the thermal time constant τth which
is approximately τth ≈ 30min for the constructed calorimeter. The measuring time is
therefore in the range of some hours. All faster changes of the ac power are attenuated
and averaged in the measurement result. Therefore it is not possible to evaluate transient
operating points of the drive with the presented closed, balanced type calorimeter. There
exist other types of calorimeter with faster measurement times. For example open type
calorimeter evaluate the temperature rise of a coolant for measuring the loss power.
Therefore the time constant τth can be much shorter mainly due to a reduced thermal
resistance Rth from the inverter to the coolant. Open type calorimeter require however
measurements of the mass flow rate. Depending on the coolant medium, liquids or
gases, accurate mass flow measurements can be a complex topic with numerous sources
of measurement uncertainties.
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6
Summary and Outlook

This thesis deals with power measurement of electric drives with the focus on power
measurement on the ac side of the inverter. Power measurement with high accuracy on
the ac side is challenging for two reasons. Firstly, the measurement chain must provide
sufficient bandwidth for the acquisition of the inverter’s switching signals and must have
a flat frequency response, high sampling rate and high amplitude resolution. Secondly,
in order to achieve the required measurement accuracy, a reference measurement with
high accuracy is required for comparison. It is not possible to obtain a reference
for the power on the ac side by direct measurements, as no sensors are available for
measuring the current with high accuracy and wide bandwidth. The present thesis
therefore answers the questions which spectral signal components must be included
in the measurement bandwidth, how a bandwidth limitation can be avoided and how a
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reference power measurement can be carried out with high accuracy on the ac side of an
inverter.

A secondary measurement problem in calculating the active power is the noise from the
measurement chain and the detection of an integration interval. Although uncorrelated
measurement noise can increase the fluctuation of the measured active power, it will
cancel out in the mean. Similarly, a nonoptimal determination of an integration interval
increases the measurement uncertainty. The determination of an integration interval is
inherently prone to sub optimal results because of the possibly asynchronous run of the
motor’s fundamental frequency and the inverter’s switching frequency. A situation with
an asynchronous run of inverter switching and motor fundamental is for example the
utilization of a randomized inverter switching frequency or DTC. However, the error
due to a nonoptimal averaging interval can be made sufficiently small by increasing the
averaging interval. Therefore, beside the accuracy of voltage and current sensors, the
resulting accuracy of a power measurement is limited by the bandwidth limitation of the
measurement chain.

The main question of this thesis is which bandwidth is actually required for achieving a
desired measurement accuracy. On one side, it seems to be clear that the contribution to
the overall power decreases with an increasing bandwidth because of the rectangular
voltage waveform and the overall resistive inductive load behavior of the motor. On
the other side it is unclear whether this assessment is an oversimplification of the real
measurement. Therefore this thesis analyzes the bandwidth requirement in detail on
basis of simulations and measurements. Firstly, a impedance model is developed such
that the effect of a bandwidth limitation can be evaluated on basis of simulations. Then
the simulation of the bandwidth limitation is carried out in the frequency domain for
obtaining exact results. Finally, the simulation-based results are verified by comparing a
power analyzer’s measurement with a calorimetric reference result of an actual drive.

The required bandwidth results from the spectral composition of voltage and current. To
evaluate the spectral contribution to the overall power, the interaction between voltage
and current is analyzed. The load impedance and the inverter’s switching pattern govern
this interaction. Therefore, a drive circuit model is developed for simulation-based
investigations concerning the bandwidth limitation. The model consists of three phases
and it includes cabling and motor. The developed model contains the low as well as
the high frequency behavior of an electric drive. At higher frequencies, effects like
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overshoots and ringing can be present at electric drives. An analysis of the model reveals
that motor and cabling can form a resonance circuit. The resonance frequency can range
up to some 10 MHz and the circuit is excited by the switching voltage signal from the
inverter. The verification of the model is carried out by comparing simulated model
data with measurements in the time domain. The comparison shows agreement between
simulation and measurement data. In further investigations, the model can be further
improved concerning the damping resistor RMH. The damping resistor RMH summarizes
all physical damping effects of the circuit at the resonance frequency. As discussed
in Chapter 3, the proximity and skin effect are supposed to be the main cause for the
damping resistor RMH. This suggestion can be further investigated and additionally
the frequency dependence can be included in the model. Furthermore, further research
can include a change of the circuit topology with the objective of a more physical
representation.

The impedance model of the drive is utilized to simulate the voltage and current signals
of an electric drive for evaluating the bandwidth limitation. The switching voltage wave-
form is modeled as rectangularly shaped pulses and the interaction with the impedance
model is computed in the frequency domain. The bandwidth limitation is evaluated
by increasing the measurement bandwidth and computing the difference to a reference
power determined at a considerably higher bandwidth. Since the evaluation in the
frequency domain corresponds to filtering with an ideal but unfeasible low pass, further
studies could incorporate the utilization of practical low-pass filters. For insightful
interpretations, the model is analyzed in three stages ranging from the low frequency
behavior over the high frequency behavior up to the complete impedance model. These
investigations show that in case of no resonance, a bandwidth of some hundreds of kHz is
sufficient for accurate power measurements with uncertainties within the ppm range.

The high frequency part of the model generates losses in the range of some Watt.
The evaluation of the complete impedance reveals that the resonance circuit has to
be considered in the measurement bandwidth. If the bandwidth does not cover the
resonance frequency, the measurement result has an error in the Watt range. An
interesting point for further contributions would be the question, how the drive topology
influences the loss power in the resonance circuit. In the research carried out, the
shielding of the cable is connected to the inverter and to the motor side. This shielding
scheme minimizes electromagnetic interference radiation but it is prone to ground loops.
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An open question is, how this connection scheme influences the losses and if there are
simple rules for a rough evaluation in terms of required measurement bandwidth and
resulting uncertainty. A further open question is the influence of other inverter circuit
designs and topologies on the power measurement’s uncertainty. Further work needs to
find out whether a different switching characteristic of for example silicon carbide (SiC)
semiconductors or multilevel inverter topologies have a considerable influence on the
results of this thesis.

To verify the results of the simulation, power measurements are carried out on an actual
electric drive. Since manufacturers of commercial drives do not provide all implemented
software and hardware details, it is possible that the drive control is highly optimized and
the signal waveforms cannot be classified as typical and representative. Therefore, the
experiments are carried out on a self-built electric drive, such that unexpected behavior
can be excluded. The electric drive consists of a three-phase inverter based on IGBT with
a control board designed for the application. The inverter drives a PMSM with the vector
control algorithm FOC and SVPWM. For evaluating the required bandwidth for accurate
measurements, a combined calorimetric and dc based power measurement is used and
serves as reference result on the ac side. The calorimetric approach guarantees the
independence of any bandwidth limitation, as calorimeter operate on thermal principles.
The comparison of the calorimetric measurement with the power analyzer supports
the simulation-based findings. In the experiment, the power analyzer is configured to
cover the resonance frequency in one case and not in the other. All experiments show,
that the power analyzer’s result for the ac power is too small if its bandwidth does not
cover the resonant frequency. In the experiment, the resonance frequency is 1.7 MHz
and the associated losses are approximately 2.5 W. Therefore, practitioners as well as
measurement equipment manufacturers have to bear in mind, that power measurements
of the ac side can be corrupted by a bandwidth limitation in the range of some Watt
because of high frequency resonance circuits.

To reduce this measurement uncertainty, damping circuits and chokes can be applied
to the drive for attenuating the resonance effects. However, such damping methods
are not always applicable because of additional cost and power losses. Therefore, the
power analyzer and measurement probes should provide a bandwidth such that high
frequency losses can be determined. A practical solution is to check the signals of the
drive for resonance effects with a high-speed acquisition device such as an oscilloscope.
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If resonances are present but the frequency is not covered by the power analyzer’s
bandwidth, a possible solution could be to estimate the energy in the resonance circuit
by evaluating the peak values of the high frequency signal parts of voltage and current
with the oscilloscope. This energy can then be used to correct the result of the power
analyzer by adding the additional electrical power of the resonance circuit, taking
into account the switching frequency of the inverter. However, the uncertainty of this
practical approach is hardly assessable and could also be a topic for further research.

A improvement of the reference measurement can be obtained by optimizing the calori-
metric measurement. The constructed calorimeter suffers from a long measurement
time in the range of some hours. Therefore, further research could include the reduction
of the calorimetric measurement time. This research can yield in the direction of other
types of calorimeters and advanced measurement techniques. For example, liquid or
gas cooled calorimeter can be constructed with a smaller time constant resulting in a
faster temperature step response. A further method for reducing the measurement time
could be the evaluation of a temperature rises instead of an absolute level. However, the
construction and especially the uncertainty evaluation is then a challenging task.
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A
Symbols and Acronyms

A.1. Table of Symbols

Symbol Description

cpAir Specific heat capacity of air
cpAl Specific heat capacity of aluminum
Cth Thermal heat capacity
k Frequency index variable for Fourier Series representation or depend-

ing on context integer variable
d Distance between motor cables

dcal Insulation material thickness of the calorimeter
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δ Temperature difference between inside and outside the calorimeter
∆η Measurement uncertainty of the device efficiency η

δPin Measurement uncertainty of the active input power of a device
δPout Measurement uncertainty of the active output power of a device
∆Pcal Measurement uncertainty of the calorimetric measurement; the

dc power measurement is not included
∆Pin Upper bound of the measurement uncertainty of the active input power

of a device. This expression can be also referred to as measurement

uncertainty of the input power
∆Pin
Pin

Relative measurement uncertainty of the active input power

∆Pout Upper bound of the measurement uncertainty of the active output
power of a device. This expression can be also referred to as measure-

ment uncertainty of the output power
∆Pout
Pout

Relative measurement uncertainty of the active output power

∆P Measurement uncertainty of the active power
∆P
P Relative measurement uncertainty of the active power

Eabs Absolute error
erel Relative error
etar Target measurement uncertainty
ε0 Vacuum permittivity
η Computed efficiency of a device

ηinv Efficiency of an inverter
ηtrue True efficiency of a device

fa Analog bandwidth of analog measurement path
fa, ref Reference bandwidth of analog measurement path for computations
fD Oscillation frequency of a damped RLS series circuit
Fi Relative current measurement uncertainty of the power analyzer
fM Fundamental electric frequency of motor current and voltage
fres Resonance frequency of motor’s cabling and winding
fS Sampling rate

fSw Switching frequency of inverter with PWM-Strategy
Fv Relative voltage measurement uncertainty of the power analyzer

i(t), i[n] Current signal in the continuous and discrete domains
ka Phase uncertainty of the power analyzer
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λ Power factor
M Integer variable
µ0 Vacuum permeability
N Period of a discrete signal in samples or integer variable
ρ Electrical resistivity of copper

ρAir Density of air
ρAl Density of aluminum
P True active power
P̄ Computed active power

Pac Power on the ac side, i.e., between the motor and inverter. Unless
otherwise noted this power is measured with a power analyzer

Pcac Power on the ac side, i.e., between motor and inverter measured deter-
mined with the combined calorimetric method

Pdc Power on the dc side, i.e., between the power supply and inverter
Pheat Power of heating unit
Pin Measured active input power of a device

Pin,true True active input power of a device
Pinv1 Inverter supply power and fan power during normal operation
Pinv2 Inverter supply power and fan power during heating phase
PL Loss power of the inverter
Pout Measured active output power of a device

Pout,true True active output power of a device
Pref Computed power at the reference bandwidth fa, ref

Q Quality factor of a resonance circuit
Rs Current shunt
T Period of a continuous signal or the common period of switching

frequency fSw and fundamental frequency fM

Ti Inside temperature of the calorimeter
To Outside temperature of the calorimeter
tth Transient time with a changing temperature inside the calorimeter
τth Thermal time constant of a calorimeter, i.e., the required time to

reach 63 % of its finial temperature value for a constant power
u(t), u[n] Voltage signal in the continuous and discrete domains

Us Voltage drop across the current shunt
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Vinv Volume of the inverters IGBT modules plus heat sink
W Energy
z Number of pole pairs of an electric motor
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A.2. Table of Acronyms

Acronym Description

AAF Anti-Aliasing filter.
ADC Analog-to-Digital Converter.

CEMF Counter-electromotive force.
CMRR Common Mode Rejection Ratio.
DTC Direct Torque Control.
EMI Electromagnetic interference.
EMC Electromagnetic compatibility.
FIR Finite impulse response.
FOC Field-oriented control.
FS Fourier series.

GUM Guide to the Expression of Uncertainty in Measurement.
IIR Infinite impulse response.

MOSFET Metal–oxide–semiconductor field-effect transistor.
PI Proportional–integral controller.

PLL Phase locked loop.
PWM Pulse-width modulation.
RMS Root Mean Square.
SiC Silicon carbide.

SMD Surface Mounted Devices.
SVPWM Space-vector pulse-width modulation.
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B
Series RLC Circuit

Description

A series RLC circuit consists of an inductor L, a capacitor C and a resistor R, as shown
in Figure B.1. The differential equation of the inductor L is given by:

ul(t) = L · di(t)
dt

, (B.1)

with the inductor voltage ul(t), the inductance L and the current i(t). The capacitor
current i(t) results from

i(t) =C · duc(t)
dt

, (B.2)
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C

R

L

uc(t)

i(t)

uq(t)

ul(t)

ur(t)

Figure B.1.: series RLC circuit with an inductor L, a capacitor C and a resistor R.

with the capacity C and the capacitor voltage uc(t). The voltage drop ur(t) at the resistor
is the product of the current i(t) times the resistance R:

ur(t) = R · i(t) . (B.3)

The second order differential equation of the RLC series circuit can be derived by
applying Kirchhoff’s second law, which states that the sum of all voltages in a loop is
the source voltage uq(t):

ul(t)+uc(t)+ur(t) = uq(t) . (B.4)

Substituting Equation (B.1), Equation (B.2) and Equation (B.3) in Equation (B.4) yields
to

L · di(t)
dt

+uc(t)+R · i(t) = uq(t) (B.5)

L ·C · d
2uc(t)
dt2 +R ·C · duc(t)

dt
+uc(t) = uq(t) (B.6)

d2uc(t)
dt2 +

R
L
· duc(t)

dt
+

1
L ·C
·uc(t) =

1
L ·C

uq(t) . (B.7)

The second order differential equation Equation (B.7) is rewritten in a more general
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form using the angular resonance frequency ωres and the attenuation α [137, p. 282]:

R
L
= 2 ·α (B.8)

1
L ·C

= ω
2
res (B.9)

d2uc(t)
dt2 +2 ·α · duc(t)

dt
+ω

2
res ·uc(t) = ω

2
res ·uq(t) . (B.10)

Step Response

The step response of the RLC circuit depends on the zeros of the characteristic poly-
nomial λ 2 + 2 ·α · λ +ω2

res. In case of a weak damping α2 < ω2
res (corresponds to

R < 2 ·
√

L
C ), and zero initial conditions, i.e.

uc(0) = 0V
duc(t)

dt

∣∣∣∣
t=0

= 0V,

the step response computes to [138, Tab. 3.5-5]

uq(t) =

0 t < 0

Uq t ≥ 0

uc(t) =Uq ·
(

1− ωres

ωD
· e−α·t · sin(ωD · t +φ)

)
ωD =

√
ω2

res−α2

φ = arccos
α

ωres

with the angular oscillation frequency ωD. For small values of the attenuation α the an-
gular oscillation frequency ωD is approximately the angular resonance frequency ωres.

The quality factor Q is a function of the damping α and the angular resonant fre-
quency ωres:

Q =
ωres

2 ·α
=

1
R
·
√

L
C . (B.11)

A typical step response and the corresponding envelope is shown in Figure B.2.
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Figure B.2.: Simulated step response with the parameters of Chapter 3.

Parameter Determination of Step Response

The attenuation α can be determined from the step response, as it corresponds to
the 63 % time constant of the amplitude decay, denoted by τ = α−1, as shown in
Figure B.2. For small deviation between the oscillating angular frequency ωD and the
angular resonance frequency ωres, i.e. ωD ≈ ωres or α2 � ω2

res, the envelope of the
oscillation is

Uq ·
(
1− e−α·t)≤ uc(t)≤Uq ·

(
1+ e−α·t) . for ωD ≈ ωres (B.12)

Equation (B.12) can be expressed with the 63 % time constant τ of the amplitude decay
of the envelope

Uq ·
(

1− e−
t
τ

)
≤ uc(t)≤Uq ·

(
1+ e−

t
τ

)
for ωD ≈ ωres. (B.13)

With Equation (B.13), the time constant τ can be computed from the envelope with

τ =− t

ln
(
±
(

1− uc(t)
Uq

)) for ωD ≈ ωres. (B.14)
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It should be noted that Equation (B.14) must be evaluated for the peak values when the
oscillation touches the envelope, as illustrated in Figure B.2.

The measurable time constant τ can be related to the damping α , to the parameters L

and R and with Equation (B.11) to the quality factor Q:

τ =
1
α

=
2 ·L

R
(B.15)

τ =
2 ·Q
ωres

(B.16)

The measurable angular oscillation frequency ωD can be used to determine the resonance
frequency ωres if the attenuation α or the quality factor Q is already known:

ωD =
√

ω2
res−α2 = ωres ·

√
1− 1

(2·Q)2 → ωres =
√

ω2
D +α2 =

√
ω2

D + 1
τ2 .

(B.17)

If the inductance L is additionally known, the capacity C can be calculated from ωD, τ

and L by applying Equation (B.17) to Equation (B.9):

C =
1

L ·
(

ω2
D + 1

τ2

) . (B.18)
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C
Measurement Uncertainty of

Efficiency

Definition of Efficiency

The efficiency of a device η is defined as the ratio of the active output power Pout to the
active input power Pin:

η =
Pout

Pin
. (C.1)
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Worst Case Uncertainty

The worst case uncertainty of the efficiency ∆η is computed by uncertainty propagation
from its definition in Equation (C.1). Therefore the efficiency η from Equation (C.1)
is derived with respect to the input power Pin and output power Pout. The absolute
values of the partial derivatives are weighted with the upper bound of the measurement
uncertainty of the input ∆Pin and output ∆Pout power defined in Equation (1.3). The sum
of the weighted partial derivatives yields the worst case measurement uncertainty of the
efficiency ∆η :

∆η =

∣∣∣∣ ∂η

∂Pout

∣∣∣∣ ·∆Pout +

∣∣∣∣ ∂η

∂Pin

∣∣∣∣ ·∆Pin (C.2)

=

∣∣∣∣ 1
Pin

∣∣∣∣ ·∆Pout +

∣∣∣∣−Pout

P2
in

∣∣∣∣ ·∆Pin. (C.3)

The general definition of the worst case uncertainty of the efficiency ∆η in Equa-
tion (C.3) can be further simplified for the case of positive input power Pin and output
power Pout:

∆η =
1

Pin
·∆Pout +

Pout

P2
in
·∆Pin. (C.4)

The expression from Equation (C.4) is further simplified such that the relative worst
case measurement uncertainty of the input power ∆Pin

Pin
and the output power ∆Pout

Pout
can be

inserted directly. Therefore, the first term is expanded by Pout
Pout

= 1 and afterwards the
definition of the efficiency η from Equation (C.1) is reapplied:

∆η =
1

Pin
· Pout

Pout︸︷︷︸
=1

·∆Pout +
Pout

P2
in
·∆Pin (C.5)

=
Pout

Pin︸︷︷︸
=η

·∆Pout

Pout
+

Pout

Pin︸︷︷︸
=η

·∆Pin

Pin
(C.6)

= η ·
(

∆Pout

Pout
+

∆Pin

Pin

)
. (C.7)
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In Equation (C.7) the expression ∆Pout
Pout

corresponds to the relative worst case measure-
ment uncertainty of the output power and ∆Pin

Pin
to the relative worst case measurement

uncertainty of the input power respectively.

Equation (C.7) can be interpreted such that the worst case uncertainty ∆η of the effi-
ciency η is the sum of the relative measurement uncertainties of input and output power
∆Pin
Pin

and ∆Pout
Pout

weighted by the true efficiency η .
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D
Quasi Synchronous Sampling

Periodic Signals

Periodic signals in continuous domain:

u(t) = u(t + k ·T ) i(t) = i(t + k ·T ) ∀k ∈ Z. (D.1)

Sampling with sampling frequency fS:

u[n] = u
(

n
fS

)
i[n] = i

(
n
fS

)
(D.2)

In case of synchronous sampling, the product of sampling frequency fS and signal
period T has to be an integer number. A more practical measurement scenario is,
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Appendix D. Quasi Synchronous Sampling

that the sampled signals u[n] and i[n] are periodic with period M, but the sampling
frequency fS matches the signal period T after more than one signal period. This
case is called quasi-synchronous sampling. Quasi-synchronous sampling relaxes the
synchronous sampling requirement such that the product of sampling frequency fS and
signal period T is a rational number

T ·N =
M
fS

→ T · fS =
M
N

M
N
∈Q with M,N ∈ Z (D.3)

In more specific terms, this means that N integer multiples of the continuous signal
period T is the span of time as M integer multiples of the sampling frequency fS.
Therefore, the discrete signals are periodic with

u[n] = u[n+M] = u
(

n+M
fS

)
= u
(

n
fS

+N ·T
)

(D.4)

i[n] = i[n+M] = i
(

n+M
fS

)
= i
(

n
fS

+N ·T
)

(D.5)

Within quasi-synchronous sampling, subharmonic signal parts are generated in the sam-
pled signal, but they are unavoidable as the signal period T is typically not synchronized
with the sampling frequency fS

Power in Discrete Case

For continuous signals u(t) and i(t), the active power is defined by

P = lim
T→∞

1
2T

T∫
−T

u(t) · i(t)dt. (D.6)

In Equation (D.6), the integration interval is chosen to be symmetrical t ∈ (−∞,∞),
because then the signal definition range of u(t) and i(t) is the same as the integration
range. If the signal definition and integration range are equal, the following derivation
is less complex, but the same derivation result is obtained.

Because of the sampling theorem, the continuous signals can be represented with an
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infinite series of sinc functions:

u(t) = lim
K→∞

K

∑
nu=−K

u[nu] · sinc(t · fS−nu) (D.7)

i(t) = lim
K→∞

K

∑
ni=−K

i[ni] · sinc(t · fS−ni) (D.8)

The active power P from Equation (D.6) computes then to

P = lim
T→∞

1
2T

T∫
−T

u(t) · i(t)dt (D.9)

= lim
T→∞

1
2T

T∫
−T

lim
K→∞

(
K

∑
nu=−K

u[nu] · sinc(t · fS−nu)

)(
K

∑
ni=−K

i[ni] · sinc(t · fS−ni)

)
dt

(D.10)

The product of the two sums results in expressions in the form of

u[nu] · i[ni] · sinc(t · fS−nu) · sinc(t · fS−ni) . (D.11)

The integral of two sinc functions evaluates to

I = lim
T→∞

T∫
−T

sinc(t · fS−nu) · sinc(t · fS−ni)dt =

0 nu 6= ni

1
fS

nu = ni

. (D.12)

Therefore, the active power from Equation (D.10) computes to a infinite summation,
where a change of variables T = M

fS
is applied:

P = lim
M→∞

fS

2M

M

∑
n=−M

u[n] · i[n] · 1
fS

(D.13)

= lim
M→∞

1
2M

M

∑
n=−M

u[n] · i[n] . (D.14)

As the discrete signals are periodic with period M, the infinite summation gives the

125



Appendix D. Quasi Synchronous Sampling

same result as the sum over an integer multiple of the periods M:

P =
1

k ·M

k·M−1

∑
n=0

u[n] · i[n] (D.15)

126



E
Integration Time Error

The true active power P is computed by integrating and averaging the instantaneous
power over one signal period T . In practice, the integration interval is typically chosen
to be an integer multiple of the signal period T , as the same result can be obtained and
additionally a possible integration time error has a smaller effect on the computed power
P. The difference between the true active power P and the power obtained by integrating
over an arbitrary time span is evaluated.

The Fourier Series of voltage and current are defined as follows:

u(t) =
∞

∑
k=−∞

Uk · e
j·2π

T ·t·k i(t) =
∞

∑
k=−∞

Ik · e
j·2π

T ·t·k (E.1)

=U0 +
∞

∑
k=1

2 ·Re
(

Uk · e
j·2π

T ·t·k
)

= I0 +
∞

∑
k=1

2 ·Re
(

Ik · e
j·2π

T ·t·k
)

(E.2)
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Fourier Series coefficients of real signals have the following properties

Uk =U∗−k U∗k =U−k |Uk|=
∣∣U−k

∣∣ U∗0 =U0 (E.3)

Ik = I∗−k I∗k = I−k |Ik|= |I−k| I∗0 = I0 (E.4)

The instantaneous power p(t) is then

p(t) = u(t) · i(t) (E.5)

= lim
K→∞

(
K

∑
l=−K

U l · e
j·2π

T ·t·l
)
·

(
K

∑
n=−K

In · e
j·2π

T ·t·n
)

(E.6)

= lim
K→∞

K

∑
l=−K

K

∑
n=−K

U l · In · e
j·2π

T ·t·(l+n) = lim
K→∞

K

∑
l=−K

2K

∑
k=−2K

U l · Ik−l · e
j·2π

T ·t·k (E.7)

= lim
K→∞

2K

∑
k=−2K

(
K

∑
l=−K

U l · Ik−l

)
· ej·2π

T ·t·k (E.8)

The Fourier series coefficients Pk of the instantaneous power p(t) are thus

Pk =
K

∑
l=−K

U l · Ik−l. (E.9)

The true active power P is the integral of the instantaneous power p(t) over a full
period T :

P =
1
T

T∫
0

p(t)dt (E.10)

P =
1
T

T∫
0

∞

∑
k=−∞

Pk · e
j·2π

T ·t·kdt (E.11)

For evaluating the integral of Equation (E.11), the integral of the exponential function is
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required:

b ∈ Z (E.12)

ε(t0, t,b) =

t0+t∫
t0

ej 2π

T ·b·τdτ =

t b = 0
1

j 2π

T ·b
· ej 2π

T ·b·t0 ·
(

ej 2π

T ·b·t−1
)

b 6= 0
(E.13)

ε(t0, t,−b) =

t0+t∫
t0

e−j 2π

T ·b·τdτ =

t b = 0

− 1
j· 2π

T ·b
· e−j· 2π

T ·b·t0 ·
(

e−j· 2π

T ·b·t−1
)

b 6= 0
(E.14)

ε
∗(t0, t,b) = ε(t0, t,−b) (E.15)

The integral of the exponential over a full period T evaluates to

ε(t0,T,b) =

T b = 0

0 b 6= 0
(E.16)

Therefore the true active power P from Equation (E.11) results in

P =
1
T

∞

∑
k=−∞

Pk · ε(0,T,k) = P0 (E.17)

=
∞

∑
l=−∞

U l · I−l (E.18)

If the instantaneous power is not averaged over an integer number of periods T , the
computed power denoted as P(t) is given by

P(t) =
1
t

t∫
0

p(τ)dτ =
1
t

∞

∑
k=−∞

Pk · ε(0, t,k) (E.19)

The difference between true power P and P(t) is now simplified:

P(t)−P =
1
t

∞

∑
k=−∞

Pk · ε(0, t,k)−P0 (E.20)

=
1
t

∞

∑
k=1

Pk · ε(0, t,k)+P−k · ε(0, t,−k)+P0−P0 (E.21)
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=
1
t

∞

∑
k=1

Pk · ε(0, t,k)+P∗k · ε∗(0, t,k) (E.22)

=
1
t

∞

∑
k=1

2 ·Re(Pk · ε(0, t,k)) (E.23)

=
1
t

∞

∑
k=1

2 ·Re

(
|Pk|ejϕk · 1

j2π

T · k
·
(

ej 2π

T ·k·t−1
))

(E.24)

=
2
t

∞

∑
k=1

|Pk|
2π

T · k
·Re
(

ejϕk · e−j π

2 ·
(

ej 2π

T ·k·t−1
))

(E.25)

=
2
t

∞

∑
k=1

|Pk|
2π

T · k
·Re
(

ej( 2π

T ·k·t+ϕk− π

2 )− ej(ϕk− π

2 )
)

(E.26)

=
2
t

∞

∑
k=1

|Pk|
2π

T · k

(
cos
(

2π

T
· k · t +ϕk−

π

2

)
− cos

(
ϕk−

π

2

))
(E.27)

=
2
t

∞

∑
k=1

|Pk|
2π

T · k

(
sin
(

2π

T
· k · t +ϕk

)
− sin(ϕk)

)
(E.28)

=
2
t

∞

∑
k=1

|Pk|
2π

T · k
·2 · sin

(
π

T
· k · t

)
· cos

(
π

T
· k · t +ϕk

)
(E.29)

= 2
∞

∑
k=1
|Pk| ·

sin
(

π

T · k · t
)

π

T · k · t
· cos

(
π

T
· k · t +ϕk

)
(E.30)

= 2
∞

∑
k=1
|Pk| · sinc

(
k · t
T

)
· cos

(
π

T
· k · t +ϕk

)
(E.31)

The statement of Equation (E.31) is, that the error caused by a noninteger integration
time decreases proportional to 1

t . Higher frequency portions of the instantaneous power
p(t) decrease faster. Because of the error decrease with time, the error caused by an
noninteger integration interval can be made sufficiently small by choosing the actual
integration interval t large.
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