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INTRODUCTION

This volume contains the papers presented at the 12" International Seminar ‘Numerical
Analysis of Weldability*, held from September 23 to 26, 2018 at Schloss Seggau near Graz,
Austria. As always, this location provided an inspiring environment encouraging friendly
and intensive discourse between scientists and engineers. The conference stood up to its
reputation as one of the most important forums in the Science of Welding. The meeting was
organized by the Institute of Materials Science, Joining and Forming (IMAT) of Graz
University of Technology, and the working group ‘Mathematical Modelling of Weld
Phenomena’ of Commission IX of the International Institute of Welding (ITW).

The unique tradition of publishing (all articles refereed, typeset and edited in uniformity;
each article is required to be comprehensive in its content) could be maintained also for this
edition to serve the welding community as reference literature. The continuity of the
previous eleven volumes, Mathematical Modelling of Weld phenomena 1 — 11, has
therefore been preserved thanks to the monumental efforts of the Seggau team of IMAT.
Special thanks goes to Bettina Schreiner-Fo681, who was in charge of the entire work of
coordinating the peer review and editing procedure in a highly ambitious manner as well as
Lisa Minkowitz and Maurice Tddling for assisting her in the layout creation. Volume XII
is again published by Verlag der Technischen Universitit Graz and almost all papers have
a DOI and are available open access.

The 2018 seminar was attended by 139 delegates coming from 22 countries participating
in both, oral sessions and poster presentations in the following sessions:

I Arc Welding, Melt Pool & Solidification

I Microstructural Modelling in Weld Metal and Heat Affected Zone
I Residual Stresses and Distortion

IV Cracking Phenomena and Hydrogen Effects

V  Solid State and Friction Stir Welding

VI  Special Joining Processes

VII Modelling Tools and Computer Programs

VIII Additive Manufacturing

The most important observations of this seminar were the fact that modelling approaches
in the meantime penetrate many fields of application in welding and recently in additive
manufacturing. It helps to solve complex tasks and optimize the welding processes and
materials used. By this, it helps to enhance the safety, reliability and economy of welded
structures. This was impressively shown by many authors who in addition could verify the
calculation results by experimental investigations.

The 2018 ITW Kenneth Easterling Best Paper Award was won by the paper "Multi-scale
multiphysics simulation of metal L-PBF AM process and subsequent mechanical analysis”,
M. Bayat, D. De Baere, S. Mohanty and J.H. Hattel. This paper has been valued by an
international committee as the best contribution made over the three years proceeding on
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the advancement of knowledge or practice in respect of mathematical modelling of weld
phenomena.

The next International Seminar ‘Numerical Analysis of Weldability’ will take place from
September 26 — 29, 2021 at Schloss Seggau.

Christof Sommitsch, Norbert Enzinger and Peter Mayr
Graz, June 2019



Mathematical Modelling of Weld Phenomena 12

I Arc Welding, Melt Pool and
Solidification
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COMPLETE 3D HEAT AND FLUID FLOW
MODELING OF KEYHOLE LASER WELDING
AND METHODS TO REDUCE CALCULATION

TIMES

M. COURTOIS*, M. CARIN*, P. LE MASSON* and S. GAIE**

*Univ. Bretagne Sud, UMR CNRS 6027, IRDL, F-56100 Lorient, France
**ArcelorMittal Global R&D Montataire, F-60160 Montataire, France

DOI'10.3217/978-3-85125-615-4-01

ABSTRACT

The fluid flow calculation inside the melt pool in welding processes is a complex challenge. It can be
useful for defects prediction in the weld seam or to study the influence of some process parameters. The
cost in time of these calculations makes these models not widely used, although they are rich in
information.

The aim of this paper is to present a complete model solving the heat and fluid flow equations in all the
states (solid — liquid - gas) of the metal during keyhole laser welding. In order to track dynamically the
keyhole shape, a level set function is employed and the momentum equations are solved to predict
accurately the melt pool behaviour. The particularity of this model is a drastic optimization to reduce
computation time (less than 1 day on a commercial workstation without reducing significantly the
accuracy of the fluid flow computation. To achieve this goal, a simplified approach of the recoil pressure
effect is employed and an original method with three different meshes adapted for each equation and
physics problem is proposed and discussed. Finally, to validate the model simplification, a complete
experimental validation is added with longitudinal and transverse micrograph cuts for different welding
configurations, micro-thermocouples measurements in solid phase [20-1200°C], pyrometer measurements
in liquid phase [1500-3000°C].

Keywords: Laser welding; heat and fluid flow; keyhole, numerical simulation

INTRODUCTION

In automotive industry, laser welding is widely used for its high production rate and its
capacity to produce clean and discreet welded beams. Moreover, the cost of the laser
sources and the increased available power offer always more applications.

Laser welding of steel is currently employed in industry for 20 years. Nevertheless, the
use of new materials or the necessity to weld new configurations raises sometimes
difficulties to achieve a satisfying welded joint. In most cases, questions come when the
weld seam presents some defects like porosity, lake of materials or partial penetration. In
all these cases, the fluid flow in the melt pool during the welding process is the responsible:
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gravity with large melt pools can create collapsing, the keyhole opening and behaviour can
impact the melt pool stability.

With this observation, and the necessity to understand the liquid and keyhole behaviour
in all the complexes configurations, many experimental works have been carried in the last
30 years. More recently (15 years), various numerical works have been proposed to provide
a better understanding when experiments were unable to give sufficient information.
Models that propose a self-estimation of the keyhole shape remains limited but numerous
methods have been developed to describe the keyhole effect as summarized by Dal in 2016
[1]. The keyhole is the place where the laser energy is introduced and by its strong action,
it is responsible for many movements in the molten pool. However, this free surface is
difficult to calculate due to the very complicated vaporization effects. The first works that
really propose a method to treat dynamically the keyhole are those of Ki in 2002 [2].
Although very accurate, the calculations were performed on a supercomputer not available
to an industrial environment. The emergence of similar models with a complete prediction
of the keyhole creation with numerical methods like level set or V.O.F. depending on the
software begin from 2008 with works of Geiger [3], Pang [4], Cho [5]. Since this time, few
(less than 10) teams have proposed this kind of complete models but the experimental
validation is often too brief, and the calculation times keep often these models in the
academic research field.

The model developed and presented here aims to conciliate keyhole prediction and
reasonable calculation times. For that, a method is proposed with 3 meshes and a voluntary
simplified method to treat the vaporization and recoil pressure effect. Equations and
numerical procedure are presented and next, to discuss on the simplified parts (vaporization
and energy deposition) a complete experimental validation is proposed. Finally, the model
is used in different configurations and compared to micrograph cuts.

MATHEMATICAL FORMULATION

In order to model all the required phenomena, a certain number of equations must be solved.
Classically, in all phases, the heat transfer equation is solved (Eqn. (1)). Two specific source
terms are introduced: Siuse Eqn. (2) (discussed in [6]) introduces the laser energy and Qyqp
(Eqn. (3)) is a term to remove the energy of the latent heat of phase change during
vaporization. This energy is depending of the mass flow rate of evaporation (Eqn. (4)) and
the saturation pressure (Eqn. (5)). Regarding the latent heat of fusion-solidification, the
equivalent heat capacity is used (Eqn. (6)).

ot [Tav@n)| =9 ()50, )
P ~(x=x,) ~(y=»o)
S,m,22.5005(6?)0((49)5(¢)Mexp 0 i Y=Y )

2
Tr 7,
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Where T is the temperature, £ the thermal conductivity, p the density, ¢, the heat
capacity, u the velocity vector, 6 the surface inclination, 7y the laser beam radius, m the
mass flow rate of the evaporation, ® the level set variable, &, the Boltzmann constant, py
the saturation pressure of the vapor phase, m the atomic mass, f. the retrodiffusion
coefficient, p, the ambient pressure, AHy the creation enthalpy of the vapor, 7., the
vaporization temperature, 7; the liquidus temperature, T the solidus temperature, Tiuer the
melting temperature average between 7y and 7;, Lythe latent heat of fusion.

In liquid (melt pool) and gas (keyhole), the momentum conservation equation is solved
(Eqn. (7)) for incompressible Newtonian fluids. p is the pressure, g the gravity acceleration,

i the expansion coefficient, y the surface tension coefficient, 7 the normal vector, x the
curvature, f; the liquid fraction and C and b some numerical coefficients. Some terms have
been introduced: pg represents the gravity effect. ppB(7-7,,)gd considers the

buoyancy effect but only in the molten steel with the term @ . This effect is neglected in
gas. Ki is called the Darcy condition. This term will cancel the velocity if the temperature
is below the fusion point. This well-known numerical technique allows a simple treatment
of the solid with the fluid flow calculation and a moving fusion/solidification front. Finally,
the last term is necessary with the level set method to take into account the surface tension
effect.

Eqn. (10) is the mass conservation equation for an incompressible fluid and Eqn. (11) is
the transport equation of the level set variable. The coupling with fluid mechanic is operate
with the # term. The term on the right of the equal sign is a numerical adjunction to
facilitate the convergence. All theses equations are solved in the commercial code Comsol
Multiphysics. Some of them are already implemented in the software (Eqn. (1,7,10,11)),
the other have to be added (Eqn. (2-6,8,9)).
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THERMOPHYSICAL PROPERTIES

The material used is a DP600 steel. This common material in automotive industry and is
well known in the solid state [7]. When known, temperature dependent properties are used.
When not known, at high temperature for example, some assumptions are made. The
property is either for pure iron or the last known value. The main properties are listed in
table 1.

Table 1 Thermophysical properties used

Property [unit] Symbol Value or reference

. s 1 1ot f (T) [internal data] / 3.75.103 T +
Thermal conductivity of solid / liquid / gas [W.m™".K™"] Ksiig 2395/ 0.12
Density of solid / liquid / gas [kg.m?] Psiiig f (T) [internal data] / 7287 / 1
Specific heat of solid / liquid / gas [J.kg™".K™] Cp silig f (T) [internal data] / 573 / 373
Dynamic viscosity of solid / liquid / gas [Pa.s] Hsiig 10%/5.10%/1.10°%
Latent heat of fusion [J.kg™] Ly 2.54 .10°
Latent heat of vaporization [J.kg™] Ly 6.1.108
Liquidus temperature [K] T 1808
Solidus temperature [K] Ts 1788
Melting temperature [K] Thetting (The Ts )2
Vaporization temperature [K] Tvap 3134
Surface tension coefficient [N. m™] Y 1
Coefficients in Darcy’s law (7) C/b 1.108/1 .10°
Coefficient of thermal expansion [K'] by 1.10*
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SIMPLIFICATION STRATEGY

All the previous equations are widely used by many authors [2-6]. On the other hand, the
way to treat the metal vaporization differs from one author to another because of the
numerical complexity. The most rigorous method requires a very thin modelling of the
Knudsen layer at the interface. This modelling is potentially very difficult to achieve
(discussed in [7]) and can be very time-consuming). For this reason, a simplified modelling
with a simple recoil pressure is proposed by applying only the resulting pressure (Eqn. (13))
in momentum conservation equation (Eqn. (12)). This surface force (in Pa or N/m?) is

applied on the surface of the keyhole with the & (CD) term (in m’), the spatial derivative of

the @ function. This term is nonzero only on the free surface of the keyhole. This method,
used by many other authors, does not generate vapor plume and takes only into account its
effect on the liquid. Although less accurate, this method can be relatively fast and give
interesting prediction of keyhole as discussed in the next section.

o - .\ = o, o AT
p E+u.(l7'u)>—V‘[—pl+u(l7u+(l7‘u) )] (12)
+,0§ - plﬁl (T - Tmelting)g)(p + K + y‘r_i}c(S((D) + Frecoil
AH T
F = ex Y122 5 (D 13
recoil pa p kb]—;ap ( T J ( ) ( )
MESH USED

In this model, 3 main equations are solved: heat transfer Eqn. (1), fluid flow Eqn. (7) and
level set transport equation Eqn. (11). Each equation does not have the same requirement
in size of meshing. For example, the heat transfer problem needs a refined mesh in the laser
deposition zone only. On the other hand, the fluid mechanic problem requires a finer mesh
than heat transfer and with a refinement in the melt pool. Finally, the transport equation of
level set needs a homogeneous mesh everywhere the interface (free surface) can potentially
be.

The common way to solve this kind of model (with commercial codes) is by using a
unique mesh often built for the more restrictive equation to solve. In this work, we suggest
to use a specific and appropriate mesh for each main equation. Figure 1 presents the
different meshes for each physics problem.

Fig. 1 View of the 3 mesh used. (a) Level Set, (b) Heat transfer, (c) fluid flow.
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During the solving process presented in figure 2 with an iterative method, the coupling
variables must be transferred from a mesh to another. For that, Comsol Multyphysics offers
interpolation tools to project a solution on another mesh. If the calculation points do not
coincide, an interpolation between the two closers points is realized. Of course, when a
solution is computed on a fine mesh and then projected on a coarser mesh to operate the
coupling, the solution is degraded. Therefore, the next section will analyze if the model
remains predictive by comparing numerical results to experimental data.

The addition of the 3 meshes represents 400 000 degrees of freedom (DOF) to be
compared to the 2 000 000 DOF of a classical formulation (more details in [6]). Time steps
are set to 100 ps and the model is solved on 300 ms, which represents the physical time
necessary to reach an established state. The solver used with the previously described
meshes requires 7 GB of RAM. The model is solved on a common commercial workstation
with a 2 cores, 4 threads 15-6500 at 3.20 Ghz and 16 GB RAM DDRA4. The application of
the simplified recoil pressure and the use of multi-meshes make it possible to increase the
time step and so the calculation speed. In comparison of a model more complex and classic
in the meshing method [6], the computation time is reduced from 3 weeks to 24 hours on
the same computer.

Iterative procedure at each time step

Heat transfer
Variable: T

Y

Level Set transport
Variable: ®©

Y

Fluid flow
Variables: u, p

no Converged?

yes
Next time step

Fig. 2 Iterative procedure principle allowing the use of three different meshes.

RESULTS AND DISCUSS

All the previous equations and methods are solved to describe first a fusion line inside a 1.8
mm steel plate. A 4 kW laser with a 600 pm diameter spot is used and the sheet moves with
a speed of 6 m/min. As results, figure 3 presents the different stages of the creation of the
keyhole and the melt pool growing. The vaporization temperature is reached in less than 2
ms and the keyhole begins to dig under the effect of the recoil pressure. When the keyhole
is opened on the rear face, the melt pool finally stabilizes at 6 mm long in approximatively
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200 ms. Figure 4 shows temperature and velocity fields. The temperature is around 3100 K
inside the keyhole controlled by the evaporation latent heat. The velocity field is plotted
only in the melt pool: indeed, although the fluid flow is calculated in it, the vapour plume
velocity is not well described because of the choice of the recoil pressure simplification. To
evaluate the interest of this model, a complete experimental validation must be carried out.

Fig. 4 Temperature field (max : 3150K) and velocity field (max : 0,6 m/s).

EXPERIMENTAL VALIDATION

To validate the model, a complete experimental set-up is proposed. First and classically,
figure 5 compare the melted zone in a transversal cut after chemical etching. If the melted
zone is well predicted for the case presented above (4 kW and 6 m/min), it is more
interesting to note that a reduced velocity leads to a partial penetration on the experiment
and in the model. The model predicts correctly the keyhole depth and can be used to predict
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this kind of defects. To obtain an accurate keyhole shape, a thorough calculation of the
energy deposition and the recoil pressure is essential.

Fig. 5 Comparison of melted zones. 4 kW — 6 m/min (left) 4 kW — 8 m/min (right)

Another indicator of the correct calculation of the energy deposition and the recoil
pressure concerns the keyhole inclination angle. In figure 6, an experiment has been carried
out with a sudden stop of the laser. With a small uncertainty thanks to the very thin liquid
film beside the front wall of the keyhole, the longitudinal cut gives the inclination angle.
Again, the model gives a consistent result.

Fig. 6 Calculated keyhole inclination (left) compared to experiment (right).

In addition, temperatures in liquid and solid are compared to experiments. At the surface
of the melt pool, a pyrometry method developed at PIMM laboratory is used (detailed in
[6]). Different areas close and away from the keyhole are compared. At all the chosen

points, the difference is lower than 5% showing a good prediction of the melt pool
temperature.

TR "’"‘

;Mmﬂx.e.&%ﬂ&%&

100 200 300 400 500 600

Time [ms]

Fig. 7 Comparison between calculated temperatures and measurements from pyrometry in
different regions.
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In the solid part, at lower temperatures, the figure 8 shows for 11 positions a comparison
between micro-thermocouples and model calculation. Again, the prediction of the
temperature level is correct but with more discrepancies. The bigger difference is observed
during the cooling. Indeed, to reduce calculation times, a small heat transfer domain has
been modelled and so the solution is very sensitive on the boundary conditions. The size of
the domain is here responsible of the disparity. We can treat this problem either by
increasing the domain size (best way but with an increase of time calculation) or by
modifying the boundary conditions (more difficult and have to be done for each
experiment). Nevertheless, near the melt pool, where the thermal gradient is high, the model
gives a good prediction validating also the fluid flow computing.

For this configuration, the model gives interesting results with a possible prediction of
the melt-pool shape and the global temperatures reached. The model will be now used for
configurations close to industrial needs to see the versatility.

1850 1600

vvvvvvv Modéle 1400
Exp

empérature [K]

F ig. 8 Comparison of temlgnélratures calculated and measured by micro-therrlrlin(;lcouples of 25um.
(Left: below the sheet. Right: above the sheet. The indicated distance is the spatial shift from
the welding axis)

VERSATILITY ON OTHER CONFIGURATIONS

Without any other modifications than the operating parameters (here sheets geometries or
laser speed), the model is now compared to more complicated geometries but closer to
industrial issues. First, figure 9 shows a result for a 3 mm thick plate. For the same laser
power than previously, the welding speed is decreased. Naturally, the keyhole is modified
with almost a 90° inclination and the melt pool is shorter. The micrograph cut can be seen
in figure. 10.

13
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i

Fig. 9 3mm thickness — 4kW 3 m/min

Thanks to the level set method and the free surface method, it is easy to treat gap between
sheets or a difference of thickness leading to the collapse of the thicker sheet on the other.
Figure 10 shows various configurations and the micrograph cut in comparison. We can note
again that many phenomena are correctly modelled like partial penetration (4 kW 7 m/min),
melt pool wider at the surfaces or melt pool globally wider with an initial gap between
sheets.

For the results presented in figure 10, the more expansive calculation requires 48h which
is close to industrial requirements for analysing defects, or new welding assembly
configurations.

=
=
™
4kwW 3 m/min :

with 250um gap 4kW 3 m/min

4kW 7 m/min 6kW 5 m/min f CEETIE = 4kW 9 m/min
Fig. 10 Comparison between model and experiment (PIMM Lab.) for 6 welding
configurations.

CONCLUSION

In this paper, a complete and predictive model is proposed to describe dynamically heat
and fluid flow during laser welding. The keyhole is self-calculated. In order to propose a
fast calculation running on classic computers, some approximations and improvement are
proposed.

First, the vaporization — recoil pressure effect is simplified by a simple surface equivalent
force. The very strong vapor plume is so neglected to facilitate the convergence. Then, a
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new approach of meshing multiphysics models is proposed. The use of 3 meshes allows to
refine only in the necessary locations and reduce drastically the number of DOF. This
method can degrade the solution and so a complete experimental validation is performed.
The prediction of the thermal levels and the sizes of the melted zones is satisfying. All the
calculations are performed on classical computers (4 cores, 16 GB ram) in less than 48h
allowing the use of these models in an industrial context.
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ABSTRACT

As one of the methods for simulating the molten droplet from filler wire in metal insert gas (MIG) welding,
a new line-type heat source has been developed and it is added in the three-dimensional, non-stationary
thermal model which can demonstrate both molten pool and penetration shape in gas metal arc welding
(GMAW) process. As the result of the examination about the applicability of this combined model for the
practical aluminum joint, it is found that the penetration shape in the lap joint can be fairly demonstrated
by assuming the adiabatic condition due to the oxide layer and/or the physical separation. In addition, it
is revealed that the overhang length of numerical joggle joint model should be appropriately shortened in
order to reproduce the penetration shape of practical joggle joint. Moreover, it can be concluded that the
penetration shape of the practical aluminum joints can be reproduced by defining the dominant parameters
in the combined model through the examinations of the basic welding.

INTRODUCTION

Recently, the aluminum alloys have been widely employed in the transportation equipment,
such as railway vehicle, car vehicle, motor bicycle and so on, in order to reduce the total
weight of equipment and/or to decrease the carbon dioxide emission [1-3]. Although the
friction stir welding (FSW) has been positively used for joining the aluminum alloy due to
its various advantages such as less decrement of mechanical strength, small distortion after
joining and so on [4,5], the thickness of plates is generally limited to be less than 10 mm
and it is difficult to join the complicate shape structures by using FSW. Then, the metal
insert gas (MIG) welding has been generally employed for joining the aluminum alloy parts
in the motor bicycle [3], where the penetration shape becomes the finger type [6,7].

As for the methods to simulate gas metal arc welding (GMAW) process, many attempts
have been made [8-10]. Dilthey and Roosen have studied a three-dimensional, quasi-
stationary thermal model for GMAW [8]. In the model, the influence of process parameters
such as the wire diameter and the composition of the shielding gas on the weld profile can
be taken into account. Kim and Na have proposed a model of GMAW including the effect
of weld pool convection [9]. Pardo and Weckman have developed a model for the
prediction of weld pool and reinforcement dimensions in GMAW welds using a finite
element method, which has been formulated for a moving coordinate framework [10]. In
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spite of these efforts, some problems remain to be solved because of the complexity of arc
welding processes. For example, the models mentioned above are for quasi-stationary
conditions. In GMAW process, the electrode wire is melted and supplied to the molten pool
intermittently and the welding process is fairly dynamic.

On the other hand, in order to examine the dynamic behaviour of weld pool precisely,
Cao, Yang and Chen have developed a three-dimensional transient thermos-fluid model
with free surface which can simulate the interaction of a metal droplet with the weld pool
and shows a good agreement between the predicted finger penetration and actual welds
[11]. Kumar and DebRoy have combined a heat transfer model with an optimization
algorithm to determine several uncertain welding parameters from a limited volume of
experimental data and the finger penetration characteristic of GMAW welds computed was
in fair agreement with the experimental results for various welding conditions [12].
However, these models include many parameters which should be estimated through
various computations or inverse analyses, and the typical features of GMAW process such
as undercutting and humping cannot be reproduced.

As one of the methods for simulating GMAW process simply and practically,
Yamamoto, Ohji, Miyasaka and Tsuji have developed a three-dimensional, non-stationary
thermal model [13]. By using a finite difference model based on the heat flow equation and
taking account of the balance of gravity, surface tension and arc pressure, both the molten
pool and the penetration shape in the various types of GMAW are successively
demonstrated [13-15]. In addition, by developing a new line-type heat source, which
models the molten droplet from filler wire, and combining this line-type heat source with
the three-dimensional, non-stationary thermal model, the penetration shapes in bead-on
MIG welding and butt MIG welding with V-groove have been successfully reproduced
[16]. In this research, in order to examine the applicability of this combined model for the
practical aluminum joints, the penetration shapes in lap and joggled joints were studied.

METHOD FOR ANALYSIS

MODEL FOR GMAW PROCESS

In order to simplify the numerical model for GMAW process, the following two
assumptions have been employed.
e The heat flow in the weld pool is assumed to be conductive. Namely, the influence
of the metal flow in the weld pool is neglected.
e The weld pool is set to be in a static equilibrium under the influence of gravity,
surface tension and arc pressure.
Based on the above two assumptions, the governing equations are as follows,

OH 0 or) o0 or) o oT
GG v
({m 5 RIS = 2—2@%} _pgEiP -2 @
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Where, p, H, K, and T in Eqn. (1) are density, enthalpy, thermal conductivity and
temperature, respectively. o, & g, P, and A in Eqn. (2) are surface tension, surface
displacement, gravity acceleration, arc pressure and Lagrange multiplier, respectively.
Equation (1) is used for estimating the temperature distribution in the base metal, while the
theoretical configuration of the molten pool in the model is derived from Eqn. (2). Figure
1 shows the schematic illustration of the calculation flow during a unit time step in this
model. The torch is fixed during the time step (Fig. 1(i)) and the thermal energy is
transferred into the base metal from the arc (Fig. 1(ii)). In the final stage of this unit time
step, the amount of the wire melted during this time step is transferred on the molten pool
(Fig. 1(ii1)) and the surface profile is calculated using Eqn. (2) (Fig. 1(iv)). Once the
calculation for the unit time step is completed, the torch is moved and the calculation for
the next time step is repeated in a similar manner.

As a numerical method for modelling GMAW process, three-dimensional finite
difference method was employed. So, the grid points for both the target material and the
air space surrounding the target material are configured in the numerical space as shown in
Fig. 2, and the variables are set to each grid points.

I'I Arc Metal transfer\ I.I
N T e

Molten pool

Welding direction
—_—

Electrode wire Ill
Weld metal

(@) (i) (iii)

Fig. 1 Process of GMAW.

Grid Point

Fig. 2 Schematic illustration of numerical space in finite differential method.

LINE-TYPE HEAT SOURCE

In the above model, the heat source is assumed to be distributed in a circular zone on the
molten pool. However, because the finger type penetration in MIG welding is caused by
the molten droplet from the filler wire to the bottom of the molten pool and the molten
droplet would have a high speed and a high temperature [6], the internal heat source in the
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molten pool should be also taken into account. So, in this research, a new line-type heat
source model has been developed and has been combined in the original model for GMAW
process based on the following assumptions.

e The thermal energy is assumed to be divided into that from the arc and the molten
droplet. Namely, the thermal energy from the arc is defined by the original heat
source distributed on the molten pool, while that from the droplet is modeled by
the line-type heat source.

e The line-type heat source is set to be uniformly distributed from the top surface to
the bottom of the weld pool.

Then, the shape of line-type heat source changes as shown in Fig. 3. In the beginning of
welding, the line-type heat source starts as a punctiform heat source at the center of the
circular zone on the surface defined by the original heat source. With the growth of molten
pool, the length of line-type heat source becomes longer. In this combined model, a ratio of
the thermal energy from the original heat source to that from the line-type heat source is
defined as a “ratio of heat source”.

mE B na

(a) Weld start (b) Bowl shaped penetration  (c¢) Finger type penetration

Fig. 3 Change of heat source shape.

OBIJECTS FOR ANALYSIS

As the examples of practical aluminum joints, lap and joggled joints were examined in this
research. The penetration shapes obtained in the experimental welding of lap and joggled
joints are shown in Fig. 4, where forging and extruded aluminum alloys were employed as
same as the practical joints, respectively. The thickness of aluminum alloys is 4 mm. The
welding conditions of each joints are shown in Table 1. In addition, Fig. 5 is a schematic
drawing of the joggle joint. Although two passes welding is employed for producing the
practical joggle joint, both one pass and two passes welding were conducted in the
experiment in order to examine the influence of welding pass on the penetration shape
precisely, and both the penetrations are also shown in Fig. 4. In this research, in order to
reproduce the penetrations shown in Fig. 4, the computational analyses using the combined
model were conducted. In order to reduce the calculation time, the sizes of numerical
models were set to be smaller than those of the experiments without affecting the
penetration shape computed. Table 2 shows the model sizes and other parameters in the
combined model.
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(a) Lap joint (b) Joggle joint (after st pass) (c) Joggle joint (after 2nd pass)

Fig. 4 Penetration shapes obtained in practical aluminum joints.

Table 1 Welding conditions for practical aluminum joints.

Lap Joint Joggle Joint
Size of plate (mm) 200 x 200 x 4 150 x 100 x 4
Welding speed (cm/min) 72 72
Current (A) 150 140
Voltage V) 20 20
Weaving Full amplitude (mm) 4 4
Frequency (Hz) 2.8 2.8
Overlap space (mm) 5 -
Gap width (mm) 0 -
Target position Overlaid corner Bottom corner
Torch angle (degree) 55 90
Wire diameter (mm) 1.2 1.2
30°/2] 300

k> (unit : mm)

Fig. 5 Schematic drawing of joggle joint.

Table 2 Typical conditions for numerical analyses.

Lap Joint Joggle Joint
Size of plate (mm) 100 x 50 x 4 150 x 75 x 4
Thermal efficiency (%) 70
Ratio of heat source 7:3

4 (1st pass)

Radius of arc pressure (mm) 4 5 (2nd pass)
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RESULTS AND DISCUSSIONS

LAP JOINT

According to the previous studies about the various GMAW processes using the three-
dimensional, non-stationary thermal model and our research about bead-on MIG welding
and butt MIG welding with V-groove using the combined model, it is revealed that the
penetration shapes would be predicted regardless of the joint geometry by defining the
dominant parameters in the model, which are dependent on the welding equipment [11]. In
this research, the dominant parameters, which are thermal efficiency, ratio of heat source
and radius of arc pressure, area assumed to be the values obtained from our previous
research as shown in Table 2. The material properties were decided from our measurement
for the aluminium alloy used in the experiment. The density, thermal conductivity, latent
heat, specific heat and surface tension were set to be 2.78 Mg/m?3, 170 W/(m-K), 333 kJ/kg,
1000 J/(kg-K) and 0.8 N/m, respectively. Figure 6 shows the maximum temperature
distribution and the penetration shape of lap joint computed, and it is found that the surface
profile of weldment has a very good agreement with the experiment, while the depth of
penetration to the bottom plate which seems to affect the lap joint strength is shallower than
the experimental result. One possible reason for this shallow penetration is considered to
be the difference of thermal conductivity of two plates before the welding. The two plates
are set to be joined thermally in this numerical model, while upper and bottom plates are
not integrated thermally due to the oxide layer on the surface of aluminum alloy and/or
small physical separation of two plates in the experiment. In the practical welding, thermal
energy from arc and molten droplet seems to concentrate on the weld pool because the
thermal conductivity between two plates would be prevented by the oxide layer and/or the
physical separation, and then the depth of penetration to the bottom plate might become to
be deeper.

ﬁ(.){.)' (a) Maximum temperature distributions (b) Penetration shape
JUU

Fig. 6 Maximum temperature distribution and penetration shape of lap joint computed.

In order to overcome this difference, the two plates are assumed to be separated and be
insulated thermally before generating the weld pool between two plates and the two plates
change to be integrated after producing the weld pool. In other words, the adiabatic
condition due to the oxide layer and/or the physical separation is set at the overlap space
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before welding. The penetration shape computed by using the modified model is shown in
Fig. 7 and it is found that that its depth to the bottom plates seems to be slightly deeper than
that of the original model shown in Fig. 6(b). Because there was a gap between the two
plates obviously after welding as shown in Fig. 4(a), there would still be a difference of the
thermal conductivity between the modified model and the experiment. In addition, the
target position might be shift to the bottom plate although it is set to be the overlaid corner
before welding. Although there still be a difference in the depth of penetration to the bottom
plate between the numerical and experimental results, the modification of the model
assuming the adiabatic condition before welding is considered to be effective for predicting
the penetration shape of practical lap joint.

Fig. 7 Penetration shape of lap joint with assuming adiabatic condition before welding.

JOGGLE JOINT

According to the results of lap joint, the penetration shape is computed by assuming the
adiabatic condition due to the oxide layer, and the results of maximum temperature
distribution and penetration shape after first pass welding are shown in Fig. 8. From this
figure, it is found that the depth of deposit metal calculated is shallower than that in the
experiment. In addition, the filler metal fully flowed into the gap in the numerical result
although only 2/3 of gap was filled in the experiment as shown in Fig. 4(b). In the practical
process, the surface of filler metal in the gap would be slightly solidifying with flowing into
the gap continuously. However, because the surface profile of filler metal flowed into the
gap is only derived from Eqn. (2) and the flow process of filler metal is not modeled, the
filler metal seems to achieve to the edge of gap in this computation.

In order to solve this problem, the amount of filler metal flowed is controlled by changing
the overhang length of joggle joint. In this study, the overhang length which is 6 mm
originally, is shortened to be 3 or 4 mm because about 2/3 of gap was filled in the
experiment. Figure 9 shows the penetration shapes computed after first pass welding. In
both cases, the filler metal fully flowed into the gap but it did not overflow. Then, the depth
of deposit metal becomes deeper and the results show good agreements with the
experiment. However, because the amount of filler metal flowed in the case of 3 mm
overhang would be smaller than that in the experiment and the thermal energy would
concentrate on the groove, the penetration would become to be larger than that in the case
of 4 mm overhang. In order to examine the applicability of the combined model for the
practical joggle joint, the penetration shape after second pass is also computed where the
overhang length is assumed to be 3 or 4 mm as same as the cases for first pass. The results
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are shown in Fig. 10 and it is revealed that the thermal energy applied in second pass would
not almost affect the penetration produced in first pass and the filler metal deposited in the
groove is mainly influenced by this second heat input. In addition, the numerical result of
4 mm overhang has a very good agreement with the experimental result after the second
pass and it can be concluded that the penetration shape of the practical joggle joint can be
reproduced by combined model with assuming the appropriate overhang length. Moreover,
from our previous studies about the basic aluminum joints and these researches about the
practical joints, it is found that the penetration shape of the practical aluminum joint can be
reproduced by defining the dominant parameters in this combined model through the
examinations of the basic welding such as bead-on welding, butt joint welding with the
groove and so on.

[K]
883
766
650
533
417

300

(a) Maximum temperature distributions (b) Penetration shape

Fig. 8 Maximum temperature distribution and penetration shape of joggle joint after 1st pass.

(a) Overhang length = 4 mm (b) Overhang length =3 mm

Fig. 9 Effect of overhang length on penetrations of joggle joint after 1st pass.
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(a) Overhang length = 4 mm (b) Overhang length =3 mm

Fig. 10 Effect of overhang length on penetrations of joggle joint after 2nd pass.

CONCLUSIONS

In order to demonstrate the finger type penetration generated in MIG welding, a new line-
type heat source has been combined with the three-dimensional, non-stationary thermal
model and this combined model is applied for reproducing the practical aluminum lap and
joggle joints. The conclusions can be summarized as follows,

e By assuming the adiabatic condition due to the oxide layer and/or the physical
separation, the penetration shape in the lap joint can be fairly demonstrated,
because the oxide layer on the aluminum alloy and/or the physical separation
prevent the thermal conductivity.

e Because the combined model cannot simulate the flow process of filler metal and
the filler metal achieves to the edge of gap regardless of overhang length in the
joggle joint, the overhang length in the numerical model should be appropriately
shortened in order to reproduce the penetration shape in the practical joggle joint.

e The penetration shape of the practical aluminum joints can be reproduced by
defining the dominant parameters in the combined model through the examinations
of the basic welding.
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ABSTRACT

Plasma transferred arc welding (PTA) is widely used to deposit metallic materials on substrates in order
to improve for example wear resistance, chemical resistance or thermal shock resistance. In terms of wear
resistance, a homogeneous distribution of hard second phase particles in the deposited weld metal is
favorable to achieve uniform properties. Therefore, it is important to know how the distribution of particles
is affected by the welding parameters and the welding procedure in general. While experimental methods
have only limited ability to provide a comprehensive insight into the weld pool dynamics, the numerical
simulation of the PTA process does but is at the same time also a challenging task.

Within this work, the influence of PTA welding parameters on weld pool dynamics and distribution of
second phase particles in the solidified weld metal is investigated applying thermodynamic and numerical
simulation. As matrix material, a CoCr alloy (Stellite 6) is used and tungsten carbide particles are included
as hard second phase. The finite volume simulation using the software package ANSYS Fluent considers
several physical phenomena such as solidification/melting, magnetohydrodynamics (MHD), magnetic
fields, etc. The solidification behaviour is studied using the thermodynamic software package
ThermoCalc. The established numerical models solve the equations of the conservation of mass,
momentum and energy by means of the Euler—Euler and Euler-Lagrange method.

Within this work, it was shown that thermodynamic and numerical simulations are valuable tools to
describe weld pool dynamics as a function of different welding parameters for the PTA process. The
distribution of second phase particles in a solidified metallic matrix was directly linked to the weld pool
movement and can therefore be optimized. Simulation was verified by welding trials and subsequent
metallographic characterisation.

Keywords: Plasma transferred arc welding, ANSY'S Fluent, multiphase flow, Euler—Euler method, Euler—
Lagrange method
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INTRODUCTION

Plasma transferred arc welding (PTA) is one of the most useful surface modification
processes. A high power plasma column is used to melt feeding material and a thin layer of
substrate to form a coating layer. The coating layer is characterized by low viscosity, which
is perfectly bonded to the substrate. The power density of the PTA welding (50-100
kW/cm2) takes an intermediate position between arc welding (<15 kW/cm2) and
laser/electron beam welding (>100 kW/cm?2) [1]. The particular characteristics of PTA
welding enables it to modify the surface, which lead to achieve excellent wear and corrosion
resistance whereas the toughness of the bulk material is maintained. Therefore, PTA
welding provides an excellent technology to optimize the properties of materials and to
improve the functionality of them. The characterization, modeling, metallurgical and
microstructure analyses have been the main research interests in PTA welding. Drastic
progress has been made during the past years and has been reported [2,3].

A series of Co based alloys has been developed as surface modifying materials for steel
components. Stellite 6 (Co-Cr) is widely used for surface modification due to its excellent
properties. The strengthening mechanisms are solid solution and precipitation hardening
[4]. The properties of the surface layer can be further improved by means of the additional
embedded hard particles such as tungsten carbides (WC, W2C). The strength and wear
resistance can be significantly improved by adding a small amount of hard materials to the
surface layer. In this research, a combination of Stellite 6 (which will act as matrix) and
tungsten carbide (WC) powder were used in this experiment. A schematic of the PTA
process is shown in Fig. 1. Powders are supplied by a carrier gas to form a deposit layer on
the base metal. A non-transferred plasma arc (pilot arc) is initially ignited between anode
and cathode in the plasma torch to achieve ionisation of the gas. Then the transferred plasma
arc (main arc) is started between the base metal and the tungsten electrode and it supplies
the molten powders to the base metal. Thereby, a thin and dense coating layer with low
dilution is generated on the base metal.

Because of the importance of film formation, several researchers have developed various
models to predict film formation and relevant quantities [6,7]. Most of these models are
valid for thin films. None of these models can be applied for the thick film modelling where
3D flow inside the film needs to be captured. A pure VOF approach can be used for
modelling 3D flow inside the film. However, modelling these tiny droplets using pure VOF
approach would need a very large number of mesh elements and is thus beyond the scope
of practical computation limits. In this work, a lagrangian particle is tracked by a Discrete
Phase Model. As this particle reaches the melting temperature, it is converted to an eulerian
droplet using a User Defined Function (UDFs) in ANSYS Fluent. This droplet is further
tracked in an Eulerian frame-work using a Euler-Euler model. This hybrid DPM-to-Euler-
Euler approach enables taking the advantages of both the basic lagrangian and eulerian
models into account. The DPM model, which is computationally less intensive, takes care
of the particle movement in the bulk of the domain and the more accurate model Euler-
Euler models takes care of the resulting droplet.
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Fig. 1 The schematic of the PTA process.

NUMERICAL MODEL

The goal of this research project is the investigation of the physical phenomena such as heat
and mass transfer, electromagnetic and hydrodynamic processes in PTA welding with
multi-metal powders and the estimation of their influence on the weld bead formation by
methods of numerical simulation. The number of different physics involved in PTA makes
its simulation challenging especially when all four states of matter namely solid, liquid, gas
and plasma must be considered and numerous physical phenomena interact together.

To solve such a complex model, the problem is divided into two sub-models. The first
model covers the formation of plasma. The second model was developed to investigate the
injection and the tracking of particles, melting and solidification as well as the formation
of the weld bead (see Table 1).

Table 1 sub-models and the modules

Plasma model Particle trace and melt model
Electric currents Particle injection

Magnetic field Particle tracing

Joule heating Particle melting

Laminar flow Laminar flow

Heat transfer Heat transfer
Magnetohydrodynamic (MHD) Melting and solidification
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PLASMA MODEL

The Plasma model was developed in the simulation software COMSOL. The computation
domain is shown in Fig. 1. The welding arc is formed between the tungsten electrode and
the steel workpiece. The Direct Current Electrode Negative (DCEN) polarity is used,
therefore the tungsten electrode is the cathode and the steel workpiece is the anode. The
computation domain and the boundary conditions are shown schematically in Fig. 2.

The plasma model is based on the following assumptions:
e The computation domain is axially-symmetric
e The problem is solved in steady state since the arc enters into steady state just after
arc formation
The arc is stationary and under atmospheric pressure
Gas flow is laminar and incompressible
The arc plasma is in Local Thermodynamic Equilibrium (LTE)
Metal vapors are not taken into account
Gas properties change only with the temperature
Debye sheath are not considered

GOVERNING EQUATIONS

In the steady state and under axial-symmetric conditions, the governing equations, which
describe arc plasma motion, are as follows:

Mass conservation:
d 18
Z(p-uz) +;E(p-r-ur) =0 ey

Radial momentum conservation:
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Energy conservation equations:
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Where subscripts r and z denote radial and axial directions, respectively. The terms in
the planes are special momentum and energy source terms concerning with plasma. In
equations 1-4, the basic variables defined are temperature T, pressure P, radial velocity u,
and axial velocity u,. The plasma property functions are densityp, viscosityu, specific
heat Cp, thermal conductivity k and electrical conductivity o [5]. The current density
components and the magnetic inductive intensity required in Eq. 2, 3. and 4 are obtained
by Maxwell’s equations described in the magnetic vector potential format:

0A
E=—Vp-% s)

B=VxA (6)
Where E, @, B,A are electrical field vector, electrical potential, magnetic inductive
intensity vector, and magnetic vector potential. Under the steady state and axially

symmetric conditions, the governing equations can be derived as:

Current continuity equations:

10 g a a9\ _
var(rosr) +a;(e5r) =0 )
Ampere’s law (o = 47 X 1077)

10 ( 04, 8 (04,\ _ .
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. a
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For converting A to B necessary in Eq. 5 and 6, a component of Eq. 6 is written as:

94, 04,
9z or (12)

Boz

Thermodynamic properties and the transport coefficients of argon are taken from the
COMSOL database. After it, the modules, which are mentioned in table 1, were coupled to
solve the problem.

This numerical model is based on the Bauchire et al.’s model [5]. As mentioned in their
work, the equations are highly non-linear. Attention must be paid for initiating and reaching
convergence. An initial temperature of 10,000 K or greater must be set to ensure that the
gases are fully ionized to reach convergence in the numerical solution. After solving the
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plasma model, the calculated temperature and velocity fields were imported as input for the
second model.

PARTICLE TRACE AND MELT MODEL

The discrete phase model (DPM) with a lagrangian approach coupled with a Volume of
Fraction (VOF) approach was applied to trace particles and melt in ANSYS Fluent.
Particles were tracked in lagrangian frame as point sources. Two-way coupling was used
to simulate the energy and momentum exchange with eulerian gas phase (Fig. 3). The DPM
model is ideally suited for situations where particles enter and leave the computational
domain. The discrete parcels of particles were uniformly distributed and injected through
the powder inlet at each time step. Each parcel was tracked separately. The DPM model is
suitable for dilute particulate flow when the particle mass fraction is lower than 10%.

After the injection of particles in the domain, some of the particles were heated up to
melting temperature and were molten and some of them which have not reached the melting
temperature were still considered as lagrangian particle. The molten particles were deleted
from the Euler-Lagrange frame and imported to the Euler-Euler frame via a user defined
function (UDF) in ANSYS Fluent. In order to simulate phase interfaces of particles, the
Euler-Euler method was used.

As mentioned earlier, Euler-Euler method has been used in this work, which is the most
complex of the multiphase models in ANSY'S Fluent. It solves a set of n momentum and
continuity equations for each phase. Coupling is achieved through the pressure and
interphase change coefficients. The melting temperature, melting enthalpy and heat
capacity of Stellite and tungsten carbide have been calculated via the thermodynamic
software ThermoCalc and imported in ANSY'S Fluent as input.

EXPERIMENTAL SETUP
A welding robot equipped with a plasma torch was used to carry out experimental

investigations. In order to validate the simulation results, thermocouples were welded on
top of the metal sheet to capture the temperature during the welding process (Fig. 2).
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Fig. 2 The egperimental setup.

RESULTS AND DISCUSSION

In order to have a better understanding of the PTA process and to explain the experimental
results, a CFD-Model was developed using the commercial software COMSOL and
ANSYS Fluent.

The following welding conditions were assumed in the model: a current density of 1e8
[A/m?], a minimum value sigma min of 1 [s/m] in the argon region and the plasma gas and
shielding gas flow rate is fixed to 2 L/min and 8 L/min, respectively.

Figures 3 and 4 show the temperature and velocity fields under steady state conditions
inside the arc plasma and the simulation domain. The maximum temperature of 12000 K
and the maximum velocity of 7 m/s were observed.
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Fig. 3 Calculated temperature fields in COMSOL.
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Fig. 4 Contours of velocity magnitude fields in COMSOL.

These results were imported to ANSY'S Fluent to simulate particle tracking and melting.
A wide range of material/physical properties affected the particle melting. Among material
properties and process conditions, melting rate of the particle, wetting angle, surface tension
at the interface and viscosity were the main affecting parameters. Unfortunately, most of
these parameters were unknown for Stellite 6 and WC. Therefore, some estimated values
were used in the model. The particle temperature is shown in figures 5a and 5b at various
times. It shows that the particles which reached the melting temperature were dissolved
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from the Euler-Lagrange domain and added to the Euler-Euler domain. It also shows that
some particles, which did not reach the melting temperature, left the domain which was
observed by experimental investigations (Fig 6).

The weld bead after solidification and phase fraction of Stellite and tungsten carbide are
shown in Figure 7. They are in agreement with numerical results (Fig 8).

Fig. 6 unmolten particles on the surface of Fig. 7 weld bed after 10 seconds.
the test plate.

It was observed that the value of the surface tension between phases and wetting angle
between phases and the bottom edge of domain had a very big influence on the shape of the
welding bead. The values of these parameters need to be studied via experimental
investigations.
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i,

Fig. 8 phase fraction of WC (left) and Stellite 6 (right).

Figure 9 shows the velocity and temperature fields of argon. The velocity field under the
plasma column is affected by the molten particles as expected. The model predicts the effect
of melting enthalpy of the temperature fields correctly.

Fig. 9 velocity (left) and temperature fields (right) after 10 seconds.

CONCLUSIONS

In this paper, a heat transfer and fluid flow model for PTA welding is presented. This model
can explain the phenomena particle melting and weld pool shape formation. Gravity,
electromagnetic forces, arc pressure and Marangoni effect were taken into account.

The DC plasma torch was modeled by developing a 2D axisymmetric model of laminar
flow and heat transfer, coupled with the electromagnetic field. Lorentz force and joule
heating effects were modeled, coupled with the physical model of the plasma torch. In order
to ensure that the electric flow was ensured, an artificial minimum value of 8000 S/m for
the electrical conductivity of argon was used. The numerical results of the gas temperature
and axial velocity results were quite satisfactory, although more complete reproductions of
the thermal and fluid phenomena might be obtained with three-dimensional modelling. In
that case, computational requirements and computing times should be also taken into
account.

A multi-phase flow model was established, and ANSY'S Fluent was applied to simulate
the multi-phase flow for gaining significant insight into understanding of particle melting
and phase distribution bead formation mechanism. Melting rate of the particle, wetting
angle, surface tension at the interface and viscosity were the main affecting parameters and
must be set carefully. The calculation results were reasonable and reliable. It can be
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concluded that the presented CFD method is a powerful approach to investigate
mechanisms of the PTA process
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ABSTRACT

The analysis of residual stresses or distortion of welded structures uses the prediction of the local
temperature field. The calculation of the temperature field requires the definition of heat source. The
double ellipsoid Goldak equivalent heat source (EHS) is the most used heat input model for arc welding.
This model distributes the heat of the arc welding process in a volume, which is equal to a melted weld
pool. The heat flow calculation with the EHS reaches a compliance of the experimental and the calculated
temperature field, which is far from the weld seam. Close to the weld seam and especially at the fusion
zone these results are hardly reachable with the Goldak model. Another disadvantage of Goldak's EHS is
a very high non-physical energy density in the centre of the heat distribution. The reasons behind these
disadvantages are analysed. It is shown how to modity the equation of the double ellipsoid heat source to
secure the benefits of EHS and simultaneously eliminate the disadvantages of the model. A comparison
between real experiments, calculations with Goldak's EHS and the modified EHS Modification-R'® (EHS
MR10) shows a significant improvement of the results using EHS MR10. The distribution of power
density is described in the modified EHS by a function of the tenth power and therefore referred to as
MRI10.

INTRODUCTION

Welding processes lead, because of the strong time-dependent and locally concentrated heat
input in real components, almost always to a deformation of the structure. This deformation
is generally unwanted and causes problems on the orientation and adaptation tolerance with
neighboring structures. These problems are especially pronounced on comparatively heat-
intensive welding procedures like electric arc welding. Detailed research projects have been
already carried out in order to reduce the appearing welding warpages.

In this context, simulation offers a good opportunity to calculate and study the residual
stresses and warpages as well as the structure transformations. The simulation of the
residual stresses distortion, according to Radaj [1, 2], is defined as a structure simulation or
welding simulation due to heat input, Fig. 1. The most important requirement for
calculating the heat input via FEM-based simulation packages is an appropriate heat source
description, which guarantees a good agreement of the numerical simulation results with
the real temperature relationships in electric arc welding. Based on this, reasonable
boundary conditions for the welding structure simulation can be defined.

39



Mathematical Modelling of Weld Phenomena 12

Process

Weld pool geometry
Local temperature field
Process efficiency
Process stability

Structure

Micro structure stress _ Material

>

Residual stress
Distortion

Strength
Stiffness

Micro structure state
Structure transformation
Hardness
Hot crack
Cold crack

<
Phase transformation strain
Mechanical Properties

Fig. 1 Welding simulation areas according to Radaj [1,2].

Usually different models for the heat sources are used: unidimensional point heat
sources, two-dimensional superficial distributions and tree-dimensional volumetric
distributions as well as combinations of these. The application of these models for the
simulation of residual stresses and warpage requires, in the corresponding FEM-programs,
usually an elaborate calibration procedure.

Therefore a necessity arises for a heat source and its adaptation procedure, which
facilitates a higher precision for the simulation of the heat input and a reduction of the
calibration effort.

HEAT SOURCE APPLICATION IN WELDING SIMULATION

The first to accomplish a mathematical description of welding heat sources were Rosenthal
[3, 4] and Rykalin [5]. The power density distribution of electric arc welding was described
by means of an adaptation of the Gauss equation with the application of an intensity
parameter to ensure that the whole power is inputted within the arc affected area. The
phenomenological explanation for the application of the Gauss function in the construction
of the heat source models is based on the original idea of the electric arc process as a
combination of stochastic, physical processes.

The EHS by Goldak[6, 7, 8] is an extension of this concept to the case of volumetric heat
input. The goal was to account for metal flow within the weld pool. Here the intensity
parameter assures too that the whole power is inputted within both quarter-ellipsoids
(fourths of the ellipsoid). A quick overview over different approaches for heat source
modelling is shown in Table 1.

40



Mathematical Modelling of Weld Phenomena 12

Table 1 Overview over approaches for Equivalent Heat Sources.

Name Method

Function-analysical solutions by linearization of the heat conduction process
Rosenthal [3, 4], . . . ] ) .

in a homogeneous and isotropic continuum with the neglection of the

Rykalin [5] L
convection in the weld pool
Rykalin [5] Plane heat density distribution, based on the Gaussian distribution
Goldak et al. [6, 7, 8] Distributed volumetric heat sources
Radaj [1] Solidus surface as an equivalent heat source

Synthetical approach by decomposition of the process model into an
empirical part, which is based on neuronal networks, and a phenomenological
part, which describes the physical phenomena

Detailed description for the function-analytical creation of a volumetric heat
source

Schwenk et al.,
Pittner et al. [9, 10]

Karkhin et al. [11]

The following examples show a few of many applications of the equivalent heat source
(EHS) by Goldak in welding simulation. In a work of Schenk et al. [12], the impact of
clamping technology on the appearing deformations were examined both experimentally
and also through simulation. The necessary clamping technology for welding causes, in
practice, substantial costs to some extent. For this, the choice of the clamping points and
the resulting influences on the deformation have to be researched. In this work, the GMA
welding of T-joint components of steel (S355) were examined for different clamping
configurations. Measured welding temperatures and the resulting deformations were
determined for two clamping configurations and compared with the simulations. For the
modelling of the heat input, a two-dimensional simplification of the Goldak heat source
was used. The work emphasizes, for a good agreement between simulation and experiment,
the influence of the clamping configuration on marked-ness and shape of the appearing
deformations.

Another work of the same group [13] presented a thermo-mechanical, metallurgic,
microscopical model for steel, which well describes the material behavior in welding. The
model is based on an existing model, which was extended for non-isothermal behavior in
combination with phase transformation. The model and its numerical implementation in
ABAQUS are described with vector notation for the stress and load tensors. In order to
model the heat input, a Goldak heat source was implemented in ABAQUS in the user-
subroutine DFLUX. Model parameters were presented for the steels DP600 and S355.
Thermo-mechanical model parameters for DP600, namely hardening and stretching rate,
were kept by adapting the temperature and stretching rate. A metallurgical model was
implemented with help of the data gathered from the phase field models for the austenite-
growth and the continuous cool-down transition diagrams for phase transformations from
austenite. The model was applied to the welding simulations of DP600 for lap joint and
S355 in T-joint geometries. The final warpage was compared with the experimental results
and it was shown, that the presented model is capable of reproducing the experimental
results very well.

This and many other examples show that for the illustration of the volumetric heat
distribution in electric arc welding, here for the example of gas metal arc welding (GMAW),
typically the double ellipsoid equivalent heat source model by Goldak is used. It is
comparatively easy to determine and yields higher agreement (e.g. for the external
boundaries of the heat affected zone when welding metallic materials) than other heat
source models [6, 14].
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The EHS by Goldak serves as de-facto standard for a model of heat input for the FEM-
based welding structure simulation in the case of gas metal arc welding (GMAW). On
SYSWELD or Simufact Welding is, for example, the EHS, one of the predefined heat
sources. This applies also for comparatively complex calculation cases.

DOUBLE ELLIPSOID EQUIVALENT HEAT SOURCE MODEL BY GOLDAK

The EHS by Goldak (Fig. 2) is described by six parameters (four geometrical and two
energetical) and is based on the equation of Rosenthal and Rykalin for the superficial heat
distribution in electric arc welding.

In the distribution by Rykalin and Rosenthal leads the intensity parameter of 3 to almost
the whole supplied energy to be within the affected zone of the welding area. The EHS by
Goldak underlies the same concept. Here the intensity parameter assures that the whole
power is inputted within both quarter-ellipsoids (fourths of the ellipsoid), which
corresponds to the normal conditions of electric arc welding.

Fig. 2 Schematic illustration of the distribution of the EHS by Goldak [6].

The four geometric parameters are normally defined before the calibration through
experimentally defined or through simulation-aided prediction of the weld pool shape. They
represent in detail the width and depth of the weld pool as well as the maximum distance
between the broadest spot of the pool to the melt front and to the solidification front. The
two energetic parameters represent the inputted energies in both quarter-ellipsoids. These
were measured experimentally or estimated. Additionally, a measured, calculated or
estimated efficiency factor is defined.

6\/§f Q +v(t—t) 2 2 2
qr(x,y,2,t) = afbc—nfﬁexp (—3%) exp (—3%) exp (_3%) (1a)
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2
q-(x,y,z,t) = V30 exp (—3 w) exp (—3 y—z) exp (—3 i—z) (1b)

arbemVm a;? b2 2
frtf=2 (1o)
2Q = (qf(x, v.z,t)+q.(x,y,2, t)) dxdydz (1d)
Q = Heat, [W]

Although the Goldak-EHS shows a better agreement for the heat affected zone (HAZ)
compared to other heat source models, the precision is less satisfying in the area of the weld
seam. In order to increase the precision, numerous experiments are carried out [1, 2, 7].
These serve for the calibration, the goal is thereby to achieve maximal agreement with the
melt boundary and the weld pool shape, as well as the time-temperature cycles. As a rule,
the achieved accordance comes with a calculated temperature that is too high, usually above
the evaporation temperature, in the center of the EHS, as well as with a too low temperature
on the edge of the EHS.

The problems are known to both engineers and scientists as well as developers of
simulation programs. Different solutions were suggested, among others e.g. the variation
of the intensity parameter (1 or 2, instead of 3) in the Goldak equation with the
corresponding modification of the first normalization multiplier or an automatic calibration
of the EHS in SYSWELD. These measures bring, however, only limited improvements and
lead to an implausible form of the heat input. The problems, which appear during the
calibration of the EHS by Goldak come as a consequence of the fact that the mathematical
equation is based on the Gaussian distribution, which has in combination with the intensity
parameter a strong maximum in the center of the distribution and the integration of the
equation yields 1 as a result. This particularity is very helpful for analytical solutions and
allows for an easy normalization for any powers.

The equation yields values, which decrease exponentially depending on the distance to
the center. The approach of the distribution brings often a high accordance for the solid
phase for the temperature calculation. The maximum value in the center of the distribution
corresponds also to the idea of the maximal heat input in the center of the heat source for
electric arc welding, which is not necessarily always the case. The model idea for the heat
input in this form does not sufficiently consider the hydrodynamics in the weld pool, which
could significantly decrease the heat input and the temperature gradient in the weld pool.
The maximal temperature in the center follows from the balance between the heat input and
the heat dissipation, so for example an even volumetrically distribution in the simulation
causes also a maximal temperature in the center of the distribution. Also, hydrodynamics
in the weld pool and their impact are, not stochastic processes and therefore don’t follow a
Gaussian distribution, but on the contrary tend to smooth out the power density gradients.
It is therefore plausible to develop a volumetric distribution equation with decreased
gradients in the center of the heat source distribution, but at the same time higher power
density at the edge of the weld pool.

The development of a modified EHS followed in this application based on the approach
by Goldak allows for an increased precision in the representation of the real heat source
with a significantly lower calibration effort.
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MODIFICATION IDEA

Through a mathematical modification of the distribution equation, the compensation of the
temperature gradient through hydrodynamics in the weld pool is considered. From the
FEM-simulation with the modified EHS, a decrease of the maximum calculated
temperature in the center of the EHS and at the same time an increase of the temperature at
the edge of the EHS are expected. This leads to a better representation of the physical reality
and simulation precision of temperature-time-cycles and weld seam geometry without
increasing the number of parameters for the description of the heat source.

The main idea for the modification of the EHS by Goldak is the replacement of the
underlying normal distribution equation, Fig. 3 (a), so that the heat density is decreased in
the center of the heat source (flat-topped curve) and increased at the edge (provisory model
of the weld pool surface), Fig. 3 (b).

The class of exponential symmetrical distributions can be described with a common
equation (Eqn. 2) according to [15]:

x—6, A
0 = s e (- (552)) @)

In this, the expected value for the energy distribution in electric arc welding corresponds
to the value at the center of the distribution and the standard deviation is the Gamma
function, for example.

The form parameter A is important here. A form parameter of A = 1 represents, for
example, the Laplace distribution and a parameter of L = 2 represents the Gaussian
distribution, Fig. 3.

fix)

Fig. 3 The class of exponential symmetrical distribution, as well as the distribution function
for different parameters A [15].

The function from this class

2
@) = g exp (-3 5525) (3)
usually underlies the models of heat density distribution in electric arc welding, among
others in the two-dimensional Rykalin-Rosenthal distribution or the three-dimensional
Goldak-EHS.
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Regarding the modelling of the heat input in welding, the heat distribution can be
regulated with the help of the parameter A without changing its integral value. For electric
arc welding, parameters of A > 2 lead to a more realistic representation of the heat source.
These functions have often been called Super-Gauss distributions, see Fig. 4 where the
integral value is the same for each half.

Fig. 4 Comparison of the Gauss distribution (k:2, left half) and Super-Gauss distribution (A=4,
right half).

The superficial two-dimensional heat density distribution, which can be described with
a parameter A = 4 in equation (2) yields, in comparison with the normal distribution, a better
accordance in the simulation of the temperature field and of the weld pool in the program
SimWeld [16, 17].

The same methodology is applied for the modification of the equivalent heat source by
Goldak.

FIRST MODIFICATION: ENERGY DENSITY DISTRIBUTION

The goal of the first modification is to reach a more equally distributed heat source in the
area which can be described by the distribution radii. The equations (1a) and (1b) can be
formally described as:

feor(%,y,2,t) = KG exp <— ((xo +v(t— t))zkx + y%ky, + zzkz))

=3 k= e ky = — k, = —
Cc =0, x_rle y_rzl Z_TZZ; (4)
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Analogously, the modified equation can be written as follows
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The comparison between the three-dimensional power density distribution with the
equation of EHS by Goldak and the modification MR10 is shown in Fig. 5. The color
represents the intensity of the power density. For equal distribution parameters and fully
distributed power of EHS, the EHS MR10 (right) shows an almost even density inside the
distribution area and a sudden decrease at its borders. That kind of distribution significantly
corresponds to the conception that the intensive mass fluxes redistribute and average out
the heat fluxes in the weld pool. The attempt to reach a deeper melting depth in simulation
by increasing the depth distribution parameter is shown in Fig. 6.

Fig. 5 Comparison between the power density distribution of the EHS by Goldak (left) and
modified EHS MR10 (right) .

While the distribution density of the EHS by Goldak increases only slightly at the desired
depth, the distribution of the EHS MR10 practically precisely follows the required depth of
the weld seam melting zone which is equivalent to the depth parameter of the distribution.

The given examples show the benefits of EHS MR10 by enabling the possibility of a
required density of power in the desired area. The dependency between the distribution
parameters of EHS MR 10 and the weld seam geometry are rather direct, however only if
the density power is sufficient for the melting.
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e

Fig. 6 Representation of the distribution efficiency in the depth direction of the EHS by Goldak
(left) and modified EHS MR10 (right).

SECOND MODIFICATION: HEAT SOURCE AREA

Another fundamental problem in using the EHS by Goldak for the calculation of the heat
input in FEM-simulation arises when considering the weld reinforcement, created by the
additional wire metal. This consideration is necessary if the exact balance of mass and
energy is to be achieved. In this case the weld reinforcement is already included in the
FEM-simulation mesh. By taking the additional metal given in the mesh into account a
conflict with the normalization condition (Eqn. 1d) arises. According the Eqn. (1d) both
parts (the front side and the rear side) of the EHS by Goldak should be distributed onto the
welding plate. In fact, the normalized conditions (Eqn. 1d) allow that only the lower parts
of the distributed energy will be part of the calculation. Therefore, the upper parts of the
given ellipsoids remain out of consideration.

If the weld reinforcement is included in the FEM-mesh, two cases are possible: 1. The
EHS center has a trajectory (welding line) inside the mesh above the previous surface in
the state before the welding (without weld reinforcement) and 2. The EHS center has a
trajectory (welding line) above the surface with the consideration of weld reinforcement
(top position). In the first case, it has to be guaranteed that the zone of weld reinforcement
will be blocked from receiving heat. In the second case, a part of the distributed power to
the left and right side of the weld reinforcement border will be lost. Additionally, it makes
it difficult to reach the required depth of the melted welding zone.

The study of the cross section of the welding pools with GMAW and SAW welding,
especially under the conditions of increased welding speeds and heat input intensities,
makes it possible to establish the following assumption: the metal, melted under the
welding arc and mixed with the wire metal leaves the melting area as a result of
hydrodynamics in the welding pool and forms the weld reinforcement. In fact, these
hydrodynamics change the heat input distribution into the weld pool by convection. If the
hydrodynamic flow in the welding pool is not taken into consideration during the FEM-
simulation, then the process can be compensated by adding heat to the weld reinforcement.
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Fig. 7 Schematic representation of the second modification.

In case of a double ellipsoid EHS it is proposed to distribute the heat at the rear ellipsoid
only in the metal of the weld reinforcement and block the heat entry of the lower rear part
of EHS in the welded plates. The Fig. 7 shows the application of the second modification.
This second modification can be used also for the ,,standard* EHS by Goldak, but in relation
with the suggested first modification it makes it possible to reach better results with less
time needed for the calibration.

APPLICATION EXAMPLES

The modifications were implemented and simulated for verification by using the tool
ANSYS. The comparisons between experimentally determined and simulated geometries
in the weld pool for the cases of Goldak’s EHS with the 2nd modification and EHS MR10

are shown exemplary in Fig. 8.

-

Fig. 8 The comparison between exe"firﬁentailly'getermined (left: 3D, bottom: 2D) and
simulated geometries of the welding pool for the cases of Goldak’s EHS with the 2nd
modification (top) and EHS MR10 (middle).
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A very specific experimental weld seam was chosen for the demonstration of the
modification’s advantages. Such a cross section is commonly a result of the combination
of a high wire feed rate and corresponding current as well as a short arc length and
corresponding voltage. The cross section as well as the long section show good
correspondence in the simulation for the case of EHS MR10 and also EHS according to
Goldak with the 2nd modification. Usually for the calibration a cross section from the real
experiment is necessary or a result from a process simulation for example from SimWeld
[16, 17]. Also, for the calibration of the energy input, the thermo-cycles are necessary. For
this reason the length of the melt pool conveys the whole information about the agreement,
much more than the comparison with the thermo-cycles. Furthermore, the thermos-cycles
far away from the fusion line are nearly not sensitive to the distribution of the input power
density. Both simulations produce good results for the length of the weld pool. In the case
of EHS MR10 it was even possible to reproduce the mushroom shaped seam.

This method was also validated for the cases of different welding velocities and the
corresponding energy per unit length.

Fig. 9 shows further a good agreement of the comparison between experimentally
determined and simulated cross sections for the cases of Goldak’s EHS with the 2nd
modification and the agreement further increases for the comparison with the EHS MR10
cases.

Fig. 9 The comparison between experimentally determined (bottom) and simulated cross
sections of the weld seam for the cases of EHS according to Goldak with the 2nd modification
(top) and EHS MR10 (middle) for different welding velocities.

The EHS MR10 is implemented as FORTRAN- subroutine for the usage by the FEM-
Software SYSWELD. A similar C-subroutine is implemented for the usage by the FEM-
Software DynaWeld [18].
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CONCLUSION

The suggested and described modifications of the EHS according to Goldak were qualified
for the calculation of the GMA welding’s temperature field. Since the modifications depict
the real processes of the GMA welding closer to reality, the simulation also shows better
results with a significantly lower calibration effort.

However, it should not be expected that all kinds of geometries of the weld seam can be
depicted by using this modification. The EHS MR10 is primarily an ,,equivalent” heat
source, which purpose is to enable the most real heat distribution outside of the weld pool.
The calculated temperature in the weld pool area can be understood as an estimation only
and any predictions of the temperature distribution in the case of the EHS approach are
unsubstantial.
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ABSTRACT

The most sufficient welding parameters and settings of manufacturing technologies are currently mainly
determined by experiments for standardised production in the practice. It is a time-consuming method,
while there is a large amount of waste during the ’trial and error’ process of distinct welding technologies.
Virtual fabrication and virtual testing of weldments using finite element method provide a sustainable
solution for advanced applications. Calibration and validation of heat source models using finite element
analysis is a crucial task, because theoretically the calibration has to be done for all the individual cases
related to different welding processes and welding variables. Nevertheless, it can reduce the need of on-
site experiments and waste during fabrication. A comprehensive literature review has been carried out
focusing on the introduction of different heat source models. The aim of the current research is to develop
a common calibration process for a wide range of heat source model parameters to ensure general
applicability for a typical joint of a weldment. A systematic research program is carried out on small scale
specimens using different welding input parameters. The experimental research program contains
temperature measurements during welding, macrographs and deformation measurements after welding.
In addition, a numerical study using uncoupled transient thermo-mechanical analysis, including sensitivity
analyses and parametric studies focusing on fusion zone size, residual stresses and distortions, is
performed. Based on the large number of experimental data, thermal efficiency and heat source model
parameters are calibrated and verified. As a generalization, a validated heat source model is developed for
a metal active gas welding power source. The developed validation process can have significant role in
case of robotic welding, where welding trajectory, heat input, travel speed and quality can be controlled
precisely.

Keywords: welding simulation, heat source model, calibration, validation, metal active gas welding

PROBLEM STATEMENT

There is a remarkable industrial demand on speeding up and improving manufacturing
processes. Lindgren [1] revealed that welding technologies are generally developed by
performing experiments and tests on prototypes, while computational methods are still
rarely used in the development process. It is a substantial expectation that simulations will
complement experiments using the ‘trial and error’ process for obtaining Welding
Procedure Specifications (WPS) as a final result. Namely, both residual stresses and
deformations are evaluated in the design phase to optimize welded structures. However,
nowadays deformations are usually in focus whereas residual stresses are of interest in
subsequent phases.
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In most of the cases it is time efficient and economical to use Computer-aided
Engineering (CAE) opportunities rather than determining optimal parameters
experimentally. Developing a sustainable virtual manufacturing process is an innovative
way to reduce waste in workshops and specify optimal conditions depending on the
requirements. Goldak and Akhlaghi [2] denoted that in the automotive industry the number
of prototypes has been reduced from a dozen to one or two applying CAE sources as
powerful, robust and efficient tools. The general aim of Computational Welding Mechanics
(CWM) is to set up reasonably precise methods and models that are capable of controlling
and designing welding technologies whilst ensuring suitable performance [3]. Obviously,
it is an overall aim to perform numerical simulations faster and easier than to carry out
welding experiments, especially when dealing with large welded structures [4]. The
welding simulation procedure can be implemented in full-scale modelling frameworks
describing the entire manufacturing process including steel rolling, cold forming, thermal
cutting, machining, etc. [5]. An additional tremendous advantage of CWM is comparing
different variants in the design phase, while performing subsequent analyses on virtual
specimens, such as buckling [6-8] or fatigue analysis, is also a potential.

The determination of residual stresses and deformations are highly recommended for
manufacturers as well as for designers. In case of steel structures there are often assembly
difficulties and resistance problems due to large weld sizes, high heat inputs or poor
clamping conditions during fabrication. These effects can result in large deformations and
residual stresses, which can reduce the resistance of steel structural elements. Most of the
standards, such as EN 1993-1-5:2005 [9], give only approximations for the initial
(equivalent) geometrical imperfections. Therefore, it is an important task to take these
effects into account as accurately as possible. Several years ago it was almost impossible
to simulate the welding of large and complex structures because of hardware requirements
and long computational time. Nowadays, due to the improvement of computational
background it is feasible to examine large-scale welded joints and structures in an
adequately accurate way, but it has to be declared that computations still have boundaries.

The aim of the current research is to develop a common calibration process for a wide
range of welding variables and heat source model parameters to ensure general applicability
for a typical T-joint of a weldment. A systematic research program is carried out on small
scale specimens using different welding input parameters. The experimental research
program contains temperature measurements during welding, macrographs and
deformation measurements after welding. In addition, a numerical study using transient
thermo-mechanical analysis, including sensitivity analyses and parametric studies focusing
on fusion zone size, residual stresses and distortions, is performed. Based on the large
number of experimental data, thermal efficiency and heat source model parameters are
calibrated and verified. As a generalization, a welding process model is developed for a
metal active gas welding power source. The developed validation process can have
significant role in case of robotic welding, where welding trajectory, heat input, travel speed
and quality can be controlled precisely.
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LITERATURE REVIEW

Experiments and measurements are intended to assist in getting acquainted with heat
sources. There is a fundamental need for better understanding the influence of certain
parameters and more precise approaches to predict the realistic behaviour. Mathematical
models are used to enhance the knowledge of heat sources taking distinct effects into
account. For instance, mathematical models can include ‘the energy equation, surface
tension of the weld pool surface, hydrostatic forces, Lorentz and Marangoni forces in the
weld pool, pressure and shear forces from the arc or plasma, and droplet transfer to the weld
pool’ according to Goldak and Akhlaghi [2]. Generally, the aim is to model the welding
heat source as accurate as it is necessary depending on one’s purpose. Naturally, the level
of negligence is related to the analysis aspects. Therefore, Goldak and Akhlaghi classified
heat source models into five categories of First to Fifth Generation Weld Heat Source
Models. The fifth class is the newest and most complex. The older ones are considered as
sub-classes of each newer generation as latter generations include the attributes of former
models. Table 1 sums up the pros, cons, applicability and the need for calibration of each
weld heat source model generation. The following subsections introduce the history and the
most important features of each heat source modelling level. The introduction focuses on
the Second Generation Weld Heat Source Models as these are relevant for the presented
finite element calculations; however, the subsequent generation models are presented
briefly as well. Heat source models can be generalized for welding processes in a parameter
range. According to Lindgren [3], welding process models are coupling the physics of the
problem, the power density distribution in the weld pool and welding process parameters.
Sudnik et al. [10-11] set up such a model earlier for laser beam welding taking energy
transport, vapour pressure and capillary pressure into account. Welding process models
have much importance as experiments can be combined or fully replaced by calibrated heat
source models in the region of interest [12].

First generation heat sources comprehend point, line and plane heat source models. Point
heat source models are designated to model arc welding. Line heat source models can be
used for full penetration welds, e.g., electron beam welding or laser beam welding.
Generally, plane heat source models are effective to simulate welding with sheet electrodes.
The temperature can be predicted in any point in the specimen utilizing these heat source
models. The development of instantaneous point heat source models for two- and three-
dimensional heat flow, solving the heat flow differential equation for quasi-stationary state,
is credited to Rosenthal [13] and Rykalin [14]. Rosenthal made a few assumptions such as
(1) the energy input from the heat source is uniform and moves with a constant velocity
along a trajectory, (ii) all the energy is deposited into the weld at a single point, (iii) thermal
properties are temperature-independent, (iv) heat flow is governed by conduction,
meanwhile radiation and convection are ignored, in addition (v) latent heats due to phase
transformations and fusion/solidification is neglected. Analytical approaches are effective
for instance in determining the approximate size of the heat-affected zone or fusion zone,
thermal gradients, phase proportions and hardness. Heat source models of Rosenthal and
Rykalin have been widely used for modelling infinite or semi-infinite bodies. The
temperature field far from the weld could be determined with acceptable accuracy, but the
accuracy of these approaches may decrease severely in the fusion zone and the heat-affected
zone. On the other hand, for welded structures with complex welding trajectories quasi-
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stationary state may not even exist according to Goldak et al. [15], thus, the utilization of
First Generation Weld Heat Source Models is restricted.

Table 1 Pros, cons, applicability and the need for calibration of weld heat source model
generations (WHSMG).

WHSMG Pros

Cons

Applicability/Calibration

analytical solution

distribution of energy
constant material properties
phase transformations
radiation and convection
simple weldment geometry

approximates temperature
for finite, infinite or semi-
infinite bodies without
discontinuities and
nonlinearities;

First low computational cost straight weld path supports welding control
discontinuities in geometry systems and optimizing
constant travel speed welding variables;
quasi-steady state heat calibration is not really
transfer possible
distribution of energy
nonlinear material FDM* or FEM*:
properties nonlinearities;
phase transformations realistic temperature fields
radiation and convection fluid flow outside of the weld pool;
Second ~ complexweld path complex weld pool shapes complex weld pool shapes:
complex weldment =/ prescribed tgmp_erature
geometry model/combination of
discontinuities in geometry surface and/or volumetric
varying travel speed heat sources;
unsteady state heat calibration is needed
trancfar
Stefan problem additional input data may be . o
Cauchy momentum needed for pressure welding positions;

Third equation distribution of the arc, mass weld pool shape becomes
complex weld pool shapes  flow rate into the weld pool output data;
higher computational cost and surface tension on the calibration is not needed
fluid dynamics mathematical difficulties .FVM ’ dr'oplet flow can be

Fourth complex weld pool shapes high computational cost included,

calibration is not needed
most general heat source
model of the arc is included . T model generation;

Fifth magneto-hydrodynamics mathematical difficulties application is actuall

g Y/ Yy pp Yy

complex weld pool shapes

high computational cost

limited to researches;
calibration is not needed

*FDM: Finite Difference Method; FEM: Finite Element Method, FVM: Finite Volume Method

Second Generation Weld Heat Source Models define distribution functions instead of
solving Dirichlet problems of first generation models. It is mainly applied in finite element
analysis and is suitable to handle complex geometries, weld pool shapes and welding
trajectories, while temperature-dependent material properties, radiation and convection,
phase transformations and latent heats due to phase transformations, fusion and evaporation
can be taken into account. Effective specific heat or enthalpy makes it possible to take latent
heat into consideration. These models have to fulfil solely the heat equation, thus, power
density, prescribed flux and prescribed temperature functions are in this class according to
Refs. [2] and [16]. The first innovative conception was a distributed flux model developed
by Pavelic et al. [17] and Rykalin [ 18] to model weld pools without nail-head shape or deep
penetration. The description of distributed flux models, e.g., normal Gaussian distributed
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surface heat source, bivariate Gaussian distributed surface heat source, etc. is given in Ref.
[2] in a detailed manner. Prescribed temperature model was used by e.g., Refs. [19-20].
Goldak, Chakravarti and Bibby [21] presented power density functions to model even
complex weld pool shapes for arc welding or laser beam welding. General power density
functions of spherical, hemispherical, single ellipsoidal and double ellipsoidal heat sources
are gathered in Refs. [2] and [16] as well. Recently, hybrid heat source models [22-25] are
also published, as combination of heat source models is feasible for non-conform cases.

In addition to the first two generations, Third Generation Weld Heat Source Models
predict the liquid weld pool shape solving the Stefan problem at the boundary of liquid and
solid phases. It is treated as a free boundary problem, also known as moving boundary
problem, as the interface of two phases moves with time and is an unknown hypersurface.
The heat equation is solved assuming an initial temperature distribution, a Dirichlet
condition for melting temperature at the interface, the Stefan condition describing the
interface velocity and an initial weld pool shape. Enthalpy is not continuous at the interface,
hence, distinct heat equations belong to each phase. Goldak and Akhlaghi [2] denoted that
this model type was initiated by Ohji, Ohkubo and Nishiguchi [26] introducing
discrepancies between horizontal and vertical welding positions. Their model includes the
Cauchy momentum equation and mass continuity in addition to the free boundary problem.
Using a Third Generation Weld Heat Source Model makes it possible to have the weld pool
shape as output information contrary to the first and second generations. Navier-Stokes
momentum equation, including buoyancy forces and Lorentz forces in the liquid phase,
Marangoni forces, shear forces and pressure due to the arc acting on the weld pool surface,
can be added to previous models to describe macroscopic fluid dynamics, thus, developing
the fourth class of weld heat source models. Fifth Generation Weld Heat Source Models
include even the model of the arc. Fourth generation models are improved by the equations
of magneto-hydrodynamics to generalize the mathematical problem. These equations are a
coupling of Navier-Stokes equation of fluid dynamics and Maxwell’s equations of
electromagnetism. Magneto-hydrodynamics deals with the movement of electrically
conductive fluids due to external electromagnetic field. The added feature turns the fourth
generation model into a highly complex mathematical problem, which results in numerical
methods facing serious difficulties and calculation time.

EXPERIMENTAL RESEARCH PROGRAM

SPECIMENS AND EXPERIMENTAL SET-UP

Small scale welded T-joints (Figure 1) of a stator segment of a wind turbine are investigated
in the current study. The major aim of the experimental research program is to evaluate the
effect of different filler metals, welding variables and types of welding joints on
productivity and the structural behaviour. High-cycle fatigue is crucial in case of wind
turbines, therefore, four types of joints are analysed (Figure 2) having considerably
different resistance against cyclic loading: (i) double-beveled butt weld, (ii) double-sided
fillet welds, (iii) single-beveled butt weld and (iv) a novel T-joint using a groove and
double-sided fillet welds. Number of weld passes and heat input per unit length are the
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investigated variables resulting in a database of input parameters including the cross
sectional area of the fusion zones. It is the basis of the heat source model verification.
Thirty-six welded specimens are manufactured altogether. The following notations are used
for the joints (e.g., JTX-Y-0Z): JT — T-joint; X — 1/2/3/4 — double-beveled butt
weld/double-sided fillet welds/single-beveled butt weld/novel T-joint using a groove, with
a groove angle of 90°, and double-sided fillet welds; Y — 1/2 — solid wire/flux cored
electrode; Z — number of specimen. All the specimens are made from S355J2+N steel grade
with a length of 100 mm. Base plates are manufactured from steel plates with dimensions
of 300 x 100 x 40 mm, while stiffeners have dimensions of 140 x 100 x 15 mm. Plasma
cutting is used for carving the plates. A Fronius TransPuls Synergic 5000 welding power
source, M21 - ArC - 18 (Corgon 18) shielding gas and PA flat or PB horizontal-vertical
welding positions are used for metal active gas (MAG) welding. Solid wire (Esab OK
Aristorod 12.50) and flux cored (Bohler Ti52 T-FD) electrodes with diameters of 1.2 mm
are used during manufacturing. Preheat and interpass temperatures are both 150 °C.
Ambient temperature is between 20-22 °C during the experiments. Heat input per unit
length varies between 6.01 and 26.94 kJ/cm depending on filler metal, joint type and
number of passes.

Fig. 1 Tack welded T-joints before welding.
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Fig. 2 Types of investigated joints: (a) double-beveled butt weld, (b) double-sided fillet welds,
(c) single-beveled butt weld and (d) a novel T-joint using a groove and double-sided fillet
welds.

The initial and deformed configurations of the joints are measured with a coordinate-
measuring machine in specific points, denoted with M1-M8 in Figure 2, thus, welding-
induced deformations can be calculated after using common coordinate transformations.
Temperature is measured by a thermocouple and an infrared thermal camera during
welding. The camera uses a fix value for emissivity, therefore, a code is developed to
calibrate the measurements of the camera using data recorded by the thermocouple. The
measurement range of Type K (Chromel/Alumel) thermocouples is -200 °C — 1200 °C,
while the sensitivity is around 41 pV/°C. Thermoelectric voltages are converted to
temperatures via a Thermo-MXBoard thermocouple adapter and a QuantumX MX840A
data acquisition system, that operates as a universal amplifier. The temperature variation in
time is plotted in, therefore, real-time monitoring of fixed points is possible during
experiments. A ThermoPro™ TP8S infrared thermal camera with high-temperature filter
is part of the measurement system as well. It uses a focal plane array uncooled
microbolometer with 384 x 288 pixels. Its spectral range is 8 — 14 um, while its sensitivity
is 0.08 °C at 30 °C. The measurement range is -200 °C — 2000 °C, whilst the operating
temperature is between -20 °C and 60 °C. Basically, it is only capable of recording static
thermal images that can be analysed in its program. It is not sufficient for time-dependent
analysis, therefore, an approach is developed. A video capture card digitizes the composite
video signal via Image Acquisition Toolbox in MATLAB R2016b [27]. A code is
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developed to record videos, hereafter the .AVI videos are split into frames. Frames can be
analysed regarding the red, green and blue (RGB) colour code, because the temperature
palette unequivocally determines actual temperature values for each pixel. Spot and time-
temperature curve analysis are implemented in the code for further data processing. The
calculated virtual temperatures are calibrated according to thermocouple measurements,
thus, a temperature scaling is necessary. The principle of scaling is having the same
computed areas under each curve, thereunto trapezoidal rule integration is used. Surface
and material properties can be handled easily, while the temperature-dependent emissivity
is also taken into consideration. The cross sectional area of the fusion zone is measured
after fabrication using macrographs. Vickers hardness tests and microstructural analyses
are also carried out.

EXPERIMENTAL RESULTS

Welding variables, such as voltage, current, travel speed, are registered during welding,
therefore, total heat input per unit length can be calculated. The deformations due to
welding differ in a great extent in case of the presented types of joints, as the number of
weld passes, total heat input and single/double sided welding have a large influence on
residual strains. The most important component of deformations is the transverse
deformation of the top due to angular distortion; the base plates are much stiffer, thus,
vertical deformations are quasi-zero. Maximum Ux max transverse deformations of the top
and the Arz cross sectional area of the fusion zone for every single case is shown in Figure
3; measurements are sorted in groups regarding the types of the joints. A linear regression
analysis is carried out using the least squares method to determine the relationship between
Arz and the Ul/v total heat input per unit length, marked with continuous solid line, for
double-sided fillet welds with single weld passes. Measurements and derived heat input
data are showed in Figure 3 as well. Error bars are denoting the s = 7.05 mm? standard
deviation of discrepancies between measured data and corresponding values of the
regression line due to uncertainties in welding variables as arc length and travel speed are
not constant during welding.
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Fig. 3 Fusion zone size vs. a) maximum transverse deformations of the top and b) net heat
input.
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Maximum transverse deformations of the top are evaluated regarding the joint type and
the cross sectional area of fusion zone. Specimen JT3-1-03 with single-beveled butt weld
(SBBW) has not been taken into account in the assessment process as tack welds have
fractured during transportation. The plates are repositioned and new tack welds are laid,
therefore, the measurements of the deformed configuration cannot be used for deformation
calculations, it would be erroneous. In addition, JT1-2-01, JT1-2-02 and JT1-2-03 T-joints
are manufactured with single-bevel butt welds instead of double-beveled butt welds
(DBBW), hence, they are treated as JT3 specimens. An obvious trend cannot be determined
in case of multi-pass welding of double-sided fillet welds (DSFW-M) and double-beveled
butt welds due to insufficient data. Larger transverse deformations and heat input are
characteristic for larger fusion zones in case of joints with groove (JWG) and double-sided
fillet welds with single weld passes (DSFW-S) regarding the whole joint.

The cross sectional areas of fusion zones are measured after manufacturing using
macrographs. Typical macrographs and fusion lines, denoted by dashed lines, are
introduced in Figure 4 for a double-beveled butt weld, double-sided fillet welds, a single-
beveled butt weld and a novel T-joint using a groove and double-sided fillet welds.

10 mm

—e

Fig. 4 Typical macrographs of joints: (a) double-beveled butt weld, (b) double-sided fillet
welds, (c) single-beveled butt weld and (d) a novel T-joint using a groove and double-sided
fillet welds.

Thermal cycles are determined for six specimens using a thermocouple located 15 mm
far from the stiffener in transverse direction and positioned in the centre longitudinally.
Virtual temperatures of the infrared camera are calibrated according to thermocouple
measurements via temperature scaling for different temperature ranges. Figure 5 shows
temperature measurements for JT4-2-02, while error bars are denoting the s = 20.6 °C
standard deviation of temperature differences derived from the two approaches. Hereafter,
temperature scaling factors can be used for other specimens, hence, solely infrared thermal
camera is applied for further weldments.
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Fig. 5 Temperature measurements of a thermocouple and the calibrated infrared thermal
camera.

Vickers hardness tests and microstructural analyses are also carried out for eight
specimens (two for each type of welding joint). A ferritic and pearlitic microstructure is
specific for the base material; its hardness varies between 153 and 173 HV. The highest
hardness values are measured at the boundary of the heat-affected zone and the fusion zone;
the maximum values are between 253 and 363 HV. A significant decrease of 30-110 HV
can be observed in the fusion zone. The fusion zone contains ferrite, pearlite and bainite,
while a ferritic and pearlitic microstructure is typical for the heat-affected zone with bainitic
patterns in some cases. Cooling rate is lower in the weld pool and on its surface then in the
heat-affected zone. The so-called Atg/s cooling time, that is necessary for cooling from 800
°C to 500 °C, has to be shorter for the base plate as higher hardness values are measured,
in the corresponding heat-affected zone, then in the stiffener. There is no significant
difference in hardness between face and root side, except in case of single-beveled butt
welds naturally. The type of filler metal does not have any notable influence on hardness
in these cases. Hardness profiles of double-sided fillet welds and joints with grooves do not
differ in a great extent. Hardness profiles for face and root sides and the points used for
measurements are presented in Figure 6.
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Fig. 6 a) A typical hardness profile and b) points for measurements.

The weldments are manufactured by using a Fronius TransPuls Synergic 5000 welding
power source for MAG welding using constant-voltage (slightly drooping) characteristics.
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Direct current and reverse polarity (DC+) are applied for the current applications. Welding
current (/) and voltage (U) are registered during welding, thus, the operating points for each
weld pass, assuming that arc length is constant, can be determined for configuration with
solid wire and flux cored electrodes as arc characteristics for different filler metals, wire
diameters and shielding gases are distinct. The solid wire electrode is an Esab OK Aristorod
12.50 (EN ISO 14341-A G 42 4 M G3Sil) and the flux cored electrode is a Bohler Ti52 T-
FD (EN ISO 17632-A T 46 4 P M 1 HS). Diameter of electrodes is 1.2 mm, while shielding
gas is EN ISO 14175 - M21 - ArC - 18. Eighty-two weld passes are laid using solid wire
electrodes and eighty-one weld passes are carried out applying flux cored electrodes, hence,
the number of data points is equal to the number of weld passes in Figure 7. A linear
regression analysis is carried out using the least squares method to determine the welding
current-voltage relationship for globular and spray arc metal transfer modes, marked with
continuous solid lines, for both electrodes. Error bars are denoting the s =0.81 V and s =
0.38 V standard deviations, for solid wire and flux cored electrodes, of discrepancies
between measured data and corresponding values of the regression line representing the
uncertainties in arc characteristic ranges, i.e., increase and decrease of contact tip-to-
workpiece distance and arc length.
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Fig. 7 Operating points and working conditions for solid wire and flux cored electrodes.

The current-voltage equations of the solid lines for the solid wire and flux cored
electrodes are

Ugoria(I) = 0.1031 — 0.45 @)

Urux (1) = 0.023181 + 17 2)

representing the operating points after the linear regression analysis. These equations can
be applied in the preliminary design phase when calculating heat input. In addition, they
are implemented in the numerical model developed for the welding simulation of T-joints.
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NUMERICAL APPROACH

A complex finite element framework has been developed in ANSYS 17.2 [28] to simulate
welding processes for civil engineering and mechanical engineering applications.
Uncoupled transient thermo-mechanical analysis is performed, which is a comprehensive
technique for welding simulations that is used for determining and evaluating temperature
fields, residual stresses and deformations. The most important features of the method
implemented in the code are presented hereunder.

Uncoupled thermomechanical analysis means that calculated temperature fields are
applied as nodal loads in the subsequent mechanical analysis. The typical couplings in a
thermo-metallurgical-mechanical analysis (Figure 8) according to Refs. [1,3,29] are listed
below; weak couplings and phase transformation-related phenomena are not taken into
account in this paper:

la Thermal expansion depends on microstructure of material.

1b Volume changes due to phase transformations.

lc Elastic and plastic material behaviour depend on microstructure.

1d Transformation-induced plasticity.

2a Microstructure evolution depends on deformation (weak coupling).

2b Phase transformations depend on stress state (weak coupling).

3a Thermal material properties depend on microstructure.

3b Latent heats due to phase transformations/solidification/melting.

4 Microstructure evolution depends on temperature.

5a Deformation evolution depends on temperature.

5b Mechanical material properties depend on temperature.

6a Deformation changes thermal boundary conditions (weak coupling).

6b Heat due to thermal, elastic and plastic strain rate (weak coupling).

\ Mechanical
) problem

| »deformations
| > strains

I

» stresses

————

_________________ /
Thermal problem Microstructure

» temperature fields » chemical composition
» thermal gradients » phase proportions
»HAZ and FZ determination » Vickers hardness

Fig. 8 Couplings in a thermo-metallurgical-mechanical analysis.

In the current study, solid elements are used in the finite element model. SOLID70, a
thermal solid element, has a three-dimensional thermal conduction capability. The element
has eight nodes with a single thermal degree of freedom at each node. It allows for prism,
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tetrahedral and pyramid degenerations when used in irregular regions. In the mechanical
analysis SOLID185 is used as an equivalent structural solid element, which has eight nodes
with three translational degrees of freedom (in nodal x, y, and z directions) at each node.
Thermal boundary conditions are defined for heat flow calculations. The initial
temperature (room temperature or preheating temperature) of nodes is specified before the
first load step of the thermo-metallurgical analysis. Nodal temperatures of not yet deposited
weld passes are prescribed in the first step of the calculation to avoid ill-conditioned
matrices. A combined temperature-dependent heat transfer coefficient of 7, (7) is defined

in the Function Editor of ANSY'S to model the effect of convection and radiation to ambient
in the developed code as described in Eqn. (3). In the equation below

h, (TY=h(T)+oce(T)(T+T,, ) (T°+T,,%) 3)

where h_(T) is convective heat transfer coefficient or film coefficient, 7 is absolute

surface temperature, T

. 1S absolute ambient temperature, , is the Stefan-Boltzmann

constant and &(7) is emissivity. The film coefficient is assumed to be 25 W m2K-!, while

emissivity is taken as a temperature-independent value with a magnitude of 0.8 in the
current research. On the other hand, moving volumetric heat sources induce heat generation
which is defined as element body force load during the transient thermo-metallurgical
analysis. The double ellipsoidal heat source model is implemented in the current study.
Eqns. (4) and (5) determine the power density distribution in the front and rear quadrants,
respectively

sz a b2

qf ('x’ y,Z) = qmax e (4)
2 2 2
3272—32’7—327

4, (X, 9,2) = gy @ ®)

where characteristic parameters C,, ¢, b and , represent the physical dimensions of

the heat source model in each direction shown in Figure 9, while ¢ _, , maximum power

density, is used for numerical scaling of power density, thus, the law of conservation of
energy is fulfilled and heat generation error due to mesh formulation can be zeroed out in
the transient analysis at every time step. The size of front and rear ellipsoids could be
calibrated and fitted separately, while it could be applied even to simulate deep penetration
welding. Several analogous functions exist to describe the power density distribution of a
double ellipsoidal heat source, e.g., Bradac [30] used different constants in the exponent
for each direction instead of a value of 3. Due to lack of sufficient data, Goldak, Chakravarti
and Bibby [21] assumed that it is reasonable to take the distance in front of the source equal

to one half of the weld width (¢, =@) and the distance behind the source equal to twice the

weld width (¢, = 4a ) as a first approximation. The idea of using a double ellipsoidal heat

source model instead of a single ellipsoidal one is explained by Goldak [31] as an attempt
to generate typical weld pool shapes capturing the ‘digging action of the arc’ in front and
‘slower cooling of the weld by conduction of heat into the base metal’ at the rear. In general,
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it is recommended by Goldak et al. [32] that the heat source may not move more than half
of the weld pool length to function appropriately in three-dimensional welding simulations
using the transient method.

Fig. 9 Notation and power density distribution of the double ellipsoidal heat source model.

In the mechanical analysis temperature fields are applied as nodal loads as explained
before. Clamping conditions (i.e., rotational and translational degree of freedom
constraints) have an important impact on the evolution of deformations and stresses. Even
the release time of clamps has an appreciable influence on residual stresses and
deformations. First of all, rigid body motion has to be avoided. Therefore, defining the
minimum number of constraints is necessary to analyse a statically determinate structure.
In addition, clamps can fundamentally act like rigid (or elastic) supports. In case of
statically indeterminate structures, the additional constraints have to be deleted in an
intermediate (hot release) or in the last sub-step (cold release) of the simulation to assess
residual stresses and deformations.

Depending on the welding process, welded joints can be created with or without filler
material addition. Therefore, initial gaps and deposited material have to be modelled in the
welding simulation. The ‘birth and death’ procedure [28] is added in the thermal analysis.
Element activation and deactivation can be executed using the EALIVE and EKILL
commands, respectively. EKILL uses a stiffness matrix multiplier of 10-6 (it can be
changed via ESTIF command) by default for deactivated elements. In the mechanical
analysis the quiet element technique [33] is implemented instead of ‘birth and death’
procedure presented previously, since all elements are active from the beginning of the
calculation. Regarding the works of Refs. [34-35], extremely reducing Young’s modulus
can cause numerical problems, therefore, a reduction of two orders of magnitude is
sufficient. Therefore, the Young’s modulus of 1000 MPa is used for un-deposited material,
while linear thermal expansion coefficient is temperature-independent and taken as zero to
ensure thermal strain free bead elements before welding. Material model changes for weld
bead elements only above 1200 °C as it is considered to be the reference temperature.

In the current investigation, material properties are based on EN 1993-1-2:2005 [36].
The code is basically recommended for structural fire design, but there are several examples
(e.g., Refs. [6-8]) demonstrating its applicability for welding simulation purposes as well.
The material properties are defined between 20 °C and 1200 °C in the standard.
Temperatures can be much higher during welding, therefore, material properties are set as
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constant values above 1200°C. Eurocode uses reduction factors for considering temperature
dependent Young’s modulus, yield strength and stress-strain curves. This material model
has a notable advantage: only yield strength (355 MPa in the current paper) and Young’s
modulus are needed to be known on room temperature to describe the mechanical behaviour
of the material. The required parameters are given in the Annex A of EN 1993-1-2 to
describe stress-strain curves. It also gives a recommendation for modelling hardening
below 400 °C. A multilinear isotropic hardening model is used in the simulations assuming
a von Mises yield criterion. Large deflection effects are taken into account in the
mechanical analysis.

RESULTS

SENSITIVITY ANALYSIS

The sensitivity analysis focuses on the effect of thermal efficiency and characteristic
parameters of the heat source model. The dimensions of T-joints with double-sided fillet
weld are identical to the experimental ones, while throat thickness is 5 mm. A gap of 0.5
mm filled with ‘un-deposited material” is modelled between the base plate and the stiffener.
The model consists of 27010 finite elements (Figure 10). The minimum number of
constraints are defined to analyse a statically determinate structure.

Fig. 10 Finite element model of a T-joint with double-sided fillet weld.

Interpass temperature is not controlled, the 2nd weld pass is laid right after the 1st weld
pass with the same welding direction. Welding variables are I = 270 A, U is calculated
using Eqn. (1) and v =4 mm s-1. Ambient temperature is taken as 20 °C, while preheat
temperature is 150 °C. The reference values for the characteristic parameters of Goldak’s
double ellipsoidal heat source model are a =b = ¢ = 2.5mm and ¢, = 4cy. These
parameters are scaled in the sensitivity analysis to investigate the effect of power density
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distribution. Scaling factors of 1.00, 1.50, 2.00, 2.50 and 3.00 are applied; thermal
efficiency is 1.00. Five additional analyses are performed in order to analyse the influence
of thermal efficiency, which is increased in 0.10 steps from 0.60 to 1.00.

Figure 11 shows weld pool size and isothermal lines in the vicinity of the weld in the
midsection during welding of the 1st weld bead. Arrows show increasing tendency of fusion
zone size. Scaling the reference heat source parameters results in lower power density.
Thus, weld pool size decreases as scaling factor increases. Temperature does not even reach
the liquidus temperature, assumed to be 1500 °C, in the weld bead elements when the
scaling factor is equal to 3.00. The cross sectional area of the weld pool is 47.5 mm2, 45.5
mm?2, 36 mm2, 12.5 mm2 and 0 mm?2 for scaling factors of 1.00, 1.50, 2.00, 2.50 and 3.00,
respectively. Variation of thermal efficiency has a similar effect as it has an influence on
power density distribution; weld pool size increases as thermal efficiency increases. The
cross sectional area of the weld pool is 25 mm2, 32 mm2, 37 mm2, 42.5 mm2 and 47.5
mm?2 for thermal efficiency of 0.60, 0.70, 0.80, 0.90 and 1.00, respectively.
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Fig. 11 Size of the fusion zone using heat source parameter scaling by a) 1.00, b) 1.50, c) 2.00,
d) 2.50 and e) 3.00 and thermal efficiency of f) 0.60, g) 0.70, h) 0.80, 1) 0.90 and j) 1.00.

Figure 12 sums up the transverse deformations of the joint after cooling. Configurations
a)-¢) have maximum transverse deformations of 1.56 mm, 1.46 mm, 1.26 mm, 0.93 mm
and 0.45 mm, respectively. Transverse deformation of the stiffener decreases as scaling
factor increases. Arrows show increasing tendency of deformations. For instance, scaling
factor of 2.00 results in a 20% decrease in deformations in comparison to the reference
configuration. Obviously, configurations d) and e) are erroneous as temperature just reaches
the reference temperatures in the finite elements representing the weld bead (Figure 11),
while the elevated temperature is lower than liquidus temperature in the corresponding
finite elements. Configurations f)-i) have maximum transverse deformations of 1.41 mm,
1.46 mm, 1.54 mm, 1.58 mm and 1.56 mm, respectively. Transverse deformation of the
stiffener slightly increases as thermal efficiency increases, however, the variation is within
10% due to 67% increase in thermal efficiency.
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Fig. 12 Transverse deformations using heat source parameter scaling by a) 1.00, b) 1.50, c)
2.00, d) 2.50 and e) 3.00 and thermal efficiency of f) 0.60, g) 0.70, h) 0.80, i) 0.90 and j) 1.00.

Figure 13 shows the von Mises residual stresses in the vicinity of the weld beads in
midsection after cooling. The plastic zones are shown in the figure, where the residual stress
is higher than the yield strength, which is 355 MPa in this case. The same conclusions can
be drawn as for Figure 11. Arrows show increasing tendency of plastic zone size. Plastic
zone size decreases as the weld pool size decreases. The signs of lack of fusion is presented
for configuration e) for instance, where several finite elements in the weld bead remains
elastic, while the quasi-zero penetration is simulated in the joint. The gap, initially filled
with un-deposited material, is the widest in this case as practically the material is not
melted.

Results show that thermal efficiency and the scaling factor may have a similar effect on
residual stresses and transverse deformations However, it is important to emphasize that
sufficient power density is requisite to reach the reference temperature of un-deposited
material, otherwise, the material model for weld bead elements remain elastic with a low
Young’s modulus. It results in quasi-zero stresses in weld beads due to lack of fusion
affecting overall residual stresses in conjunction with obtaining equilibrium of resultant
internal forces and bending moments in any section of the specimen. On the other hand,
100% increase in scaling factor for the first three cases results in a variation of 32% in the
weld pool size, while the variation is within 90% due to 67% increase in thermal efficiency.
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Fig. 13 von Mises residual stresses using heat source parameter scaling by a) 1.00, b) 1.50, ¢)
2.00, d) 2.50 and e) 3.00 and thermal efficiency of f) 0.60, g) 0.70, h) 0.80, i) 0.90 and j) 1.00.
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DETERMINATION OF THERMAL EFFICIENCY

Generally, thermal efficiency of a welding process can be evaluated using several
approaches. In this study, the thermal efficiency is determined by the comparison of
experimental and numerical data. Thermocouples and infrared thermal imaging are utilized
to carry out temperature measurements during welding, as presented in section 3.2, thus,
thermal cycles determined by finite element models can be compared with experimental
data. In addition, macrographs are used to evaluate the thermal efficiency as well.
Nevertheless, the EN 1011-1:2009 standard [37] recommends to use 0.80 as thermal
efficiency, while Radaj [29] introduced a range between 0.65-0.90 for metal active gas
welding. The sensitivity analysis in the previous section shows that thermal efficiency has
a larger effect on fusion zone size than scaling the characteristic parameters of the heat
source, while the latter has a negligible effect on total (elastic and thermal) strains and
temperatures further from the weld bead as presented by Kollar and Kévesdi [8].

T-joints with double-sided fillet weld (JT2-1-06 and JT2-2-02 welded with flux cored
and solid wire electrodes, respectively) are chosen for the determination of thermal
efficiency. The actual dimensions of the joints, which are measured, are modelled with the
corresponding throat thicknesses. Throat thicknesses are measured on the macrographs for
the weld beads which are single pass welded; models are built up with average throat
thicknesses. The 2" weld pass is laid after the 1% weld pass with opposite welding direction.
Welding variables are summed up in Table 1 in section 5.3. Ambient temperature is taken
as 20 °C, while preheat and interpass temperatures are both 150 °C. The characteristic
parameters of Goldak’s double ellipsoidal heat source model are a = b = 10mm and ¢, =
¢s = 2.5 mm for both specimens. Nodes in the stiffener in the midsection, 10 mm above
the base plate, are chosen for the comparison of experimental and numerical data (Figure
14).
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Fig. 14 Determination of thermal efficiency by a) temperature measurements for flux cored
and solid wire electrodes and b) a macrograph of specimen JT2-1-06.

Figure 14 shows the time-temperature curves based on infrared thermal imaging
(‘Measurement’) and the finite element analysis (FEA). The peak temperature is
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approximately 700-800 °C for both cases and the cooling phenomenon is also simulated
successively. The temperature is about 200 °C at 200 s in case of the investigated
configurations for both approaches. The figure sums up the macrograph of the JT2-1-06
specimen as well and a cross section of the finite element model showing the fusion zone
(and the heat-affected zone in case of the macrograph). The basis of calibration is related
to the fusion zone size. The aim is to approximate the measured fusion zone size within an
arbitrary +£10% range specified for treating uncertainties in welding variables (the same
way as it is treated in the relationship between welding current and voltage in section 3.2).
The cross sectional areas of the fusion zones for JT2-1-06, by measurements, are 76 mm2
and 75 mm?2 for the 1st and 2nd weld beads, respectively. In addition, fusion sizes are 43
mm?2 and 39 mm2 for JT2-2-02. The corresponding simulated weld pool sizes are 77 mm?2,
72 mm2, 42 mm2 and 37 mm2, respectively, which are within the reasonable range.
According to the results of the sensitivity analysis the influence of thermal efficiency is
already known in case of the actual T-joint, therefore, thermal efficiency was changed in
0.10 steps. Thermal efficiency of 0.90 is accepted related to the comparison of numerical
and experimental data and it is applied in the simulations hereafter for both electrodes; in
addition, it is in conjunction with the values published in Ref. [29] mentioned before.

CALIBRATION AND VERIFICATION OF THE DOUBLE ELLIPSOIDAL HEAT SOURCE MODEL

In this section, the characteristic parameters of the implemented double ellipsoidal heat
source model are calibrated for a typical range of welding variables in case of double-sided
fillet welds with single weld passes. The developed welding process model for welding
simulation of double-sided fillet welds with single weld passes is verified. A total of twelve
specimens are modelled.

Double-sided fillet welded T-joints with single pass welds are investigated. The actual
dimensions of the joints, which are measured, are modelled with the corresponding throat
thicknesses. The parametric model of section 5.2 is used in the simulations. The 2™ weld
pass is laid after the 1% weld pass with opposite welding direction. Ambient temperature is
taken as 20 °C, while preheat and interpass temperatures are 150 °C. Table 2 sums up
specimen notations, # number of weld pass, type of filler metal, / welding current, U
voltage, v travel speed, , characteristic parameter, ¢ = #UI/v net heat input per unit length,
Arz and Arz rea fusion zone sizes based on measurements and numerical analyses and error
in simulated fusion zone size, respectively. Voltage is calculated using Eqns. (1) and (2)
depending on the type of filler metal. After performing dozens of iterations a function of

heat input per unit length is developed to evaluate , and bcharacteristic parameters. The ,

and b characteristic parameters for JT2-2-02 are outliers (bold letters) in data, therefore,
the specimen is ignored when a(q) polynomial function is approximated. The Arz rea fusion
zone sizes in the table are determined by characteristic parameters using Eqn. (6),

a(g) = 11.094g3 - 62.383¢2 + 117.52g - 60.812 [mm]; ¢, =¢, =25mm  (6)

for flux cored electrodes. The model for this configuration assumes that a=b and
¢ = ¢ = 2.5 mm regarding previous simulations of the joints. The characteristic
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parameters of Goldak’s double ellipsoidal heat source model are independent of the ¢ net
heat input per unit length for the configurations welded with solid wire electrode (a = b =
10mm and ¢, = ¢ = 2.5mm). Obviously, the small ¢,k and ¢; parameters result in a

requirement of dense mesh along welding trajectory.

Table 2 Input and output data for the calibrated cases.

. Filler ) u v q a Arz Arzrea  Error
Specimen  # otal [Al V]  [mm/s] [kJ/mm] [mm] [mm? [mm?  [%]
JT2-1-01 1 solidwire 305 30.97 +4.77 1.78 10 76 77 1.3

2 solidwire 280 28.39 -4.17 1.72 10 75 72 -4.0
JT2-1-02 1 solidwire 280 28.39 +4.00 1.79 10 71 73 2.8
2 solidwire 261 26.43 -3.85 1.61 10 68 65 -4.4
JT2-1-03 1 solidwire 239 24.17 +3.70 1.40 10 55 51 -7.3
2 solidwire 229 23.14 -3.33 1.43 10 50 49 -2.0
JT2-1-04 1 solidwire 315 32.00 +4.17 2.18 10 85 87 24
2 solidwire 315 32.00 -4.55 1.99 10 85 83 -2.4
JT2-1-05 1 solidwire 221 2231 +2.13 2.08 10 61 67 9.8
2 solidwire 221 2231 -2.32 1.91 10 59 64 8.5
JT2-1-06 1 solidwire 270 27.36 +4.00 1.66 10 69 67 -2.9
2 solidwire 270 27.36 -4.00 1.66 10 74 68 -8.1
1 flux 135 67
JT2-2-01 cored 282 2354 +2.92 2.05 ’ 68 1.5
2 flux 12.5 56
cored 282 2354 -4.00 1.49 ) 51 -8.9
1 flux 10.0 43
JT2-2-02 cored 210 21.87 +2.94 1.41 ) 40 -7.0
2 flux 10.0 39
cored 210 21.87 -3.33 1.24 ) 35 -10.3
1 flux 115 45
JT2-2-03 cored 311 2421 +5.00 1.36 ) 48 6.7
2 flux 15 47
cored 311 2421 -5.00 1.36 ’ 49 43
1 flux 1.2 41
JT2-2-04 cored 265 23.14 +4.17 1.32 ’ 42 24
2 flux 105 44
cored 265 23.14 -4.35 1.27 ) 43 -2.3
1 flux 11.0 38
JT2-1-05 cored 232 22.38 +3.57 1.31 ’ 39 2.6
2 flux 105 43
cored 232 2238 -3.70 1.26 ’ 41 4.7
1 flux 125 51
JT2-1-06 cored 311 2421 +4.55 1.49 ) 51 0.0
2 flux 15 49
cored 270 23.26 417 1.36 ) 46 -6.1

Figure 15 shows a nomogram for the developed approach. Selecting welding current,
this may be wire feed rate for MIG/MAG welding power sources, determines voltage for
solid wire or flux cored electrodes. Typical travel speeds and corresponding net heat inputs
per unit length are shown as well for the two types of filler metals. Finally, characteristic
parameters are evaluated using the curves of the figure or Eqn. (6). The U(J), a(q) and b(q)
equations are implemented in the finite element code for further parametric studies and the
sustainable virtual manufacturing of stator segments of a wind turbine as a final application
in the future.
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Fig. 15 Workflow of determining characteristic parameters for virtual manufacturing.

VALIDATION OF THE WELDING PROCESS MODEL

Calibration and verification of the heat source model makes it possible to investigate the
effect of additional parameters and variants in qualitative and quantitative parametric
studies and virtual prototyping. It is a time-consuming method, while there is a large amount
of waste during the trial and error’ approach in the product development phase. Developing
a sustainable virtual manufacturing process is an innovative way to reduce waste in
workshops and specify optimal conditions depending on the requirements for advanced
applications.

The verified parameters for double-sided fillet welds with single weld passes are
validated using an extended set of parameters in case of the four types of T-joint; one from
each configuration is presented in this paper. Figure 16 shows the finite element models of
the weldments contributing in the validation process, while welding sequence is also
denoted. T-joints with double-beveled butt weld (JT1-1-03), with double-sided fillet welds
using multiple passes (JT2-1-07), with single-beveled butt weld (JT3-2-01) and a novel
configuration with groove (JT4-2-01) are studied. Models consist of 26052, 23112, 18632
and 23640 finite elements, respectively.

Table 3 sums up specimen notations, # number of weld pass, type of filler metal, /
welding current, U voltage, v travel speed, denoting (+) positive and (-) negative welding
directions, , characteristic parameter, ¢ = nUI/v net heat input per unit length, 4rz and
Arzrea fusion zone sizes based on measurements and numerical analyses and error in
simulated fusion zone size, respectively. Voltage is calculated using Eqns. (1) and (2)
depending on the type of filler metal. Fusion zone sizes in the table are related to the whole
joints as multi-pass welding is used for the weldments. Welding sequence is summed up in
Figure 17 for the investigated cases.
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Table 3 Input and output data for the validated cases.

) Filler 1 U v q a AFz AFZ,FEA Error
Specimen # metal Al V] [mm/s] [kJ/imm] [mm] [mm?] [mm?]  [%]
1 soiid 190 ., *357 092 10
wire
2 solid 280 ,gaq +455 157 10
wire
3 solid 280 ,gaq +526 136 10
wire
4 solid 270 +526 126 10 331 8.8
JT1-1-03 soli 27.36 og) 302 a5
5 solid 280 g, 333 215 10
wire
6 solid 280 ,gaq 417 172 10
wire
7 solid 210, 46 556 120 10
wire
1 solid 278 2818 +833  0.85 10
wire
2 ‘sl\.vcl,rlgi 262 2654 +7.69  0.81 10 o5 86
JT2-1-07 . + + 13
3 solid 276 2798 -385  1.81 10 o fo0
wire
4 solid 278 2818 -345  2.04 10
wire
1 fux 260 2303 +385 140 119
cored
g flux 238 2252 +313 154 127
cored
JT32:01 3 flux 245 2268 +500  1.00 54 158 163 3.2
cored
4 flux 242 2261 +417 1.8 9.2
cored
5 fux 242 2261 +417 118 9.2
cored
flux 270 u,s +588  0.96 s
cored
2 ggﬁed 270 o 41T 136 5 6o N
JT4-2-01 + 0.7
3 flux 270 p,s +435 130 0o 2 +73
cored
4 flux 270 u,s +500 113 63
cored
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Fig. 16 Finite element models of a) JT1-1-03, b) JT2-1-07, ¢) JT3-2-01 and d) JT4-2-01.

Figure 17 shows the simulated fusion zones and the macrographs highlighting fusion lines
with dashed lines; liquidus temperature is assumed to be 1500 °C. Measurements and
numerical results are in a good agreement for the specimens, the absolute maximum error
in the cross sectional area of the fusion zone is 8.8%, which is a quite convincing result.
Namely, the calibrated and verified double ellipsoidal heat source model is validated for
multi-pass welding using an extended set of parameters. The largest discrepancy comes
forward in case of JT1-1-01, which is T-joint with a double-beveled butt weld. However,
the complex geometry of weld face is not taken into account in the simulations. Neglecting
the difference between the perfect and imperfect weld geometry reduces the difference to
1.3% as the measured fusion zone size becomes 298 mm?. On the other hand, geometry of
weld face does not have a large influence on results for the other T-joints.

Fig. 17 Simulated and measured fusion zones for a) JT1-1-03, b) JT2-1-07, ¢) JT3-2-01 and d)
JT4-2-01.
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Figure 18 sums up the total deformations of the joints after cooling. Specimens a)-d)
have maximum transverse deformations of 2.82 mm, 1.26 mm, 8.61 mm and 1.07 mm,
respectively. Results show that the novel T-joint, using a groove and double-sided fillet
weld, has performed well in a distortion controlled design. Obviously, the T-joint with
single-beveled butt weld is the worst configuration in this sense. On the other hand, it is
important to highlight that throat thickness varies for the four specimens.

: 0
@ @ % i ¢

Fig. 18 Simulated and measured fusion zones for a) JT1-1-03, b) JT2-1-07, ¢) JT3-2-01 and d)
JT4-2-01.

The top nodes, representing the maximum transverse deformations and denoted with an
‘x” mark in Figure 18, are selected and typical thermal and displacement data as a function
of time are also given in Figure 19 to show the importance of different joint configurations.
The time limit in the figure is maximized in 1500 s for clarity, however, cooling to room
temperature is modelled. Temperature is 150 °C in the first load step due to the preheat
temperature. Welding time varies in a function of travel speed and number of weld passes
for the validated cases. Transverse nodal displacement decreases after the 4™ weld pass for
JT1-1-03 and it is alternating for JT2-1-07 and JT4-2-01 because of the welding sequence
shown in Figure 16. Obviously, transverse nodal displacement increases permanently
during welding for the JT3-2-01 specimen which is a T-joint with a single-beveled butt
weld. Eventually, phenomena shown in the figure is an unambiguous explanation for the
beneficial effect of alternating welding sequence in a distortion controlled design.
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Fig. 19 Temperature and transverse displacement data as a function of time for the validated
models.

A three-dimensional heat transfer model is used to predict the weld pool size in fillet and
butt weld configurations during metal active gas welding. Eventually, the developed model
is applicable to simulate the fusion zone size with fair precision in S355 structural steel
weldments using M21 - ArC - 18 (Corgon 18) shielding gas, PA flat or PB horizontal-
vertical welding positions and two different electrode types.

CONCLUSIONS

Welding simulation has become an ultimate tool for virtual manufacturing, testing and
prototyping in the recent years, nevertheless, the calibration of heat source models used in
finite element analysis is a common problem as the variation of welding variables have a
large influence on the weld pool shape and size. The aim of the current research program
is to develop a welding process model for a typical T-joint of a weldment. An experimental
and numerical study is performed focusing on the size of fusion zone, deformations and
residual stresses during metal active gas welding investigating several types of T-joints and
two different filler metals. The relationship between welding current and voltage for solid
wire and flux cored electrodes, with diameters of 1.2 mm using a mixture of pure argon and
carbon dioxide as shielding gas, is determined. A sensitivity analysis is performed focusing
on the effect of thermal efficiency and characteristic parameters of the double ellipsoidal
heat source model using uncoupled thermo-mechanical analysis. Results show that thermal
efficiency and the scaling factor may have a similar effect on residual stresses and
transverse deformations. However, it is important to emphasize that sufficient power
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density is requisite to reach the reference temperature of un-deposited material, otherwise,
the material model for weld bead elements remain elastic with a low Young’s modulus. It
results in quasi-zero stresses in weld beads due to lack of fusion affecting overall residual
stresses in conjunction with obtaining equilibrium of resultant internal forces and bending
moments in any section of the specimen. The thermal efficiency of the welding process is
determined by the comparison of experimental and numerical data. The characteristic
parameters of the implemented double ellipsoidal heat source model are calibrated for a
typical range of welding variables in case of double-sided fillet welds with single weld
passes. The developed welding process model for welding simulation of double-sided fillet
welds with single weld passes is verified. The verified parameters for double-sided fillet
welds with single weld passes are validated using an extended set of parameters in case of
a multi-pass welded double-beveled butt weld, double-sided fillet weld, single-beveled butt
weld and a novel T-joint using a groove and double-sided fillet weld. A three-dimensional
heat transfer model is used to predict the weld pool size in fillet and butt weld configurations
during metal active gas welding with fair precision in S355 structural steel weldments using
a mixture of pure argon and carbon dioxide as shielding gas, PA flat or PB horizontal-
vertical welding positions and two different electrode types. The approach is implemented
in the finite element code for further parametric studies and the sustainable virtual
manufacturing of stator segments of a wind turbine as a final application in the future.
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ABSTRACT

Simulation of the gas metal arc welding (GMAW) process in the welding pool and welded plates requires
to define such distributed parameters of the welding arc as heat, mass and electric current fluxes as well
as arc pressure and drag forces on the free surface of the welding pool. Comprehensive approaches to
define these parameters require to use three dimensional magneto-hydrodynamic arc plasma models. The
high complexity of these models does not allow to use them widely for calculation. Nevertheless the most
amount of available works use a simplified definition of arc source parameters as a predefined shape (e.g.
circular or double ellipsoid law due to the Gauss distribution), that does not change during the calculation.
In this work, a new approach is proposed to define the distributions of arc parameters not in the usual
predefined shape, but in distributions, that are modified according to the calculated temperature of the free
surface of the welding pool on which the arc heating, evaporation of the welding metal and hydrodynamics
of the welding pool have their own coupled impact. The discussed approach was used in developing a
mathematical model of GMAW process that can provide a numerical analysis of thermal, electromagnetic
and hydrodynamic processes in the weld pool and welded plates. The model was used to study the
proposed approach of arc parameters redistribution on the welded seam formation.

Keywords: arc welding, numerical simulation, cathode area, heat flux distribution, welded seam
formation.

INTRODUCTION

The gas metal arc welding (GMAW) process is widely used in industries for manufacturing
of metal constructions. The quality of a welded joint depends on a set of welding process
variables that define conditions of the welding arc burning, the transfer mode of electrode
droplets, the shape of the melted zone, the geometry of the welded seam, the chemical
composition and heterogeneity, thermal cycles, that define the microstructure and the
mechanical properties of the welded metal. A rational choice of welding process variables
requires investigations of physical processes taking place in the weld pool and welded
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plates. Limitations of experimental research methods caused the need to use mathematical
modelling.

One of the main goals of the arc welding process modelling is the prediction of the
temperature field, the weld seam geometry and the shape of the weld pool in dependence
of the welding process variables. A solution of this task requires to develop appropriate
physics-based models for the GMAW process. Calculation of physical processes in the
welding pool and welding plates requires to define some parameters of the welding arc such
as pressure, drag forces, heat, mass and electric current fluxes on the free surface of the
welding pool.

The most comprehensive approach to define these parameters requires to use three
dimensional MHD arc plasma models which consider evaporating anode (A) and cathode
(C) areas. The high complexity of these models does not allow to use them widely for
calculation. Nevertheless, most of the available works use a simplified definition of arc
source parameters with usually circular shaped distribution [1, 2].

In this work, a new approach is proposed to define the distributions of heat flux, current
density and arc pressure within the cathode area on the free surface of the welding pool. It
was proposed to define them not in the usual circular shape, but in a distribution, that is
modified according to the calculated temperature of the free surface of the welding pool on
which the hydrodynamics of a welding pool and evaporation of welding metal have their
own impact.

The intention of the present work is to use the discussed approach to develop a
mathematical model of GMAW process that can provide a numerical analysis of thermal,
electromagnetic and hydrodynamic processes in the weld pool and welding plates and
estimate their influence on the weld seam formation.

DESCRIPTION OF A MATHEMATICAL MODEL

The model of the GMAW process considers physical phenomena of heat transfer,
electromagnetics, hydrodynamics and deformation of weld pool free surface.

In order to simplify the mathematical model formulation, the following assumptions
were made: fluctuations of the welding arc burning due to the electrode melting and droplet
detachment are neglected; the hydrodynamics flow is Newtonian, uncompressible and
laminar, the Boussinesq buoyancy approximation is applied; the droplets’ frequency, initial
velocity, temperature and diameter in dependence on welding parameters are calculated by
given empirical equations. To speed up the calculation of weld pool hydrodynamics, ideas
that were proposed in [3-4] were used. It is supposed, that the incoming droplet in the weld
pool is considered as a non-mixed particle that keeps its mass and size. The trajectory of
the droplet in the weld pool is determined numerically by integrating the equation of
motion. The interaction between the droplet and liquid metal of the weld pool is determined
by the droplet’s trajectory due to viscosity and heat conductivity of liquid metal. When the
velocity of the droplet becomes the same as the melt flow velocity it is considered that the
droplet is accepted by the weld pool volume.

The calculation area includes the welding plates, the welding pool and the solidified
metal of welded seam. The Cartesian stationary coordinate system (X, y, z) is used in the
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calculation. The welding arc moves along x axis and gravity force is directed downward in
z direction (Figure 1).

Wire feed
direction

Wire

V‘T’x
z
Wire motion Weld pool

Welded direction
plates
N\

Solidified
metal of
welding seam

Fig. 1 Schematic representation of GMAW process.

Based on the above assumptions, the governing equations used to describe the GMAW
process are given as follows: they include heat transfer (1), momentum transfer (2) and
mass conservation (3), electrical current continuity (4), Maxwell’s equations (5) and the deformation
of weld pool free surface (6-7).

24 V(@h) = VAVT) + 2+ S4 (1)
p(Z+V(@i) ) = —VP +V(uVid) + pGp,T +JxB + Sau s 2)
V(pt) = 0; (3)

V(oVe) =0; “)

B = o, VA = 5)

VV(KTVE) = p(G - (& = &pay) = Parc + Pas. (©)

P (eGmy) = &)dy = arf L ™

where t is the time; h = fTTO cp dT + x pn is the enthalpy; c is the heat capacity; p is

the mass density; T is the temperature; Ty, is the initial temperature; y is the latent heat; n
is the fraction of liquid metal(n = 0,T<Tg;nm =1, T > T, ;n =(T-Ts)/(T, — Ts),Ts <
T <T.); Ty, Ts are the liquidus and solidus temperatures; u is the fluid flow velocity of
liquid metal inside the weld pool; A is the thermal conductivity; j is the electrical current
density; o is the electrical conductivity; P is the pressure; u is the viscosity; g is the
acceleration due to gravity; B3, is the thermal volumetric expansion coefficient of liquid

metal; B is the magnetic induction; o is the electrical potential (it is linked to the current
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via Ohm’s law j = — 6V); A is the vector potential; ., is the permeability of vacuum; &

is the free surface position in z direction; v is the surface tension; K =/ 1 + (VE)? is the

2
ﬂ% exp(— 3(x? + y?)/rZ) B(T,Tg) is the arc
4T TTp

curvature of the free surface; P,,.. =
pressure; 1, is the arc pressure radius; x; = X, — uyt, Xy is the current and beginning
position of the welding arc; w,, is the welding velocity; £ is the arc redistribution function;
Ty is the boiling temperature; Py = %nr; %exp(— 3(x2 +y?)/r}) is the droplet
impact pressure; ug, fy, ry are the droplet velocity, frequency and radius.

The source terms considering the droplets’ interaction with the weld pool are given as

Sduzé 1]¥=1fdAk’ Sdh :$Zg=1quk; where Sdu, Sdh are the local values of

mechanical momentum and heat sources due to the interaction between the droplets and the
liquid metal of the weld pool; N is the instantaneous number of droplets that are present in
alocal volume 8V'; Ay, is the surface area of a droplet; f; = (uy — w)u/7,, is the mechanical
interaction between the droplet and the liquid metal of the weld pool; u, is the droplet
velocity; 7, is the length of predefined boundary layer. The change of droplet kinematic
momentum is tracking by expression du,/dt = f;/p . The heat flux between the droplet
and the weld pool is given as q; = (Ty — T)A/1,, T4 is the droplet temperature, T is the
local temperature of liquid metal. The change of the droplet’s heat content is given by
ahd/at =dqq4 AR/SV

The deformation of the weld pool free surface is calculated using an equilibrium surface
equation (6), considering the influence of surface tension, surface curvature, gravity, arc
pressure and droplet impact pressure. & is determined by the integral equation of mass
conservation (7) due to the assumption that the volume of metal fed from the wire is equal
to the volume of weld reinforcement; y,, y,, are the boundaries of molten metal in y
direction, X, is the boundaries of molten metal in x directions at the edge of solidification;
&, 1s the initial coordinates of top surface before melting; 7y is the radius of electrode wire;
uy is the velocity of electrode wire feeding.

Boundary conditions for heat flux on the left (y=2Lg), right (y=-2Lg), front (x=0), back
(x=8Lg) and bottom (z=Lg) surfaces were defined by eq. (8), where Lg is a space parameter.
The heat flux on the top surface (z = &) was defined by eq. (9).

12 = G = Graai ®)
oT
A n Garc — ANR — 9radi — Yevap> (9)
qnr = a(T - Tout); (10)
Qradi = € Og (T4 - T(;}ut); (11)
ntu-wq 2 2 2 .
Qarc = exp(_ 3(xt +y )/rh)ﬁ(T'TB)a (12)

nrf
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where n is the outward unit normal vector of the surface, o is the Newton-Richmann heat
exchange coefficient, ds is the Stefan-Boltzmann constant, e is the surface emittance, T,
is the ambient temperature, (eyqp i the evaporation heat flux, which is calculated by the
evaporation model from [5], g, is the arc heating flux, n is the arc efficiency, I is the
welding current, U is the drop of arc voltage, W; = cp m‘fz us (T — Tyyr) is the heat power

consumed for heating of electrode wire and droplets, 73, - is the arc heating radius. The
melt flow velocity along solidus temperature is set as u = 0. On the top surface the normal
component of vector velocity is set as u, = 0 and the tangential component of vector

2 = By 2= where By = dv/dT
is the temperature coefficient of surface tension. The electric potential at the bottom surface
is set as @ = 0. At the top surface we adopt the following electric potential oV =
1/(nr?) exp(—3(x¢ + y*) /17 )B(T,T) where 1j is the arc electrical radius. At other
boundaries V¢ = 0. The gradient of the magnetic potential at all sides is set as VA = 0. At
the beginning of calculation =0, T=Ty, u=0, P=0,

p=0,&= ¢, =0, xy =6Lg. The calculation leads until x, >2L,.

velocity 7 is defined by surface thermo-capillary force

CALCULATION METHODS

The mathematical model of the GMAW process was approximated by the finite volume
method. A non-uniform rectangular spaced grid is used to describe the geometrical model
approximation. A finer spacing grid (0.2 mm) was applied in melted area. The SIMPLER
algorithm [6] is employed to calculate the fluid velocity fields. A restriction on the
overheating of the weld pool free surface was considered due to the evaporation of the base
metal. It was taken into account that the increase of evaporated mass flow leads to a
decrease of the density of the electric current and heat generation in local areas of the
cathodic layer. The used assumptions are aligned with the existing hypotheses of a
preferential binding of the welding arc to the free surface of the welding pool. The initial
distribution of arc parameters were defined by normal Gauss' law. During the calculation,
a special iteration procedure was applied to obtain values of 8 function (it can be changed
from 1 when 7< Tp up to 0 when 7>>Tp). It limits the overheating of the welding pool
surface above the boiling temperature. The values of 7p, 1, 7; were recalculated according

to changing S to keep the integral value of arc pressure, heating and electrical current as
given constants).

The geometry of the weld pool was defined as D, B, G, L - the depth, width, height of
reinforcement and length. The initial internal model parameters Th, T}, Ta, Tp WETE defined
by experimental data due to providing less than 5% of numerical error for the weld pool
geometry calculation, other parameters are given in Tables 1-2.
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Table 1 Parameters of mathematical model

Property Symbol, unit Value
space parameter Lg, cm 1.0
electrode radius fe, CM 8.0-102
arc voltage Uy, V 32
welding velocity Uy, mm/min 600
length of boundary layer I'w, CM 1.0-102
velocity of electrode wire melting us, cm/s -6.3 + 0.053I
(I=250-375 A)
arc efficiency n 0.8
Stefan-Boltzmann constant os, Wem? K+* 5.67-10*
coefficient of radiation emission xe 0.4
coefficient of Newton-Richman heat exchange a, Wem?C 1.0-10°
. - 103
magnetic permeability oo 9 s2 1.26-10
gravitational acceleration g, cmc? 980.0
initial and ambient temperature To, Tou, C 20.0
liquidus temperature T, C 1514.0
solidus temperature Ts, C 1443.0
boiling temperature Ts, C 2860.0
Table 2 Parameters of mathematical model
Property Symbol, unit Value
latent heat of melting and solidification nJg’ 270.0
density of material p, gem’?® 7.6
coefficient of surface tension v,gs? 1.810°
heat capacity ¢, Jg'cC? 0.5
thermal conductivity A, Wem'C? 0.45
electrical conductivity (T > 1000C) o, om” cm! 1.0-10*
cinematic viscosity 4, cm? s 1.1-102
coefficient of thermal volumetric expansion Ba, C7 1.4-10*
coefficient of thermal surface expansion Bu, C’ 2.1103

EXPERIMENTAL PROCEDURE

The experiments were made for 100x100x10 mm plates of S235JR steel, 1.6 mm diameter
welding wire of SG2 steel, electrode stick out 25 mm, direct current electrode positive
(DCEP) power source supply. The experimental data of geometry of the weld bed was
obtained. A digitized measurement of full 3-dimensional shape of weld bed was defined by
a non-contact 3d laser profiling system, Figure 2. The welding parameters and sizes of the
weld pool are given in Table 3.
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Fig. 2 3D scan of the weld bed .

Table 3 Experimental data of weld pool geometry

I,A D, mm B, mm G, mm L, mm

250 3.3 9.1 1.3 21.0

375 7.9 11.0 3.7 43.0
RESULTS AND DISCUSSION

Figure 3-4 shows the calculated results obtained due to the use of heat flux g ;.. that is
distributed by Gauss' law (GL).

Figure 3 shows the calculated results at 250 A. As the maximal temperature of the weld
pool free surface 2840 C is lower than the boiling temperature of the welding material. The
heat lost due to the evaporation is not significant and the effect of heat flux redistribution
in the cathode area for this case does not appear. The velocity of electrode melting is 7
cm/s. The free surface of the liquid welding pool metal has no significant deformation as
the arc pressure and droplet impact flow have no significant influence.

a b
Fig. 3 Heat flux (a) and temperature field (b) (I=250 A, Viax = 40 mm/s, qmax = 1.43-10° W/cm?,
Ty = 2840 C).

In this case the shape of the free surface is mostly defined by the surface tension force
and the intensity of metal mass income due to the electrode melting rate. It indicates the
surface mode of heat and mass transfer in the area of burning arc during GMAW process.
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The convective flow of liquid metal inside the weld pool is formed mainly under the
influence of thermo-gravitational and thermo-capillary forces. In this case the maximum
velocity of liquid metal flow is 40 mm/s. The impact of the electromagnetic Lorentz force
and forced convection due to the droplets income do not lead to a significant axial flow in
the downward direction of the weld pool. In the central part of the weld pool, ascending
liquid streams are formed. They transport the most overheated metal from the arc area along
the free surface to the periphery of the weld pool. Near solidification borders, the convective
streams of liquid metal change in the opposite direction and move along the bottom surface
of the welding pool. Near solidification borders, the convective streams of liquid metal
change in the opposite direction and move along the bottom surface of the welding pool.

Figure 4 shows the calculated results at the higher welding current 375 A. The velocity
of electrode melting rate reaches 19 cm/s, the depression of weld pool free surface is 3.5
mm.

a b
Fig. 4 Heat flux (a) and temperature field (b) gqg.. settled by Gauss' law
(I=375 A, Viax = 250 mm/s, Gumax = 2.15°10° W/em?; Tyax = 3150 C).

The comparison between 250 A and 375 A shows a significant increase of the penetration
depth, while the width of the melted zone becomes smaller (Table 3). This result is caused
by the complex influence of two main factors that lead to the concentrated arc source impact
on welding plates. The first factor is the significant deformation of the weld pool free
surface due to the more intensive arc dynamic pressure and the droplet impact flow. It
increases the temperature gradient and heat flux from the free surface of the weld pool to
the melting front due to the decreasing of the thickness of liquid metal under the arc source.
The second factor is the change of the liquid metal hydrodynamic flow pattern. In this case
the convective flow inside the welding pool is formed mainly due to the electromagnetic
Lorentz force and the forced convection due to the droplets mass income. Under the
influence of these force factors the maximal velocity of convective flow reaches 200 mm/s.
Inside the welding pool near the electrode tip a downward convective flow is formed. It
transfers the most overheated metal from the arc area to the melting front. At the solid
interface, the convective flow turns and goes along the bottom surface to the peripheral
zones of the weld pool.

Figure 5 shows the calculated results obtained due to the use of heat flux q,,. that is
redistributed due to the evaporated mass flow (EMF) at welding current 375 A. The
maximal overheating above the boiling temperature in case GL is 290 C, in case EMF it is
less than 35 C.
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a b

Fig. 5 Heat flux (a) and temperature field (b) q,,. redistributed due to the evaporated mass
flow, (I=375 A, Viax = 200 mm/s, quax = 1.5 10° W/em?; Tpaxe = 2895 C).

The higher overheating produces higher heat losses and as a subsequent result in the
EMF case the depth of penetration incresed by 15%, the lengths of the weld pool is
increased by 20% and the width of the weld pool is increased by 5%. Also, it has to be
mentioned that in the EMF case the heat distribution has no axial symmetry and is stretched
along the melting front of the weld pool. The highest density of the heat flux of the arc in
the cathode area is shifted from the central region of the weld pool (under the electrode)
towards the melting front of the weld pool. Due to this cause, the direction of heat and mass
flow in the weld pool changes, which promotes an increase of the melting ability of the
welding arc.

CONCLUSIONS

The developed mathematical model of GMAW process allows to investigate the formation
of the temperature field in the welding plates, fluid flow inside the weld pool, geometry of
the welding bed and welded seam in dependence on GMAW process variables.

The results of the calculations show that in case of redistributed heat flux g, with an
increase of thermal power of the arc the highest density of the heat flux of the arc in the
cathode area is shifted from the central region of the weld pool (under the electrode)
towards the melting front of the weld pool. Due to this cause, the direction of heat and mass
flow in the weld pool changes, which promotes an increase of the melting ability of the
welding arc. With increasing depression of the free surface of the weld pool this effect
amplifies.

The obtained calculations show that for a plate with a thickness of 10 mm, arc voltage
32 V, welding velocity 600 mm/min and at a current of 375 A, the effect of arc parameters
redistribution leads to an increase in depth of penetration by 15%, in length of the weld
pool by 20% and in width of the weld pool by less than 5%. The increase of melted metal
volume in comparison with original Gauss’ law distribution is caused by decreased heat
losses due to evaporation. The calculation show that considering of arc bending can have
influence on weld bed calculation.

The simulations show that with an increase of welding current the enthalpy transferred
from the droplet to the weld pool has a stronger influence on the weld pool depth and the
momentum transferred by the droplets has a stronger influence on the melt flow in the weld
pool.
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The developed model can be used as a base for the following investigation of the
influences of the welding arc in GMAW process.
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ABSTRACT

Kinetic approach to the o/y phase transformation phenomena (o/y phase fraction) in the heat affected zone
(HAZ) and weld metal (WM) of multipass welds was made using duplex stainless steels (lean, standard
and super duplex stainless steels). The kinetic equations including rate constants of the dissolution
behaviour as well as precipitation behaviour of y phase were determined by isothermal heat treatment test.
Based on the kinetic equations determined, the distribution of the y phase fraction in multipass welds of
duplex stainless steels was calculated applying the incremental method combined with the heat conduction
analysis during welding. The depleted zone of y phase was formed adjacent to the fusion line in the base
metal HAZs and the reheated WMs. However, the y phase fraction in the depleted zone was increased
(recovered) by the subsequent weld passes. Accordingly, the a/y phase balance has been complexly varied
in multipass welds, and the profile of the y phase fraction was arranged in laminae in the WM roughly
along the fusion lines. Furthermore, the y phase fraction in multipass weld of standard DSS was slightly
lower than those of lean and super DSSs. The over-precipitated zone, where the y phase fraction slightly
exceeded the base metal level, was not observed in the low temperature HAZ of standard DSS weld,
whereas it was observed in other welds. Microstructural observation revealed that the calculated results
of the y phase fraction in multipass welds were consistent with experimental ones. It follows that the o/y
phase transformation in duplex stainless steel welds could be successfully predicted by the present
approach.

INTRODUCTION

Duplex stainless steels (DSSs) have been widely applied in various industrial fields such as
chemical, energy, food, pharmacy and marine plants. DSSs indicate the dual phase
microstructure consisting of the balanced austenitic (y) and ferritic (o) phases, and possess
the superior properties such as high strength and toughness, high corrosion resistance and
good weldability. However, during fusion welding (especially multipass welding), DSSs
undergo the complex microstructural change and phase transformation affecting the oy
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phase balance due to a series of thermal cycles [1-4]. The microstructure of the weld metal
(WM) is quite different from that of the base metal, i.e., solidified as the single-phase o (F
mode) and precipitated the Widmanstétten y [S]. On the other hand, in the heat affected
zone (HAZ), the y phase fraction is reduced (the a/y phase balance deviates from the
adequate ratio), and Cr-carbides and nitrides and/or intermetallic compounds such as ¢ and
¥ phases would be easily precipitated in the y phase-depleted HAZ [6-9]. As a result, the
mechanical and corrosion properties of welds would be seriously deteriorated. It follows
that prediction and control of the a/y phase transformation in DSS welds are required. There
are a number of studies concerning the o/y phase transformation phenomena in DSS welds
[5,10-14], while only a few studies have been conducted for investigating the kinetics of
the a/y phase transformation. According to the previous reports, the kinetics of formation
(precipitation) of y phase in the HAZ of DSS welds was followed by the Austin-Rickett
type equation [15,16], and the y phase fraction in the DSS WM was successfully predicted
in the cooling thermal cycle with various cooling rates [17]. However, these investigations
dealt with only the precipitation phenomena ofy phase in the HAZ under the limited thermal
cycles. In particular, the o/y phase transformation in multipass welds (i.e., multiple thermal
cycle) has not been clarified yet. In addition, the dissolution and re-precipitation behaviours
of y phase during thermal cycle were not investigated at all. In the HAZ of DSS welds, y
phase has been dissolved once at the higher temperature in weld thermal cycle, and then
precipitated again (re-precipitated) during cooling. In order to predict the o/y phase
transformation in welds, especially multipass welds, it is necessary to clarify the kinetics
of dissolution and precipitation of y phase separately. Furthermore, the precipitation
kinetics of y phase in the WM would differ from that in the HAZ (base metal), because y
phase comes to precipitate in the solidified (solidification-segregated) o structure
originated from the F mode solidification.

In the previous studies [18,19], the authors have investigated the kinetics of o/y phase
transformation (dissolution and precipitation behaviours of y phase) in the HAZ of DSS
welds (lean, standard and super DSSs), and the y phase fraction in the HAZ of single pass
melt-run welds was numerically calculated and compared between the types of steel and/or
welding techniques. As a result, the dissolution as well as precipitation behaviour of y phase
was followed by the Austin-Rickett type equation, and the rate constants of them involving
the temperature dependency were determined for various DSSs. From the fact that the
calculated results of the y phase fraction in the HAZ of gas tungsten arc (GTA) and laser
beam (LB) melt-run welds were approximately consistent with experimental ones, the
authors have concluded that the a/y phase transformation in the HAZ of DSS welds could
be successfully predicted by the numerical computation. However, the o/y phase
transformation behaviour in the DSS WM has never been predicted in the previous study.

In the multipass welding, the WM as well as HAZ is reheated numerous times by the
subsequent weld passes, as a result, the dissolution and/or precipitation of y phase will
alternate in welds. Furthermore, the dissolution and precipitation kinetics of y phase would
differ between in the multipass WM and HAZ (base metal) as pointed out above. Because
of such very complicate phase transformation behaviours during multiple thermal cycle,
the a/y phase transformation in multipass DSS welds is hard to predict quantitatively.

In the present study, the kinetic approach was made to the o/y phase transformation
phenomena in the multipass welds of DSSs. Both of the dissolution and precipitation
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behaviours of y phase were kinetically investigated for the reheated WM as well as the base
metal HAZ, and the y phase fraction in multipass welds of DSSs was numerically calculated
by coupling with the heat conduction analysis during multipass welding. Finally, the
predicted results of a/y phase transformation in multipass welds were verified by the
experimental examination.

MATERIALS AND EXPERIMENTAL PROCEDURES

MATERIALS

Three types of DSSs, lean, standard and super DSSs, were used for the base metal. Table 1
shows the chemical compositions of the base metals used in this study. A standard and
super DSSs are comparable to type 329J3L and 327L1 steels, respectively. All DSSs were
heat-treated at 1323 Kx5 min after hot rolling. The autogenous filler metals (diameter, 1.2
mm) were used for gas tungsten arc welding (GTAW). The chemical compositions of filler
metals are shown in Table 2. The filler metal compositions for lean DSS welding were
identical to the base metal compositions (because manufactured from the base metal plate).
The y phase fraction of as-received base metals of DSSs was approx. 50-60%. The
dimensions of DSS plates were 50 mm x 70 mm x 4 mm* (for single pass melt-run welding)
and 80 mm x 100 mm X 12 mm® (for multipass welding).

EXPERIMENTAL PROCEDURES

In order to manufacture the WM of DSS, single pass melt-run GTAW was carried out using

Table 1 Chemical compositions of duplex stainless steels used (mass%)

Steel C Si Mn P S Ni Cr Mo Cu N Fe
Lean DSS 0.014 035 1.49 0.024 0.0004 3.06 20.85 030 0.09 0.177 Bal
Standard DSS 0.008 0.56 1.82 0.025 0.0002 5.75 2255 3.08 0.16 0.161 Bal
Super DSS 0.009 0.31 0.51 0.024 0.0009 6.56 25.11 3.72 0.21 0.259 Bal.

a DSS plate under the welding conditions of arc current, 90 A; arc voltage, 14 A; welding

Table 2 Chemical compositions of filler metals used (mass%)

Steel C Si Mn P S Ni Cr Mo Cu N Fe
Lean DSS 0.014 035 1.49 0.024 0.0004 3.06 2085 030 0.09 0.177 Bal.
Standard DSS 0.012 056 1.81 0.024 0.0005 5.72 2246 3.07 0.17 0.169 Bal
Super DSS 0.013 0.31 0.48 0.025 0.0005 6.83 24.98 4.03 0.20 0.265 Bal.

speed, 6 cm/min; shielding gas, Ar+2%N, (flow rate, 15 L/min). The full weld metal
specimen for isothermal heat treatment was machined from the melt-run welded plate. The
dimensions of specimen were 3 mm x 8 mm X 1.5 mm'. On the other hand, the base metal
specimen for isothermal heat treatment was directly machined from the as-received plate.
The dimensions of specimen were 3 mm x 3 mm x 4 mm".
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The isothermal heat treatment of DDS specimen was conducted in the Ar atmosphere
using a high frequency induction heating apparatus. The heat-treatment conditions
including thermal cycle patterns are summarised in Table 3. Different kinds of isothermal
heat treatment were conducted for the kinetic investigation of the dissolution and
precipitation phenomena. As for the base metal specimen, the solution treatment at 1373-
1633 K for 0-2000 s was performed to investigate the dissolution behaviour of y phase, and
the precipitation treatment at 1073-1423 K for 0-3000 s subsequent to the a single-phasing
treatment (solution treatment) at 1653 K for 40 s was performed to investigate the
precipitation behaviour of y phase in the single-phase o structure. As for the weld metal
specimen, the solution treatment at 1473-1623 K for 0-2000 s was performed subsequent
to the a single-phasing treatment at1653 K for 40 s and the pre-precipitation treatment at
1273-1323 K for 100-300 s (aimed to the initial amount of y phase being uniformed at

Table 3 Conditions of isothermal heat treatment

Heattreatment Thermal cycle Conditions

Heatingtemp., 7"| 1373-1633K

Solution
treatment

Temp.

Holding time, ¢ 0-3000s

Time

Base metal
(Base metal HAZ)

1653K =408
Heatingtemp., 7’| 1073-1423K

Precipitation| £ 7
treatment e /R: \w_n_
100K/s
Holding time, ¢ 0-3000s
Time
1653K:40s
poi || IS Heatingtemp., T'| 1473-1623K
5 1273-1323K
Solution | e
treatment 2
Holdingtime, ¢ 0-30s
Time
Weld metal
(Reheated WM)
1653K~40s
ﬁ Heatingtemp., 77| 1123-1423K
Precipitation | £ 7 =L
treatment 2 /m: \w.o.
100K/s
Holding time, ¢ 0-1000s
Time

approx. 50%), and the precipitation treatment at 1123-1423 K for 0-1000 s was performed
subsequent to the a single-phasing treatment (solution treatment) at 1653 K for 40 s.
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The multipass GTAW was carried out for investigation of the microstructure and oy
phase fraction in welds. The GTAW conditions were as follows: arc current, 160 A; arc
voltage, 12 V; welding speed, 12 cm/min (root pass) / arc current, 220 A; arc voltage, 12
V; welding speed, 15 cm/min (other passes); shielding gas, Ar+2%N; (flow rate, 15 L/min);
interpass temp., 373 K; U-groove (angle, 50°; root face, 1 mm).

The microstructure of specimens was observed by an optical microscope (OM) and
scanning electron microscope (SEM) after electrolytic etching with a 20%H,SO4 +
methanol solution at 25 V for 40 s. The amount of y phase (the y phase fraction) in
specimens was measured as the area fraction of y phase in metallographic structure using
the electron back scatter diffraction analysis (EBSD) with OIM crystallography software.

DISSOLUTION BEHAVIOUR OF AUSTENITIC PHASE

DISSOLUTION KINETICS IN BASE METAL HEAT AFFECTED ZONE

The change in microstructure of DSSs during the solution treatment was investigated. Fig.1
shows an example of microstructural change (phase mapping by EBSD analysis) in super
DSS with the solution treatment condition. The red regions indicate a y phase, green ones
a o phase and yellow ones a ¢ phase in the microstructure. A typical microstructure of DSS
could be observed in all specimens, namely, a y phase was aligned along the rolling
direction. The amount of y phase decreased with an increase in the heating temperature.
Very few G phase was formed in the present conditions. It has been confirmed that similar
dissolution behaviour was observed in lean and standard DSSs. The area fraction of y phase
in the phase map was measured for all steels with varying the heat treatment condition.

In the previous report [18,19], the authors have been reported that the precipitation of 'y
in steels is followed by the Austin-Rickett type equation as given by eq.(1) or (2) [15,16];

Y (k)
-, (M
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Fig. 1 Change in microstructure of super DSS with solution treatment

log%/= nlogt+nlogk )

where y is the fraction transformed, £ is the kinetic constant, 7 is the time and # is the time
exponent. Then, applicability of the Austin-Rickett type equation to dissolution phenomena
of vy phase was evaluated. Fig.2 shows the Austin-Rickett plot of dissolution behaviour of y
phase in lean, standard and super DSSs (base metal HAZs). There were good linear
relationships in the Austin-Rickett plot, and gradients of lines were almost identical
independent of the heating temperature. The time exponents, #n of lean, standard and super
DSSs were determined as 0.49, 0.64 and 0.71, respectively. Consequently, it can be
concluded that dissolution kinetics of y phase in all base metal HAZs of DSSs is followed
by the Austin-Rickett type equation.

It has been well-known that the kinetic constant, k(7)) can be generally expressed by the
Arrhenius type equation as given by eq.(3);

KD)= kexp| | o)

where ko is the frequency factor, Q is the activation energy, T is the absolute temperature
and R is the gas constant. The Arrhenius plots of dissolution rate of y phase in DSSs are
shown in Fig.3. There were good linear relationships between In &k and 1/T for all steels.
Therefore, the temperature dependency of dissolution rate of y phase in DSSs could be
obtained in the present study as follows;
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Fig. 2 Austin-Rickett plots of dissolution behaviour of y phase in base metal HAZs
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Fig. 3 Arrhenius plots of dissolution rates of v phase in base metal HAZs
Standard DSS HAZ:

k(T)= exp{—_4'057_>< 10 + 25.6] (5)

Super DSS HAZ:

4
KT)= exp{7_3 ‘26TX 10", 18.4} ©6)

DISSOLUTION KINETICS IN REHEATED WELD METAL

As described in INTRODUCTION, the WMs of DSSs are generally solidified as the F
mode, and a y phase comes to precipitate in the solidified o structure during cooling. Then,
precipitation kinetics of y phase was also investigated in the WM (reheated WM). Fig.4
shows the Austin-Rickett plot of dissolution behaviour of y phase in the WMs of lean,
standard and super DSSs. There were good linear relationships in the Austin-Rickett plot
for all WMs. The time exponents, n of the WMs of lean, standard and super DSSs were
determined as 0.20, 0.36 and 0.35, respectively. It follows that precipitation kinetics of
v phase in the reheated WM is also followed by the Austin-Rickett type equation.

The Arrhenius plots of dissolution rate of y phase in the DSS WMs are shown in Fig.5.
The temperature dependency of dissolution rate of y phase in the reheated WMs of DSSs
could be obtained in the present study as follows;

Lean DSS WM:

4
k(T)= exp{w + 27.8} @)
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Fig. 4 Austin-Rickett plots of dissolution behaviour of y phase in WMs
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Fig. S Arrhenius plots of dissolution rates of y phase in WMs

COMPARISON OF DISSOLUTION RATE BETWEEN HEAT AFFECTED ZONE AND WELD METAL

The dissolution rates of y phase in the base metal HAZ and reheated WM were compared.
Fig.6 shows the temperature dependency of dissolution rate in the HAZ and WM of DSSs.
The dissolution of y phase was enhanced at the higher temperature range in any case. The
dissolution rates in the WM of standard and super DSSs were comparable to those in the
HAZ, while the dissolution rate in the WM of lean DSS was much reduced to that in the
HAZ. The reason why the dissolution rate of lean DSS differed between in the HAZ and
WM has not been clarified in the present study, and therefore, the further detailed
investigation would be required. In addition, the dissolution rate in the HAZ decreased in
the order of lean>standard>super DSSs, i.e., the dissolution of y phase in the lean DSS HAZ
proceeded rapidly compared with the standard and super DSS HAZs.
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Fig. 6 Comparison of dissolution rates in HAZ and WM
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PRECIPITATION BEHAVIOUR OF AUSTENITIC PHASE

PRECIPITATION KINETICS IN BASE METAL HEAT AFFECTED ZONE

The change in microstructure of DSSs during the precipitation treatment was investigated.
Fig.7 shows an example of microstructural change (phase mapping by EBSD analysis) in
super DSS with the precipitation treatment condition. A y phase was precipitated not only
at the grain boundaries (GBs) (Widmanstitten-like) but also in the grains of a, and the
amount of y phase increased with an increase in the heating temperature. Similar
precipitation behaviour has been observed in lean and standard DSSs.

The several researchers have been reported that precipitation kinetics of y phase in DSS
welds was followed by the Austin-Rickett type equation [15-19], and therefore,
applicability of the Austin-Rickett type equation to the present precipitation phenomena
was verified. Fig.8 shows the Austin-Rickett plots of precipitation behaviour of y phase in
lean, standard and super DSSs. There were good linear relationships in the Austin-Rickett
plot, and gradients of the lines were almost identical for all steels. The time exponents n of
lean, standard and super DSSs were determined as 0.82, 1.16 and 0.53, respectively. It
follows that precipitation kinetics of y phase in the base metal HAZ is also followed by the
Austin-Rickett type equation.

Super DSS HAZ (Precipitation) [Jll: Austenite [[I]]: Ferrite [ |: o phase

60pm

1073Kx0.1s 1173Kx0.1s 1273Kx0.1s 1373Kx0.1s

Fig. 7 Change in microstructure of super DSS with precipitation treatment
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According to Fig.8, the precipitation of y phase in standard and super DSSs was fastest
at the heating temperature around 1273 K, while that in lean DSS around 1173 K. The fact
that the precipitation of y phase in DSSs becomes fastest at the certain intermediate
temperature (i.e., possesses a ‘“nose”) means that the temperature dependency of
precipitation rate would not followed by the simple Arrhenius type equation as indicated
by eq.(3). Therefore, the temperature dependency of precipitation rate of y phase in DSSs,
which indicates a C-curved diagram with a nose, was theoretically discussed. Assuming
that precipitation of y phase is controlled by the non-uniform nucleation in an o grain and
at the a-GB, and grows inward an o grain, the non-uniform nucleation rate / can be

expressed by eq.(10) [20];
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Fig. 8 Austin-Rickett plots of precipitation behaviour of y phase in base metal HAZs
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/_Vm(dj k_AG +AG] (10)

where v is the frequency factor m is the number of atoms per unit volume, d is the effective
GB thickness, L is the grain diameter, j is the dimensionality of site, AG" is the minimum
free energy required to form a nucleus, and AG, is the free energy of activation for a nucleus
to continue to grow. Terms in eq.(10) which have temperature dependency are m, L and
AG". However, the variation of m is negligible compared with the temperature dependency
of exponential term, and L is regarded as constant because the starting specimen is a
solution treated specimen at 1653 K for 60 s. Consequently, temperature dependent term in
eq.(10) is only AG", and can be expressed by eq.(11) from the Spherical-Cap model [21];

AG =

1670
G/yﬂw (11)

where G, _ is the volume free energy change from o to y phase, is the wetting angle of

vy phase at the a-GB, and is expressed by the following relationships;

a/;/(T T) (12)
V'Hy VmTE
cosf = Oata = Oay (13)
O-a/y
_ 3
f(9)=2 3cosf+cos 0 (14)

where Tr is the starting temperature of precipitation of y phase (y solvus), AHyy is the
change in enthalpy from a to y phase at Tg, V,, is the molar volume, Gwqo and cqyy are the
interfacial energies between o and o phases, o and y phases, respectively. Assuming that
Gwa and oy are independent on temperature, AG™ in eq.(10) is inversely proportional to
the square of degree of undercooling from the starting temperature of precipitation of y
phase, (Tg-T)?, and expressed by;
. B

AG= (15)
where B” is an arbitrary coefficient. Consequently, the non-uniform nucleation rate 7 in
€q.(10) can be expressed by;

* AG _B*
I=A exp[— a) Xy (16)
RT RT(T.-T)
Assuming that the progress in transformation from o to y phase is controlled by the non-
uniform nucleation, the temperature dependency of rate constant K(7) can be also given by;

AG, -B
K(T)= Aexp[ RT) exp{m} (17)

where A" is an arbitrary coefficient. Fig.9 schematically shows the temperature dependency
of'the rate constant K(7) expressed by eq.(17). The rate constant approaches asymptotically
to two types of Arrhenius equation in the temperature ranges below/above a nose.
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On the other hand, from the fact that a y phase in DSS welds grows as the Widmanstétten
structure from o-GBs into grains, the precipitation amount of y phase depends on both
nucleation and growth. Namely, the fraction transformed y depends on the nucleation rate,
diffusion speed and time, and dissolving a diffusion equation assuming the local
equilibrium at the a/y interface, the rate constant K(7) can be approximately expressed by

eq.(18) [22];

Te
oo €XP(-AG'/RT) =exp{-B"/RT(T-T)?}
— X

~— e
P

Temperature

Rate constant

Fig. 9 Temperature dependency of rate constant

K(T)= _%EDN} { ga gEj .
¥ E
where D is the diffusion constant (of N or Ni), C, and C; are the solute concentrations (N
or Ni) in a and y phases, respectively, Ck is the equilibrium concentration of solute element
(N or Ni) in a phase at the a/y interface. The diffusion constant can be given by;

AG) o
= (19)

D=D, exp(— 2

/ (18)

Approximately assuming that C,, Cy and Cg are independent of the temperature and the
amount of y phase (i.e., negligible small compared to the temperature dependency of
exponential term), eq.(18) can be transformed to;

2/3 «
K(T)=A" exp(— AGE’) -exp(— AGE’) -exp LQ (20)
RT RT RT(Tc-T)
where A™ is an arbitrary coefficient. Eq.(20) can be transformed to;
K(T)=A**exp(—5AGaj-exp B 5 1)
3RT RT(T:-T)
Eq.(21) can be simplified by eq.(22) using three undetermined coefficients 4, B and C;
B C
K(T)=A [—j . — 22
(T)= Aexp T exp{ RTT.—T) } (22)
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Based on the experimental results (Fig.8), three coefficients (4, B and C) were
determined by a regression analysis (7¢ can be calculated by the phase computation
software, Thermo-Calc, Database: TCFE6). Fig.10 shows the temperature dependency of
the precipitation rate constants of y phase in DSSs (regression analysis results of rate
constants), and summarises the three coefficients and 7r determined. The precipitation rate
of y phase in DSSs decreased in the order of standard>super>lean DSSs. The temperature
dependency of precipitation rate of y phase in base metal HAZs of DSSs, which indicates a
C-curved diagram with a nose, could be obtained in the present study.

PRECIPITATION KINETICS IN REHEATED WELD METALS
The change in microstructure of the WMs of DSSs during the precipitation treatment was

investigated. Fig.11 shows the microstructural change (phase mapping by EBSD analysis)
in the WMs of lean, standard and super DSSs with the precipitation treatment condition. A
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Fig. 10 Regression analysis of precipitation rate constants of y phase in base metal HAZs

Y phase was precipitated in o grains as well as at GBs, and the amount of y phase increased

with an increase in the holding time for all WMs. In addition, very few ¢ phase was formed
in the present conditions.
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Fig. 11 Changes in microstructure of DSS WMs with precipitation treatment

The Austin-Rickett plots of precipitation behaviour of y phase in the WMs of lean,
standard and super DSSs are shown in Fig.12. There were good linear relationships in the
Austin-Rickett plot again, and gradients of the lines were almost identical for all steels. The
time exponents n of the lean, standard and super DSS WMs were determined as 0.73, 0.39
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Fig. 12 Austin-Rickett plots of precipitation behaviour of y phase in WMs

and 0.66, respectively. The precipitation rates of y phase in the DSS WMs also possess the
temperature dependency with a nose. The nose temperature of precipitation in the standard
DSS WM was around 1373 K, while that in super and lean DSSs around 1323 K. It follows
that precipitation kinetics of y phase in the reheated WM is also followed by the Austin-
Rickett type equation.

Based on the experimental results (Fig.12), three coefficients (4, B and C) in eq.(22)
were determined by a regression analysis again (7 was calculated by Thermo-Calc). Fig.13
shows the temperature dependency of the precipitation rate constants of y phase in the DSS
WDMs, and summarises the three coefficients and 7r determined. The precipitation rate of y
phase in DSSs decreased in the order of standard>lean>super DSSs. The temperature
dependency of precipitation rate of y phase in the reheated WMs of DSSs could be also
obtained in the present study.
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Fig. 13 Regression analysis of precipitation rate constants of y phase in WMs

COMPARISON OF PRECIPITATION RATE BETWEEN HEAT AFFECTED ZONE AND WELD METAL

The precipitation rates of y phase in the base metal HAZ and reheated WM were compared.
Fig.14 shows the temperature dependency of precipitation rate in the HAZ and WM of
DSSs. The precipitation rate of y phase in standard DSS was largest of the three DSSs. The
nose temperature and rate constant of the y phase precipitation in WMs increased compared
with those of HAZs in all DSSs. The reason why they differed between the HAZ and WM,
especially in lean and standard DSSs, has not been clarified, and therefore, the further
detailed investigation would be required.
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PREDICTION OF PHASE TRANSFORMATION IN MULTIPASS WELDS

COMPUTATION METHOD OF PHASE TRANSFORMATION IN MULTIPASS WELDS
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Fig. 14 Comparison of precipitation rates in HAZ and WM

In order to expand the isothermal kinetics of dissolution and precipitation determined above
to the non-isothermal process such as welding, the increment method [18,19] was applied.
A concept of the incremental method is that; dividing the thermal cycle into minute
isothermal intervals during the o/y phase transformation process, the transformation
quantity (increment in the amount of y phase) is calculated in a minute isothermal step, and
sum up them through thermal cycle. A flowchart of computation of the phase
transformation (the amount of y phase) in multipass welds is shown in Fig.15. The thermal
cycles in the HAZ and WM during multipass welding were computed using the welding
mechanical analysis software, JWRIAN. Compared the y phase fraction at the time to the
equilibrium y phase fraction at the temperature in each isothermal step, it was determined
that either dissolution or precipitation occurred. Based on the kinetic equations (dissolution
and precipitation kinetics) determined, the increment or decrement in the y phase fraction
was calculated and summed up through welding process. From these procedures, the
alternate behaviours of dissolution and precipitation of y phase during multiple thermal
cycle would be numerically simulated. In the present study, the distribution of the y phase
fraction in multipass welds was visualised by repeating these calculation over the whole
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area of welds (the base metal HAZ and reheated WM). In the previous reports [18,19], the
predicted results of the a/y phase transformation based on the present computation method
have been verified in the melt-run welds (GTAW and LBW) of DSSs.

| Calculate weld thermalcycle by FEM analysis |

| Divide thermal cycle into minute isothermal intervals |

Yes
Welding complete?

| Calculate equilibrium v fraction, f,e, |
}
Yes ‘@ N_lo
| y dissolves | | y precipitates |

Output y v
fraction | Calculate incrementin y fraction, Af, |

Fig. 15 Flowchart of computation of phase transformation in multipass welds

Thermal properties of lean, standard and super DSSs [23] used for calculation are shown
in Fig.16 (assuming to be identical regardless of the steel grade). The o single-phasing and
solidus temperatures of lean, standard and super DSSs, which were calculated by Thermo-
Calc (Database; TCFE6), are summarised in Table 4. Temperature dependency of the
equilibrium y phase fraction of lean, standard and super DSSs (which was determined based
on the measured results combined with the calculated values by Thermo-Calc (Database;
TCFE®6)) is shown in Fig.17. The multipass welding conditions used for computation are
described above in EXPERIMENTAL PROCEDURES. In addition, Fig.18 shows the
cross-sectional views and mesh division (weld pass sequence) of multipass welds (GTAW)
of lean, standard and super DSSs used for numerical analyses of the thermal cycle and ov/y
phase transformation (distribution of the y phase fraction). The total number of weld passes
in multipass welding was 15 for all DSSs. The minimum mesh size divided was approx.
0.5 mm x 0.5 mm.
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Fig. 16 Physical properties of DSSs used for calculation

=
=)
o

— :Lean DSS
---- : Standard DSS
- — : Super DSS

@
=]

-]
o

40

Equilibrium fraction of y phase (%)

873 1073 1273 1473 1673
Temperature (K)

Fig. 17 Temperature dependency of equilibrium Yy phase fraction of DSSs
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Fig. 18 Cross-sectional views and mesh division of multipass welds of DSSs
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Table 4 o single-phasing and solidus temperatures of DSSs

Steel o single-phasing temp. Solidus temp.

Lean DSS 1596K 1683K
Standard DSS 1598K 1647K

Super DSS 1598K 1604K

COMPUTED RESULTS OF AUSTENITIC PHASE FRACTION IN WELDS

Peak temperature distribution

1873
57K
ERLE)
H1ers

Lean DSS

Super DSS

Fig. 19 Peak temperature distribution in multipass welds of DSSs

The thermal cycles during multipass GTA welding (the number of weld passes is 15) of
DSSs were calculated. Fig.19 shows the peak temperature distribution in the base metal
HAZs of lean, standard and super DSSs during multipass welding computed by the heat
conduction analysis using JWRIAN. The peak temperature distribution and thermal cycle
in multipass welds could be successfully computed for all DSSs. Based on the multiple
thermal cycles calculated in the base metal HAZs and reheated WMs, the o/y phase
transformation in multipass GTA welds of DSSs was computed. Fig.20 shows the
distribution of the y phase fraction (indicated by colour contours) calculated in the multipass
weld of lean DSS. This figure exhibits the entire history of the distribution of the y phase
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fraction at the completion of each weld pass during multipass welding. The dashed lines in
the figure indicate the fusion lines of weld passes. The y phase fraction in the just solidified
WM was considerably small in any weld passes, and the depleted zone of y phase was
formed adjacent to the fusion line (“under-bead” region) in the base metal HAZs and
reheated WMs. However, the y phase fraction in the depleted zone was increased by the
subsequent weld passes (the y phase was re-precipitated by the thermal cycles in subsequent
welding). Accordingly, the a/y phase balance has been complexly varied in multipass
welds, and the profile of the y phase fraction was arranged in laminae in the WM roughly
along the fusion lines. The minimum y phase fraction in multipass welds was approx. 20%
located in the base metal HAZ of the final weld layer, and the y phase fraction in WMs was
reduced to approx. 25%. On the other hand, the y phase fraction in a part of base metal HAZ
(low temperature HAZ) was exceeded to that in the base metal, because of the additional
precipitation of y phase during multipass welding. The distribution of the y phase fraction
calculated in the multipass welds of standard and super DSSs is also shown in Fig.21 and
Fig.22, respectively. Quite similar tendencies to lean DSS weld were observed in the
distribution of the y phase fraction, that is, the y phase fraction was reduced in the solidified
WM and under-bead region of WM as well as the base metal HAZ, while the y phase
fraction in the depleted zone was recovered by the subsequent weld passes. As a result, the
o/y phase balance has been complexly varied in multipass welds. Furthermore, the y phase
fraction in multipass weld (especially WM) of standard DSS was slightly lower than those
of lean and super DSSs, namely, the y phase fraction in standard DSS weld was reduced to
approx. 10-15%, while those in lean and super DSS welds were reduced to approx. 25-30%.
On the other hand, the over-precipitated zone, where the y phase fraction slightly exceeded
the base metal level, was not observed in the low temperature HAZ of standard DSS weld,
whereas it was observed in other welds.
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Lean DSS (B.M./F.M.)

Multipass welds (15 passes, GTAW)

A

1st pass

2nd pass

3rd pass

14th pass

Final pass

Fig. 20 Distribution of y phase fraction calculated in multipass weld of lean DSS
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Standard DSS (B.M./F.M.) Multipass welds (15 passes, GTAW)
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1st pass 2nd pass 3rd pass

L L4

4th pass 5th pass 6th pass
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~
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13th pass 14th pass Final pass Amm

Fig. 21 Distribution of y phase fraction calculated in multipass weld of standard DSS

COMPARISON OF AUSTENITIC PHASE FRACTION IN MULTIPASS WELDS BETWEEN
CALCULATED AND MEASURED

In order to validate the predicted results of the a/y phase transformation, the y phase fraction
in the multipass welds was compared between calculated and measured. Fig.23 shows the
example of microstructure (phase mapping by EBSD analysis) of multipass welds. This
figure shows the microstructure of lean, standard and super DSSs observed at the final weld
layer in multipass welding as schematically shown in Fig.24. A dashed line in Fig.23
indicates the fusion line. The y phase fraction was relatively reduced in the higher
temperature HAZ (base metal HAZ) as well as WM of all steels. In particular, the y phase
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Super DSS (B.M./ F.M.) Multipass welds (15 passes, GTAW)

Fraction of
v phase (%)

13th pass 14th pass Final pass

Fig. 22 Distribution of Y phase fraction calculated in multipass weld of super DSS
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Final weld layer in multipass welds
WM HAZ (base metal)

Lean DSS

HAZ (base metal)

Standard DSS
WM HAZ (base metal)

Super DSS

200pm

Fig. 23 Microstructures of final layer (WM and HAZ) in multipass welds

fraction in the HAZ of standard DSS was much reduced compared to other steels. The y
phase fraction at the various positions was measured in multipass welds. Figs.25-27 show
the comparison of the y phase fraction between calculated and measured in the multipass
welds (GTAW) of lean, standard and super DSSs, respectively. In these figures, a figure
(a) indicates the analysis spots (positions) of the y phase fraction, and a figure (b) indicates
the correlation between the calculated y phase fraction and measured one. The analysis
spots were dotted across the welds in the reheated/un-reheated WMs and base metal HAZ.
Although there were small scatters between the calculated and measured values, the
calculated results were fairly consistent with measured ones (correlation coefficients; 0.81-

Observed position

Fig. 24 Observed position of microstructure in multipass weld
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Fig. 25 Comparison of ¥y phase fraction between calculated and measured in lean DSS
multipass weld

0.90) in all welds (in the WM, reheated WM as well as the base metal HAZ). It follows that
the a/y phase transformation in the DSS multipass welds could be successfully predicted
by the present kinetic approach and computer simulation. In particular, the y phase-depleted
zone in the multipass welds, where the mechanical and corrosion properties would be
potentially deteriorated, could be estimated with a high degree of accuracy.

CONCLUSIONS

In the present study, the kinetic approach was made to the o/y phase transformation
phenomena in the multipass welds of DSSs. Both of the dissolution and precipitation
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Super DSS c 50 ol
< e
e £ h
) > 40 P
et e, 9
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50 ] a .d
E 20 e
40 8 ’,
- s 10}
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Fig. 26 Comparison of ¥y phase fraction between calculated and measured in super DSS
multipass weld
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Fig. 27 Comparison of Yy phase fraction between calculated and measured in standard DSS
multipass weld

behaviours of y phase were kinetically investigated for the reheated WM as well as the base
metal HAZ, and the y phase fraction in multipass welds of DSSs was numerically calculated
by coupling with the heat conduction analysis during multipass welding. Finally, the
predicted results of a/y phase transformation in multipass welds were verified by the
experimental examination. The results obtained are summarised as follows;

(1) The dissolution and precipitation kinetics of y phase in the base metal HAZ and WM
were followed by the Austin-Rickett type equation.

(2) The temperature dependency of the dissolution and precipitation rates of y phase was
determined. The dissolution rate in the HAZ of lean DSS was slightly larger than those in
the HAZs of standard and super DSSs. The precipitation rate of y phase in standard DSS
was largest of the three DSSs. The nose temperature and rate constant of the y phase
precipitation in WMs increased compared with those of HAZs in all DSSs.

(3) Based on the kinetic equations determined, the distribution of the y phase fraction in
multipass welds of DSSs was calculated combined with the heat conduction analysis in
welding process. The incremental method was applied to expand the dissolution and
precipitation kinetics to the non-isothermal process. The y phase fraction in the just
solidified WM was considerably small in any weld passes, and the depleted zone of y phase
was formed in the “under-bead” region in the base metal HAZs and reheated WMs.
However, the y phase fraction in the depleted zone was increased (recovered) by the
subsequent weld passes.

(4) The y phase fraction in multipass weld of standard DSS was slightly lower than those
of lean and super DSSs. The over-precipitated zone, where the y phase fraction slightly
exceeded the base metal level, was not observed in the low temperature HAZ of standard
DSS weld, whereas it was observed in other welds.

(5) Microstructural observation revealed that the calculated results of y phase fraction in
multipass welds were consistent with experimental ones. It followed that the o/y phase
transformation in DSS welds could be successfully predicted by the present approach.
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ABSTRACT

The chemistry distribution is of importance in the welding process. By varying the chemical composition,
the evolution of microstructure and the residual stress change correspondingly. To examine the effect of
chemistry, a three-dimensional metallo-thermo-mechanical model is created. The model is established
according to a bead-on-plate welding experiment. Samples of S700 steel are manufactured by gas metal
arc welding (GMAW). In total, three welds with three heat inputs were conducted so that different
chemistries are obtained. The final weld geometry and the uniform chemistry in the fusion zone (FZ) are
predicted by the software SimWeld. The parameters in the double ellipsoidal heat source are also
calibrated by SimWeld. An inhomogeneous chemistry field is created using the data predicted by
SimWeld and the chemical composition of base material (BM), and is further imported to the coupled
model by writing user subroutine in ABAQUS. The metallurgical algorithm is implemented in the same
way for calculating the phase volume fraction using both the homogeneously and the inhomogeneously
distributed chemistry fields. After the temperature and microstructure are determined, the mechanical
analysis is conducted using linearly interpolated material properties. Finally, the results of microstructure
distribution and the residual stress predicted for homogeneous and inhomogeneous field are compared to
clarify the influence of chemical composition.

Keywords: Chemistry Inhomogeneity, Residual stress, Phase transformation

INTRODUCTION

The filler wire and the base material are mixed during the welding process, leading to an
area whose chemical composition is neither that of the filler nor that of the base. This
variation in the chemical composition will definitely cause a change in microstructure

evolution. However, due to the complexity of the welding process, the chemical
composition in FZ is hard to predict. Buki [1] developed an algorithm to calculate the
composition, and applied it as a universal procedure to design new electrodes. However,

this method is not widely adopted. An alternative way to predict the chemistry in FZ is

provided by the commercial software SimWeld. This approach is adopted in this research
work.
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When conducting the metallurgical simulation, several authors [2-4] simply treated the
chemistry in FZ the same as in BM, which is obviously not reasonable. An improvement
was done by using two chemical compositions, the one of filler for FZ, and the other of BM
for the rest of the welded structures [5]. Both compositions are homogeneously distributed
in corresponding regions. However, this assumption may not hold since the chemical
compositions of BM and filler mix in the FZ, leading to an area with chemistry of neither
BM nor filler. To consider this effect, SimWeld is used to estimate the chemical
composition in FZ for constructing the complete chemistry field. This field is then imported
to the metallurgical algorithm of Bhadeshia et al. [6-9] by assigning the chemical
composition to each node of finite element (FE) model.

In this work, the arc welding was conducted with three levels of input power. Therefore,
the wire filler and the base material contribute in different ratios to the FZ. As a result,
different chemistry fields are achieved. The chemical composition in FZ as well as the final
geometry of the weldments are predicted by SimWeld. Those data are imported into
ABAQUS to create coupled models. Finally, the phase volume fractions and the residual
stress distributions predicted using only the BM and the non-uniform chemistry fields are
compared to demonstrate the influence of chemistry inhomogeneity.

TRANSFORMATION KINETICS

The kinetic functions of the austenite decomposition are briefly introduced in this section.
As the temperature decreases, austenite transforms to allotriomorphic ferrite,
Widmannstétten ferrite, pearlite, bainite and martensite, which are written in symbols of y,
a, Ow, Op, 0p and a’, respectively.

y continues to decompose until the space of the austenite grain is fully filled. The space
is evaluated by the grain boundary area Op of austenite as [10]:

0,2

L (M
where L is the mean linear intercept for an equiaxial grain.

Plane surface of area O} parallel
to 7y grain boundary

Allotriomorphs of half-thickness ¢, radius 3q

v grain boundary

Fig. 1 Representative plot of a grain growth [11]
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a is assumed to grow layer by layer as shown in Figure 1, in which the growth of it is
modelled as expansion and thickening of discs. Those discs are assumed to be able to grow
on both sides of y grain boundaries with the half-thickness g, as [6]:

1/2
q,=v,(t-7) 2)

where v, is the parabolic thickening rate, and 7 is the incubation time. The change rate
of the area that intersects with the plane at a distance of y away from grain boundary at time

t=mAt is given as [6]:
22

7”70: Ua qa,mAt > y

2 2
Aa,kay = 72770‘ qa,mAt /At qa,mAt = y
O qa,mAt < y

3

where & denotes nucleation time 7=kAz. At and At are set to be numerically identical. 7,
is the ratio between disc radius and half-thickness. The growth of a, and a,, is treated
similarly as o but with different nucleation rates [6]. Besides, the growth of a,, is modelled
as the lengthening of tetragonals instead of discs.

The growth kinetic function of oy is expressed as [9]:

dé _ uk,

X, (l_f)[1+’11 (l_ﬂ/ZX}/)Xab,maxg]x

K, (AF_ —AF
exp{—g—;(l+AFn‘axJ+ 2 (AP, N)}

C C.RT

e

“)

where ¢& is the ratio between volume fraction Xah of current o and its maximum value

X, max -namely & =X /X

oy, ,max

. u is the volume of a bainitic subunit. x, is the carbon

concentration in steel. C, , K;, K>, A; and 1, are fitted constants. R is the gas constant. AFinax
is the maximum molar energy difference between y and a,. AFl is the energy required for
the nucleation of a,. For ., its final volume faction is estimated as [8]:

—M=1+Cf(Ms -T)
X 5)

where X, is the volume fraction of o at temperature 7 and Cris also a fitted constant.
EXPERIMENTAL SETUP

The bead-on-plate specimens of low-alloyed sheet metal S700 were produced using the
GMAW, with a thickness of 8.0 mm and a length of 800 mm. The chemical compositions
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of plate and filler are listed in Table 1. The welding speed is controlled at 300 mm/min and
the other welding conditions are detailed in Table 2, in which ‘“HI’ means heat input.

Table 1 Chemical composition of S700 plate and filler

Chemical elements (wt.%)

Cc Si Mn Ni + Mo + Cr
Plate 0.06 0.05 1.90 0.70
Filler 0.10 0.90 1.50

Table 2 The currents and voltages used at three heat input level

Sample Current (A) Voltage (V)

Low HI 180 20
Medium HI 210 22

High HI 240 25

As mentioned, BM and filler are mixed in the FZ and the chemical composition is
predicted by SimWeld. The uniform values are listed in Table 3.

Table 3 The chemical composition in FZ predicted by SimWeld

Chemical elements (wt.%)

Cc Si Mn Ni + Mo + Cr
Low HI 0.077 047 1.66 0.27
Medium HI 0.077 048 1.66 0.26
High HI 0.078  0.49 1.65 0.26
MODEL ESTABLISHMENT

The coupled thermo-metallo-mechanical model incorporates three aspects. In the thermal
analysis, the temperature is regenerated in ABAQUS by implementing the double
ellipsoidal heat source as:

6\/§f,.Qmp exp _3|:X+V(T—Z)T ~ 3y2 ~ 37

X, V,z,t)=
q ( Y ) abeﬂ \/; afz B 2

(6)

with the parameters which were calibrated by SimWeld and are summarized in Table 4.
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Table 4 The calibrated parameters of double ellipsoidal model by SimWeld
a, a b c fr O

(mm) (mm) (mm) (mm) W)

Low HI 35 143 3.7 5.1 13 3400
Medium HI 4.0 18.0 4.3 6.0 12 4400
High HI 7.0 19.5 4.8 3.2 1.5 5400

[ is the power fraction of the front ellipsoid. as, b and c are the ellipsoid semi-axes. The
distribution function in the rear quadrant has the same form but with different values for
the semi-axis length a, and the power fraction f. fr and f; satisfy f; + f. =2.0 [12]. The
description and the function of power distribution is shown in Figure 2. The function is
implemented in ABAQUS writing user subroutine DFLUX.

y
||I

heat flux

Fig. 2 The power distribution function of double ellipsoidal heat source

As mentioned, the geometry after welding is also predicted by SimWeld. The results are
output as ‘.igs’ files and the 2D figures are presented in Figure 3. Those files are imported
to ABAQUS to create 3D models.
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/ \
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N
/[ \
¢ FZ p
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High HI

Fig. 3 The geometry of the weld at three heat input levels

The uniform field simply uses the chemical composition of BM for every node. The non-
uniform chemistry field is created by the following steps:

e Create the FE model in ABAQUS, and group the nodes belonging to FZ and BM
in separate sets. The model is exported as “.inp’ file.

e A python script is written to select the nodes belonging to each set and rearrange
them in nodal sequence as illustrated in Figure 4 b).

o In the last step, the chemical compositions of FZ (denoted as ‘CFUSION’ in
Figure 4 c)) and BM (denoted as ‘CBASE’ in Figure 4 c)) are assigned to
corresponding nodes.
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BM a)

© List of nodes ! : List of nodes with BM
i chemical composition |

b)

CFUSION/

CBASE

S

Fig. 4 The steps to construct a chemistry field for simulation

The chemistry distribution created in this 2D geometry is output as a ‘.dat’ file in nodal
sequence. The inhomogeneity in the third direction is ignored. The homogeneous chemistry
distribution in the FZ is stored in a *.dat’ file as well.

The metallurgical algorithm in section 2 is implemented in ABAQUS using another
subroutine ABAMAIN. In the algorithm, the start and finish transformation temperatures
are estimated based on thermodynamic theories rather than empirical functions. For
transforming kinetics, the model assumes the reconstructive transformation to occur at
grain boundaries but also includes the possibility of inclusion nucleation. The nucleation
rates were treated as temperature-dependent and the growth rates were determined by
solving carbon diffusion equations [6]. The initiation of bainite growth was assumed to be
displacive with a strain energy of 400 J/mol [13]. The advantages of this framework are
that:

e it omits the troubles of parameter validation;
e itrequires only the chemical composition, the temperature history and the austenite
grain size at each node as its input.

The BM mainly consists of bainite. The SEM micrograph shows that bainite accounts
for 99% and that ferrite contributes to 1% [14]. Therefore, the initial values of bainite and
ferrite in the metallurgical analysis are assigned to be 0.01 and 0.99 in the FE model. The
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values of the other phases are set to 0.00. Again, the five products, allotriomorphic ferrite
(o), Widmannstétten ferrite (a.), pearlite (a,), bainite (a») and martensite (a ) are arranged
in sequence as in Table 5.

Table 5 The sequence of field variables and corresponding phase stored in ABAQUS

FV1 Fv2 FV3 Fv4 FV5 FV6

;

a aw a, [of a 4

The mechanical analysis is conducted using the built-in elasto-plastic algorithm in
ABAQUS. The material is treated as an assembly of phases or constituents. Therefore, the
overall properties are obtained by linearly interpolating the properties of individual phases
with their respective volume fractions.

The mechanical properties are listed in Table 6. The values of a,, are not listed in Table
6 because it is treated the same as o and o,. The tangent modulus of all phases is assumed
to be 2000 MPa [15].

Table 6 The properties of individual phase [16]

Temperature (°C)

Property Phase 0 300 600 800
Elastic modulus, GPa Y 200 175 150 124
aand a, 210 193 165 120
ap 210 193 165 120
a’ 200 185 168 -
Poisson’s ratio Y 0.29 0.31 0.33 0.35
aand a, 0.28 0.30 0.31 0.33
ap 0.28 0.30 0.31 0.33
a’ 0.28 0.30 0.31 -
Expansion coefficient, K™ 1% 2.1x10°®
aand a, 1.4x10°
ap 1.4x10°
a’ 1.3x10°
Yield strength, MPa y 190 110 30 20
aand a, 360 230 140 30
ap 440 330 140 30
a’ 1600 1480 1260 -

The implementation algorithm is plotted in Figure 5. One thermal analysis is run before
the coupled analysis to produce the temperature field. Therefore, the proposed model is
sequentially coupled, ignoring the effects of latent heat and plastic work. This is reasonable
since the amount of energy produced by those mechanisms is far lower than the input heat
power [17, 18]. The experiments were conducted at a room temperature of 20°C, with an
estimated convection coefficient of 30W/m?°C.
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Fig. 5 Flow chart of the fully coupled model

RESULTS AND DISCUSSION

The microstructure evolution of two selected nodes, ‘A’ and ‘B’, predicted in high heat
input are plotted in Figure 6. Here, only the distribution of a and ., are presented because
they are the main transformation products. The evolution line of the homogeneously
distributed chemistry field is drawn in black, comparing to the results of the inhomogeneous
chemistry distribution in red. The nodes are chosen at the middle cross-section of the weld.
‘A’ is located at the top of the section. ‘B’ lies at the FZ/HAZ boundary. The difference of
o and a,, volume fractions at node ‘A’ can be obviously noticed. It is due to the fact that
point ‘A’ in inhomogeneous model possesses a chemical composition different from BM
as presented in Table 3. Moreover, higher volume fraction of o at ‘A’ is found in the case
of inhomogeneous chemistry, while the value of a,, is lower. This phenomenon indicates
that the chemistry of the filler wire favors the formation of « and inhibits the production of
aw. For location ‘B’, the microstructure evolutions predicted by both chemistry fields are
identical according to the algorithm in section 4. As a result, their volume fractions overlap
with each other.
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Fig. 6 The evolution of a and a,, at specific positions ‘A’ and ‘B’

Previously, the microstructure evolution was plotted only for the high level heat input.
To demonstrate the effect of chemistry inhomogeneity at different heat input levels, the
final distributions of o in all cases are presented in Figure 7. With the decrease of input
power, the cooling rate increases in the FZ and the volume fraction of o’ increases
accordingly. However, due to the reduction of heat input, the transformation occurs within
a smaller area. The maximum value of &’ predicted by the inhomogeneous field is always
greater than the one by the homogeneous field. This is caused by the fact that in the
inhomogeneous field, the carbon concentration is higher than the one in the uniform field.
The distributions of .’ volume fraction are different either, especially in FZ, which is again
caused by the chemistry inhomogeneity. However, this distribution difference becomes not
so significant in the low heat input level, which may be due to the fact that the cooling rate

turns out to be the main fact influencing on the phase transformation.
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Fig. 7 The contour plots of a’ predicted using homogeneous and inhomogeneous fields

Finally, the stress distributions at the middle cross-section are plotted in Figure 8. ‘S11°
is the stress component vertical to the section, and ‘S33’ is the parallel value. The maximum
stress values predicted using the inhomogeneous field, no matter in tensile or compressive,
stay lower than the values of the homogeneous one. Furthermore, compared to the
distribution of ‘S11” of the homogeneous field, the area subjected to tensile stress predicted
by the inhomogeneous field expands. Similar situation is found for the ‘S33” distribution.
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CONCLUSION

A metallurgical algorithm by Bhadeshia et al. [6-9] is implemented in ABAQUS to
establish a coupled thermo-metallo-mechanical model. To analyze the effects of chemical
composition on the phase transformation and the residual stress, the chemical composition
predicted by SimWeld is adopted to construct a reasonable inhomogeneous chemistry field.
This field is further imported to the coupled FE analysis. By comparing the simulation
results using homogeneous and inhomogeneous fields, the following conclusions can be
drawn:

e Athigh heat input level, more a and less a,, are produced in FZ due to the chemistry

inhomogeneity, while at the FZ/HAZ boundary, no difference of the volume
fractions of a and a,, is found.

e Higher heat input reduces o’ volume fraction.
e The non-uniform chemistry increases the maximum value as well as the

distribution of a’ volume fraction in the simulation results.

e The inhomogeneous chemistry distribution reduces the maximum magnitudes of

the residual stress components and extends the areas subjected to tensile stress.
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ABSTRACT

The purpose of this paper is to show a modelling scheme to predict rapidly three dimensionnal grain
structure. The modelling is based on a plane thermal finite element for the process coupled with a monte
carlo simulation for grain structure. To demonstrate the interest of this type of modelling the simulations
are done for a squared pulse mode and results are compared with experimental results (EBSD) done
during the work of A.Chiocca. The originality of the paper is that predictions of grain structure are
investigated with current and arc voltage evolving with time. Results show the interest of using monte
carlo simulation.

Keywords: Monte carlo simulation, grain structure, Binary alloy

INTRODUCTION

The grain structure has an important impact on complex phenomena as hot cracking during
welding [1]. The grain structure depends on thermal transfer induced by the process
variables. Different modelling of grain structure evolution during solidification can be
found in the literature. The two main modellings commonly encountered to predict grain
structure are the cellular automaton (CA) [2] and kinetic monte carlo simulation [3]. The
first one describes the physics of solidification but it is costly from the numerical point of
view. The second one is fast and can then be implemented for an enginneering point of
view. Sandia Labs proposes an open source software spparks [4] that can model efficiently
grain structure during welding based on a potts model. In spparks software, different
applications are available and can treat three dimensional grain structures. Pulse welding is
implemented in kinetic MC simulation (kMC). KMC has also the advantage to take into
account grain growth in the heat affected zone that is quite difficult with CA. This last
phenomenon can play an important role on epitaxial growth.

The purpose of this paper is to compare experimental results obtained during the phD
of A.Chiocca [5] and results carried out with spparks program for complex process
solidification conditions. Experiments are simple beads on CuNi plate with pulse current.
Process thermal simulation is carried out and temperatures and weld pool size are compared
with experimental results. Then, melting isotherm based on the process simulation are
integrated in the kMC simulation.
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Based on EBSD maps, the experimental results seem to indicate an equiaxed grain
structure in the whole bead. It is also demonstrated that grain size and shape depend on
location inside the bead. Based on different kMC simulations, explanations about the
different grain size would be attributed to the process or to the metallurgy. Results
demonstates that kMC opens nice perspectives from engineering point of view.

EXPERIMENTAL RESULTS

A.Chiocca [5] conducted solidification experiments on Cu3ONi plate with 1.6mm of
thickness, 150mm of length and 70mm of width. TIG was used to create the melt pool in
the middle of the plate. To investigate the link between the current intensity and
solidification front behaviour, it was chosen to used squared pulsed current. The welding
power source was set to have a peak current of 133A during 300ms and a low current of
29A during 500ms. The welding speed is 3.5mm/s. Different experimental observations
were done during the process. The plate is moved in order to ease image acquisition. Images
were synchronized with data acquisition (current evolution). A high speed camera with a
microscopic lens was located to observe the solidifcation front during the pulse. In figure
1, images obtained by the device with microscopic lens are shown.

Fig. 1 Solidification front in the opposite side relative to the torch at the end of a low (right)
and high current period (left).

Two cameras were located to observe the weld pool in the rear at the top and the bottom
face of the plate. Basic image processing (canny) enables us to find the position at the rear
of the weld pool in the frame of the camera. In order to have this position in a fixed frame
in the plane of the plate, a calibration procedure was used. Based on the contour and with
data acquisition synchronisation, it is possible to compare the evolution of the point at the
rear as function of the current. Figure 2 shows the evolution of the position of the point at
the rear of the weld pool and the evolution of the current. The curve of the position is noisy
and it looks like a sine function. To investigate the position of the point, an interpolation
was performed to identify the sine function with a least square method. The fit is good. The
position varies only from 0.5mm but this is for the point in the rear. In reality, there is a
large evolution of the size of the weld pool. Cameras observations indicated that even at
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the end of the low current period there is still residual liquid at the center of the pool. In
figure 2, the velocity of the front is derived from the fitted cosine function for the position
and the experimental current shows a squared waveform. The front velocity is then
approximated by a cosine function and shows a shift from the current that is due to the
thermal transfer and in particular to thermal solidification time scale induced by the latent
heat.
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Fig. 2 Position of the point at the rear of the weld pool synchronised with current.

Figure 3 shows an EBSD map of a bead obtained with the present conditions. In figure
3, the assumed borders of the weld pool are drawn. The border is not easy to locate due to
the large change in thermal transfer and due to possible grain growth in the heat affected
zone. Compared to constant current weld bead with almost constant width, the width of the
pool changes with the torch travelling. This will induce complex front velocity along the
border of the weld pool that can modify consideraly grain growth. The size of grain in the
base material can be estimated with the EBSD measurement. For this plate, it is around 10
micrometers. In figure 3, the middle of the weld bead is shown. It seems that the weld pool
is not symmetrical probably due to important fluid flow. The size of the grains can be
estimated from the file given by the EBSD measurement. It seems that the grains are larger
in the middle of the pool. The size of the grains is controlled by two phenomena. The first
one corresponds to the growth of grains and the second one is due to nucleation. In liquid,
nucleation can be due to inoculant (particles) or to dendritic arm broken due to active flow.
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Fig. 3 EBSD map for the pulse test coditions at the top side of the plate In black, assumed
contour of the weld bead. Some porosities are visible (black disks) in the middle of the weld
pool. The width of the weld pool is approximatively 10mm. The image in the right has another
color because it is another orientation.

To compare the grain structure inside the weld bead, regions of interest must be defined.
Because the width of the weld pool changes with time, the grain structure is highly
inhomogenous with large grain size distribution. It is then complicated to investigate the
relation between solidification conditions and grain size distribution. Nevertheless, to study
this relationship, a region of interest will be located at the common width of the weld pool.
The region of interest corresponds to a rectangle that will be translated along the welding
direction. Inside this rectangle, the number of grains are counted. A filter was applied to
delete all small grains from the analysis and it is then possible to plot the number of grain
inside the window in function of the position in the bead. The number of grains inside this
window tells us about the average grain size in function of the traveling distance. If the
number of grains in the window are low, it means that the grains are large. This can be due
to less nucleation site combined with important grain growth velocity. It has also to be
noticed that the EBSD maps were carried out on the plane close to the torch and that three
dimensionnal effect due to thermal transfer can be important.

Figure 4 shows the result. A 2.8 mm charateristic length corresponding to the distance
between two current peaks can be measured. The location of small grains (low number of
grains) corresponds to the location of the peak current. The difference between the low and
high value for the number of grains is round 50%.
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Fig. 4 Number of grains in function of the position along the weld direction computed with
EBSD measurement.

PROCESS SIMULATION

In this part, the process simulation is explained. The purpose is to model the evolution of
the solidification front in order to obtain the solidification front as function of time in order
to feed the kinetic monte carlo simulation. The thermal transfers without taken into account
fluid velocity are carried out. The different thermal properties of the Cu30Ni are given in
table 1. With these properties, it is possible to estimate the characteristic solidification time
due to the latent heat that is around 3s for the pool. It means that compared to the 1.2Hz of
the pulsed current, latent heat has to be taken into account. In this purpose, an enthalpy
formulation is modelled. This formulation integrates the phase change to compute the
thermal fields.

Table 1 Thermal properties of Cu30Ni.

Property Value and unit
Solidification interval 1472-1520K
Density 8940kg/m3
Conductivity 60W/m.K
Capacity 600J/kg.K
Latent heat 2,75e5J/kg

Due to symetry, only the half of the plate is modelled and to accelerate computation, we
considered in plane conduction. Welding simulation follows classical theory. A surface
gaussian flux (q) is used to model the heat input of the Gas tungsten arc in function of time
t:

= 3NV L (X X+ = Yo vt
'ITrO ry (l)
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where 1) is the efficiency of the process, U(t), I(t) are the arc voltage in function of time,
T, is radius to model where the maximum of heat input entered the plate, Xo and Y are the
coordinate of the start position of the torch and vw is the welding speed assumed to be
constant all along the process. The efficiency of the process is also assumed constant all
along the process despite its possible fluctuations due to high convection during the peak
current. Time increment is kept constant at 0.025s. More details about the modelling can
be found in [5]. Based on melting isotherm, the evolution of the solidification front can be
investigated as function of the time for several periods. Figure 5 shows the half width and
length of the pool. The mean half width is around 2mm and the mean half length is 2.8mm.
The two characteristics have an amplitude of 0.6mm. With the simulation, it is possible to
know the position and the size of the melting isotherm with respect to time. The contour
looks like an ellipsoid. The half width of the weld pool seems to be a sinusoid function
while the half length of the weld pool seems to be more complex. For a first assumption, it
is assumed to be fitted by a cosine function similar to the half width. Due to the difference
of duration between the hot and cold period (0,3 vs 0,5 ms), it could be imagined a complex
function to fit the evolution of the contour. In particular, it would be better to use a non
symmetrical function. To investigate the possibility to use kMC simulation for complex
solidification conditions, a cosine function is chosen for the radii of the ellipse that model
geometrically the size of the melting isotherm. a(?) and b(?) are the two radii functions of
time. The evolution of one radius is also shown in figure 5. If a mathematical function
wants to fit the evolution of one radius of the ellipsoid, it can be chosen as:

a(t) = (COS (ZTT[ t)) (Amax — Amin) + Amin (2)

In figure 5, the result of the fit is excellent to approximate the evolution of the contour.
By combining this evolution with the displacement of the center of the melting isotherm, it
is possible to know the position of the solidification front. The center of the contours is
assumed to move at a constant speed of 3.5mm/s.
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Fig. 5 Evolution of the fusion isotherm in function of the curent for several periods The size of
the weld pool is very similar to the experimental one.
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KINETIC MONTE CARLO SIMULATION FOR GRAIN STRUCTURE
PREDICTION

The kinetic monte carlo simulation tool used in this work is spparks [4]. The base concept
of the software is to minimize the grain boundary energy. The algorithm changes randomly
spins in the neighbouring of a grain boundary site and looks if the change is energitically
favorable or not with a probabilty function. Different applications are embedded in the
code. In particular, the weld module is presented in [3]. In spparks, pulse arc power is
directly integrated in three dimensions. The weld pool is represented as an implicit function.
The shape of the weld pool with the dissymetry between the top and the bottom is taken
into account. The implicit function describing the one implemented in [3] looks like:

p(u,v) = Vo(w)Po(w) + Vi (v)Py(w) + V2 (v)P,(u) A3)

where u,v are two curvilinear absica and V and P are Bernstein polynomials and control
points respectively. The two important features to model weld solidification with kinetic
monte carlo simulation is the melting and the grain growth. The melting is modelled by
assigning a random spin for point inside the weld pool. Grain growth is modelled by
defining the grain boundary mobility function as:

d(x)

M(T) =1- ez D “

where haz is a distance function depending on energy and d(x) is the distance function
from the weld pool. To take into account the evolution of energy during pulse current, haz
function is defined in function of simulation time in a similar manner as the evolution for
the radii (eq 2). During high current, the heat affected zone is larger. For the geometrical
point of view, the workpiece is defined as a three dimensional structured grid also called a
lattice. A cell of the grid is also called a site. The lattice has to model the width of the pool
along x, the travelling in y direction and the thickness along z. Only a part embedding the
weld pool is modelled in the geometry. The initial microstructure is computed by letting
the grain growth occurs during a number of monte carlo steps (MCS). To have grains with
a larger size, simulation are run with 2MCS.

In the function describing the evolution of the weld pool, the time is also expressed as
MCS and dimensions are expressed as function of a number of sites. A relationship exists
between this time and real time, see [6] for more details. For given process conditions, it is
assumed to be constant. For spatial synchronisation, a site represents a distance of 40
micrometers. This leads to a lattice of 400000 sites that is low cost to run and compare
simulations. With these definitions, the weld pool dimensions a and b are to be defined in
function of a number of sites and to model the evolution in figure 4 with time as MCS. The
different parameters entering the monte carlo simulation are shown in table 2. The
simulation time is expressed as monte carlo steps (MCS) as well as the welding velocity
(scan rate).
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Table 2 Parameters for kMC simulation

Parameter Value and unit

Mean a radius 50 sites

Mean b radius 70 sites
Pulse period 32

Max Haz Distance 1
Scan rate 1.5.sites/MCS

Alpha coefficient for weld pool shape 0,5
Beta coefficient 0.1

With these parameters, a first simulation is done. The results are shown in figure 6. The
left hand side of figure 6 shows the initial grain structure obtained by letting the algorithm
compute with a given initial number of seeds. The weld pool can be seen on the bottom of
the domain. On right hand side, on the top of the figure, the weld pool was not gone out of
the lattice. Despite the symmetry of the implicit function describing the solidification front,

the result of grain structure is not symmetric due to the algorithm and due to the initial
microstructure

Fig. 6 Initial and final grain structure prediction after a pulse welding.

As for the experiment, large grains are visible and small grains are more located in the
middle of the lattice. Figure 6 correspond to a top view of the plate. Due to the shape of the
weld pool, the results are different on the bottom side. In fact, grain shapes on the botton
side look like more elongated denoting a large effect of the grain growth. The first result is

to compare the overall distribution of the number of grains in a window as it was done for
the experiment (see figure 4).
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Fig. 7 Grain number in function of the direction of welding.

Figure 7 shows the distribution of grain number inside a cuboid with a side of 5 sites in
length of welding, a side with the thickness of the plate and a side with the width of the
weld pool. The period is equal to 70 sites that correspond to 2.4mm for the given velocity.
Investigations indicates that small grains are generated at the end of the low current period.
It is observed that large grains are then created during the rest of the low current period.
One large grain is shown in figure 8.

Fig. 8 A large grain inside the microstructure

In figure 8, the grain is extracted from the lattice by looking at the change of spins. The
grain shown in figure 8 is large. It starts to grow from the bottom side of the plate and then
grows to the top. It seems that most of the grains are columnar when investigating their
three dimensionnal shapes and not equiaxed as can be indicated by observation of the top
side.
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CONCLUSION

The paper shows some comparison between experiments, process modelling and grain
structure prediction. The base experiment is complex to model and lead to complex
solidificatioin conditions due to the squared current waveform. To predict the final grain
structure in the bead, the most important is the weld pool border. Process simulation results
with pulse mode show the complex evolution of the ellipsoid representing the weld pool
border. The choice of implementing a sine function for radius is due to simplicity but more
complex function can be implemented in order to have more precise evolution. The
different model used in grain structure prediction (process and kMC simulation) are
staggered and then uncoupled. This gives really fast computational time that to can be used
for engineering purpose. Up to now, kMC does not take into account crystalographic
orientation in the simulation. This orientation can be important to model some phenomena
as hot cracking. Work in progress try to integrate crystalographic orientation in kMC
simulation.
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ABSTRACT

The solid state phase transformation (SSPT) occurring during welding thermal cycles gives rise to
distinctive microstructures across the fusion zone and heat affected zone (HAZ), as well as significant
effects on the residual stress generated in the weldment. We have developed a numerical model to simulate
multi-pass welding in low alloy ferritic steel with consideration of SSPT. In this study, we applied a semi-
empirical modelling approach to three-pass gas tungsten arc welding in a grooved plate made of SA508
steel (widely used in nuclear power plants). The microstructure, hardness and residual stress were
predicted using a 2D finite element model and the predictions were compared with experimental results.
We examined the sensitivity of the predicted hardness and stress to austenitisation kinetics and weld-metal
plasticity. Two sets of empirical parameters were considered in the kinetic model of austenitisation to
represent different levels of the heating-rate dependence of the critical temperatures (i.e. Ac1 and Ac3) for
austenite formation. A rule-of-mixtures method based on dilution and hardness was proposed to estimate
the plastic properties of weld metal for each pass, using the predicted phase fractions and the yield stress
dataset for each transformation product of base material. The modelling results show that the extent of the
inter-critical HAZ, hardness and residual stress are affected by the austenitisation kinetics. The use of
weld-metal plastic properties estimated by the rule-of-mixtures method can improve the residual stress
prediction for the weld metal.

Keywords: Arc welding, phase transformation, microstructure, hardness, residual stress, modelling

INTRODUCTION

Weld-induced heterogeneous mechanical properties and residual stresses are two key
factors affecting the performance and life of welded structures [1, 2]. Weld modelling has
been playing an important role in the engineering design and structural integrity assessment
of high-value and safety-critical weldments, such as those used in nuclear reactor pressure
vessels [3, 4]. However, it is still challenging to accurately model multi-pass welding in
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ferritic steel, which involves complicated metallurgical variation such as dilution, grain
growth and solid state phase transformation (SSPT).

The impact of SSPT on weld residual stress has been confirmed in both experiments [5,
6] and modelling [7-9]. The effects of dilution, grain growth and inter-pass temperature on
the microstructure and residual stresses in ferritic steel weldments have also been
investigated experimentally and numerically [10-16]. Despite some key physics captured
by the weld models, which are useful to establish qualitative understanding, the uncertainty
in material parameters required by the models has been a serious issue when evaluating the
prediction accuracy in a quantitative sense. In particular, the temperature- and
microstructure-dependent properties of weld metal are notoriously difficult to measure, and
consequently, estimation or approximation is usually needed to define the elastic-plastic
model for weld metal. Ideally, the material properties for each phase (e.g. martensite,
bainite or ferrite) of the weld metal should be individually determined by experimental
tests. However, it is not feasible to produce samples for such tests. On one hand, the
chemical compositions of the weld metals produced by different passes are normally
different due to the chemical mismatch between the base and filler materials, as well as the
dilution effect [10, 16, 17]. This implies that the weld-metal properties may differ from pass
to pass, and a large matrix of tests is needed. On the other hand, tests must be performed
on each phase of the unstressed weld metal to determine its evolutionary hardening
behaviour for model definition purpose, rather than on the final hardened weld metal
(potentially a mixture of different phases) present after the welding is complete. It is thus a
daunting task to obtain material parameters for weld metal. Another issue causing
uncertainty is the empirical parameters used in metallurgical models, such as the kinetic
model of austenitisation that was proposed by Leblond and Devaux [18]. Dilatometry tests
are a common method to experimentally determine the empirical parameters for phase
transformation. However, in these tests, the temperature is strictly controlled to be uniform
in the sample, while a steep temperature-gradient exists across the fusion zone (FZ) and
heat affected zone (HAZ) of a weldment. Recent studies have demonstrated the effect of
temperature gradient on metallurgical behaviour [19, 20]. Therefore, the metallurgical
calibration tests may also need to take into account temperature gradient, which
substantially increases the difficulty of experiment.

In this study, three-pass gas tungsten arc welding (GTAW) in a grooved SA508 steel
plate is simulated using a thermal-metallurgical-mechanical finite element (FE) model. The
sensitivity of the predictions for microstructure and residual stress to austenitisation kinetics
and weld-metal plasticity is examined. We consider four analysis cases, i.e. two sets of
empirical parameters are used in the kinetic model of austenitisation, and the plastic
properties of each ferritic phase (e.g. martensite, bainite and ferrite) in the diluted weld
metal for each pass are either assumed to be same as those for base material or estimated
using a rule-of-mixtures method based on dilution and hardness.
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MATERIALS AND METHODS

WELDING EXPERIMENT

A 200 x 150 x 20 mm plate made of a nuclear reactor pressure vessel steel, SA508 Gr.3
Cl.1, was used for the three-pass GTAW. The plate was grooved along the mid-width to a
depth of 6 mm and at an angle of 45°, as shown in Fig. 1a and Fig. 1b. The welding
parameters are given in Table 1. A SD3 filler wire with a diameter of 1.2 mm was used in
weld bead deposition. Fig. 1¢ shows a transverse weld macrograph of the three-pass welded
plate (half the weld is shown). To facilitate examination of the evolutionary metallurgical
and mechanical response to welding, a single-pass plate was also produced using identical
process parameters to the first pass of the three-pass weld. The chemical compositions of
the base and filler materials are listed in Table 2, showing that the base material (Ccq=0.34)
has a much higher hardenability than the filler material (Ceq=0.17).

Table 1 Gas tungsten arc welding parameters [21]

Pass Voltage [V] Current [A] TC[’;:I: I;pi‘:]ad Wl[t:"::e;:.:i;]ate #‘;r::r;i‘ljrn?:]
1 11.0 227 75 1000 2.0
2 11.5 217 75 1000 2.0
3 11.5 217 75 1000 2.0

Table 2 Chemical compositions (wt.%) of SA508 Gr.3 Cl.1 steel and SD3 filler metal [22]

c Si Mn Ni cr Mo V Fe Ceq
SAS508 (base o 025 1.4 0.8 0.2 0.5 0.003 Bal. 0.34
material)
SD3 (filler
material) 008 03 1.4 003 004 001 - Bal. 0.7

Note: The Ito-Bessyo equation, i.e. C_=C+Si/30+(Mn+Cu+Cr)/20+Ni/60+Mo/15+V/10+5B

[23], is used to calculate the carbon equivalent C, .

WELD MODELLING

Thermal Model

The general purpose FE software Abaqus was employed to simulate the multi-pass welding,
along with a series of user-defined subroutines to capture the thermal, metallurgical and
mechanical response. The geometry and mesh of the FE weld model is shown in Fig. 1d. A
2D simplification [24] was adopted and one half of the welded plate was considered to take
advantage of the symmetry of the geometry and process. The geometric profiles of the weld
beads for the first and third passes were determined from the macrographs of the single-
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pass and three-pass welded plates, respectively. The geometric profile of the weld bead for
the second pass was inferred to ensure that the volume of the bead for each pass is same,
since identical torch speed and wire feed rate were employed for all three passes (Table 1).
The bead deposition was simulated via an “element birth and death” approach (i.e. “model
change” in Abaqus [25]).

The thermal model was based on a 2D heat source which is equivalent to a 3D ellipsoidal
heat source. A specialised weld modelling tool, FEAT-WMT [26], was used to derive the
2D heat source such that the 2D model predicts a transient temperature field identical to
that on the cross-section of the plate under steady welding conditions, as modelled in 3D
using FEAT-WMT. The thermal model comprises 1088 quadratic, quadrilateral elements
(Abaqus element designation: DC2D8). Convection and radiation on plate surfaces were
considered to an environment at 20 °C. The material parameters were obtained from Ref.

[7].
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Fig. 1 Three-pass SA508 steel weldment and finite element model (X, Y and Z directions
correspond to transverse, normal and longitudinal directions, respectively): (a) dimensions of
grooved plate [22]; (b) transverse sectional profile [22]; (¢) macrograph on transverse section
(half part) [21]; (d) geometry and mesh of 2D weld model (half part).

Metallurgical Model

A semi-empirical approach was employed to model the reaction kinetics of austenite
decomposition. The theoretical framework was initially established by Kirkaldy and
Venugopalan [27] and later refined by Li et al. [28], based on which Hamelin et al. [7] have
developed a weld model to predict the microstructure and residual stress in an autogenous
edge-welded beam benchmark. The isothermal transformation for a ferritic phase is
described by:
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F(C, Mn, Si, Ni, Cr, Mo, G)
S(X)

(X,T) =
AT" exp(—Q/ RT) (1)

where 7 is the transformation time required to form a fraction X of a ferritic phase (e.g.
ferrite, pearlite or bainite); F is a function of the weight percentages of C, Mn, Si, Ni, Cr
and Mo, as well as the ASTM number G of the prior austenite grain size (PAGS), see Table
3; S(X) is a sigmoidal function; AT is undercooling and m is an empirical exponent; Q is the
activation energy; 7 is absolute temperature; and R is the universal gas constant. The values
of material parameters are shown in Table 3. For anisothermal transformation occurring
during welding, a series of isothermal events are discretised and an additivity rule [7] is
used to capture the kinetics. Empirical equations in terms of chemical composition are used
to estimate the transformation start temperatures for ferrite, pearlite and bainite, see Ref.
[7] for more details.

Table 3 Paramers [28] in the ferritic phase transormation model, i.e. Eq. (1)

Phase m Q [cal/mol °C] F(C, Mn, Si, Ni, Cr, Mo, G)

Ferrite 3 27500 exp (1.00+6.31C+1.78Mn+0.31Si+1.12Ni+2.70Cr+ 4.06Mo) / 2 %41¢
Pearlite 3 27500 exp (-4.25+4.12C+4.36Mn+0.44Si+1.7 1Ni+3.33Cr+5.19VMo)/2 326
Bainite 2 27500 exp(-10.23+10.18C+0.85Mn+0.55 Ni+0.90Cr+0.36Mo) / 2 2%

The martensite transformation is modelled using the Koistinen-Marburger equation [29],
i.e.

Xy =X, [1-exp(-4(M_-T))] 2

where Xu is the fraction of martensite, Xra is the fraction of remaining austenite for
martensitic transformation and A4 is a material parameter. The martensite start temperature
for full austenite is estimated using an empirical linear equation of chemical composition
[30]. Furthermore, the martensite start temperature is assumed to decrease linearly with the
fractions of pre-formed ferritic phases, if any exist, before martensitic transformation [31].

Austenitisation kinetics are modelled using the Leblond-Devaux [18] approach, and the
rate of austenite formation is expressed as

. Xeg™X
x==— 3)

where xq is the equilibrium austenite fraction and 7., is an empirical positive time
constant. The parameter x.q is assumed to increase from zero to one when temperature
varies from 760 °C to 830 °C, which are the A¢; and Az temperatures, respectively,
determined from dilatometry test data at low heating rates [31, 32]. Table 4 shows two cases
of Leblond-Devaux model defined here, for which xq is taken to be same in both cases but
the empirical parameter 1., is varied to represent different heating-rate sensitivity of the
predicted austenitisation kinetics. It should be mentioned that the characteristic temperature
of 1020°C for Case B is the estimated grain-coarsening temperature of SA508 steel [10].
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For the FZ produced by each pass, 100% austenite formation is assumed when temperature
drops below the melting temperature (7,=1450 °C [7]).

Table 4 Two sets of parameters to define the Leblond-Devaux model for austenitisation
kinetics

Case A Case B
Temperature [°C] Temperature [°C]
Xeq Tip (S) Xeq Tlp (S)
<760 0 1 <760 0 2
760 0 1 760 0 2
830 1 0.2 830 1 1.8
>830 1 0.05 1020 1 1.5
>1020 1 0.05

Note: Linear interpolation is used between tabulated parameters at different temperatures.

Fig. 2 shows the predicted continuous heating transformation diagram for two cases of
the austenitisation kinetics model defined using Eq. (3). The difference in the predicted
austenitisation temperature ranges between Case A and Case B is negligible when the
heating rate is lower than 1 °C/s, but it becomes significant when the heating rate is higher
than 10 °C/s. The Case B model is more sensitive to heating rate than the Case A model,
and thus it is expected that more extensive partial austenitisation will occur in the welding
simulation using the Case B model.

1300 .
1000 °C/s Case A Case B
—a— ---0--- 0.01 formation
1200 | —e— ---0--- 0.50 formation
—A—  ---A--- 0.99 formation
O 1100 N
Y ™, [100 °C/s
5 i
© 1000
[0
% .
.. [10°Cls 0.1°Cls
5 1 s
0 900 A
...... 1°Cls
800 gt | T—msea
700 “——rrr e
1 10 100 1000 10000
Time (s)

Fig. 2 Continuous heating transformation diagram for austenitisation kinetics predicted by Eq.
(3) considering two cases of model definition (Table 4).

Austenite grain growth is modelled using the following equation [32]:

T
—=Adexp| —= || ———
dr RT\L L, @
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where L is grain size, ¢ is time, Qg is activation energy, T is absolute temperature, R is
the universal gas constant and Lim is the limit of grain size due to pinning effect of
precipitates [32]. The 1/Lim term in Eq. (4) vanishes when the precipitates dissolve above
the grain coarsening temperature of 1020 °C. For SA508 steel, Oy = 190 kJ/mol, Liim =3 +
0.58(T-Ac3) in um, and A4 is taken to be 4.2 um?/s and 16.8 pm?/s for peak temperature
below and above 1020 °C, respectively [16]. However, Eq. (4) is not applicable if peak
temperature exceeds melting point during heating. In such a case, for simplicity, the PAGS
is taken to be 0.4 mm, as an estimate in accordance with previous microscopic observations
[22].

Empirical equations [33] are adopted to predict the Vickers micro-hardness of each
ferritic phase, i.e.

Hv, =127+949C+27Si+11Mn +8Ni+16Cr + 21log(Vr)

5
Hyvy, =-323+185C+330Si+153Mn + 65Ni+144Cr+191Mo + ©
(89+53C-555i-22Mn —-10Ni—-20Cr —33Mo)log(Vr) (6)
Hv, =42+223C+53Si+30Mn +12.6Ni+ 7Cr+19Mo +
(10-19Si +4Ni+8Cr+130V)log(Vr) 7)

for martensite, bainite and ferrite/pearlite, respectively; where the element symbol
denotes the weight percentage of the chemical element and V1 (in °C /h) is the cooling rate
at 700 °C.

The hardness of the mixture of different micro-constituents is calculated using a rule-of-
mixtures as follows

Hv=Hv, X, +Hv, X, +Hv,, (X, +X,)+Hv, X, + Hv X, ®)

where Xum, X8, Xr, Xp, Xa and Xy are the fractions of martensite, bainite, ferrite, pearlite,
austenite and base material, respectively. According to previous work [7, 10], we have Hvyo
=200 and Hva = 160. The hardness of martensite, bainite and ferrite/pearlite is predicted
by Egs. (5), (6) and (7), respectively.

As the SSPT kinetics model and hardness prediction are primarily dependent on
chemical composition, see Eqgs. (1) and (5)-(7), it is necessary to take account of the
chemical heterogeneity within the weldment. For weld metal, the content of each chemical
element is calculated using a dilution-based rule-of-mixtures, i.e.

pn:prrz+pf(1_Dr1) (9)

where p is the content of the element for pass n; p, and p, are the contents of the

element in the base and filler materials (Table 2), respectively; and D, is the dilution for
pass n. The dilution has been determined to be 0.44, 0.17 and 0.09 for the first, second and
third passes, respectively [10].
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Mechanical Model

The thermo-metallurgical deformation upon thermal cycling acts as the major driving force
to generate stresses in the weldment. The total strain can be decomposed as follows

5:8e+8p +Eh T € +€tp

(10)

where &, &, &y, &, and &, are the elastic strain, plastic strain, thermal strain,

metallurgical strain and transformation-induced plastic strain, respectively. On the right-
hand side of Eq. (10), the third and fourth strain components are determined by the changes
in temperature and phase, respectively. By contrast, the first two strain components are
generated in conjunction with thermal-metallurgical deformation to satisfy the
compatibility condition (i.e. internal constraint) implied in the continuum assumption, as
well as the external constraint imposed, if any exists. The fifth strain component only arises
in the presence of both SSPT and deviatoric stress.

In this study, the thermal strain and metallurgical strain were defined according to
previous dilatometry test data on SAS508 steel [7]. The dilation curve was decoupled
between ferritic and austenitic phases, and a rule-of-mixtures was employed to estimate the
individual contribution from the ferritic and austenitic phases. The transformation-induced
plastic strain is calculated using the following constitutive equation [34]

. 3 , .
& = ~Ksif'(2)z (11)

where Z is the rate of phase transformation, f (z) is a normalised function, s; is the
deviatoric stress, and K is a material constant. For SA508 steel, we assume that f'(z) = z(2-
z) and K = 10 MPa"! [34].

The FE mesh of the mechanical model is same as that of the thermal model, except that
quadratic, quadrilateral, generalised plane strain and hybrid elements (Abaqus designation:
CPEG8H) were used in the mechanical model. The bottom corner node on the symmetry
plane was fully fixed, while only displacement constraint in the X direction (i.e. Ul = 0)
was imposed on the whole symmetry plane.

The elasto-plastic properties are dependent on both temperature and microstructure, and
the material parameters reported in Ref. [7] were adopted for base material and its
transformation products. No plastic property dataset is available for the filler material, so a
scaling method is developed to make an approximation. Since yield strength is generally
proportional to hardness [35], the yield stress for each ferritic phase of the filler material
can be estimated using the filler-to-base ratio of calculated hardness and the plastic property
dataset for each ferritic phase of the base material. Table 5 shows the calculated hardness
using Egs. (5)-(7) and the corresponding hardness ratio (i.e. scaling ratio).
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Table 5 Vickers hardness for each ferritic phase of base/filler material

Martensite Bainite Ferrite/pearlite
Base material 453.3 319.4 214.9
Filler material 332.0 236.6 142.2
Filler-to-base ratio 0.73 0.74 0.66

Note: Hardness is calculated using Egs. (5)-(7) wherein cooling rate is
taken to be 27 °C/s according to the thermal modelling result [10].

For weld metal corresponding to each pass, a dilution-based rule-of-mixtures method
was employed to estimate the contribution from both base and filler materials to the plastic
behaviour of the weld metal, as illustrated in Fig. 3. Table 6 shows the different modelling
scenarios considered in the mechanical analysis, with regard to different definitions of
austenitisation kinetics and plastic property.

Ferrite Ferrite

Pearlite Pearlite

Base material Filler material

Bainite
Weld metal

‘ Ferrite ‘ ‘ Pearlite ‘ ‘ Bainite ‘ ‘ Martensite ‘

Bainite

Fig. 3 Illustration of the dilution-based rule-of-mixtures estimation of plastic properties of
weld-metal.

Table 6 Modelling Scenarios for mechanical analysis

Model No. Austenitisation case Yield stress scaling
1 A No
2 B No
3 A Yes
4 B Yes
RESULTS AND DISCUSSION

MICROSTRUCTURE AND HARDNESS

Our previous study [10] has shown a good accuracy of the temperature prediction by the
weld model, as verified by thermocouple data and FZ/HAZ observations. Here, particular
attention is paid to the heating during which austenitisation occurs. Heating rates were
calculated at 700 °C for material points experiencing peak temperatures higher than 700
°C, and the averaged heating rates are 169+56 °C/s, 146+53 °C/s and 122+42 °C/s for the
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first, second and third passes, respectively, based on the thermal solution of the weld model.
According to Fig. 2, the difference in the predicted austenitisation kinetics between Case A
and Case B (Table 4) is significant for the heating rates larger than 100 °C/s, which is
similar to those involved in the simulated welding. Therefore, unsurprisingly, a much wider
inter-critical HAZ (ICHAZ, i.e. partially austenitised zone) is predicted in Case B, as shown
in Fig. 4. This is because the empirical time constant, i.e. T.», adopted in Case B is larger
than that in Case A, and the 1., dictates the retardation effect during austenitisation.

Fig. 5 and Fig. 6 show the predicted fractions of different ferritic phases (i.e. bainite,
martensite and ferrite) for austenitisation Case A and Case B, respectively. For base
material HAZ, a mixture of bainite and martensite is formed in the coarse-grained HAZ
(CGHAZ, adjacent to FZ boundary), while bainite is dominant in the fine-grained HAZ
(FGHAZ, relatively far from FZ boundary). For as-deposited weld metal, the fraction of
martensite is considerable after first pass, but it became minor when more passes were
deposited; in the reheated weld metal (i.e. HAZ formed in previous FZ), bainite is the major
constituent predicted and some ferrite is also present. It is noted that, different
microstructures are predicted in the weld metal and the base material, particularly for the
CGHAZ, although similar temperature histories are involved. The difference is due to the
chemical heterogeneity as controlled by the dilution for each pass, see Eq. (9), given the
chemical mismatch between the base and filler materials (Table 2). These predicted
microstructures are overall consistent with microscopic observations in experiment, except
that acicular ferrite was present in the actual weld metal but it has not been explicitly
considered (i.e. acicular ferrite is treated being equivalent to bainite) in the weld model;
more discussion about this issue can be found in our previous work [10].

‘ During 1st pass ‘ ‘ During 2nd pass‘ ‘ During 3rd pass ‘
(a)

Fraction

1.0
0.9
0.8
- 0.7
0.6
0.5
- 0.4
0.3
0.2
0.1
0.0

Fig. 4 Predicted distributions of maximum fractions of austenite formed during each pass: (a)
austenitisation Case A; (b) austenitisation Case B. Note that the solid and dashed grey lines
indicate the current and accumulated fusion boundaries, respectively.
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Here, we focus on the effect of austenitisation kinetics on the final microstructure. The
effect is pronounced for bainite (Figs. 5a and 6a) and discernible for ferrite (Figs. 5c and
6¢), but negligible for martensite (Figs. 5b and 6b). This is because the difference in
austenitisation kinetics mainly affects the ICHAZ which is adjacent to the FGHAZ where
bainite is dominant, ferrite is present (only in reheated weld metal) but martensite is absent.
In other words, in the ICHAZ, the base material or the preceding transformation products
persist, and hence the fraction of newly transformed phase (mainly bainite) is limited. In
the austenitisation Case B, a more extensive ICHAZ develops (Fig. 4), and consequently,
markedly less bainite and slightly less ferrite are formed, in comparison with the
austenitisation Case A, as shown in Figs. 5 and 6.

‘ After 1 pass ‘ ‘ After 2 passes ‘ ‘ After 3 passes ‘

Fraction

000000000
~NWwhUON®OO
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o

Fig. 5 Predicted distributions of ferritic phase fractions (austenitisation Case A) after different
number of passes: (a) bainite; (b) martensite; (c) ferrite. Note that the solid and dashed grey
lines indicate the current and accumulated fusion boundaries, respectively.

159



Mathematical Modelling of Weld Phenomena 12

After 1 pass After 2 passes ‘ ‘ After 3 passes ‘

?

WA NN OO

1=
0.
0.
0.
0.
0.
- 0.
0.
0.
0.

o
o

Fig. 6 Predicted distributions of ferritic phase fractions (austenitisation Case B) after different
number of passes: (a) bainite; (b) martensite; (c) ferrite. Note that the solid and dashed grey
lines indicate the current and accumulated fusion boundaries, respectively.

Fig. 7 shows the comparison between the predicted and measured hardness distributions.
It is evident that a better agreement is achieved in the austenitisation Case B. The narrower
ICHAZ (consequently, wider FGHAZ) formed in the austenitisation Case A leads to a
significant overestimate of hardness close to the base material, in contrast to the lower
hardness found in the wider ICHAZ formed in the austenitisation Case B. Similar results
were also obtained by Hamelin et al. [36]. For both Case A and Case B, the hardness in the
reheated weld metal is underestimated (Fig. 7c), due to a considerable fraction of ferrite
predicted therein (Figs. 5S¢ and 6¢). This may indicate an overestimate of ferrite in the
reheated weld metal. It is also noted that Case B assumption somewhat reduces the
underestimation of hardness in the reheated weld metal (Fig. 7¢), implying that more
significant retardation of austenitisation may also occur in the weld metal. As re-
austenitisation and grain growth in columnar-grained weld metal is complicated, a more
sophisticated model may be needed to capture the exact metallurgical behaviour, opening
a direction for future work.
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Fig. 7 Predicted and measured hardness distributions: (a) through-thickness distribution after
one pass; (b) transverse distribution after one pass; (c) through-thickness distribution after three
passes; (d) transverse distribution after three passes. The hardness measurement results are
taken from the Ref. [22]. Note that the transvers distributions are examined at depths of 4.5
mm and 2.0 mm to the top surface after one pass and three passes, respectively.

RESIDUAL STRESS

Fig. 8 compares the predicted and measured residual stress distributions through thickness,
as well as the predictions between different modelling scenarios. Good agreement is
achieved for transverse stress after one pass, while for other cases the predictions are less
accurate and only have a qualitative agreement. It is believed that the inaccuracy is mainly
caused by the longitudinal over-constraint under generalised plane strain assumption and
the uncertainty in weld-metal material properties adopted in the mechanical model, which
have more significant effects when more weld beads are deposited. In addition,
experimental observations show a significant presence of acicular ferrite in the weld metal
[22], which has not been explicitly considered in the current metallurgical model, hence
limiting the accuracy of the predicted SSPT kinetics.
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Fig. 8 Predicted and measured through-thickness distributions of residual stresses: (a)
transverse stress after one pass; (b) longitudinal stress after one pass; (c) transverse stress after
three passes; (d) longitudinal stress after three passes. The neutron diffraction stress
measurement results are taken from Ref. [22]. The different modelling scenarios are described
in Table 6.

The difference between the four modelling scenarios (Table 6) is more pronounced for
longitudinal stresses than for transverse stresses. The different austenitisation kinetics (i.e.
Case A and Case B) primarily affect the stress level in the ICHAZ and the adjacent base
material. The prediction of stresses in the weld metal has been slightly improved in
modelling scenarios 3 and 4 wherein the rule-of-mixtures method based on pass-by-pass
dilution is used to estimate the distinctive yield stress in the weld metal.

Fig. 9 and Fig. 10 show the contours of longitudinal and transverse stresses, respectively,
after three passes. The results further confirm that the different cases of austenitisation
kinetics model (Table 4) have discernible but overall insignificant effect on the residual
stresses. By contrast, the effect of weld-metal yield stress is more considerable, particularly
in the FZ produced by the third pass. The plastic properties of the weld metal are expected
to be more complicated than that approximated using simple rule-of-mixtures, and thus
more significant difference in residual stress prediction may be expected if more accurate
plastic constitutive parameters are used.
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Fig. 9 Predicted distributions of longitudinal stress after three passes: (a) Model 1; (b) Model
2; (¢) Model 3; (d) Model 4.

Fig. 10 Predicted distributions of transverse stress after three passes: (a) Model 1; (b) Model
2; (¢) Model 3; (d) Model 4.
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CONCLUSIONS

Three-pass gas tungsten arc welding in a grooved plate made of a low alloy ferritic steel
(SA508 Gr.3 Cl.1) has been modelled with consideration of solid state phase
transformation. The analysis focused on the sensitivity of the predicted microstructure,
hardness and residual stress to the empirical parameter in the austenitisation kinetics model
and the assumed yield stress of the weld metal. Four modelling scenarios have been
examined (Tables 4 and 6). The numerical predictions were also compared with
experimental measurements.

The modelling results show that a stronger heating-rate dependence of A1 and Acs
temperatures leads to a wider ICHAZ; and consequently, in the ICHAZ, the austenitisation
kinetics markedly affects the microstructure and hardness, while only slightly affects the
residual stress. The approximation of weld-metal plastic properties using dilution-based
rule-of-mixtures method can improve the residuals stress prediction for the weld metal, but
the accuracy is still limited due to other issues (e.g. 2D simplification and acicular ferrite
transformation). Future work will be devoted to more accurate material properties and
SSPT kinetics for weld metal in a 3D model.
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ABSTRACT

The mathematical model and computer simulation for prediction of mechanical properties and
microstructure composition of steel welded joint was developed. Because of wide range of applicability
and ease of use of finite volume method (FVM), this numerical method was suitable to create integrated
computer program for simulation of transient temperature field, microstructure transformation and
mechanical properties during welding of steel.

The computer simulation of mechanical properties and microstructure of welded joint is consisted of
numerical calculation of transient temperature field in process of cooling, and of numerical calculation of
hardness. The computer simulation of hardness of welded joint is based on both, CCT diagrams and the
thermo-kinetic expressions using linear alignment with the actual chemical composition. Microstructure
and hardness of welded joint has been predicted based on calculated characteristic time of cooling from
800 °C to 500 °C, (ts/5). Results of steel welding were estimated by taking into account the process of
reheating of workpiece during the welding. The established procedure was applied in computer simulation
of martensitic steel welded joint.

Keywords: Mathematical modelling, computer simulation, welded joint, hardness distribution,
microstructure composition

INTRODUCTION

Computer simulation of the welding can be done by considering the issues such as
achievement of tolerable defects, desired mechanical properties distribution and required
microstructure distribution. Many very useful software exist for the calculation of grain
structure, porosity, hot tearing, and solid-state transformation. But, there are still questions
on which answers should be given to satisfy all industry needs in mathematical modelling
and simulation of welding [1, 2].

During the welding, many different physical processes, such as, melting, solidification,
solid state phase transformation, evolution of microstructure, diffusion, heat conduction,
and mechanical stressing and distortion are at once taking place inside metal [3-7].
Simulations of microstructural transformations can be based on the both, CCT diagrams
and thermo-kinetic expressions. The first approach is more consistent, but the second
approach gives good results using the real chemical composition of the steel.
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The input of the simulation is composed of the following categories: geometry, physical
characteristics of the steel and, kinematic boundary conditions and thermal boundary
conditions. It is necessary to establish the appropriate algorithm which describes heating
and cooling processes and to involve appropriate input data in the model. Inverse heat
transfer problems should be solved to determine thermal properties for welding material
and filler material based on experimentally evaluated results [8].

Proposed numerical model of welding in this work is based on finite volume method
(FVM). The finite volume method (FVM) has been established as a very efficient way of
solving fluid flow and heat transfer problems. The key feature of the FVM approach is that
the FVM is based on flux integration over the control volume surfaces. The method is
implemented in a manner that ensures local flux conservation, regardless of the grid
structure [9]. FVM is used as a simple and effective tool for the solution of a large range of
problems in the analysis of welding processes [10-12].

COMPUTER MODELLING OF THERMAL PROCESSES

Numerical simulation of welding gives consideration to both, the melting and solidification
processes.

Mathematical formulation of process of welding, i.e., melting, solidification and cooling
is based on the following system of differential equations [4, 5, 13]:
- the Navier-Stokes equations

o’v, 1ov, 0°v, v ap dv
r +— r + r_r i S ) T_TOO — r
'L{ o* ror oz’ rZJ or P2 )=p dt
0’ lov, 0o’ 0 d W
% % )2 v
Z 42 4+—=|——+ T-T, )= -
'L{ o* ror o ] Oz P2 AT )=p dt
- the continuity equation
ov, v, O0v,
+—+ =0
or r oz )
- the Fourier’s heat conduction equation including the convection term
Aol o(,0lY of,oT oT oT oT
——t— | A= |+ | A |=pcy| —F+V, —+V., — A3)
ror or\ or) oz\ 0Oz ot or or
Characteristic boundary condition for the top face is:
ol
- /1_ = aef (T; - T;)+ QSource (4)
on |
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and for the other faces

—ﬂ% =aolT,-T,) 5)

N

where T/K is surface temperature, 7,/K is air temperature, gs/Wm? is volumetric density
of heat source, a/Wm2K"! is heat transfer coefficient of air, a.fWm2K"! is effective heat
transfer coefficient by which convection and radiation are taken into account and
Gsource/ Wm? is arc source heat flux.

where T/K is the temperature, #/s is the time, p = p(T)/kgm™ is the density, /Wm 'K is
the thermal conductivity coefficient, 7/K is surface temperature, 7./K is air temperature,
a/Wm?2K-! is heat transfer coefficient, vi, v,/ms™! are the - and z-component of velocity,
respectively, u(T)/Nsm? is dynamical viscosity coefficient, cer= ¢ + LA Ts-To)/Tkg 'K is
the effective specific heat of a mushy zone, L/Jkg™! is the latent heat of solidification, ¢/Jkg"
K1 is the specific heat, p/Nm is the pressure, g, g/ms? are the r- and z-component of
gravitational acceleration, respectively, /K is the volume coefficient of thermal
expansion, r, z/m are the coordinates of the vector of the considered node's position, 7../K
is the reference temperature 7. = T, 7/m is the radius.

In this model it was presumed that convection term has no relevant role and that liquid
metal flow could be neglected after melting.

Quantity of growth of solidified part of welded joint was predicted by calculation of
solidification rate in control volume (Fig. 1).

//,/ /
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/
#7[// -

/] T L
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a) | ‘ | b)

Fig. 1 Liquid-solid interface, a) control volume, b) welding joint [14].
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Increment of melted or solidified part, f; in control volume can be calculated by:

_mi _Cm(]]_];)
ST L

m

(6)

vol

where mi/kg is mass quantity increase of solidified part in control volume, myor/kg is
mass quantity of control volume, c/Jkg'K™! is heat capacity of liquid and solid mixture,
T1/K is the temperature at the beginning and 7>/K is the temperature at the end of time step
At. In proposed model it was presumed that convection term has no relevant role and that
liquid metal flow could be neglected after pouring [15]. Equations 1 to 3 were found out
using the finite volume method. Physical properties included in equations 1 to 6 should be
defined [9]. Accuracy of the heat transfer prediction directly influences to the accuracy of
both, calculations of phase transformation kinetics and calculations of mechanical
properties of steel. Involved variables in model should be additionally adjusted.

Quantity of growth of solidified part of casting was predicted by calculation of
solidification rate in control volume. When Xf; = 1, the mass of solidified part of casting
will grow up for mass of control volume.

The temperature field change in an isotropic rigid body with coefficient of heat
conductivity, A/Wm'K"!, density, p/kgm and specific heat capacity, ¢/Jkg"'K-!' can be
described by Fourier’s law of heat conduction:

It is assumed that the arc has a Gaussian distribution on the top face of the workpiece:

d
o _“ VZ

2
0= %_[ e 2mrdr (7
0

where O/W is the total heat input into the workpiece, ro/m is the radius of the heat input
distribution, d is the exponential factor and go/Wm is the volumetric energy generation
rate [10].

Solution of equation 1 can be found out using the finite volume method [9, 11, 12]. If

the total volume is divided in N number of control volumes, discretization system has N
linear algebraic equations, with N unknown temperatures of control volumes. Time of
cooling from T, to specific temperature in particular point is determined as sum of time
steps, and in this way, the diagram of cooling curve in every grid-point of a specimen is
possible to find out [10].
Accuracy of the heat transfer prediction directly influences to the accuracy of both,
calculations of solidification kinetics, phase transformation kinetics and calculations of
mechanical properties of steel. If the variables p and ¢ were accepted, variable A and
specially variable o must be estimated, i.e., calibrated according to variables p and ¢ [10].
Total heat conductivity coefficients of steel at some temperature 7 should be calculated in
accordance to composition and distribution of microstructure. Heat transfer coefficients of
air are given in Table 1 [10].
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Table 1 Calibrated values of heat transfer coefficient of air

Temperature, 7/°C 20 100 200 400 600 800 1000
Heat transfer coefficient, a/Wm2K"' 12 15 21 33 50 84 113

MATHEMATICAL MODELING OF MICROSTRUCTURE COMPOSITION AND
HARDNESS

Microstructure composition after the welding depends on chemical composition of steel
and nature of cooling process. Kinetics of transformations was calculated by Avrami’s
isothermal equation. Transformed part of microstructure, x can be calculated by:

x=1-exptk-t") (8)

where k and n are kinetic parameters.

For purpose of numerical analysis by computer, it is convenient when kinetics of
austenite decomposition is defined in an incremental form of Avrami’s isothermal equation.
By differentiating the Avrami’s equation it follows that:

dx
=t _ktn kt n—1 9
5~ o=kt ©)

and by extracting the time component from equation 9 it follows that:

1
1 I—
1 1 "
%:nk"(lnEJ (I—X) (10)

Equation 10 can be written in an incremental form and the volume fraction Ax of
austenite transformed in the time interval Af at temperature 7; can be calculated as follows:

1 li
1 n

Ax, . =nk"| In

(m) (1 ~ Xy )At(m) (11)

= X1y

In accordance to the Scheil’s additivity rule, characteristic microstructure transformation
is completed when transformed part of microstructure, XAx is equal to one [16, 17]:

M l 1 1_%
an{lnl_—J (l_xm—l))At(m) =1 (12)
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The non-isothermal transformation kinetics can be described as the sum of a series of the
small isothermal transformations. The temperature range of cooling is divided into a series
of small finite steps. Maintaining the time interval, A# to sufficiently short times permits
the assumption that the conditions are isothermal over each time step. It was assumed that
each time step produces such a transformation as occurs in the isothermal condition of
transformation at the same temperature and microstructure composition. Kinetic parameters
k and n from equation 11 can be determined inversely by using data of time of isothermal
transformation, ft:

_Inl—)

fy

k (13)

Characteristic time of isothermal transformation could be calculated by kinetic equations
based on chemical composition of steel or could be found out by using IT diagram of steel
with standard chemical composition [17]. The IT diagram should be additionally adjusted
based on actual chemical composition or based on Jominy test results for applied steel [18].

The martensitic transformation relation is based on the following expression [19]:

X =(1-2 =%, _XB)(I_exli_O-Ol (]Ms -T ))) (14)
Increment of martensite is equal to:

Ay :xM(];HI)_xM(];z) (15)

Between critical temperatures of austenite decomposition and hardenability properties,
regression relations are established [20]:

E,
A, =862-0.04HRC,, —20) __ OE (16a)
HRC,_ 20
6F,
B, =586-0.01HRC,, —20)’ _ 306E (16b)
HRC, 20
) OF,
M, =502-0.09HRC, 20 ————3% (16¢)
HRC,, 20
M, =502—-02(HRC, —20)° A (16d)
HRC,, —20

It was accepted that equilibrium temperature of eutectoid transformation A4, is equal to
721 °C.
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Simulation of as welded hardness at different welding joint points is estimated by the
conversion of the calculated equivalent cooling time, #3/sc to the hardness. This conversion
is provided using the relationship between the equivalent cooling time #g/s. and distance
from the quenched end of the Jominy test specimen, Eq, i.e. by the using the diagram of
cooling time fg/5 versus distance from the quenched end of the Jominy test specimen [21].

E, :f(tS/Se) (17)

Hardness HRC, was predicted by using the Jominy curve diagram:
HRC, = f(E,) (18)

In the developed computer simulation of welding, the hardness at different points of steel
plate is estimated by the conversion of the calculated cooling time #y/s to the hardness and
microstructure composition by using CCT diagram and thermo-kinetic equation [10, 22].

Since steel plate is repeatedly heated during the welding processes, influence of
reheating of workpiece during welding on microstructure transformation should be taken
into account. The reference value of hardness of welded steel plate can be estimated based
on hardness at the start of welding, HR Csari, by [10, 23, 24]:

tre - HRC . — HRC

min + HRC ) (19)
K min

where HRCin is the material constant with known physical meaning, X is the coefficient
or ratio between reference hardness at the start of welding, (HRCgsar — HRCmin) and
reference welded hardness, (HRC — HRCin). Factor K is equal to:

K= ex{AB(Qj (20)
a

where Ti/K is the reference value of reheating temperature, while 4, B, a and n; are the
material constants, that are established by regression analysis of hardness of quenched and
tempered steel. The algorithm for prediction of hardness of welded steel given by
equations 19 and 20 was established by regression analysis [25]. Since the duration of
processes of annealing or tempering at some temperature 7}, is equal to A¢, temperature Ty
can be expressed by the following equation:

_ T,(C +aln Ar)

21
v C e

where a is a constant. Constant C depends on chemical composition and has the same
meaning as constant C in Hollomon-Jaffe expression.
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APPLICATION

The developed method for prediction of hardness and microstructure distribution was
applied in computer simulation of welded joints of steels with different hardenabilities.
Welded joints were made of normalized steels, EN 52CrMoV4 and EN X15Cr13. Joint
design is shown in Fig. 2. Welding rate was 30 cm/min and heat input was 4.8 kJ/cm. It
was accepted that chemical composition of filler metal was the same as was of the base
metal. Steel joints are tempered after welding at 380 °C for one hour. Computer simulation
of hardness and microstructure distribution of the welded joints were done using the
computer software BS Thermal, module BS-Welding.

< 7

%\\ -

24

Fig. 2 Joint design.
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WELDING JOINT MADE OF STEEL EN 52CRM0V4

The distribution of hardness and microstructure of the welding joint made of steel

EN 52CrMoV4 are shown in Fig. 3.
d) =
e) .

a).
Fig. 3 Distribution of hardness and microstructure of welded joint of steel EN 52CrMoV4,

0 5 (02 VA 5 0 ) ) 4
5 T i T T D

a) hardness as-welding, b) hardness after tempering, c) ferrite, d) pearlite, e) bainite, f)

martensite.
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WELDING JOINT MADE OF STEEL EN X15CR13

The distribution of hardness and microstructure of the welding joint made of steel
EN X15Cr13 are shown in Fig. 4.

c)

Fig. 4. Distribution of hardness and microstructure of welded joint of steel EN X15Cr13,
a) hardness as-welding, b) ferrite+cementite, ¢) martensite [26]

CONCLUSIONS

The mathematical model of steel welding has been developed to predict the hardness and
microstructure distribution in welded joint. The model is based on the finite volume
method. The numerical simulation of welding is consisted of numerical simulation of
transient temperature field of cooling process, numerical simulation of mechanical
properties and microstructure transformation in solid state.

Input material data involved in mathematical model of welding, i.e., density and specific
heat capacity of steel, heat transfer coefficient and heat conductivity coefficient were
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accepted from literature. Moreover, heat transfer and heat conductivity coefficients are
additionally calibrated.

Hardness and microstructure composition in specimen points were calculated by the
conversion of calculated time of cooling from 800 to 500 °C, fg5s to hardness and
microstructure composition using the CCT diagram and thermo-kinetic expressions.
Hardness of steel wildings was estimated by taking into account the process of reheating of
workpiece during the welding. Also, influence of tempering on welding joints properties
was studied.

A developed mathematical model has been applied in computer simulation of welding
of'steel plates. It can be concluded, that hardness and microstructure composition in welded
steel can be successfully calculated by proposed method.
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ABSTRACT

Atmospheric chloride-induced stress corrosion cracking (CISCC) in the weldments of spent fuel canisters
is one of the primary safety concerns during the dry storage of used nuclear fuel at Independent Spent Fuel
Storage Installations (ISFSI) in coastal areas. For SCC to occur, three criteria must be met: an aggressive
chemical environment, susceptible microstructure, and sufficient tensile stress. Instead of the
environment, this paper will focus only on the material microstructure and stress state. Firstly, finite
element analysis (FEA) based numerical simulation models were developed for the welding of the mockup
canister. Multi-pass arc welding process was considered. The thermal history and residual stress
distribution induced by the longitudinal, circumferential, and the intersection between longitudinal and
circumferential welds were developed based on a thermal-mechanical coupling model using ABAQUS
software. The simulation results were compared with the deep-hole drilling (DHD) and contour
measurement data. Based on the model-predicted stress results, a four-point bend (4PB) setup was then
designed to duplicate the weld residual stress onto the 4PB specimen, on which the maximum tensile stress
is close to the predicted maximum stress level of 250 MPa in the weld heat-affected zone (HAZ). A stress
gradient also existed along the thickness of the 4PB specimen which allowed for the consideration of
stress variation. The designing of the 4PB test was done by FEA method using ABAQUS software, and
verified by digital image correlation (DIC) measurements. Besides, to identify the most susceptible
microstructure of the canister to corrosion under the weld residual stress in the controlled environment,
the modified implant test (CEMIT) was designed. A FEA model considering the welding process and the
following uniaxial tensile load was then developed using the SYSWELD software. The residual stress and
thermal history were obtained during and after the CEMIT welding process, and after the uniaxial tensile
loading process. These tests yielded instructive information for the prediction of the initiation site of the
crack. The initiation of the crack observed in the experiments was explained based on the simulation data.
While each of the three simulations provided an independent story, the three together produced a complete
and complementary picture. Stress corrosion cracking is a series of complex interactions which
simultaneously occur. The thermal mechanical model of the canister provides information for predicting
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the location at which stress corrosion cracking will most likely occur. The model for the 4PB test predicts
the stress gradient which occurs in a bent bar. The SYSWELD CEMIT model predicts the welding cycle,
the thermal history, residual stress and loading behavior of the specimen. By design, each independent
CEMIT provides the location of the most crack susceptible location under a specified environment.

Keywords: Stress corrosion cracking, Spent fuel canister, Weld residual stress, Susceptible microstructure,
Modelling

INTRODUCTION

CISCC in the weldments of spent nuclear fuel (SNF) canisters is one of the primary safety
concerns during the dry storage of used nuclear fuel at Independent Spent Fuel Storage
Installations (ISFSI) in coastal areas [1]. For SCC to occur, three criteria must be met: an
aggressive chemical environment, susceptible microstructure, and sufficient tensile stress.
Field sampling analysis of surface deposits on in-service spent nuclear fuel storage canisters
at three near-marine ISFSI sites in the United States have demonstrated the presence of
chloride-rich salts on the canister surfaces [2-4]. As part of the surface of the canisters cools
sufficiently for the salts to deliquesce, chloride-rich aqueous brine layer could form locally
on the surface, leading to potential failures by CISCC in regions with high tensile stress.
On the other hand, for austenitic stainless steel SNF interim canisters, the multi-pass
welding procedures introduce high tensile residual stresses and sensitization in the HAZ.
Therefore, the potential for CISCC in the weldments of the stainless steel interim storage
canisters has been identified as a high priority data gap.

To gain fundamental understanding of the pitting and cracking behavior in the
canisters and to accurately predict their long-term performance, the first step is to obtain
the accurate residual stress distribution within the canisters, especially in the weldments. In
the last decade, there have been several studies on the residual stresses in the canister welds.
For example, Kosaki et al. [5] reported that the experimentally measured weld residual
stresses were close to the yield stress through thickness on a cylindrical canister of 1.3 m
in diameter and with walls approximately 75 mm thick. The Nuclear Regulatory
Commission (NRC) simulated the residual stresses for typical canister welds by employing
a two-dimensional, sequentially-coupled thermal-structural FE model [6], and predicted
that tensile stresses of sufficient magnitude to initiate SCC are likely to be present in the
HAZ of both longitudinal and circumferential welds through the wall thickness of the
canisters, allowing for crack propagation through the wall thickness over time. There is
very limited literature on 3D simulation of the residual stress induced by multi-pass
longitudinal and circumferential welds in the dry storage fuel canisters. As for the
microstructure of the canister material, possible factors that may influence the CISCC
include the sensitization, ferrite, martensite, inclusions, grain size, phase orientation,
texture, and so on. It is, thus, necessary to determine the most susceptible microstructure
for the weld region of the canister under the influence of weld heat input and mechanical
stresses. In this study, a 3D FE model using ABAQUS software was built to simulate the
residual stress contours in the 304 stainless steel canisters with the presence of both
longitudinal and circumferential multi-pass welds. Experimental measurements by deep
hole drilling (DHD) and contour methods provide valuable comparisons with the simulation
results. Then, a modified four-point bend setup was built to duplicate the weld residual
stresses into a small sample, by which subsequent corrosion tests will be carried out. At
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last, a modified implant test was designed, together with FEA, to characterize the most
susceptible microstructure for the initiation of SCC.

SIMULATION DETAILS AND EXPERIMENTAL METHODOLOGIES

WELD RESIDUAL STRESS SIMULATION

The ABAQUS software was used to build the residual stress models for longitudinal and
circumferential double-V groove multi-pass welds. Fig. 1(a) demonstrates the meshed
structure with 52100 brick elements established based on the actual geometry of the
mockup and the welding conditions as schematically illustrated in Fig. 1(b). The mockup
consists of three cylindrical shells that were 4 feet (~1220 mm) long each and 5/8 inch
(~15.9 mm) thick as shown in Fig. 1(b). The shells were rolled from a plate into a cylinder
and then welded at the longitudinal seam. The three cylinders were joined together by two
circumferential welds. Details of the welding parameters including pass sequence, voltage,
current, travel speed and heat input for each weld pass can be found in reference [7]. Take
longitudinal welds for example, the three inner passes were made first, followed by the four
passes in outer diameters. Since the three longitudinal welds were arranged 180 degrees
apart (see Fig. 1(b)) and the two circumferential welds were separated by the middle
section, the interference between the same welding types can be negligible. Hence, in this
FE model, only the longitudinal and circumferential intersecting joint in half of the mockup
section was simulated, as shown in Fig. 1(a), and the welding length was sufficient to reach
steady state. Note that the heat source travelled through the whole length of the welds to
ensure the elements experience the same thermal history as did the actual welds.

Mesh
size=30mm

Mesh
size=4mm
Longitudinal

Mesh weld

size=2mm

Circumferential weld

Three
longitudinal
welds, 180
degrees apart

67.25in.

" Three 48 in. sections Two weld repairs
Fig. 1 (a) The FEA model for the mockup with fine meshes near welds, and (b) schematic
drawing of the mockup.
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The multi-pass weld beads have sharp transition angles, as shown in Fig. 2, which
demands extremely fine meshes. More importantly, the intersecting longitudinal and
circumferential welds needs compatible meshing. Due to such complications, the weld bead
was divided into small rectangle-shaped areas matching the experimental bead morphology
as closely as possible. The experimental bead morphology of each pass is outlined by the
dotted curves in Fig. 2 and the corresponding simulation passes are highlighted in various
colors. Such simplification avoided elements with sharp angles and assisted the FE model
to converge more easily.

In1
In2
In3

B out1

Out 2
. Out3
Out 4

Fig. 2 Experimental bead morphology and the corresponding computational weld bead. In the

figure, “in” means inner diameters of the mockup, and “out” refers to the outer diameters of
the mockup.

The mockup base material is 304 stainless steel (SS). The material properties used in the
simulation were taken from Deng’s work [8]. Temperature-dependent hardening modulus
used in this model was obtained from Liu’s work [9]. The material solidus and liquidus
temperatures were set at 1400 and 1450 °C, respectively. The latent heat of fusion was set
to be 260 kJ/kg. The material properties were assumed to be the same for both base and
weld metals due to lack of information in 308 weld metal physical properties.

Double-ellipsoidal heat source model developed by Goldak [10] as illustrated in Fig. 3
was used to simulate the heat input of submerged-arc welding process. The front and rear
parts of the heat flux are descried by Eqs. (1) and (2), respectively:

2 2 2
q,(x,y,2) -634nQ exp(- 25 -2

2 2 2
arbcn\/; a, b Cc (1)

N30 3¢ 3P 32
. e}q)( 2 2 2
afbc7r\/7_r a” b ¢

q,Xy,2) = )

()
where the front and rear quadrant fractions, fr and f;, were set to be 0.6 and 1.4,
respectively. The heat input was defined as Q = V*I*y, where V=30V, /=400 A and n =

0.8. The constants ay, a,, b, and ¢ were set to be 13, 26, 13, and 13, respectively, to closely
match the experimental fusion boundary in Fig. 2.
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Heat flux
(wattm™)

Fig. 3 Heat source model for the weld simulation.

The weld residual stresses were also characterized by DHD and contour measurement
method developed by Sandia National Laboratory [7], which can be used to validate the
simulation data. Detail comparison between simulation and experimental data are discussed
in Section 3.

REPLICATION OF RESIDUAL STRESSES BY FOUR-POINT BENDING TEST

The stresses experienced by the mockup materials were duplicated to laboratory scale
specimens through four-point bend (4PB) test. In this modified 4PB test setup, pitting
initiation/growth was characterized within the thickness of the specimen, which covered
stress levels from compression to tension. The maximum tensile residual stress, as indicated
in another report by the same authors [11], was predicted to be around 250 MPa in the HAZ,
so the design of this 4PB setup was to obtain maximum stress on the tensile side close to
250 MPa. FE method was adopted to design the geometry of this setup to allow for a
sufficient sampling area within a small stress increment. Fig. 4 illustrates the finalized
geometry design. The frame and actuator material is 316 stainless steel, and they were
coated with Kolor-Proxy high build polyamide-epoxy primer that provides abrasion, impact
and chemical resistance.
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' 3/8’’ -24 TPI REA)

126.5

Frame A

m

Fig. 4 Optimized geometry of the modified 4PB setup by FEA.

The stress loading of the specimen was accomplished by turning the two screws
downward to certain displacement predicted by FEA. DIC method was used to in-situ
monitor the strain development in the designed 4PB setup during incremental loading for
the purpose of validation. Fig. 5(a) shows the DIC measurement setup. Fig. 5(b)
demonstrates the surface preparation for DIC measurement, where a white background and
black speckle pattern was generated by carefully spraying the white coating primer and low
chloride metal marker black paint.

Analysis system Specimen  Shaded filter

sources

Camera system

Fig. 5 (a) Photograph of the DIC setup for 4PB testing, and (b) the speckle pattern on the side
surface of 4PB setup prepared for DIC analysis.

MODIFIED IMPLANT TEST

The following discussion will show how the Controlled Environment Modified Implant
Test (CEMIT) can correlate the weld thermal exposure with the developed microstructure
in the heat affected zone (HAZ) of the welds as well as the sensitization experienced.
Together with the stresses developed during welding and subsequent canister handling, the
sensitized microstructure consisted of austenite with precipitated Cr3Cs particles and small
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amounts of deformation-induced martensite contributes to stress corrosion in the corrosive
environment.

As a result of the high temperature, the base material near the fusion line may recover
and/or recrystallize, and if near enough to the weld zone, may melt. Softening generally
occurs in this region. Further away from the weld there is a region where the kinetics for
carbide (Cr23Cs) precipitation is favorable. The material within this region is heat treated to
between 450 to 8500C and is commonly known as the sensitized region and under proper
conditions can be more prone to corrosion. The upper and lower limits of the temperature
range can change according to the chemical composition, in particular, carbon content, of
the stainless steel. Alloys with lower carbon content will see lower temperatures and longer
delay times for carbide precipitation. To account for residual stress development, a thermal
mechanical model was developed to simulate the conditions in the canister during and after
welding. Due to the size of the canister, the complex residual stress states, and ever
changing natural environment, determining the exact location and time when SCC will
happen is difficult.

Base Material

Threaded Thermal Gradient
Region HAZ
Of the
Test
Specimen

Applied Tensile Load

Fig. 6 A threaded cylindrical specimen with a weld bead on top. A tensile load is applied at the
conclusion of the welding. The arrow indicates the direction of loading.

The Implant testing was substantially modified from its original intention [12-13] with
the addition of an environmental chamber to introduce the corrosive elements (salt load,
relative humidity, and temperature). To simulate the environment of the canister, salts
would be deposited in the threaded region of the welded cylinder and the specimen would
be placed into the chamber with preset temperature and humidity. The specimen would then
be loaded to a pre-determined stress level. Under load, the notch concentrates the stress to
the root of the threads. Fig. 6 shows a generalized schematic drawing depicting the basic
concept of the implant test. When the specimen is provided with the proper conditions for
corrosion, pitting and cracking can be observed in the notched region.

A thermal mechanical model using SYSWELD was developed to simulate the welding
process for the Implant test. The thermal histories determined from both models: the
canister and the Implant test can be compared. Similar thermal cycles found in the models
should produce similar microstructures in both weldments (on the canister and in the
Implant test). By using the thermal cycle determined from the Implant test model at the
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location in the threads where pitting corrosion and cracking occurred, a corresponding
location for crack-susceptible microstructure can be determined on the model developed
for the canister. Grain size as well as degree of sensitization can be used to support the
microstructural behavior prediction.

By using the temperature-time profiles determined by the models, bulk material with the
crack-susceptible microstructures can then be produced for testing by using the Gleeble or
other heat treatment techniques. Testing of this material can lead to the determination of
pitting initiation times, crack growth rates, and resistance to cracking once cracks are
initiated.

For atmospheric SCC testing, the basic Implant testing equipment would be modified.
However, the basic fundamentals of the test would remain the same, i.e. a welded threaded
specimen is pulled in tension. The major differences are, (1) after welding, the threaded
region of the specimen is coated in a corrosive media (salt loading), and (2) instead of
ambient conditions, the tensile loading of the specimen is conducted under a controlled
environment. By loading the end of this vertical cylindrical specimen of Type 304 stainless
steel in the corrosive media, the spiral notch will locate the position of the microstructure
most susceptible to cracking.

Implant specimen

The Implant specimen is a Type 304 stainless steel cylinder machined with a spiral notch
as shown in Fig. 7(a). Fig. 7( b) is a schematic drawing showing the orientation of the weld
cup and implant specimen with respect to rolling direction of the base plate. The specimen
would be machined from 0.625 inch thick plate transverse to the direction of rolling. The
specimen is approximately 3.5 inches long with a ¥4-28 thread on one end and '4-13 thread
on the other. The end with the 74-28 thread was the welded end and the other end connected
to the load cell. Table 1 shows the chemical composition of the implant specimen.

I —

j Rolling Direction

(b)
Fig. 7 (a) Photograph showing Implant specimens and adapter collar screwed onto the bottom
of the specimens. (b) Schematic drawing showing the implant specimen and weld cup
extraction location with respect to base plate orientation.

Table 1 Chemical composition (in weight percent) of Type 304L stainless steel used in this
study

Material C% Co%  Crf Cu%l Mn% Mo%  N% Ni% P%  S%  Si%
304/304L 0.0216] 0.1980] 18.3105] 0.3915] 1.8280| 0.2855[ 0.0889 8.1125( 00325 [ 0.0010[ 0.2510
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Thermal mechanical model

A commercial finite elements software, SYSWELD, was used to model the weld thermal
experience and stresses developed during the welding process. This software is also able to
predict the resulting weld microstructure as a function of the location on the modelled
component. Combining the thermal conditions data with the microstructural evolution
history in the specimen, bulk specimens can be created with the targeted microstructural
for corrosion susceptibility, pitting-to-cracking transition, fracture mechanics testing, and
advanced nondestructive evaluation. These specimens can also be further processed to
characterize in-situ corrosion and crack propagation mechanism.

Using as input the welding heat input, physical dimension and geometry of the material,
physical material properties, and applying the necessary thermal boundary conditions,
SYSWELD was used to model the temperature profiles, microstructure, mechanical
properties and the residual stresses developed in the cylindrical specimen.

Model description

Fig. 8 shows the meshed model used in the FEA. The Implant test specimen is constituted
of three parts: Base metal, weld metal and the screw. All the three parts are made of type
304 stainless steel; the material properties are chosen from reference [8]. The cross-section
view and top view as shown in Fig. 8(a) and Fig. 8(c) depict that the base metal (described
earlier also as weld cup) is modeled as a cylinder with a hole created in the middle. This
hole is simulated by a cylinder on the top and an inverted cone at the bottom. The screw is
connected with the base metal at the bottom of the cone. Welding is conducted on the top
of the screw and the weld metal is represented by the brown-colored region. As shown in
Fig. 8(d), the top 10 threads in the screw are meshed with very small size elements to clearly
describe the most sensitive region under the thermal and mechanical load. Different parts
are connected together by the co-node method. The thread is meshed with 4-node
tetrahedral elements due to the complicated geometry structure, while the rest is meshed
with hexahedral solid elements. The total number of elements is 754,374. The FEA studies
for the modified Implant test are conducted using the SYSWELD software.

Base metal

Front view Enlarged view

Weld metal
Top view

(a)

(d)
Local fine meshes

Spot
Screw weld
(c)
Fig. 8 Meshed model for the modified Implant test simulation. (a) Cross-section view. (b) Front

view. (¢) Top view. (d) Enlarged view.
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Table 2 SYSWELD simulation parameters

Parameter  Welding Welding Welding Welding  Cooling Tensile

Current voltage velocity time (s) time (s) load
A) (%) (m/s) (MPa)
Value 250 32 0.225 4.534 600 170
Spot Welding Cooling Unclamping Loading

p— (
€, .. :

* » ‘ Boundary

condition

e 4

k
oundary *
condition
“Spot i €
weld
Boundary Boundary .
condition condition Tensile
load

Fig. 9 Schematic drawing showing the progression of welding, cooling, and loading boundary
conditions.

The X, Y, and Z directions for the implant specimen shall be defined as the following.
The Y direction is the direction in which the specimen is a uniaxial loaded condition, the X
and Z directions are transverse to the loading direction. Fig. 9 describes the simulation
procedures used in SYSWELD. Firstly, spot arc welding is conducted on the top of the
screw; the spot welding is realized following a small circular trajectory. During the welding
process, the bottom surface of the screw is fixed. After welding, the three pieces are air
cooled for sufficient time. At this stage, the ambient temperature is kept as 20 °C with the
bottom surface of the screw fixed. Meanwhile, movement of the base metal in the -Y
direction is restricted. Then, after cooling, the whole piece is unclamped with three nodes,
during which no thermal or mechanical load is applied. Lastly, a uniaxial tensile load is
applied to the bottom surface of the screw. The tensile load value is adjusted to achieve a
stress level on the screw to be a fraction of the yield strength of the material (250 MPa).
During the loading process, movement of the base metal along the —Y direction is also
restricted. By taking the four simulation procedures, a process similar to that observed in
the experiment is reproduced on the computer. Table 2 gives the simulation parameters
used in SYSWELD. The choice of these parameters is also closely related to the real
conditions in experiment.

During the welding process three clamping conditions can arise. The first, both pin and
plate (weld cup) are free to expand and contract without restraint during welding or cooling.
Second, pin and plate are fixed during welding or cooling. Third, the pin and plate can both
move during welding but are fixed during cooling. The third case fits best the intended
testing condition. While the specimen is held by the fixture, the pin is free to expand through
the hole in the plate upon heating, and the plate is held by gravity to the fixture. Once the

188



Mathematical Modelling of Weld Phenomena 12

melt pool incorporates both the pin and the plate, and solidification begins, the specimen is
deemed as fixed together. As the specimen begins to cool the weld metal has sufficient
strength to support the stress in the specimen.

RESULTS AND DISCUSSIONS

WELD RESIDUAL STRESS

Residual stress contours

Fig. 10 summarizes the overall stress contours in the mockup after seven longitudinal weld
passes and eight circumferential weld passes. The thermal contraction during solidification
and cooling of arc welding induced high tensile residual stress in the weld metals. In the
longitudinal welds, as shown in Fig. 10(a), the axial stress is as high as 423.7 MPa in the
weld center, which is much higher than the hoop stress. In comparison, a maximum residual
stress of 366.1 MPa lies in in hoop direction in the circumferential welds. Both stresses in
the two welds are way higher than yield strength (~ 250 MPa), so plastic deformation has
initiated. The influence of two intersecting multi-pass weldments on the residual stress
distribution is clearly demonstrated in Fig. 10. It should be noted that the highest tensile
stress always coincided with the welding direction.
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Fig. 10 Overall residual stress contours for (a) axial stress and (b) hoop stress from FEA.
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Comparison of FEA with measurement results

Fig. 11 summarizes the residual stress profiles as a function of depth in circumferential
weld centerline and HAZ (approximately 4mm away from weld toe on the outer surface)
obtained from FEA and DHD measurements, which demonstrates a good agreement. Note
that the experimental residual stress data close to the surfaces (<2mm) were obtained from
conventional hole drilling method. Through-wall high hoop tensile stress was observed in
the circumferential welds. The maximum hoop stresses in circumferential welds are about
230 to 340 MPa in the weld centerline and approximately 200 MPa in HAZ, respectively.
The pre-existing residual stress in the base metal (up to SOMPa indicated by the DHD
measurements) induced by the rolling process during manufacturing which was not
considered in the FE model, may lead to the difference in residual stress values near
surfaces between experimental and simulation results. In comparison, for the longitudinal
welds (which is not shown here), high through-thickness axial stresses were observed in
the weld metal (320 to 420 MPa) and HAZ (170 to 200 MPa).

400 T T T T T T T T T 300 T T T T T T T T T
(a) (b)
300 = S 250 - 1
3- { I Y
g —=— Axial_DHD g 207 T s vl 1
S 200f —e— Hoop_DHD 15 ~Iy- L _
e --a-- Axial_FEA % 150 I—F xial_DHD 1
o --v-- Hoop_FEA 3 —e— Hoop_DHD
& 100 1 & 100k --A-- Axial_FEA |
© © I --v-- Hoop_FEA
> =)
© ]
e o 1 % sor | |
4 4
0r 4
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1 1 1 1 1 1 1 1 1 _50 1 1 1 1 1 1 1 1 1
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Fig. 11 Residual stress profiles as a function of depth in (a) weld centerline and (b) HAZ of
circumferential weld from FE simulation (dashed lines) and DHD measurements (solid lines).
The data of FE simulation is averaged from ten points in the steady-state location.

The cross-section stress contour is extracted from FEA results, and compared with the
results from contour method for both circumferential and longitudinal weld. Fig. 12
demonstrates the comparison of longitudinal weld. Good agreement is achieved between
the FEA and contour measurement results. The residual stresses are strongly tensile through
thickness near the longitudinal weld centerline. The simulation result predicts a slightly
wider tensile residual stress regime than the contour method, especially on the inner and
outer surfaces, which is in agreement with the experimentally observed fusion boundary
morphology as illustrated in Fig. 2. Note that tensile stress is observed at the two ends of
the welded plate only in the contour method, as shown in in Fig. 12(a), which could be
introduced potentially by cutting process.
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Fig. 12 Cross-section axial stress contour distribution for longitudinal weld from (a)
method and (b) FEA.

STRESS AND STRAIN DISTRIBUTION OF FOUR-POINT BEND SAMPLE

Verification of FEA results by DIC

contour

The DIC method was able to provide the strain evolution along x axis (//LD, longitudinal
weld direction) as a function of displacement load along y axis (//ND, normal direction) in
a modified 4PB specimen The displacement load was carefully applied by turning the two
screws in Fig. 5(b) downward slowly and evenly. Good agreement was achieved between
the strain profiles obtained from DIC measurement and FEA, as plotted in Fig. 13. As
demonstrated by the stress profile, for every 2 mm increase along the thickness direction (y
axis), the variation of the stress load would be with a range +£25 MPa, meanwhile, the

constant stress region could extend to around 120 mm along x axis, which could
sampling area as 2 mmx120 mm.
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Fig. 13 Comparison of strain contours obtained from (a) FEA and (b) DIC measurement on the
modified 4BP specimen, and (c) the strain variations as a function of depth from top surface in

the center of the specimen subtracted from the strain maps in (a) and (b).
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Stress and strain distributions for the 4pb samples

Fig. 14 gives the strain and stress distributions of the 4PB samples. The DIC method was
applied to track the strain evolution during the loading process so as to validate the FEA
design. As shown in Fig. 14(a), good agreement was achieved between the strain contour
obtained from FEA and DIC measurement. The stress contour was given in Fig. 14(b),
which indicates a stress variation from compression to tension along the thickness of the
sample. The maximum stress locates at the bottom surface of the sample, which is close to
250 MPa. The stress profile along the thickness in center (Fig. 14(c)) also demonstrates the
stress gradient.

(b)

300

200

100

-100

200
DIC -300 L I D D
2 0 2 4 6 8 1012 14 16 18

(a) Thickness (mm)
()
Fig. 14 Strain and stress distribution of the loaded 4PB samples. (a) Comparison of the strain

field predicted by FEA and DIC. (b) The stress field predicted by FEA. (c) Stress profile along
path L. Only half of the specimen was shown due to symmetry.

THERMAL HISTORY AND SUSCEPTIBLE MICROSTRUCTURES

Fig. 15 is a temperature contour map generated by SYSWELD showing the specimen in
3D and a cross-section of the specimen at the end of the welding time. Fig. 15(b) is a graph
showing the temperature profile at the surface of each thread as a function of time. Fig.
16(a) is a photograph showing the root and cap bead of a completed CEMIT specimen
before testing. Fig. 16(b) shows a cross section of a tested specimen. The numbering of
the threads begins at the toe of the weld and increases as the distance increases, away from
the weld. The fusion line is annotated as (FL), weld metal as (WM), heat affected zone as
(HAZ), and base material as (BM), respectively. Where the base metal and the weld metal
meet on the surface, this location will be referred to as the toe of the weld. Since the weld
is actually a melt-through, this location will be referred to as the root of the weld. The fusion
line begins internally in the weld cup and exits towards the threads. Note the smooth wetting
angle between the threaded portion of the specimen and the weld cup. Fig. 17 is a series of
contour maps showing the development in strain and thermal experience. Note that tensile
stresses develop between the fusion line and Thread 8. Compression is observed after
Thread 8. By matching the actual
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Fig. 15 (a) Temperature contour maps generated by SYSWELD. Graph showing temperature
profile at the surface of each thread as a function of time. (b) Simulated time-temperature
profiles for each thread generated by SYSWELD.

fracture location observed in the modified Implant test specimens with the SYSWELD
calculated temperature contours, the region where the microstructure was most sensitive to
cracking could be identified. Fig. 17(a) show the stress contour maps of the specimen upon
release from the fixture after cooling, with clear indication that the specimen is loaded
during testing. Note the regions in Threads 5 to 8 that does not stress to the same levels as
the upper portions of the threads. High surface and subsurface tension in the specimen close
to the fusion line may promote crack opening in this region if the microstructure is
predisposed to cracking. Thus, it is important to match the microstructure with the
developed stresses to confirm the effect of sensitization. Fig. 17(b) shows the stress contour
within the specimen after unloading and then the stress reapplied to 170 MPa. Note that
while loading the stress applied is below the yield stress, the stress levels within the first 7
threads reach a level at or above the yield strength due to the residual stresses. This is
important since the actual welds within the canister also have residual stress.

193



Mathematical Modelling of Weld Phenomena 12

Top View Bottom View

Cap Bead Fusion Line/ Toe

¢)

Fig. 16 (a) Photographs showing a completed weld with acceptable appearance viewed from
both the top into the weld cup and from the bottom with threaded test region and weld root in
view. (b) Photograph showing the cross-section of a completed weld. The weld threads have
been numbered beginning at the fusion line and increasing in number as the base material is
approached. The weld, fusion line (FL), heat affected zone (HAZ) and base metal (BM) are
labelled. Where the base metal and the weld metal meet on the surface, this will be referred to
as the toe of the weld. The HAZ is between the fusion line and the base material. This is the
region where sensitization occurs. The BM is the material which is unaffected by any
processing.

Several implant specimens were produced and tested. Minor corrosion and cracking were
observed throughout all of the specimens, and in particular at the base of the threads, the
fusion line, and in regions where residual stress and cold work were produced during the
machining process. Observation showed that corrosion and SCC occurred in the HAZ,
between Threads 5 and 10, which correspond well with the region that experienced between
450 to 850 °C as predicted by the software. Fig. 18 shows two SEM images of the CEMIT
specimen. Fig. 18(a) is an image taken at 23x showing indications of corrosion in Threads
6 to 8. Fig. 18(b) is an SEM photograph taken from the cross-section of the same implant
specimen in Thread 7. A crack can be observed splitting the grain boundary between the
austenite (light color) and the delta Ferrite (darker color). Since the initial processing
conditions for wrought 304L includes a water quench, it is reasonable that small amounts
of delta ferrite remain in the base material. Using a Feritscope and SEM, it was confirmed
that ferrite was present. Small precipitates and carbides were observed decorating the grain

194



Mathematical Modelling of Weld Phenomena 12

boundary. As shown in Fig. 15(b), Thread 7 reached a peak temperature just below 600 °C.
This condition was consistent with that needed for the nucleation and growth of the M»3C,
thus leading to sensitization and potentially, SCC. The formation of the M23Cs was verified
by performing a selective digestion mothed and then analysed using XRD. Further
verification of was performed by creating carbon extraction replicas and observing the
precipitates using TEM. The carbides were observed in the etch pits and decorating the
grain boundaries. It was found that the carbide morphology was consistent with literature
and EDS results were reasonable. =~ While a kinetic model would help to show that
favourable conditions existed for the formation of the carbides, this was not the focus of
this study. Future work should and will include this type of model.
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Fig. 17 (a) Contour maps showing the development in strain and thermal experience
(temperature history) along the screw. (b) Stress contour map showing the specimen after
welding (L) and upon release from the fixture (R) showing the stress developed upon reloading
to 170 MPa.
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Fig. 18 (a) SEM image taken at 23X magnification showing corrosion on Threads 5 to 9 from
top to bottom. (b) SEM micrograph taken at 85000x showing a crack propagating through the
boundary between ferrite and austenite. Note the small carbides decorating the grain boundary.

CONCLUSIONS

From the numerical studies performed on the canister welding, 4PB test and CEMIT, it was
concluded that:

(1) Based on the thermal and stress results of the CEMIT predicted by the FEA model,
the crack initiation site observed in the microscope can be clearly explained. These
numerical studies could offer important information about the susceptible
microstructure and tensile stresses for the canister, which is meaningful for the
future investigation of the initiation and growth rate of CISCC.

(2) The canister simulation was validated by measured stress data obtained using deep-
hole drilling and contour methods. High through-thickness hoop stresses were
found within the weld metal (230 to 340 MPa) and HAZ (approximately 200 MPa)
in circumferential welds. In comparison, high through-thickness axial stresses
were observed in the weld metal (320 to 420 MPa) and HAZ (170 to 200 MPa) in
longitudinal welds.

(3) A 4PB test setup was reasonably designed by FEA and DIC to duplicate the stress
conditions in the mockup canister. For every 2mm increase along the thickness
direction, the variation of the stress load would be with a range +25 MPa, which
could result in a sampling area as 2 mmx120 mm.

(4) Corrosion and cracking was observed in the CEMIT process concentrated within
threads 5 to 9. This region falls within the temperature range suitable for the
precipitation of the M23Cs carbides. The combination of this sensitized
microstructure, a sufficient load, and the corrosive environment lead to fracture in
the CEMIT specimen.
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ABSTRACT

Lightweight constructions providing a high yield stress play a crucial role in transportation systems and
steel constructions optimized for low energy consumption. For the fabrication of such components, the
development of matching welding consumables is an essential task. In this investigation, the aim is to
understand the influence of different alloying elements on the strength of all-weld metal samples of ultra-
high strength filler metals with a yield strength of 1100 MPa. In the end, this should provide insight into
the operating mechanisms providing the desired strength and make it possible to predict the expected yield
stress with reasonable accuracy.

Apart from precipitation and solid solution strengthening, special attention is paid to the contributions of
dislocation hardening and grain boundary strengthening, since these are expected to be the major
contributors to the overall strength in a predominantly martensitic structure. In order to apply those
classical strengthening mechanisms to the specific microstructure of martensite, additional considerations
have to be made concerning the effective grain size and initial dislocation density used for calculation.
Finally, the developed model is tested and the results are compared with over 90 actually produced and
measured alloys.

Keywords: yield strength, welding, simulation

INTRODUCTION

In today’s world there is an ever growing need for high strength materials in order to fulfil
the demand for lightweight, energy-saving constructions. With this arises a need for high-
strength filler materials to join those metals. Up until now, those filler metals are available
with a yield strength of up to 960 MPa and the aim of the project was to develop a new
material that can provide a yield strength of at least 1100 MPa. Since the process of
producing flux cored wire samples, fabricating all-weld-metal samples and mechanically
testing them can be rather cumbersome, consuming both time and funds, thermokinetic
simulations are employed to assess the achievable yield strength.
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The simulation itself is carried out using the software package MatCalc and is split into
two major parts. The first part is the simulation of the solidification process using the
Scheil-Gulliver method, which not only yields the fraction but also the chemical
composition of all phases that form during this early stage. These results are then transferred
to the second part of the simulation, which is a complete thermokinetic simulation
considering precipitation kinetics, grain size and dislocation density evolution under the
given heat treatment which has been recorded during the welding process. These
microstructural parameters are then used to calculate the overall yield strength of the
material by employing the four classical strengthening mechanisms of grain size
strengthening, dislocation strengthening, solid solution strengthening and precipitation
strengthening. Considerations have been made to account for the effective grain size and
dislocation density in the case of a martensitic microstructure. These simulations are then
compared with over 90 different alloys that actually have been produced, welded and tested.

STATE OF THE ART

The plastic deformation of metals is dependent on the movement of dislocations throughout
the material and there are various mechanisms at work that interact with these movements
in one way or another. Besides the intrinsic strength of the perfect lattice, there are usually
four individual strengthening mechanisms: solid solution strengthening (Tsg), grain
refinement (T4 ), dispersion (or precipitation) strengthening (7, ) and work (or dislocation)

hardening (Tg;g;). In the following sections, consideration is given to each of these
strengthening mechanisms and their ability to increase the applied stress required for the
onset of plastic deformation.

SOLID SOLUTION STRENGTHENING

According to Bhadeshia and Honeycombe [1], misfitting solute atoms can interfere with
the motion of dislocations by the strain fields they create around them and this mechanism
is called solid solution strengthening. Substitutional alloying elements (e.g. silicon,
manganese) cause local expansions or contractions in the lattice. These are isotropic strains
and thus they only interact with the hydrostatic components of the strain fields of
dislocations.

Fe

Interstitial
sile

&
B

B! 7
(a) (b}

Fig. 1 (a) The regular octahedron interstice in austenite. (b) Octahedral interstice in ferrite -
notice that two of the axes are longer than the third (vertical axis). This leads to a tetragonal
distortion when the site is occupied by carbon [1].
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Whereas interstitial atoms located at the irregular octahedron interstices in the ferritic
structure cause a tetragonal distortion (Figure 1) that has a strong interaction with the shear
stress, which is the dominant component of a dislocation strain field. In this lies the main
reason, why interstitial solid solution strengthening is so much more potent in ferrite. The
corresponding interstitial site in the austenite structure is the regular octahedron. An
interstitial atom in austenite therefore acts like a substitutional element, providing only
hydrostatic strain in the nearby area. This is why carbon is much less effective in
strengthening austenite.

Like described by Hornbogen and Warlimont [2], because of the different sizes and other
atomic parameters of the solute atoms, local strain fields are introduced to the lattice which
can effectively increase the resistance to plastic deformation. The effect of atomic size

differences, commonly expressed by an atomic misfit parameter & is defined as

1da
“adc’
where a is the lattice constant and c is the concentration of the solute atom in the matrix.
Analogously, the shear modulus effect can be expressed as

(1

_1dG

- 2

T Gdc’

where G is the shear modulus. To determine the strength increase by solid solution
strengthening, the general formulation

Moo~ (VBT 72) - em 3)

may be used. In equation (3), m is an interaction exponent between 1 and 2 ([2], [3]) and
n a concentration exponent, generally between 1/2 and 1 [2-9] depending on the solute
concentration and temperature [6]. In literature [10—15], it is also found that the first term
in equation (3) containing the atomic misfit parameter § as well as the modulus mismatch
parameter 77 and the exponent m is replaced by a constant strengthening coefficient k which
only depends on the solute element itself and the lattice (bce/fce) it is dissolved in.
Therefore equation (3) reduces to

At =k-c". “4)

PRECIPITATION STRENGTHENING

As adequately described by Bhadeshia [1], in general there is more than one phase present
in steel and the matrix is further strengthened by controlling the dispersion of these other
phases in the microstructure — an effect called precipitation or dispersion strengthening.
The most common other phases are carbides which are a result of the low solubility of
carbon in @-iron. In plain carbon steel this carbide usually is Fe;C (cementite) and it can
occur in a wide range of structures, from a coarse lamellar form (pearlite), to fine rod or
spheroidal precipitates (tempered steels). However in alloyed steel, the same variety of
structures is observed, with the exception that usually the iron carbide is replaced by other
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carbides which are thermodynamically more stable. Other dispersed phases that can be
encountered include nitrides and intermetallic compounds. For the case of fine particles,
ideally small spheres that are randomly dispersed in the matrix, there are well-defined
relationships between the yield stress and the parameters of the dispersion.

Fig. 2 Schematic illustrations of an intersected dislocation glide plane by second phase
particles [16].

The effect of these densely distributed particles on the mechanical properties of the
material (i.e. yield strength) is due to those precipitates acting as obstacles intersecting the
glide plane of a dislocation, as can be schematically seen in Figure 2 (a) and (b). It becomes
apparent that the amount of strengthening that can be achieved by dispersed second phase
particles is directly related to the amount of precipitates intersecting the glide plane of a
dislocation, which can be represented by the inter-particle distance. The model used for
precipitations strengthening in MatCalc is very well described in the work of Ahmadi [17],
a very simplified version of which will be outlined here.

line
tension particle

dislocation

|/ ©

resisting
force F

Fig. 3 General illustration of the particle-dislocation interaction. Balance of forces acting
during particle resistance to dislocation movement [16].

In order to determine the absolute contribution of precipitation strengthening to the
overall yield strength, the nature of the interaction between the moving dislocation and the
dispersed particles must be considered. When a single dislocation encounters a second
phase particle while moving through the glide plane of a stressed metal (see Figure 3), the
precipitate-dislocation interaction can be described in the most general form as

F =2Tsin®, ®)

where T is the line tension of the dislocation section and F is the resistance force of the
dispersed particle [18]. With increasing resistance force F, the dislocation gets bowed more
or in other words @ increases. In dependence of the strength of the second phase particles
characterized by the resistance force F, two major cases of particle-dislocation interaction
can be determined - hard and weak particles [16].
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The dislocation line tension (per unit length of dislocation) has been calculated by
Cottrell [19] and Foreman [20] as

E() = Gb? (1 —v(cos 9)2>1n (r_,))’ ©

4 1—-v T

where G is the shear modulus, 6 is the angle between the dislocation line and its Burgers
vector, b is the magnitude of the Burgers vector, v is Poisson’s ratio and 7, 7; is the outer
and inner cut-off distance respectively [17]. Ahmadi finally formulates the line tension as

Gb? (1 + v —3v(sinBh)? T,
T(6) = (sin6) In (—") . (7)
4 1-v T
For the case of shear-able particles, the shear stress can then be formulated as
2
_ 21 <_F m )3 , ®)
bL, \2T(0©)

with L being the surface to surface distance between two precipitates along the
dislocation, and F, is the maximum resistance force of the precipitate in different
mechanisms. And for the case of non-shear-able precipitates, the shear stress can be written
as

JGb (2r5> o)

T =————In|[—
Orowan anLs

T

where ] is a correction constant for random arrangement of particles instead of ordered,
periodic arrangement (=0.8 or 1) and 7 is the equivalent radius of the precipitate in different
models. For a more detailed and complete description of the model please refer to [17],
[21], [22].

The mechanisms that contribute to strengthening include coherency strengthening,
which arises from the coherency strains developed in the matrix around a coherent particle,
chemical hardening, which relates to the development of antiphase boundaries when a
dislocation cuts through a precipitate, and dispersion hardening, which arises from looping
of the dislocation between hard non-deformable particles as described by Orowan [23].

© 0 ©
o- [0-0 ©-

(@) (o)
Fig 4 Particle-dislocation interaction for hard (a) and weak (b) particles [16].

Holzer [16] summarizes the two cases described by Ahmadi [17] as follows. If the
strength (i.e. the resistance force F) of the dispersed particle exceeds twice the line tension
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of the dislocation (F > 2T, @ = 90°), the particle will not be cut through or sheared by the
dislocation. Therefore the obstacle is denoted as a strong particle. In this case, the
dislocation may bypass the precipitate either by the Orowan mechanism or cross slip. The
second phase particle will remain unchanged, namely non-deformed (Figure 4 (a)), thus the
properties of the precipitate will not affect the amount of precipitation strengthening exerted
by it. In contrary if the precipitates are weak (F < 2T, 0 < 90°) and therefore sheared by
the dislocation, the particle will deform as can be seen schematically in Figure 4 (b). In this
case the properties of the second phase particles will strongly affect the amount of
precipitation strengthening and numerous effects may be involved in raising the stress
required for yielding related to phenomena like chemical strengthening, coherency
strengthening or modulus mismatch hardening.

GRAIN BOUNDARY STRENGTHENING

For a basic description of the effect of grain size refinement of ferrite, which represents one
of the most important strengthening routes in the heat treatment of steel, we will resort to
the work of Bhadeshia [1] once more. The first scientific analysis of the relationship
between grain size and strength, performed by Hall and Petch, led to the famous Hall-Petch

relationship between the grain diameter d and the yield stress Oy,

Oy

1
= 0-0 + kyd_i ) (10)
where g, and k,, are constants. This type of relationship has been confirmed to be
appropriate for a wide range of steels as well as for many non-ferrous metals and alloys.
The term gy is called friction stress and it represents the stress required to move free

dislocations along the slip planes in the bce crystals, and can also be seen as the yield stress
1
of a single crystal (d "z = 0). This friction stress is particularly sensitive to temperature and

1

chemical composition. The constant k,, represents the slope of the g,,-d 2 plot which has
been found to be insensitive to temperature, chemical composition and strain rate. In
agreement with the Cottrell-Bilby theory of the yield point involving the unsnapping of
dislocations from interstitial carbon atmospheres, k,, has been referred to as the unpinning
parameter. Nevertheless, the fact that k,, is not sensitive to temperature suggests that
unpinning rarely occurs, and emphasizes the theory that new dislocations are generated at
the yield point. That statement is consistent with the theories that explain the yield point in
terms of the movement of new dislocations, the velocities of which are stress dependent.

For the strength contribution by grain refinement in the case of all weld metals, which in
our case consist of a primarily martensitic microstructure, attention has to be paid to what
effective grain size is used for the Hall-Petch relationship. There is a strong relationship
between the prior austenite grain size and the hierarchical microstructure of lath-martensite
(Figure 5) as reported by Galindo-Nava et al. [24]. The interesting conclusion concerning
this relationship will be outlined in the following.
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Prior-austenite

Packets

Fig. 5 Hierarchical microstructure of martensite. The prior austenite grains contain packets,
which consist of blocks of laths [24].

Martensite packets are formed by laths sharing a common habit plane, with four possible
variants of the {111}, planes in the Kurdjumov-Sachs (K-S) relation, the number of
packets per austenite grain is equal to N, = 4. Additionally the strain controlling the
martensitic transformation is composed by a dilatation, remaining constant for each K-S
relation, and a shear strain differing from each variant [25]. This means that all six lath
orientation variants in a given packet should be present in order to minimize the elastic
energy and decrease the overall strain. This indicates that the possible number of blocks per
packet should be N, = 6 [24]. Combining these results the packet and block size in
dependence of the austenite grain diameter (D) should be equal to

3V3 ) _ 33

d = = [—==D, = 0.40D
packet g g g
8N, 32 "
1 1
dplock = N_ dpacket = g dpacket = 0-067Dg-
b

We used an effective block size of 0.067 Dy in accordance with equation (10) upon the
transformation to martensite for our calculations.

DISLOCATION STRENGTHENING

Strengthening by dislocation represents another very important route when trying to
increase the strength of steel, bearing a tremendous potential. In fact, plain carbon steel can
be raised to strength levels above 1500 Nm™, without the addition of special alloying
elements, simply by the phenomenon of work hardening [1]. Despite the fact that the weld
joint is not subjected to any external mechanical deformations, the transformation to the
martensitic structure introduces internal stress and deformation and therefore work
hardening or dislocation strengthening can and should not be neglected.

The strength increase by dislocation hardening can be determined according to the
formulation of Taylor ([13], [26], [27])

Tgis. = -G -b-\[p, (12)
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where the strength contribution 74;4; is a function of the shear modulus G, the Burgers
vector b, the free dislocation density p and a which is a constant. The initial dislocation
density p, is taken from a formulation by Takahashi and Bhadeshia [28§]

6880,73 1780360
Ms Mg

where Mg is the martensite start temperature in °C, which can also be calculated
empirically using any of the available regressions, i.e. the one by Arjomandi et al. [29].

After the transformation, the dislocation density is assumed to evolve under the given
heat treatment according to the approach proposed by Sherstnev et al. [30], adapted by
Buken and Kozeschnik [31], that describes the rate of the total dislocation density evolution

p as
M.p . dapn - Gbh®>
= VPG — T (p2 — (14)

b 2B==pM¢ — 2CDp;s kBT(p PRs),

log pg = 9.28480 +

) (13)

with the Taylor factor M, the Burgers vector b, the critical dislocation annihilation
distance d,,,,, the substitutional self-diffusion coefficient at dislocations Dy, the strain rate
¢, the amount of geometrically necessary dislocations prg and material parameters A, B
and C.

SCHEIL GULLIVER ANALYSIS

Primary precipitates are particles that form during the solidification process of the weld
metal. They are usually of rather large size and do not participate in any further reactions,
therefore it is assumed that they do not significantly contribute to dispersion strengthening.
However their formation does alter the chemical composition of the remaining material
thus they should be taken into account.

Liquid

A — B— (%]

Fig. 6 Scheme of Scheil solidification of a hypothetic Fe-C alloy. During solidification the
actual liquid phase, beginning with Co, is undercooled and solidifies according to the lever
rule enriching the liquid phase with solute atoms [32].

By employing the Scheil-Gulliver analysis, it is possible to calculate the fraction and
composition of all phases during solidification step by step from the liquidus temperature
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to the temperature where solidification of the residual liquid phase occurs [33]. The residual
liquid fraction at final solidification depends on the cooling rate. Higher cooling rates in
general lead to higher fractions, whereas low rates of cooling enable the liquid film to
become very thin and the residual liquid enriches more than in the case of higher fraction
residual liquid at solidification. Figure 6 schematically shows how the Scheil-Gulliver
analysis is performed. Liquid metal with the initial composition Cy is undercooled which
leads to a local equilibrium and the formation of a solid fraction with the composition Cg 1
and a liquid fraction with the composition Cp ; (with the ratio between liquid and solid
following the lever rule). Due to their low mobility in the solid phase, the diffusion of
substitutional elements is halted from this point on, but it is assumed that the interstitial
elements (i.e. carbon, nitrogen and boron) are still mobile in both phases which causes back-
diffusion of those atoms, striving for an equilibrium between the liquid and solid phase.
Then this process is repeated with the concentration €}, ; and so on and so forth.

EXPERIMENTAL

MATERIALS AND WELDING

All materials used for the experiments and simulations were experimental alloys that were
fabricated during the development of the new filler material at the voestalpine Bohler
Welding GmbH. To give the reader an idea as to what materials we are dealing with here,
Table 1 contains approximate ranges for the content of each chemical element.
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Table 1 Approximate chemical composition of all alloys.

Content range
Element 9

in wt%
Cc 0.05-0.15
N 0.00 - 0.03
Si 0.20 - 0.80
Mn 0.80-2.10
P 0.00 - 0.01
Cr 0.11-0.98
Mo 0.00-0.78
Ni 0.99 - 3.20
Nb 0.00 - 0.07
Vv 0.10-0.34
w 0.00 - 0.02
Cu 0.00 - 0.81
Co 0.00-0.35
Ti 0.00-0.11
As 0.00 - 0.01
Sn 0.00 - 0.01
Zr 0.00 - 0.01
Sb 0.00 - 0.01
B 0.00 - 0.01
Al 0.00 - 0.01

As described in other publications within this project ([34] and [35]), numerous metal-
cored wires with different chemical compositions were produced and samples were welded.
All-weld metal samples were prepared in accordance with EN 15792-1 in position PA using
Ar + 18 % CO: as shielding gas. They were fabricated with eight weld passes, each
consisting of three beads. The welding parameters are shown in Table 2. S235 was used as
base material and three layers were applied as buffer.
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Table 2 Welding parameters used.

Current [A] Voltage [V] Welding speed Heat input per Interpass-
[mm/min] unit length temperature [°C]
[kJ/mm]
250 26.5 550 0.71 150
MECHANICAL TESTING

The welded samples for mechanical testing were subjected to a soaking heat treatment at
150°C for 16 h according EN ISO 15792-1. Tensile and charpy V impact toughness testing
were performed on all-weld samples. The tensile tests were carried out on single specimens
and were done at ambient temperature in accordance to EN ISO 6892-1. The impact tests
were conducted on three samples in order to get a set of statistics. Impact tests of samples
were performed at ambient temperature and -20°C defined by EN ISO 9016. See also [34].

SIMULATION

THERMOKINETIC CALCULATIONS USING MATCALC

All simulations were conducted using the thermokinetic software package MatCalc ([36],
[37]), version 6.00.0218, utilizing CALPHAD-type [38] Gibbs energies (database:
‘mc_fe.tdb’) to calculate chemical potentials, driving forces for precipitation and interfacial
energies. A script is used for all calculations, performing a Scheil-Gulliver analysis for the
solidification process followed by a precipitation kinetics simulation under the given heat
treatment which can be seen in Figure 7. The peaks of reheating after the initial cooling are
due to the passing of additional weld beads. This temperature evolution has been recorded
with a thermocouple placed within the first welding seam.
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Fig. 7 Evolution of temperature used for simulations in MatCalc.

The individual strength contributions, namely solid solution strengthening (), grain
refinement (7,;), dispersion (or precipitation) strengthening (7,), work (or dislocation)
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hardening (74) and intrinsic lattice strength (z;) are summed up in MatCalc in the following
way

1
7= (14 +18)a, (15)

where 74 equals 74 and T = T; + T4 + T, + T4p,. The factor a is set to a value of 1.8.

The parameters used for the simulation, including values for solute drag and others are
summarized in Table 3. Additional settings include activated back-diffusion for carbon,
nitrogen and boron during Scheil calculation, phases include AIN, cementite and
composition sets for TiN, TiC, NbN, NbC and VCN, for evolution of grain size the multi-
class model was used. The amount of primary precipitates is directly imported from the
Scheil calculation.
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Table 3 Parameters used for the MatCalc simulation.

Parameter Value Unit Description
Tss 1600 °C Starting temperature for Scheil analysis
Tsr 1000 °C Finish temperature for Scheil analysis
Ts st 1.0 °C Step value for Scheil analysis
fresiiq. 0.03 - Residual liquid fraction at which to stop Scheil
Tprim. 600E-9 m Radius of primary precipitates from Scheil
D, 10E-6 m Starting grain diameter for austenite
Vinis.cem. 0.01 - Volumetric misfit of cementite
Vinis.nbe 0.1 - Volumetric misfit of NbC
Vinis.nbn 0.1 - Volumetric misfit of NbN
Vinis.ric 0.05 - Volumetric misfit of TiC
Vinis.rin 0.05 - Volumetric misfit of TiN
Vinis. v 0.27 - Volumetric misfit of AIN
Vinis.ven 0.03 - Volumetric misfit of V[C,N]
Terie.Tin 4000 °K T, for diffuse interface effect of TiN
Terie,Tic 3500 °K T, for diffuse interface effect of TiC
Terie. NN 3360 °K T, for diffuse interface effect of NbN
Terie.NbC 3500 °K T, for diffuse interface effect of NbC
Terie.ven 2425 °K T, for diffuse interface effect of V[C,N]
é, 1E-3 st Assumed strain rate of weld joint during cooling
Asik fec 33 - A-parameter for evolution of p in fcc
Bsik fec —0.6461lné, + 7.5 - B-parameter for evolution of p in fcc
Csik fec 5E-5 - C-parameter for evolution of p in fcc
Asii pee 30 - A-parameter for evolution of p in bce
Bsikbee 2 - B-parameter for evolution of p in bce
Csiibee 1e-3 - C-parameter for evolution of p in bcc
Seix 33 — Similitude-parameter for evolution of p
kg 2.0 — k4 parameter for evolution of p
k., 1.5 — k4 parameter for evolution of p
CLS, 1500 J/mol Interaction energy for solute drag of V
CLSy; 12000 J/mol Interaction energy for solute drag of Ti
CLSyy 18000 J/mol Interaction energy for solute drag of Nb
CLSy, 9000 J/mol Interaction energy for solute drag of Mo
CLSyn 6000 J/mol Interaction energy for solute drag of Mn
CLSg; 2500 J/mol Interaction energy for solute drag of Si
CLSy; 3000 J/mol Interaction energy for solute drag of Ni
CLS., 3000 J/mol Interaction energy for solute drag of Cr
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RESULTS

COMPARISON OF CALCULATED AND MEASURED VALUES

A comparison of measured and simulated values for the yield strength can be found in
Figure 8.
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Fig. 8 Comparison of measured (bars) and calculated (line) values for the yield strength.

There was an overall good agreement between measured and calculated values, with an
approximate mean deviation of 3% for the values shown in Figure 8. Although the ductility
of the samples was measured, it was not simulated due to the much more complex nature
of fracture.

EXEMPLARY SIMULATION RESULTS

This section shows some detailed simulation results for a selected alloy to give an
impression as to how some parameters evolve during the initial cooling and reheating of
the weld joint. Exemplary results for the simulation of the solidification process with the
formation of primary precipitates by the means of a Scheil-Gulliver analysis are found in
Figure 9.
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Fig. 9 Results of the Scheil-Gulliver analysis.

The only primary precipitate that forms in the investigated alloys is titanium nitride. This
result is then transferred to the precipitation simulation, the results of which follow. The
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simulated phase fraction of all phases with a greater fraction than 1E-8 and the evolution
of temperature, in other words the heat treatment, can be seen in Figure 10. In this context,
(dis) means nucleation at dislocations in the bulk and (gb) means nucleation at grain

boundaries.

1.400 o

1.200 4 G
L, _\ 1e-05 —— TiN (primary)
%)
£.1.000 \ -—- TIN (dis)
1e-06 —-— AIN (gb)

@
2
=S

Phase fraction

Temperature [

Y
s 8
38 8

Ll

: i —-= VCN (dis)
- A A 1607 S MB3C (dis)

] M | j

B ——J’ DR

of

T~ 1e0sd

———— - - - - : : : - -

0 200 a0 600 800 1,000 0 200 400 600 800 1.000
Time [s] Time [s]

Fig. 10 Heat treatment (left) and simulated evolution of phase fractions (right).
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Fig. 11 Simulated mean radii of precipitates (left) and number densities (right).

For the development of the mean grain diameter within the first minute please refer to
Figure 12. Please note that upon transformation to martensite (at approximately 34 seconds)

the diameter switches according to equation (11).
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Fig. 12 Evolution of mean grain diameter in austenite (multi-class) and transformation to

martensite.

Finally, the simulated evolution of the total dislocations density and the total calculated
yield strength with all contributions (excluding intrinsic lattice strength — which is constant

anyways) can be seen in Figure 13.
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Fig. 13 Simulated total dislocation density (left) and simulated total yield with individual
contributions (right).

DISCUSSION

The overall agreement of simulated values for the yield stress with the measured ones was
good. However there were still some extreme outliers, some of which were not included in
the evaluation and most of these can be attributed to fluctuations besides chemical
composition, like deviations in the welding parameters for example. Therefore it would be
advisable to employ robotic welding for fabrication of the samples in the future.

Simulations of the solidification process via the Scheil-Gulliver method have revealed
that the only primary precipitates in these alloys were titanium nitride which can be
explained by the low solubility product compared to other nitrides and carbides and a high
affinity of titanium to nitrogen. It is assumed that those precipitates do not participate in
any further reactions due to their large size and therefore their number density and phase
fraction remains constant.

As for the precipitation kinetics simulations, when looking at Figure 10 it becomes
apparent that especially the peaks of reheating after the initial cooling of the weld, which
are due to the passing of additional weld beads in proximity to the first one, have a high
impact on the outcome of the calculation. This fact can be seen in Figure 10 on right side
where especially the first peak that exceeds temperatures over 500°C increases the phase
fraction of certain precipitates by two to three orders of magnitude. Nevertheless we are
dealing with a relatively low alloying content in these welds and a fast initial cooling rate
which results in a very small precipitate size but higher number densities as depicted in
Figure 11. The approach to assess the yield stress contribution of martensite by its grainsize
and high dislocation density (Figure 12 and Figure 13 left) is yielding good overall results.
It is noteworthy that that plateau value of the austenite grain size is not really depending on
the chosen initial grain size, within reasonable boundaries of course. Obviously these two
mechanisms are the dominating ones in this model, followed by solid solution strengthening
and lastly precipitation strengthening (Figure 13 right). For investigations to come,
additional attention should be paid to the development of the grain size and the model
should be calibrated and adjusted with extensive measurements of the prior austenite grain
size and the martensite block size. It might also be advisable to exclude geometrically
necessary dislocations from the strength contribution by dislocation strengthening, since
those are already considered by grain size strengthening.
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SUMMARY AND CONCLUSION

Thermokinetic simulations using MatCalc provide a very useful tool for the development
of new filler materials since they not only provide a reasonable assessment of the overall
strength that can be achieved with a specific chemical composition but also provide some
insight into what is happening during the welding process. It was revealed that e.g.
especially the second peak of reheating has a high impact on precipitation behavior.

More work on the model is needed, backed up by experimental investigations, however
the framework provided is already yielding very good results and has the potential to
significantly reduce the requirement for actual manufacturing of samples in future
development processes.
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ABSTRACT

A numerical model based on the coupling of the thermodynamic software ThermoCalc and the Kampmann
and Wagner Numerical (KWN) framework has been developed in this work to predict the evolution of
Cu-rich precipitates in 316 stainless steels. The effect of precipitation hardenning on mechanical properties
at 700°C is investigated as well. The predicted average particle size, volume fraction and number density
of precipitates agree well with the experimental observations. In addition, the precipitation strengthening
effects of Cu-rich precipitates were quantitatively evaluated and agree with experimental data as well. The
slow increase in average radius of Cu-rich precipitates was consistent with the modest change in yield
strength with extended aging. These cumulative results and analyses could provide a solid foundation for
much wider applications of Cu-bearing stainless steels. The developed model can be used to predict the
precipitation behaviour in other similar austenitic stainless steels.

Keywords: Cu-rich precipitates, 316 stainless steel, modelling

INTRODUCTION

The outstanding mechanical formability, good high temperature strength and oxidation
resistance of AISI 316 austenitic stainless steels make them widely used materials in
nuclear power plants [1]. However, the degradation of these materials can result from
thermal aging and other external factors (irradiation, stress, temperature, coolant media,
etc.), which could affect the reliability of components [2, 3]. After heat treatment, Cu-rich
precipitates in the steel matrix will be produced if sufficient amount of copper is present in
the steel. It is well known that the stability, size, type and number density of Cu-rich
precipitates are mainly attributed to superior antibacterial property to the stainless steel and
high temperature strength improvement [6-9]. The stability of these phases in
multicomponent materials such as AISI 316SS under thermal aging is affected by many
variables such as alloy composition, temperature, time, and processing history. However,
there is currently a lack of in-depth understanding of Cu precipitation behaviour in
austenitic steels [10].

Several investigations have reported Cu-rich precipitation during isothermal heat
treatment and its effects on mechanical properties in austenitic stainless steel [2, 9-11], but
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clearly there are practical limits to the duration of such experiments. To be able to
extrapolate these results to longer timeframes, a numerical method is required to predict
precipitate evolution. The simulation of Cu-rich precipitation requires a suitable modelling
framework for capturing the complexity of the multicomponent system and involving the
simultaneous occurrence of nucleation, growth and coarsening. Many efforts have been
devoted to the modelling of the microstructure during the precipitation process for different
types of materials [12, 13]. Accurate modelling of the precipitation process requires a
synchronous consideration of all these contributions to simulate the temporal evolution of
microstructure. Moreover, the phase equilibrium information as well as the composition
and mobility data of the matrix phase need to be constantly updated as nucleation, growth
and coarsening proceed. Therefore, a smooth integration of thermodynamic calculation,
kinetic simulation and property modelling of the material is necessary. However, an
integrated framework coupling reliable thermodynamic calculation, kinetic simulation and
property prediction of 316SS is rarely available.

In this work, the ThermoCalc and Kampmann and Wagner approach (KWN model) are
combined to predict the phase stability, phase compositions and precipitation. First, the
phase properties under different compositions and temperatures are calculated from
ThermoCalc. These may then be used as inputs for the precipitation kinetics and accelerate
the understanding of the stability of precipitate phases in 316SS steels under extended
thermal aging [14]. The simulation results demonstrate the potential applications of the
current methodology to the understanding of phase stability in similar structural materials.
The KWN model is used to predict the precipitation behaviour, and can deal with
nucleation-growth-coarsening phenomena within the same formulation. A few models
based on this framework have been applied to a number of systems [12, 15, 16]. An
important limitation in those approaches is that the overall kinetics is computed by
imposing a constant concentration at the precipitate/matrix interface, and by employing a
driving force obtained from binary dilute solution approximation. Because of the decrease
of solute supersaturation in the matrix during precipitation, the local equilibrium
concentration at the precipitate/matrix interface may change significantly. Moreover, the
chemical free energy change during nucleation based on the dilute solution approximation
in high-alloy systems is also not precise, especially for ternary or higher order systems. The
model presented here intends to overcome this problem via computing multicomponent
thermodynamic equilibrium in the time domain, to obtain the instantaneous local
equilibrium condition at the matrix/precipitate interface during precipitation.
Homogeneous precipitation is considered in this work. The results of this model show good
agreement with experimental observations for late precipitation stages. The precipitation
behaviour of Cu-rich particles in 316SS is thus well understood. The effects of the
precipitation on the mechanical properties are studies as well.
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MATERIAL DETAILS AND EXPERIMENTAL DATA

SAMPLES

The chemical composition of the Cu-bearing 316 L austenitic stainless steel (SS)
investigated in this work is shown in Table 1.

Table 1. Composition (wt%) of 316LCu alloy with Fe as balance

Alloy C P S Cr Ni Mo Cu
316LCu  0.016 0.005 0.001 18.18 14.5 3.02 4.36
EXPERIMENTAL DATA

Tong Xi etc. solution-treated the 316L-Cu specimens at 1100 °C for 30 min, followed by
water quenching. The specimens were then aged isothermally at 700 °C for 20 min, 3 h, 6
h, 10 h, and 15 h, respectively. TEM (transmission electron microscopy) was used to
analyse the morphology, size and the orientation relationship of Cu-rich precipitates in the
316L-Cu SS. APT (atom probe tomography) was used to characterize the evolution and
calculate the size of Cu-rich precipitates [17]. The experimental results show that, with
increasing aging time, the spherical morphology of Cu-rich precipitate remains unchanged.
Moreover, the lattice constant of the austenitic matrix after solid solution treatment is very
close to that of the FCC Cu-rich precipitates, and the lattice constant misfit Aa/a is small
[24, 25]. The composition of Cu-rich precipitates obtained by proxigram analysis was
94.1671.26 at.% Cu and 1.7870.22 at.% Fe after 20 min aging, 98.0471.94 at.% Cu and
1.9671.92 at.% Fe after 6 h aging, and 99.1770.82 at.% Cu and 0.8370.81 at.% Fe after 15
h aging.

The average radius increased slightly from 1.38 nm to 2.39 nm as the aging time
increased. The relatively slow growth and coarsening behaviour of Cu-rich precipitates was
largely attributed to the slower diffusion kinetics of Cu than Fe, low interfacial energy and
high strain energy of Cu-rich precipitates in the austenite matrix [17]. The measured
average radius, number density, and volume fraction ® of the Cu-rich precipitates as a
function of aging time will be compared with calculated results in the next section.

THERMODYNAMIC RESULTS

To produce a reliable kinetic model, it is first necessary to have a sufficient understanding
of the phase equilibrium of the system being modelled. Quantities such as equilibrium
solubility and driving forces must be predicted and used as inputs to the kinetic model. The
ThermoCalc® software [20] employing the TCFE8 thermodynamic database was used to
calculate phase stabilities and compositions. This produces the solute concentration in the
matrix (o) and in the precipitate (B) under equilibrium. In addition, the chemical potentials
of all the components are obtained and employed to determine the chemical driving force
for the nucleation of the precipitates.
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The calculated equilibrium phases and their mole fractions in 316LCu are demonstrated
in Fig.1. Here, the open symbols denote the precipitate phases while the solid symbols
denote the matrix phase in 316L.Cu. The main precipitates are sigma, M»3Cs, HCP, Laves
and Cu-rich precipitate.

The predicted composition of precipitate phases is shown in Fig.2 and is compared with
experimental results. The predicted equilibrium Cu-rich precipitates contain 94.02 at% Cu,
and 0.516 at% Fe. While the Cu-rich precipitates obtained by proxigram analysis contain
94.167+1.26 at.% Cu and 1.787+0.22 at.% Fe, 98.047+1.94 at.% Cu and 1.967+1.92 at.%
Fe and 99.177+0.82 at.% Cu and 0.837+0.81 at.% Fe after 20 min, 6 h and 15 h aging,
respectively. The agreement between the calculated and experimental results are
reasonable.
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-0.12

-0.10

Mole fraction of phases (solid symbol)
Mole fraction of phases (open symbol)

0.6 4 —8—FCC -0.08
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0.4+ M?’CG - 0.04
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Fig.1 Calculated equilibrium phase mole fraction vs temperature for 316LCu
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Fig.2 Calculated phase compositions in 316LCu for (a) FCC_A1 (b) Cu-rich precipitate

PRECIPITATION KINETICS SIMULATION

The preferred nucleation sites of precipitate phases were specified based on experimental
evidence. In 316LCu, high number densities of spheroidal Cu-rich precipitates were
homogeneously distributed in the austenitic matrix and the interface between Cu-rich
precipitates and austenitic matrix remained coherent during the aging process [2, 17].

In this work, the KWN model is applied to predict precipitation of multiple phases [16].
The process of nucleation, growth, and coarsening of particles can be predicted
simultaneously in this model. The number of new Cu-rich precipitates is calculated
according to classical nucleation theory. The growth of particles is assumed to be governed
by the diffusion rate of Cu to or from the particle/matrix interface. The particle size
distribution and the volume fraction of the precipitate particles are updated at each time
step. They are used to recalculate the matrix compositions during discrete time steps which
are determined by a mean-field approach. After each time-step, the Cu concentration
remaining in the matrix is recalculated and used in the next time-step. Coarsening arises
naturally in the model. Using this method, the transition from nucleation and growth to a
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coarsening-dominated regime is naturally predicted as the precipitate volume fraction
increases.

NUCLEATION

Classical nucleation theory gives the homogeneous nucleation rate as [15]:

*2
1oz o 4 (-
Q)

where N, is the number of nucleation sites per unit volume (equal to the number of atoms
per volume for homogeneous nucleation);

V.AG? .
8xAly kT
. . . _ 2 4
[S* is the rate of atomic attachment to a growing embryo, ﬁ = 16727/3 cD/ AGL a

k is the Boltzmann constant;

T is the thermodynamic temperature;

v, 1s the interfacial energy of the matrix/nucleus interface; The interfacial energy of Cu-rich
precipitated is cited from [11, 20].

3
r* is the radius of the critical nucleus, 7 =—27/n / AGV;

Z is the Zeldovich nonequilibrium factor, 7 —

7 is the incubation time for nucleation, 7 =8k 7na4 / V;AGVDC ;
AG, is the chemical volume free energy change driving nucleation,
RT _ 4 In(c, In(l1-c,

7G, =~ jep ) ey M)

vV, = In(c) In(l—¢;)™

Vmm is the molar volume of the precipitating phase;

¢; is the instantaneous concentration of Cu in the matrix. This is the far field matrix
concentration, strictly speaking an infinite distance from the precipitate/matrix interface;
¢ is the concentration of solute in the matrix (a) in equilibrium with the precipitate (B);
cPe is the equilibrium concentration of solute in the precipitate phase;

V, is the volume per atom in the matrix;

¢ is the concentration (atomic fraction) of Cu solute in the matrix;

a is the lattice constant of the product phase which is equal to 0.36 nm in this work [10];
D is the diffusivity of Cu precipitate in matrix.

I,

GROWTH

The Cu-rich particles appear approximately spherical in shape. The modelling of precipitate
growth with local equilibrium at the interface is based on the theory for spherical
precipitates. The development of the radius of the spherical precipitate is assumed to follow
the parabolic equation. The growth rate is limited by the rate at which Cu can diffuse to the
particles and is given by
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dr D c —c

dt rc’—c”

where D is the chemical diffusion coefficient of Cu [m2/s], r is the particle radius [m],
¢ is the concentration of solutes in the matrix at the interface (which depends on the

2

particle radius due to the effect of capillarity), ¢? is the concentration of solute in

precipitates and ci is the instantaneous concentration of Cu in the matrix. cis calculated
using the Gibbs—Thomson equation:
¢l =c exp(—zy”V'" l) 3)
RT r
where y, is the interfacial energy of the growing (or shrinking) particle [J/m?].
The mean solute concentration of the components in the matrix, c;, is updated after each

time step:
.4
c,=c,—(c’ —c” )IO gﬂr3¢dr “4)

where ¢ is the size distribution function. The newly obtained multicomponent matrix
composition is employed as an input for the thermodynamic computations in the next time
step.

The chemical diffusion coefficient of Cu in y-iron is measured in [18]

-65100
D =0.19exp(———)x10™* 5
p( RT ) 6))

PRECIPITATE COARSENING

Coarsening occurs when large precipitates grow at the expense of small ones, without a
change the overall volume fraction. As the fraction of solute in the matrix decreases during
precipitation, the driving force for nucleation and growth of the precipitate particles
decreases and the critical particle radius increases. The growth rates of all the particles size
classes were calculated at the edges (i.e. upper and lower bounds) of each class. For
particles with radii smaller than the critical radius, r*, the size of the particles will have a
negative growth rate according to Eq.(2). Particles radii larger than r* will retain a positive
growth rate and increase in size. When the size of a group of shrinking particles reaches
zero they are removed from the size distribution. The particles are then reallocated to the
size classes.

Secondly, the precipitates size distribution at each iteration is updated by a third order
Runge—Kutta scheme [19] with an adaptive time step. The time step was adjusted to ensure
that the error in the change in radius was less than 0.1 nm between steps and the error in
the prediction of number density was less than 0.01 particle/um3. In the early stages of
precipitation, the time step is very small to ensure these criteria are met when nucleation
and growth rates are most rapid. In the later stages of precipitation and during coarsening,
the time step expands, where changes occur more slowly, allowing more efficient
calculation.
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Table 2 Parameters used in this work

Parameter value Reference
Ny Calculated in this work
a 0.36e-9 m [20]
Vn 0.017 J/m? [11,20]
Vn 7.457e-6 m*/mol Calculated by Thermo-Calc
Va 1.17x10%® m? [21]
k 1.38x1023 m**kg/(s>*K) [22]
R 8.314 J/(mol*K) [22]
T 700 °C In this work
M 3 Taylor factor
G 75.3GPa Shear modulus
b 0.254nm Burgers vector
Aa/a 0.38% Misfit parameter
STRENGTH MODEL

The increment of macroscopic yield strength 6, can be calculated as [10]

o, = 41MGe¥y, 2 (R 2

5 e ©

where M is the Taylor factor, G is the shear modulus of the austenitic matrix and b is the
Burgers vector in the matrix , T is the line tension of the dislocation, approximately equal
to Gb?/2 [49], &= 2/3 (Aa/a) is the coherency strain, L=0.866/(RN)!? is the mean particle
spacing in the slip plane, v¢, N and R are the volume fraction, number density and average
radius of Cu-rich precipitates, respectively. These input parameters are shown in Table 2.

RESULTS AND DISCUSSION

The integrated model can now be used to predict precipitation for a range of alloy
compositions and investigate the effect of changing the bulk alloy composition on the
precipitation kinetics. The input parameters are shown in Table 2. Fig. 3 shows plots of the
predicted evolution of volume fraction, number density and particle radius along with the
experimental data at 700°C. The average measured radius of Cu-rich precipitates is
1.387+0.46 nm after aging for 20min, while it increased to 2.077+0.71nm and 2.397+0.81
nm after aging for 6h and 15h, respectively. Meanwhile, the number density of the Cu-rich
precipitate decreases continuously from 1.29x10?* m after 20 min aging to 4.27x10% m™
after 6h aging and further to 2.65x10%* m™ after 15h aging [10]. The predicted radius of
Cu-rich precipitates is 1.4 nm after aging for 20min, while it increased to 2.0 nm and 2.4
nm after aging for 6h and 15h, respectively. The predicted number density of the Cu-rich
precipitate decreases continuously from 1.3x10% m after 20 min aging to 4.3x10% m
after 6h aging and further to 2.7x10%° m? after 15h aging.
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The predicted volume fraction, number density and average size of Cu-rich particles are
in good agreement with published experimental results. The volume fraction of Cu-rich
particles increases rapidly initially and then remains relatively constant at different aging
time, indicating that the Cu-rich precipitates are in a regime where growth and coarsening
are dominant. At first, the number density of Cu-rich particles increases rapidly in a very
short time. Then the number density begins to decrease as described by the experiment. The
decrease of number density is very fast and followed by a relatively stable state. Meanwhile,
the average precipitate size increased with increasing the aging time. After increasing
rapidly in size at the early stage of aging, the growth rate of Cu-rich particles slowed down
and kept at a relatively stable state. The slight increase in mean radius and decrease in
number density were consistent with the tiny change in mechanical properties under
different aging time [10].

The predicted total precipitation strengthening is shown in Fig.4, which is 15.81MPa,
20.37MPa and 21.23MPa for 20min, 6h and 15h aging, respectively. The calculated results
are a bit higher than the experimental results but within reasonable agreements. The reason
resulting in the slowly increment of yield strength with extended aging time is the weak
precipitation strengthening effect of Cu-rich precipitate and the slow growth of the Cu-rich
precipitate.
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CONCLUSIONS

A model describing the precipitation kinetics is developed. The model is based on a KWN
framework with continuous nucleation in the matrix and a growth rate computation
incorporating capillarity effects. The model is coupled with ThermoCalc® thermodynamic
databases for obtaining the instantaneous equilibrium condition at interface. Models have
been developed to predict the full precipitation process for the Cu-rich precipitate phase,
from the initial nucleation stage to the final coarsening dominated stage. The size
distributions and particle size evolution predicted by the model in this study agree well with
the experimental data reported in the literature. The model is able to predict the overlapped
nucleation-growth-coarsening kinetics in a natural way and trace the particle size
distribution throughout the process. The model is of a general nature, and it can be applied
to other precipitate phases present in similar stainless steels. The precipitation hardening
effects of Cu-rich precipitates are simply and quantitatively analysed. The strengthening
effects are found to be relatively small and consistent with the experimental results.
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ABSTRACT

A coupled temperature-microstructure model was developed in order to simulate the evolution of the
microstructure in the heat-affected zone during two-pass gas-metal arc welding. The model is developed
to serve the steel industry's need to evaluate the weldability of new steel grades. Heat transfer and heat
input models were used for modelling the arc welding and the temperature changes in the heat-affected
zone. A microstructure model was fully coupled with the temperature model, including latent heat of
transformation as well as the dependence of thermophysical properties on temperature and phase fractions.
The microstructure model simulates phase transformations and grain growth including a simplified model
for the effect of fine particles. The modeled temperature paths are in good agreement with the measured
ones. The final phase fractions and grain size distribution obtained from the model correspond to the actual
microstructure and the model predicts the shapes of the heat-affected zone and fusion zone with relatively
good accuracy.

Keywords: Microstructure, Phase Transformations, Grain Growth

INTRODUCTION

There is a need in the steel industry to shorten the steel development cycle to meet the
increasing customer demands. Therefore, weldability models that can predict the
microstructure evolution without real welding experiments would help to achieve this goal.
Modelling can also give valuable information of the microstructure evolution that is
difficult or impossible to obtain experimentally. Although feasible welding models have
been developed in the past, the increase in computational power has made it possible to
create more detailed models and still maintain relatively low calculation times.
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Goldak et al. [1] developed a model that predicts the heat flow in welds. They used a
non-linear heat equation to take into account the effect of temperature on thermal
conductivity and specific heat capacity. The authors presented two and three-dimensional
approaches and were able to get a good agreement between the experimental and modelled
results.

Watt et al. [2] developed quite comprehensive algorithm for the evolution of
microstructure. Their model predicts the final microstructure, the phase fractions and the
grain size, based on chemical composition of the steel. Henwood et al. [3] verified the
algorithm in their paper. However, there were some aspects that were simplified. For
instance, the authors assumed that austenitization occurs near equilibrium conditions and
that the grain growth occurs only after the particles have dissolved. In addition, they
assumed that after reaching the martensite start temperature the remaining austenite will
transform into martensite.

The model presented in this paper includes a heat transfer model for the conduction in
the steel, convection and radiation at the surfaces and the heat input from the arc. The heat
transfer model is fully coupled with a microstructure model that includes phase
transformations, grain growth and a rough model for precipitates. The paper aims to bring
some new aspects on weldability modeling and overcome some of the drawbacks of the
earlier methods. For example, the grains may grow in the presence of pinning particles. The
phase transformation model is based on experiments and it for instance, allows
simultaneous decomposition of austenite to ferrite, bainite and martensite and the grain
growth in the presence of pinning particles. In addition, the thermophysical properties are
functions of temperature and present phase fractions.

DESCRIPTION OF THE MODEL

Due to high temperature gradients together with high heating and cooling rates that exist in
actual welds, very fine grid and short time step are required. Therefore, it was a necessity
to reduce the calculation time by using a two-dimensional model. The dimension where the
temperature gradient was assumed to be zero was the direction of the movement of the torch
as in Fig 1. Obviously, this was a very rough assumption. However, the results to be
presented show that the used two-dimensional approach gave reasonable accuracy. Goldak
et al. [1] also showed that two dimensional approach is sufficient for points far from the
heat source for high speed productive welds in steel. The presented model is intended for
the heat-affected zone and only little attention is paid on fusion zone phenomena. Thus, it
is assumed that the points in the heat-affected zone are sufficiently far from the heat source
but the accuracy of the temperature model in the fusion zone may not be sufficient. The
model also assumes that inter-critical zones behave as the fully austenitized zones. This
may not hold true in all cases and therefore, this model may not be suitable for the
microstructure of inter-critical heat-affected zone.
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Fig. 1 Gray area represents the modelled area and the arrow indicates the welding direction.

TEMPERATURE MODEL

The heat equation (Eqn. (1)) was solved by using forward-time — centered-space (FTCS)
finite difference scheme.

aT
pc——V-(kVT) =Q (1
at
BOUNDARY CONDITIONS

The schematics of the boundary conditions used in the simulation are presented in Fig. 2.
The boundary condition in all surfaces experiencing air cooling is a combination of
convection (Eqn. (2)) and radiation (Eqns. (3) and (4)). Only exemption is that the radiative
heat loss in the horizontal direction (h, 4, ,) was assumed to be zero at the groove because
the radiation from the opposite hot surface of the groove diminishes the heat loss in this
direction. The total heat flux is then calculated by Eqn. (5) [4].

heony = (T = Text) 2

hraax = €0S()OE(T? + T?Tox + TToe + Tet) (T — Text) 3)
hraay = SiN(@)T€(T? + T?Topy + TTxr + Tesee) (T — Text) “4)
htot = Phraax + Praay + Reonv Q)

Symbols in Eqns. (2)-(5) are as follows: o is the Stefan-Bolzmann’s constant, € is the
emissivity, / is the convective heat transfer coefficient, T is the absolute temperature at the
boundary, the T,,; is the ambient temperature in Kelvin and « is the angle between the
surface and the y-axis (vertical direction). In this model € and 4 were taken as 0.75 and 10
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Wm~2K~* respectively, following the approach given in Ref. [4]. It was assumed that the
filler material is in place at the beginning of each pass. Goldak et al. [1] proposed this as
the simplest approach and stated that this would cause error ahead of the weld pool.
However, it was assumed that the effect is not as significant in present model, bearing in
mind that the model was intended for the heat-affected zone.

Fig. 2 Boundary conditions used in the simulation (during the first pass of two pass weld).
The dashed line represents convection and radiation and the solid line seen on the left of the
figure represents a symmetry boundary condition.

HEAT INPUT MODEL

Widely used double-ellipsoidal heat source model formulated by Goldak et al. [S] was used
as a heat input model. The volumetric heat input to each node was calculated by using Egn.
(6) or (7). The term y, was added to the heat source model because the global and local y-
coordinate may not be the same.

_ fUIu3V3 (_3_x2 30 —y)® 3(st— c)’

= ex , St < C 6
ABCmvm T\ A2 B? s ) d ©

Ulu3v3 3x2 3(y—y,)? 3(St—cC;)°
=fr U exp| - n - (v 2}’0) _ ( _ r) ,St>Cp (7)
ABC,miVm A B C,

where Q is the volumetric heat input, x and y are the coordinates of the node, y, is the
coordinate of the top of the heat source, S'is the travel speed and ¢ is time from the beginning
of the welding, fr and f, are the parameters used to divide equal amount of energy to front
and rear quadrant (Eqn. (8)), U is the arc voltage, I is the welding current, 4, B, C; and C,
are the heat source parameters. Parameters 4 and B are obtained by calculating the area that
the consumable will fill and then simply measuring these dimensions as seen in Fig. 3. C¢

is equal to the 4 and C,. is two times the A.

26 20,
ﬁ_q+gﬁ_q+g

®)

The parameters 4 and B were calculated as follows: First the area of the cross-section of
the molten consumable was calculated by Eqn. (9). Then based on the joint preparation and
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the area of the bead, the geometric shape of the bead’s cross-section was obtained. Finally,
based on the shape of the cross-section the parameters were calculated as shown in Fig. 3.

Dyirem?® F
Abead=%*§ ©)

where D, ;. is the diameter of the wire, F is the wire feed rate and S is the travel speed.

Fig. 3 A schematic showing how the parameters A, B and yy are calculated based on the area
of the bead.

THERMOPHYSICAL PROPERTIES

In low alloyed steels, density, thermal conductivity and specific heat capacity are highly
dependent on the temperature and present phase. Therefore, it is necessary to calculate the
properties at each node based on the temperature and phase fractions of that node. In
addition, transformation enthalpy of austenite-to-ferrite is temperature dependent. All these
properties and their dependence on phase and/or temperature are shown in the Fig. 4.
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A) Densities of Different Phases B) Specific Heat Capacities of Different Phases
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Fig. 4 A) Densities of different phases B) Specific heat capacities of different phases C)
Thermal conductivities of different phases D) Latent heat of Yy — & transformation as a
function of temperature

The density of phase mixture was calculated by using Eqn. (10).

X;
p= 1/2; (10)

where X; is the volume fraction of the phase i and p; is the density of phase i. Densities
of the individual phases are calculated as in Ref. [6].
The specific heat capacity of a phase mixture was calculated by using Eqn. (11)

c =ZciXi (11)

where c; is the specific heat capacity of phase i. Specific heat capacities of ferrite and
austenite are calculated as in Ref. [7] and the specific heat capacity of the liquid phase is
taken as constant, 825 Jkg 1K1, as presented in Ref. [8].

Finally, the thermal conductivity of phase mixture was calculated by using Eqn. (12)
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k= ZkiXi (12)

where k; is the thermal conductivity of the phase i. Calculation of the thermal
conductivity of austenite and ferrite phase is described in Ref. [6]. Miettinen [6] proposed
that thermal conductivity of liquid steel is 35 Wm™1K~! and Watt et al. [2] used 120
Wm~1K ™1 to simulate the heat transfer by stirring. For this model, a value between these
two was chosen i.e. 65 Wm™1K ™1, The main reason was that the usage of even higher
thermal conductivity would add instability to the temperature model if FTCS scheme is
used. On the other hand, the low value, 35 Wm™1K~1 | gave unrealistically high
temperatures in the fusion zone.

The latent heat of fusion was taken as constant and it was obtained from Thermo-Calc ®
software (TCFE9 database). For steel that was used in the experiments the latent heat of
fusion was 275 kl/kg. The latent heat of fusion includes the transformation heats of the
transitory delta-ferrite. The latent heat of austenite-to-ferrite or ferrite-to-austenite
transformation can be seen in Fig. 4D [7]. The same value was used also for the austenite-
to-bainite and austenite-to-martensite transformations.

MICROSTRUCTURE MODEL

Microstructure model calculates the phase transformations and the grain growth. It also
includes a very coarse model for precipitates. Possible phases in phase transformation
model are ferrite, bainite, martensite, austenite and liquid. Formation of pearlite was
neglected because it was not found in the continuous cooling experiments and thus, it was
impossible to find parameters for the formation. As in Ref. [2], the delta-ferrite was omitted
from the model. Instead, it is handled as a part of the liquid phase. The reason is that this
adds stability to the model because the phase transformations at high temperatures occur
presumably in very short time and this combined with the latent heats of transformation is
likely to cause instability. In addition, the modelling of the delta-ferrite would require
knowledge of the kinetics of austenite to delta-ferrite transformation at high heating rates.

MELTING AND SOLIDIFICATION

Melting and solidification are important phenomena in welding. However, the present
model was aimed for HAZ microstructure simulations so the melting and solidification are
modelled quite simply. In metals, the melting occurs at the equilibrium melting temperature
even at high heating rates [9]. To increase the stability of the model the melting rate is
calculated as follows: The melting occurs between solidus (Ts) and liquidus (T)
temperatures and the rate is (T, — Tsy1073K~'s™'. The 1000 Ks~* is the approximated
heating rate in the fusion zone.

During welding, the nucleation barrier for solidification is very low. Therefore, there is
very little undercooling [9]. To avoid the instability caused by latent heat of fusion, the
solidification begins only after temperature is 10 degrees below the Ts. It was assumed that
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this is within the range of “very little undercooling’. In reality, the solidifying phase depends
on cooling rate [10]. In this model, the solidifying phase is always austenite because, as
described previously, the delta-ferrite is combined with the liquid phase.

AUSTENITIZATION

Austenitization kinetics during heating depend on initial microstructure, composition and
heating rate. In the experiments it was found that during welding the heating rates are
relatively high (~> 80 K/s) in the regions where temperature rises over the A; temperature.

The austenitization kinetics were investigated by using the Gleeble thermomechanical
simulator (Gleeble® 3800). The test specimens were heated to 1250 °C at heating rates
from 10 to 1000 °C/s and the diameter of the specimen was measured by dilatometry and
later the change in the diameter was converted to transformed fraction by lever rule. It was
found that for the examined low alloyed steel, the austenitization is time-independent on
these heating rates. Therefore, the austenitization is modelled rather simply using the
Johnson-Mehl-Avrami-Kolmogorov (JMAK) equation that is fitted to the experimental
data. While this works very well for the initial microstructure, it remains somewhat
questionable how well this represents the austenitization from the microstructure formed
after the first pass. The prior austenite grain size in the heat-affected zone of the first pass
differs from initial pancaked structure and this may have effect on the transformation rate.
The austenitization is modelled by using Eqn. (13)

X4(T) =1 — exp(—kAT™) (13)

where X, is the volume fraction of austenite at temperature T, k and n are parameters fitted
to the experimental data, AT is the temperature difference between the T and the
equilibrium temperature, i.e. A, in the intercritical zone and A above that temperature.
Note that different values for parameters k and n are used between A; and A; temperatures
and above A5 temperature.

It is assumed that during austenitization from a mixed microstructure, the initial phases
transform into austenite in relation to their volume fractions, for instance, initially 70%
bainite — 30 % martensite will be 35% bainite and 15% martensite after 50% of total volume
is austenitized.

DECOMPOSITION OF AUSTENITE

During cooling, three different austenite decomposition mechanism are possible and may
occur simultaneously. These are the formation of ferrite, bainite and martensite. As noted
earlier, the formation of pearlite is neglected because it was not found in experiments,
though it could be modelled using the same principles.

Diffusional transformations (austenite to ferrite or bainite) are separated into two parts.
The first part is incubation that occurs until the volume fraction of the phase is more than
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1%. The second part is nucleation and growth that may occur until austenite is completely
decomposed.

The incubation phase is calculated by using Eqns. (14), (15) and (16) following similar
approach as in Ref. [11]: The ideal TTT-diagram is obtained from the continuous cooling
experiments using the following equation

1 _ de’
T(AT)  d(AT¢er)

(14)

where 8’ is the constant cooling rate, AT¢r is the magnitude of the undercooling at the
beginning of the transformation during continuous cooling. According to the Scheil’s
additivity rule, one percent is transformed when

At 51 :
Zﬁ_ (15)

where At is the time step and

(1) = A,(T, ~ T exp(an) (16)

where T is the temperature at the beginning of time step, 4;, T;, m; and Q; are parameters
fitted for incubation of each phase, separately. After incubation is finished, the phase
transformation rate is calculated using Eqn. (17) as presented in Ref. [12].

n-1

¥ n-1
Xmax —X) In (%) " nk(T)Y/n (17)
max ~

AX
At
where AX is the fraction transformed during one time step (At), Xjax 1S the maximum
volume fraction of the phase, X is the current volume fraction of the phase, the 7 is a

parameter fitted to experimental data and the £ is the rate constant calculated by Eqn. (18)
as in Ref. [13].

k(T) = exp(a(T — To)* — ¢) (18)

where a, ¢ and T, are parameters fitted to experimental data. For the formation of the
bainite, the term presented in Eqn. (19) is added to Eqn. (17). This takes into account the
fact that transformation rate is decreased as the austenite is enriched with carbon [14].
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Co
c, (19)

where Cj, is the bulk carbon content and
Co— Xr%0.02
“="To-x
where X is the volume fraction of ferrite that possibly formed before the austenite-to-

bainite transformation begun. In addition, the term presented Eqn. (21) is added to Eqn.
(17) to take into account the effect of grain size on the formation of ferrite and bainite [2]

(20)

Geurrent— Gparame ters
2 (21)

where G is the ASTM grain size number. Subscripts current and parameters denotes to
the grain size at the moment phase transformation is occurring and the grain size that was
in specimens when parameters were obtained, respectively.

For the martensitic transformation, the derivative of Koistinen-Marburger equation (Eqn.
(22)) is used as presented in Ref. [4].

AX oT
A_;” = —HXm,max[l — exp(—pu(Tys — T))] T + X (T = Tys) (22)

where AX,, is the transformed volume fraction during one time step (At), u is a
coefficient that is fitted to experimental data, Ty is the martensite start temperature,
Xmmax 15 the maximum amount of martensite that may form and the term X,,, (T = Tys)
takes into account the possibility that there may be already some martensite in the inter-
critical zone as the transformation begins.

More detailed description of the austenite decomposition model can be seen in Ref. [15]
and result for different steels can be seen in Refs. [15] and [16].

GRAIN GROWTH
As noted above, the prior austenite grain size has an effect on phase transformation kinetics.
Therefore, it is important to model the grain growth in austenite. The grain size is also
important factor determining the impact toughness of the heat-affected zone and model

would also be suitable for indicating if the grain size would be too high. Grain growth
during one time step is calculated by using the Eqn. (23)

oY)
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where D is the average grain diameter, Kz is the Zener coefficient, f is the volume
fraction of precipitate and r is the mean particle radius. Zener coefficient is 2.1 for TiN [17]
and 4/3 for NbC [9]. Parameters n and K are calculated as in Ref. [17].

Particle pinning is important grain growth controller. Therefore, it is necessary to have
reasonable estimation of particle structure during the thermal cycle. In this model, pinning
from NbC and TiN particles is taken into account. Volume fraction of the precipitate is
estimated during thermal cycle by solving the following integral (Eqn. (24)) numerically
[18]

3
2 rtz 2
f=ﬁ<Lj¥£ame 24

1

where 1y is the initial particle diameter, D,, is the diffusivity of the less mobile element
and « is the ratio between the fraction of the less mobile element in the matrix and in the
precipitate. It was assumed that the dissolved particles will not precipitate between two
passes but remain in solution. The initial volume fractions of the precipitates were
approximated by using Thermo-Calc ® (TFCE9 Database). For the dissolution temperature
(Tp) Eqn. (25) was used.

D
To = TogMoeI[C%] (25)

where M and C are the concentrations of metal and non-metal , respectively. The C and
D are constants that depend on the precipitate and were taken directly from Ref. [18].
The coarsening of particles is calculated by using Eqn. (26)

tzl

Q
r3=1rd+ clf Texp(—ﬁ)dt (26)

ty

where Q is the activation energy for diffusion of the less mobile element, R is the
universal gas constant and is ¢; parameter fitted for experimental data [18].

The previous equation for growth is valid only below the equilibrium dissolution
temperature. In the present model, it is assumed that precipitates grow below the Tp
temperature and the coarsening will not occur simultaneously with the dissolution.
Although the precipitation model was not directly verified experimentally, it increased the
overall accuracy of the grain growth model significantly. The initial precipitation structure
was estimated as follows: the volume fraction of the precipitate was calculated using
solubility product. Parameters for solubility product as well as initial particle diameters (5
nm for TiN and 60 nm for NbC) were after Grong [18].
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EXPERIMENTAL PROCEDURE

To validate the present model, experimental data was obtained from practical welding trials.
Test coupons of 100x120x8 mm were welded to each other by using a Motoman Yasnac
RX robot equipped with a Kemppi ProMig 500 gas metal arc welding machine. The
chemical composition of the steel is presented in Table 1. The joint preparation was a 50
degree V-groove without a root gap (see Fig. SA). Four thermocouples were attached on
the top surface. The shielding gas was Mison® 25 (Ar + 25%CO; + 0.03% NO) with gas
flow of 20 I/min. The welding consumable was 1.2 mm Esab OK AristoRod™ 89 solid core
wire. Other welding parameters are presented in Table 2.

The welded samples were then cut to 40x8 mm cross-sections, mounted, polished and
etched in picric acid for 6 minutes to reveal the prior austenite grain size or in 2% Nital
etchant for 10 seconds to reveal the microstructure. The prior austenite grain size (PAGS)
was measured using the mean linear intercept method. 400 um lines were drawn parallel to
fusion line and the amount of grain boundary interceptions was calculated. (see Fig. 9D)

Final microstructure characterization was done by using a laser confocal microscope
(VK-X200, Keyence Ltd.) to validate the result of the phase transformation model. The
phase fractions were calculated by using simple image analysis. A grid of dots was drawn
on microstructure images and the amount of dots on each phase were calculated. In case it
was not clear what the phase under the dot is it was not taken into consideration. Finally,
the phase fractions were estimated by calculating the fraction of the amount of dots per
phase and the total amount of calculated dots.

Three welding experiments were carried out and three cross-section specimens were
made from each test coupon. However, there was some deviation in the welding current
(10 A) and this had an effect on temperatures. Therefore, the measurements were checked
against each other to confirm that there was no significant error in them and then the model
was compared with randomly chosen test coupon.

Table 1 Data of the steel used in the experiments

Yield strength C Mn Si Nb+Ti+Mo+Vn Cr+Ni
(MPa) (wt-%) (wt-%) (wt-%) (wt-%) (wt-%)
960 0.1 1.4 0.3 0.05 1.00

Table 2 Welding parameters

Voltage Current Travel speed Feed rate

Bead no. . A
(V) (A) (cm/min) (m/min)

1 21.9 196 40 5.8

2 22.0 188 50 5.8
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A)

8 mm
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R 120 mm

100 mm

Fig. 5 A) Joint preparation B) Dimensions of the plate. Dashed line represents the line where
the thermocouples were attached.

RESULTS AND DISCUSSION

The welding experiment was modelled using the described parameters. The grid spacing in
simulations was 0.1 mm and the time step was 0.1 ms. A value of 0.80 was used for the
heat input efficiency. This value was chosen because it gave the best correlation between
the modelled and measured peak temperatures near the fusion line (5 mm line in Fig. 7).
The simulation time was approximately 5 hours. Fig. 6 and Fig. 7 show that there is
relatively good agreement between the experimental and modelled results. Evidently, the
heat source model is merely an approximation of the complex phenomena in the weld pool
and it causes some differences between shapes of the real and modelled fusion zones.
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Fig. 6 A figure showing a comparison between a cross-section from the model (left) and a
blend of four cross-sections from the practical welding experiments (right). Blending was
done due to the fact that the real fusion zones are not perfectly symmetric. Contours in the

model image shows the modelled PAGS.
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Fig. 7 Temperature curves on the top surface during two-pass welding. Distances of the
thermocouples are 5, 20, 40 and 80 mm from the symmetry line on top surface (in decreasing

temperature order).
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Table 3 Volume fractions from model at the positions presented in Fig. 8

Bainite Bainite Martensite Martensite
Figure model exp model exp

(vol-%) (vol-%) (vol-%) (vol-%)

A 95 92 4 8

B 75 80 23 20

C 95 94 4 6

D 80 86 17 14

E 80 93 20 7

F 75 80 24 20

Table 3 shows the comparison between modelled and experimental phase structure. The
images are shown in Fig. 8A-F. There is generally a good agreement between these values
as the accuracy of the image analysis is approximately £+ 15%. The most significant error is
in Fig. 8E, which may be due to the fact that the area is tempered during the second pass
and that makes the distinguishing of bainit