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Abstract

Theoretical Modeling of Charge Transfer Effects at

Semiconductor/Organic Interfaces

by Simon Erker

In hybrid inorganic/organic electronics the hetero-interface between inorganic semiconductors

and organic molecules decisively determines the functionality and efficiency of devices. In this

dissertation, charge transfer processes at such interfaces are investigated by means of first-

principle calculations at the level of density functional theory (DFT). Developing methods and

gaining insight into how such processes can be reliably modeled, constitute an important part

of this thesis.

The charge transfer at semiconductor/organic interfaces and, therefore, also many device prop-

erties depend heavily on the exact surface structure of the substrate material. However, in

particular for materials such as ZnO, which is the inorganic semiconductor investigated in this

work, the surface composition is often not well understood. We used first principle methods

and collaborated with experimentalists to investigate the surface structure of this transparent

conductive oxide. To study the effect of bulk doping on the phase stability of O-terminated ZnO

surfaces, a novel formalism is presented to incorporate the long-ranged band-bending effects di-

rectly into DFT calculations. The collaboration with experimentalists included the exploration

of the surface structure of Zn-terminated ZnO by using organic molecules as a probe for the

surface structure.

The charge transfer mechanism is then thoroughly investigated for a F4TCNQ monolayer ad-

sorbed on the mixed-terminated ZnO surface through hybrid DFT. At inorganic/organic in-

terfaces, charge transfer occurs in different types, usually depending on the nature of the sub-

strate. Either the transferred charge is equally distributed over all molecules (fractional charge

transfer), or localized on individual molecules (integer charge transfer). Interestingly for the

F4TCNQ/ZnO system, we find that both mechanisms appear simultaneously. To verify the

charge transfer in real systems we collaborated with experimentalists. We probed the charge

state of F6TCNNQ molecules adsorbed on mixed-terminated ZnO by IR-spectroscopy and con-

ducted a theoretical analysis of the vibrational modes. We could corroborate the occurrence of

electron transfer, arising mainly from surface states in this system.

This work provides a detailed theoretical insight into modeling charge transfer effects at semi-

conductor/organic interfaces and the obtained understanding of these effects answers a number

of fundamental questions concerning charge transfer processes.
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Kurzfassung

Theoretische Modellierung von Ladungstransfer-Effekten an Grenzflächen

zwischen Halbleitern und organischen Molekülen

von Simon Erker

In der anorganisch-organischen Elektronik wird die Funktionalität und Effizienz von Bauele-

menten durch die Grenzfläche zwischen anorganischen Halbleitern und organischen Molekülen

bestimmt. Im Zuge dieser Arbeit werden mittels Dichtefunktionaltheorie (DFT) Rechnungen

Ladungstransferprozesse an solchen Grenzflächen untersucht. Ein wesentlicher Teil davon ist

die Entwicklung von Methoden, sowie die Gewinnung von Erkenntnissen für eine verlässliche

Modellierung solcher Prozesse.

Der Ladungstransfer an Grenzflächen zwischen Halbleitern und organischen Molekülen hängen

stark von der genauen Oberflächenstruktur des Substratmaterials ab. Die Oberflächenstruktur

von Materialien wie ZnO, dem in dieser Arbeit untersuchten anorganischen Halbleiter, ist je-

doch oft nicht ausreichend verstanden. In dieser Arbeit wird die Oberflächenstruktur dieses

transparenten, leitenden Oxids mittels theoretischer Rechnungen als auch in Zusammenarbeit

mit Experimentatoren untersucht. Um den Effekt der Dotierung auf die Phasenstabilität von O-

terminierten ZnO-Oberflächen zu untersuchen, wurde eine neue Methode vorgestellt, die “band

bending” Effekte direkt in DFT-Rechnungen berücksichtigt. Des Weiteren wurde, in Zusam-

menarbeit mit Experimentatoren, die Oberflächenstruktur von Zn-terminiertem ZnO, unter

Verwendung organischer Moleküle als Sonde für die Oberflächenstruktur, untersucht.

Ausführliche Untersuchungen des Ladungstransfermechanismus wurden für eine F4TCNQ-Monolage

auf der gemischt-terminierten ZnO-Oberfläche durchgeführt. An solchen anorganisch/organis-

chen Grenzflächen tritt der Ladungstransfer in verschiedenen Formen auf, üblicherweise abhängig

von der Art des Substrats. Entweder wird die übertragene Ladung gleichmäßig auf alle Moleküle

verteilt (fraktioneller Ladungstransfer) oder auf einzelne Moleküle lokalisiert (Integer Ladungstrans-

fer). Interessanterweise fanden wir für das F4TCNQ/ZnO-System heraus, dass beide Mech-

anismen gleichzeitig auftreten. Um den Ladungstransfer in realen Systemen zu überprüfen,

haben wir mit Experimentatoren zusammengearbeitet. Der Ladungszustand von F6TCNNQ-

Molekülen wurde durch IR-Spektroskopie und einer theoretischen Analyse der Schwingungsmodi

bestimmt. Im Zuge dessen konnten wir das Auftreten von Elektronentransfer bestätigen, der in

diesem System hauptsächlich von Oberflächenzuständen stammt.

Diese Arbeit liefert einen detaillierten theoretischen Einblick in die Modellierung von Ladungstrans-

fereffekten an Grenzflächen zwischen anorganischen Halbleitern und organischen Molekülen.

Das Verständnis dieser Effekte trägt dazu bei eine Reihe grundlegender Fragen in Bezug auf

Ladungstransferprozesse zu beantworten.
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Preface

About the thesis

The invention of semiconductor devices was one of the most influential inventions in human

history and significantly changed our world over the last decades. Many technological applica-

tions, e.g. computers, smart phones or displays, that are now an integral part of our everyday

life, have become possible due to advances in semiconductor physics and surface science. Silicon

as the most prominent representative of inorganic semiconducting materials became known to

the general public. Another inorganic semiconducing material that was present from the very

beginning of semiconductor physics is the wide-band-gap semiconductor zinc-oxide (ZnO). ZnO

is a prototypical n-type semiconducting oxide that due to its stability, optical transparency,

wide band gap, and high charge carrier mobility, has attracted significant attention for the use

in electronic devices such as laser diodes or sensors.

Over the last years more and more research was concentrated on another class of semiconducting

materials: Organic molecules. Their advantage over inorganic semiconductors is the chemical

flexibility and the strong light-matter coupling. Organic molecules have shown their potential

and already appear in modern electronic devices such as organic light-emitting diodes (OLEDs)

for displays and lighting applications or in organic solar cells (OSCs). Their disadvantages are

still their environmental instability and low charge carrier mobilities that severely limit their

use in practical applications.

A lot of expectations were raised that combining these two diverse classes of semiconductors,

inorganic and organic, will merge the best of the two worlds. Such hybrid materials, constituting

both inorganic and organic components, are often seen as promising candidates for applications

in extremely diverse fields such as electronics, spintronics, or energy storage. The main focus of

this dissertation is the theoretical investigation of interfaces between inorganic ZnO and organic

molecules, so-called hybrid inorganic/organic interfaces. The performance and functionality of

hybrid devices is mainly governed by the hetero-interface between an inorganic semiconductor

and organic molecules. Engineering and control of the interface is, therefore, the key for achiev-

ing an optimized device performance or developing new functionalities. Ultimately, this requires

a comprehensive, fundamental understanding of structural features, the electronic structure, and

the quantum processes at such interfaces. In particular the interfacial energy level alignment
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and the charge transfer processes need to be understood in a more systematic manner. This is

exactly where my research is located.

The theoretical approach I used to gain a deeper understanding of the processes at hybrid

interfaces are computer experiments based on density functional theory (DFT) calculations.

DFT became one of the most wide-spread computational methods in theoretical material science

over the last decades and its popularity increased exponentially during this period. Its popularity

is based on its good balance between computational efficiency and the accuracy of the obtained

results. Nowadays computers, in combination with new sophisticated numerical methods, make

DFT applicable to systems composed of hundreds or even thousands of atoms, system sizes

that are so far not computationally feasible with more expensive quantum-chemistry methods

rooted in wave-function theory. While in principle DFT is an exact theory, in reality a list of

approximations have to be made. This causes a significant variety in DFT implementations.

Some consider all electrons of an atom on the same level, while others only treat the valance

electrons explicitly and use pseudo potentials for core electrons. Some use plane-waves to

describe Kohn-Sham orbitals, others use Gaussian-type or numeric atom-centered basis sets.

This list can be continued for a while. In most cases these approximations can be chosen in a

way that a good accuracy of specific quantities are achieved. For every investigated system such

convergence tests are a crucial task to assure the numerical reliability of the obtained results.

The most important and influential approximation, however, was not mentioned so far: The

exchange-correlation energy functional. In general the exact exchange-correlation (xc) func-

tional is non-analytic and, more importantly, completely unknown. Therefore, over time a

whole series of various approximate functionals developed and new developments are still on-

going. The “best” functional for a system strongly depends on the investigated system itself

as well as the properties or quantities of interest and people often depend on experience in this

matter. However, especially in the case of hybrid inorganic/organic interfaces, where two very

different classes of materials are combined, a proper choice of the xc-functional is a non-trivial

task. Therefore, within this thesis the choice of the proper functional is a constant companion

and different functionals were used for different questions. In this context one should give the

reliability of obtained results always the top priority while keeping track of the computational

costs.

The ultimate goal of theoretical material calculations is obviously to have predictive power,

meaning conclusions from the theory side are predicting and fully explaining experimentally

obtained findings. However, often some hidden phenomenas are not accessible when approaching

a question only from one side, namely theory or experiment. In these cases (which are clearly

the majority) theory and experiment are complementing approaches and insights from both

sides are necessary to fully understand a specific system. Therefore it is also very important

for a theoretician to collaborate with experimentalists, and parts of this thesis originated from

such collaborations.
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Outline of this thesis

This thesis is based on my research conducted at Graz University of Technology and my research

stay at Duke University. Some of the results presented here have been previously published in

peer-reviewed papers, while others are not yet published or were recently submitted. Therefore

this thesis is assembled in a partly cumulative manner.

The goal of my dissertation was to contribute to the general understanding of the charge transfer

processes at semiconductor/organic interfaces. The following outline can also be seen as a road

map of my research towards this goal. Before entering into the main question we needed to

overcome some theoretical limitations that are connected to the long-ranged potential that is

build up within a semiconducting substrate upon charge transfer to the surface. Furthermore,

knowledge about the surface structure of the substrate itself is an important prerequisite for an

accurate modeling of interfaces with organic molecules. Therefore, a part of my research was

devoted to the study of ZnO surface structures.

Before presenting my own research, in part one of this thesis relevant fundamentals and the

theoretical background of my work are summarized. Chapter 1 introduces the reader to some

fundamental background of semiconductor/organic interfaces and of the substrate material ZnO,

which is the main inorganic semiconductor appearing in my research. In the second chapter rel-

evant aspects of DFT are introduced, and important aspects of DFT for this work are discussed

in more detail, including relevant xc-functionals and their limitations. Other topics that are

discussed are the DFT code FHI-aims that was mainly used for my research, the calculation of

finite-temperature phase diagrams from DFT calculations using ab initio thermodynamics, the

calculation of vibrational spectra, and the calculation of surface core level shifts with DFT.

In part II of this thesis the results of my research are presented in five chapters, each chapter

dealing with a stage of my research towards the goal of a better understanding of the charge

transfer processes at semiconductor/organic interfaces.

Chapter 3 deals with the above described challenge to consider the effects of the long-ranged

potential that is build up within a doped semiconducting substrate upon charge transfer to

the surface. Standard DFT methods are limited in correctly including these effects in ab initio

calculations. In this chapter a technique to overcome this limitation and to include the long-

ranged band bending effect in DFT calculations is presented. The idea behind this technique

already existed, but my work made it possible to actually apply it in a user-friendly way. The

capability of this technique is shown by calculating doping-dependent surface phase diagrams of

the O-terminated ZnO(0001̄) surface. Something that was, to our knowledge, not done before.

The obtained results of this work were published in paper I. The presented approach provides

the basis for correctly modeling the charge transfer to adsorbed molecular layers and, therefore,

represents an important step forward in my dissertation.
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In chapter 4 we further focus on the ZnO surface structure. The presented work originated from

a collaboration with experimentalists from the group of Norbert Koch and Frank Schreiber. We

aimed to resolve the experimental structure of the Zn-terminated ZnO(0001) surface. Especially

for the polar ZnO surfaces the actual appearing structure of the surface is still under debate.

However, for theoretically modeling interfaces with organic molecules, a detailed understanding

of the surface structure is key to achieve reliably results. In this work we used planar conjugated

molecules as a probe to gain a deeper insight into the surface structure of Zn-terminated ZnO.

By comparing experimentally obtained adsorption distances with results from DFT calculations,

we were able to eliminate many proposed surface structures for this ZnO surface. We limited

the possible surface structures to those for which OH groups are not appearing as adlayers,

but rather appear in subsurfaces positions. This knowledge is very relevant for the adsorption

behavior of organic molecules and therefore also for the charge transfer. Existing OH-adlayer

would prevent a direct adsorption of the molecules to the surface by acting as a buffer layer.

Although, following work specifically addressing the charge transfer investigates another ZnO

surface, with the knowledge that such buffer layers are not present on Zn-terminated ZnO, the

obtained results from later chapters can most probably be applied to this surface as well. The

results from this collaboration are going to be published in paper II, which is presented in this

dissertation in the form of a manuscript in an advanced state.

This dissertation focuses not only on the amount of charge transfer from a semiconducting sub-

strate to a molecular layer, but primarily also on the localization of the transferred charge within

the molecular layer. Converging DFT calculations into solutions where the charge is localized

on individual molecules can be troublesome, because the charge density is often initialized to

be equal on all equivalent molecules. At my research stay at Duke University in the group of

Volker Blum, we implemented an alternative initial electron density guess for FHI-aims based

on extended Hückel theory, as it is used in many chemistry-focused DFT codes. The aim of

this work was a speed up of our calculations of semiconductor/organic interfaces, by improving

the initial guess of the charge density. In chapter 5 the implementation of the extended Hückel

guess for FHI-aims is presented and results for two test systems are shown.

With the preliminary chapters, that set the foundation of this work, the focus can be turned

towards the main question of this dissertation. Chapter 6 deals with the major research focus

of this work, the charge transfer at semiconductor/organic interfaces and its dependence on

the adsorption nature of the molecules and the doping concentration of the substrate. The

adsorption of the prototypical electron acceptor molecule F4TCNQ on the mixed-terminated

ZnO(101̄0) surface is investigated by means of hybrid density functional theory. We find that

two independent charge transfer mechanisms occur at this model interface as doping is intro-

duced. The underlying physics of this charge transfer processes is studied and the results are

presented in the manuscript of paper III entitled “Fractional and Integer Charge Transfer at

Semiconductor/Organic Interfaces: The Role of Hybridization and Metallicity”. An important

aspect of this study, from a theoretical point of view, is the influence of the density functional

used in the DFT calculations. Subsequent to the manuscript, more interesting methodological
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details concerning calculations of semiconductor/organic interfaces are therefore discussed. This

includes what was learned about the impact of the doping concentration of the substrate on the

many-electron self-interaction error appearing in a DFT calculation of a semiconductor/organic

interface. Also the question whether charge localization on individual molecules can be resolved

in experiments was addressed by estimating the hopping rate of electrons between neighboring

molecules within the molecular layer.

In a next step we collaborated with experimentalists to verify the charge transfer in real semicon-

ductor/organic systems. In Chapter 7, the manuscript of paper IV is presented, that contains

the results of this collaboration with the group of Christof Wöll and Norbert Koch. Our ex-

perimental collaborators measured infrared vibrational spectra of mono- and multilayers of the

strong electron acceptor molecule F6TCNNQ adsorbed on the mixed-terminated ZnO(101̄0)

surface. Our part was to support the experimentally obtained results with a theoretical analy-

sis of the vibrational modes. We were able to identify the impact of the charge transfer and the

binding of the molecules to the ZnO surface on the vibrational frequencies. This allowed us to

explain the observed IR band shifts for a molecular monolayer compared to multilayer spectra.

With our contribution it was, therefore, possible to show that charge transfer into the LUMO

occurs for molecules directly adsorbed on the substrate. This chapter closes the results part of

my dissertation.

Concluding remarks to our findings and my thesis are written down in Chapter 8. In this chapter

the major results of my research are summarized and the reader is guided through the steps

that were taken to reliably model charge transfer processes at semiconductor/organic interfaces.

Charge localization on individual molecules within an adsorbed molecular layer was previously

theoretically predicted [1] and experimentally observed [2] also for another class of substrate ma-

terials: Metals that were decoupled from the adsorbate layer by inserting thin insulating layers.

Also for this systems the underlying physics is not yet completely understood. In an additional

project we tried to gain a deeper understanding of the charge transfer to PCTDA clusters that

were decoupled from an Ag(111) substrate by a bilayer of NaCl. Experiments for this system

were performed by Sarah Burke and Katherine Cochrane. As the work on this system is not yet

finished, first results are presented in the appendix A to this dissertation. The current status of

our theoretical findings and promising ideas to continue this research in the future are described.
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Chapter 1

Fundamentals

1.1 Hybrid semiconductor/organic interfaces

One of the main goals of this thesis is to describe and gain new insights of the physics at the

interface between inorganic semiconducting substrates and organic molecules. The semicon-

ducting substrate investigated in this work is the transparent conducive oxide ZnO to which

the next section is devoted. In comparison to metallic substrates, fewer experimental and the-

oretical studies have been conducted for metal oxide surfaces and their interfaces with organic

compounds. This is partly related to the complexity of metal oxides and their surfaces in com-

parison to the experimentally well-controllable metal surfaces. Also from a theoretical point

of view, standard electronic structure methods are often inadequate to describe the effects at

semiconductor/organic interfaces. The development and application of new and often computa-

tionally more demanding approaches are necessary. More about this theoretical aspects can be

found in the next chapter. In this section, some fundamentals of hybrid semiconductor/organic

interfaces are presented.

In organic electronic and optoelectronic devices the goal is to combine the often complementing

properties of organic and inorganic materials. It is usually the hybrid interface between an

inorganic semiconducting material and organic molecules that is highly important in determining

the functionality and efficiency of the device [3,4]. It is therefore essential to fully understand

and gain control over the many parameters defining the relevant interface, such as the interface

morphology, the presence of dopants and impurities, or the nature of the interaction between the

compounds. From a physical point of view these strongly intertwined interfacial properties all

have an influence on the interfacial energy level alignment. However, it is not only the knowledge

of the electronic structure that is important for estimating the functionality and efficiency of

a hybrid system. Also an insight into the fundamental quantum-mechanical processes, like the

characteristics of the interfacial charge transfer, is of paramount importance to fully understand

the rich physical properties at the interface.

3
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1.1.1 Energy level alignment at the interface

In studies of hybrid semiconductor/organic interfaces, usually the inorganic semiconductor

serves as substrate for the organic material. It is the first monolayer of organic molecules

that interacts with the substrate material, defining the alignment between the discrete energy

levels of the molecular orbitals and the energy bands of the inorganic substrate. For organic

molecules, the two key energies are that of the highest occupied molecular orbital (HOMO)

and of the lowest unoccupied molecular orbital (LUMO). The energy difference between the

HOMO or LUMO and the vacuum level (VL) are the gas phase ionization energy (IE) or the

electron affinity (EA) of the molecule, respectively. For the inorganic semiconductor the relative

position of the valence band (VB) and the conduction band (CB) define the band gap of the

material. The relevant energy level is the Fermi energy EF that usually lies in the bandgap of a

semiconductor and depends on the doping concentration of the semiconductor. A key quantity

is the work function Φ of the material, which is the difference between the vacuum level and

the Fermi energy. Fig. 1.1 shows a schematic of the energy levels of an inorganic semiconductor

and an organic molecule when they are separated from each other.

semiconductor organic molecule

VB

CB

EF

VL

HOMO

LUMO

band gap

Φ

IP

EA

Figure 1.1: Schematic energy level diagram of a semiconductor and an organic molecule that
are far apart, showing the relevant energetic parameters for both materials

When the molecule is brought into contact with the inorganic semiconductor the materials can

interact with each other, resulting in a modification of the individual electronic structure. The

interaction strength between the two diverse materials highly depend on the materials itself,

varying from only weak van-der-Waals interactions (physisorption) to a formation of strong

chemical bonds (chemisorption). In this discussion we focus on weakly chemisorbed molecules on

semiconducting substrates, as these systems are primarily studied in this dissertation. We start

with the situation where no free charge carriers are available in the inorganic semiconductor,

i.e. an undoped substrate. Here the interaction is mainly governed by, first, the overlap of

molecular orbitals with substrate states, i.e. the hybridization, and second, the relative position

of the Fermi level to the HOMO and LUMO of the molecule after aligning the vacuum level
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of both materials. If covalent bonds between molecule atoms and surface atoms are formed,

the molecular orbitals hybridize with substrate bands. This leads to a broadening of occupied

molecular orbitals and also might cause partial charge transfer resulting in an interface dipole.

The interface dipole manifests itself in a modification of the work function of the system. In

general the adsorption of organic molecules is often accompanied with the formation of an

interface dipole and a modification of the work function of the semiconductor. Beside partial

charge transfer due to hybridized orbitals also other effects contribute to the interface dipole.

These include the push-back effect [5,6], an eventual molecular dipole, either permanent [7] or

induced by the substrate [8], and charge transfer not associated with the formation of covalent

bonds, either from the substrate to the molecule, or the other way around [9,6]. In general all

processes that rearrange the electronic charge upon adsorption contribute to the interface dipole.

The effect on the electrostatic potential of the system from such a dipole layer can be calculated

from the electron density profile n(z) across the interface by Poisson’s equation

∂2φ

∂z2
= − 1

ǫ0
(n(z)− n0), (1.1)

where φ is the electrostatic potential due to the charge in electron density, ǫ0 is the vacuum

permittivity, and is n0 the initial electron density profile prior to adsorption. The work function

change is then the induced shift in the potential across the interface

∆ΦID = φ(∞)− φ(−∞). (1.2)

More informations on the above mentioned effects that affect the interface dipole and, thus,

the work function can be found in several text books and publications [10,11,12,13]. In the fol-

lowing paragraph we focus on charge transfer into or from the frontier orbitals of the molecule,

neglecting all other effects.

The occurrence of charge transfer and the direction is governed by the relative position of the

molecular orbitals to the Fermi level. For undoped substrates no charge carriers are available

above the valence band and we assume for this discussion that the Fermi level is at the VB

maximum. We can distinguish between three scenarios: First, the HOMO lies above the Fermi

level (IP < Φ) and charge transfer can in principle occur from the molecule to the substrate

assuming unoccupied states are available at the VB. However, this is not the case for defect free,

intrinsic semiconductors and charge transfer is not possible due to missing acceptor states in

the semiconductor. This is in contrast to metals, where empty bands are always present at the

Fermi level. If empty states are available, the work function of the system decreases by ∆ΦID,

because a dipole with its negative part pointing towards the surfaces is established across the

interface by the charge transfer. Second, the LUMO is in the band gap of the semiconductor

(IP > Φ > EA) and no charge transfer is expected into or from the frontier orbitals of the

molecule. However, still a change in the work function upon adsorption is possible due to the

other above mentioned effects that cause an interface dipole. And third, the LUMO of the

molecule is below the Fermi level (Φ < EA) and charge can be transferred to the molecule. In
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this case an interface dipole with the negative part pointing away from the surface is established

across the interface, resulting in an increase of the work function by ∆ΦID. The filling of the

now former LUMO also causes the molecular electronic structure to relax, which leads to new

energetic positions also of the already filled molecular orbitals. Schematic representations of the

three described scenarios are depicted in Fig. 1.2.
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Figure 1.2: Scheme of the energy levels of an intrinsic semiconductor in contact with a organic
molecule: (a) when the HOMO is above the valence band and charge is transferred from the
molecule to the substrate (hypothetical); (b) When the LUMO is in the band gab and no charge
is transferred; and (c) when the LUMO is below the valence band and charge is transferred to
the molecule.

Now we turn the attention to substrates that are not intrinsic and where free charge carriers are

available due to defects or intentional doping. We limit the discussion to n-type semiconductors

containing impurities which give additional electrons to the system, as only this type is relevant

in this thesis. In doped semiconductors the position of the Fermi level with respect to valence

and or conduction band depends on various parameters. In general it shifts towards the CB as

the free charge carrier concentration increases. For simplifying this discussion we assume that

the doping results in free charge carriers in the conduction band of the material and the Fermi

level lies at the CB minimum. In principle the scenarios are very similar to the ones mentioned

above, with the difference that if the LUMO of the molecule lies below the Fermi energy and

charge from the dopants is transferred to the molecule, an additional effect occurs. Free charge

carriers occupying the empty LUMO orbital leave behind the ionized cores of the dopant atoms

that remain spatially fixed in the semiconductor and build up an electric field resulting in a

bending of the energy bands in the region adjacent to surface (space charge region). A schematic

energy level diagram of this situation is depicted in Fig. 1.3. More details about band bending

and associated effects are especially discussed in Chapter 3.

The energy diagrams of interfaces usually show laterally averaged energy values. In reality the

electronic structure at the interface may be laterally inhomogeneous depending on e.g. the

coverage of the molecular adsorbate, localized defects on the surface, or the charge transfer

mechanism, which is discussed in the next section. Such inhomogeneities result in variations
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n-doped semiconductor organic molecule

VB

CB

EF

VL

HOMO

LUMO

∆ΦBB

∆ΦID

Figure 1.3: Scheme of the energy levels of a n-doped semiconductor in contact with an organic
molecule: Charge from the bulk reservoir is transferred to the molecule resulting in a bending
of the electronic bands in the semiconductor. Due to this band bending the work function is
increased by ∆ΦBB. Additionally the work function possibly changes due to an interface dipole
by ∆ΦID.

of the electrostatic potential an might even have and impact on device relevant properties by

locally altering the charge injection barrier. [14]

1.1.2 Charge transfer mechanisms

For weakly chemisorbed molecular layers, two phenomenological different types of charge trans-

fer occur at the interface between an inorganic substrate and the organic molecular layer: Either,

the charge localizes on individual molecules, which leads to a co-existence of integer charged and

uncharged molecules and a semiconducting band structure, or the charge delocalizes completely

within the organic layer, leading to a homogeneous distribution of fractional charged molecules

with a quasi-metallic density of states.

Localization of charge from integer charge transfer (ICT) generally appears in systems where

the hybridization between the molecular orbitals and the substrate wave functions is negligi-

ble [15,1,2,16]. This is the case for the adsorption of organic molecules on inert substrates, such as

insulators or metals that form oxide layers, or were passivated by contaminants. For these sys-

tems electron transfer is electrostatically driven and can take place by tunneling, implying the

transfer of an integer amount of charge. This results in a symmetry-breaking between differently

charged molecules and a splitting of the spin channels, which can be seen in the geometry and

the density of states of the differently charged molecules. Conversely, fractional charge transfer

(FCT) is usuall observed upon adsorption on clean metal surfaces, where the transferred charge

is equally distributed in the molecular layer [17,18,19,20,6]. The frontier orbitals of all equivalent

molecules within the layer are equally fractionally charged and no symmetry breaking appears.
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Figure 1.4: Schematic presentation of the two possible charge transfer mechanisms upon
absorption of a molecular layer on a semiconducting substrate and molecular densities of states
for an exemplarily four-molecule-system: Either the transferred charge is localized on individual
adsorbate molecules while other adsorbate molecules remain neutral. This results in a spin-
splitting for the charged molecules’ LUMOs into filled SOMOs and empty SUMOs and no
density at the Fermi energy (Integer charge transfer). Alternatively hybrid substrate-molecule
states form, leading to a layer of homogeneously partially filled adsorbates with a molecular
density of states at the Fermi energy (Fractional charge transfer).

The two mechanisms and their corresponding molecular density of states (DOS) are schemat-

ically depicted in Figure 1.4. Distinguishing between the two charge transfer mechanisms and

gaining insight into the underlying physics that determines the charge transfer mechanism on

semiconducting substrates is one of the main goals of this dissertation. Chapter 6 summarizes

our findings in this context.

1.2 Zinc-Oxide

Zinc-oxide (ZnO), a prototypical n-type semiconducting oxide, appears throughout this thesis.

We study the structure of various surfaces of this material and the effects of doping and charge

transfer on surface and interface properties. Under ambient conditions ZnO adopts a wurtzite

structure (hexagonal, space group #186, P63mc), exhibits a native n-type conductivity and a

high transparency. ZnO has attracted significant attention for use in opto-electronic devices,

due to its direct and wide band gap of 3.37 eV [21,22] and the large free-exciton binding energy
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of 60 meV [23]. The combination of these properties makes ZnO a very attractive transpar-

ent conductive oxide, specially in combination with organic molecules for organic electronic

devices [24,25,26,27].

The tunable charge carrier concentration in ZnO is one of the key properties in this thesis. Purely

grown ZnO is basically insulating with a intrinsic carrier concentration below 1016 cm3 [28]. The

source of this intrinsic n-type doping is not unambiguously settled with zinc interstitials, oxygen

vacancies and hydrogen impurities proposed as possible dopants [29,30,31]. Intentionally highly

doped ZnO on the other hand can reach carrier concentrations up to 1021 cm3 [32,33,34]. This

makes ZnO ideal to investigate doping dependent effects on the surface or at the interface to

organic molecules. Detailed descriptions of bulk and surface properties of ZnO are summarized

in the literature [35,36]

1.2.1 Surfaces of ZnO

In this work we will focus on the most common low index surfaces of ZnO: The polar Zn-

terminated (0001) and O-terminated (0001̄) surfaces and the non-polar mixed-terminated (101̄0)

surface. When a wurtzite ZnO crystal is cut perpendicular to the [0001]-axis, the two fundamen-

tally different polar surfaces are formed. The polar surfaces exhibit a hexagonal surface structure

that is, for the (0001)-surface exclusively terminated by zinc atoms, and for the (0001̄)-surface

by oxygen atoms (see Fig. 1.5(a)-(b)). Although these surfaces are used in many interface

studies, the exact structure of the polar surfaces is still under debate and not fully understood.

The reason is linked to the fact that the bare polar surfaces described above are electrostati-

cally unstable (Tasker type 3 surfaces) and must therefore adopt a modified or reconstructed

surface structure. Many stabilizing mechanisms for the polar surfaces have been proposed and

compared in the literature [37,38,39,40,41]. For the polar surfaces a ZnO slab is build up from al-

ternating charged planes that produces a dipole moment perpendicular to the surface. A stable

surface must in principle fulfill the condition that the net surface dipole perpendicular to the

surface vanishes. This is equivalent to saturating all dangling bonds at the surface. From elec-

trostatic considerations (electron-counting model) we can conclude that removing a quarter of

the surface species compensates the problematic dipole, resulting in an electrostatically stable

surface structure. However, this can be achieved by many other possible surface modifications

or reconstructions as well. Alternatively the dangling bonds at the surface can also be saturated

by surface adsorbates. The many possible mechanisms lead to a rich surface phase diagram for

both polar surfaces. The actual observed surface morphology often primarily depend on the

preparation conditions. An alternative stabilization mechanism of the polar ZnO(0001̄) surface

through bulk dopants is studied in Chapter 3. A novel method to probe the surface structure

of the ZnO(0001) surface with molecular adsorbates in presented in Chapter 4.

The non-polar ZnO(101̄0) surface has a rectangular surface unit cell and both species appear

at the surface (see Fig. 1.5(c)), thus, it is also known as mixed-terminated ZnO surface. This



10 Chapter 1 Fundamentals

Figure 1.5: The three in this work studied surfaces of ZnO: (a) The Oxygen- and (b) Zinc-
terminated surface are polar surfaces of ZnO. (c) Mixed-terminated ZnO(101̄0) belongs to one
of the non-polar surfaces.

surface is electrostatically stable and also energetically the most favorable surface of ZnO [42].

Therefore this surface is dominantly found in real ZnO nanostructures. Due to its electrostatic

stability and the fact that the surface structure does not need to undergo any reconstructions,

this surface is well accessible also from a theoretical point of view. We use this surface in

Chapter 6 to study the charge transfer mechanism to a monolayer of F4TCNQ molecules and

in Chapter 7 to investigate infrared vibrational spectra of adsorbed F6TCNNQ molecules.



Chapter 2

Electronic Structure Calculations

The theoretical results in this thesis are based on electronic structure calculations from density

functional theory (DFT). In this chapter I give a short overview of this theory and discuss rel-

evant aspects and applications. The basics of DFT are well known and many publications and

books are available explaining DFT and providing a rigorous derivation of the theory. Therefore I

refer the interested reader to standard textbooks of quantum and solid state physics or books es-

pecially on DFT (A small selection based on my own preferences is given here) [43,44,45,46,47,48,49].

After a condensed overview I want to lead the reader to the relevant aspects of applying DFT

on hybrid inorganic/organic interfaces. This mainly includes the applied exchange-correlation

energy functionals and their drawbacks and limitations due to their approximative nature. Fi-

nally, I introduce the reader to the FHI-aims program package. This is the code mainly used in

this work to perform DFT calculations and for which I developed and implemented some fea-

tures during my dissertation. The relevant aspects for this thesis are explained in more detail

and include how to generate the a starting guess for the ground-state electron density, how to

use DFT calculations to predict thermodynamic phase diagrams, and how to calculate surface

vibrations of molecules and surface core-level shifts using DFT.

2.1 The many-body problem

The starting point of all our efforts to understand molecules, solids and their interfaces is

the quantum-mechanical many-body problem. For a system of electrons and nuclei the non-

relativistic time-independent Schödinger equation reads:

Ĥ |Ψ〉 = E |Ψ〉 (2.1)

11
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This eigenvalue equation describes the quantum nature of matter, with Ĥ the Hamiltonian of

the system. The full Hamiltonian of a condensed matter system is given, in atomic units, by

Ĥ = −1

2

∑

i

∇2
i −

∑

α

1

2Mα
∇2

α −
∑

α,i

Zα

|ri −Rα|
+

1

2

∑

i,i′

1

|ri − ri′ |
+

1

2

∑

α,α′

ZαZα′

|Rα −Rα′ |

where ri and Rα denote the position of electron i and atomic nuclei α with atomic number Zα

and nuclear mass Mα. The first two terms describe the kinetic energy of the electrons and the

nuclei, respectively. The third term describes the interaction of the electrons with the nuclei,

the fourth term the electron-electron interaction and the last term the interaction between the

nuclei.

Writing down the equation is straight-forward, solving this equation on the other hand is another

story entirely. The many-body nature of the problem makes finding the exact solution, except in

the simplest cases, impossible in practice and calls for approximations. The first approximation

that is usually applied is the Born-Oppenheimer approximation. It decouples the electronic

degrees of freedom from the nuclear part. However, the Coulomb term which describes the

interaction between the electrons and correlates every electron with all others, in general leads

to an unfeasible complex many-electron problem. An approach that makes this complex problem

tractable is density functional theory. Still, for solving the resulting equation further substantial

approximations are required.

2.2 Density functional theory

Due to its good balance between accuracy and numerical efficiency, density-functional theory

(DFT) is nowadays the standard method for electronic structure calculations in condensed

matter physics. Instead of the coordinates of all electrons of a system, it uses the electron

density n(r) as the central quantity and provides an in principle exact framework to solve the

quantum-mechanical many-body problem.

The theorems by Hohenberg and Kohn [50] laid the basis for this theory that reduces the many-

body problem to a tractable self-consistent form. Together with the Kohn-Sham (KS) scheme [51]

they form the basic framework of density functional theory (DFT). The Hohenberg-Kohn theo-

rems state that the electron density, which only depends on the three spatial coordinates, may

be used as the basic variable uniquely characterizing an interacting electron system and all

ground state properties of this system can be described by minimizing the total energy as a

functional of the ground state electron density. Therefore these theorems provide the basics for

calculating ground state properties of an interacting electron system, which can be realized in

the framework of the Kohn-Sham approach. The key idea of the Kohn-Sham approach is to

replace the interacting many-body system with a simpler auxiliary system of non-interacting

quasiparticles that has the same ground-state density as the true interacting system.
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To obtain the ground-state electron density we now need to solve the independent single-particle

Schrödinger-like equations known as Kohn-Sham equations:

[
− ~

2

2m
∇2 + vKS [n(r)]

]
ψkν(r) = εkνψkν(r) (2.2)

where ψkν(r) are the Kohn-Sham eigenfunctions of the one-particle system, εkν(r) are the Kohn-

Sham eigenstates and vKS [n(r)] is the Kohn-Sham potential. It is the single-particle potential

that will lead to the same density n(r) as the original interacting problem. The electron density

itself is obtained from the sum of the KS-eigenfunctions

n(r) =
∑

εkν≤εF

|ψkν(r)|2. (2.3)

The KS-potential depends on the density and can be written as

vKS [n(r)] = vext(r) + vhartree(r) + vxc[n(r)]. (2.4)

Here vext is the external potential that accounts for the interaction of the electrons with the the

nuclei. The Hartree potential vhartree is the electrostatic mean-field potential that is induced

by all electrons. It describes the classical Coulomb interaction with the charge distribution

n(r). Finally vxc is the so called exchange-correlation potential in to which all difficulties of the

interacting many-electron problem are transferred and which is not explicitly known. It also

accounts for the difference in the kinetic energy between the fully interacting system and the

non-interacting Kohn-Sham scheme. It is a truly quantum-mechanical term comprised of the

non-classical exchange and correlation contributions.

The complicated many-body problem is hence simplified to a set of non-interacting one-particle

problems. However, since the effective KS-potential itself depends on the density n(r) the set of

Kohn-Sham equations have to be solved self-consistently. It is important to note that up to this

point no further approximations were made and if vxc would be known explicitly this mapping

would be exact. However, the actual form of vxc or rather of the exchange-correlation energy

functional Exc is not known. Thus we must introduce approximate functionals based upon

the electron density to describe this term. In practice, the quality of the results from a DFT

calculation decisively depend on the approximations to the exchange-correlation functional.

Well known approximate functionals such as the local spin density approximation (LSDA) [51,52]

or the PBE generalized gradient approximation [53] often yield reasonable accuracy for binding

energies and structures [54,55]. However, over time many deficiencies of these established approx-

imations were uncovered. Not only limitations in quantitative accuracy like the underestimation

of bandgaps [56,57] or problems with electron affinities [58,59,60], but also qualitative deficiencies

like erroneous charge delocalization [61,62] and problems with the dissociation behavior of radical

ions and neutral molecules [63,64] became evident. Developing new and reliable density functional

approximations to overcome this deficiencies became therefore an ongoing and very active field
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of research. Some of these were adopted to specific systems, others are based on quantum me-

chanical principles with the aim of a generally improved functional. Depending on the case, such

modern functionals can be better suited to successfully describe physical ground-state proper-

ties that are not well described by simpler approximations. And with increasing computational

power more and more advanced approximations became applicable to also to larger systems.

A variety of deficiencies in Kohn-Sham-DFT (KS-DFT) with approximate density functionals

can be traced back to a common conceptual problem: electronic self-interaction (SI). It is a

result of the imperfect cancellation of the self-interaction contribution in the Hartree term,

which describes the interaction of each electron with the entire electron density (including its

own density), with the exchange part of the density functional. In KS-DFT the exchange part

of the exchange-correlation functional should cancel this self-interaction, but since the exact

amount of the self-interaction contribution can not be calculated analytically and is, therefore,

not known, this cancellation is in general not perfect. The resulting self-interaction error (SIE)

and the connected consequences for practical DFT calculations of hybrid inorganic/organic

interfaces are discussed in more detail in the following sections.

2.3 Approximate exchange-correlation functionals

As we have seen in the last section, by transforming the many-body problem into an the effective

non-interacting system we have obtained a well-defined set of equations (the KS equations),

however, without knowing about the exact form of the exchange-correlation energy functional.

An approximation to Exc[n(r)] can be written in terms of the total electron density n(r) and

the exchange-correlation energy density per electron εapproxxc as

Exc[n(r)] =

∫
d3r n(r) εapproxxc (n(r),∇.n(r), τ(r), . . . ) (2.5)

By adding more and more local ingredients at r to the exchange-correlation energy density,

additional exact constraints can be satisfied. Figuratively this can be seen as stepping up a

ladder of approximations to construct εapproxxc . The rungs are defined by the number and kind of

the added ingredients. Higher rungs become increasingly more complex, in general at the cost

of increasing computational effort, especially at higher rungs.

Rung 1: Local (spin) density approximation (L(S)DA): Uses only the electron density n(r) as

ingredient.

Rung 2: Generalized gradient approximations (GGA): Includes also the density gradient∇n(r)
as additional local ingredient. Famous representative at this rung is the Perdew-Burke-

Ernzerhof (PBE) functional [53].
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Rung 3: Meta-GGA: Additionally includes a dependence on the orbital kinetic energy density

τ(r), i.e. on the laplacian of the orbitals.

Rung 4: Hybrids: Requires the fully non-local ingredient of exact exchange. Usually in the

form of the Hartree Fock (HF) exact exchange energy or its density.

Rung 5: Double hybrids: Adds a certain amount of HF exchange and second-order pertur-

bation theory (PT2) correlation (thus double hybrid). That means that unoccupied KS

orbitals are included in the calculation.

Although the density functional approximations can be ordered in this ladder, from rather

simple to more sophisticated approximations, this ordering should not be mistaken in a way that

a functional on a higher rung automatically gives better or more accurate results. In practice

there is no systematic way to reliably improve DFT calculations by improving the density

functional approximation (In contrast to wavefunction based methods where HF < second-order

Møller-Plesset perturbation theory (MP2) < coupled-cluster with single and double excitations

(CCSD) . . . ). In DFT calculations it depends on various factors, which functional fits best to a

problem. Not only the system itself, but also what qualitative or quantitative informations one

desires to obtain are relevant for deciding what functional to use. In the end it often comes to an

trade off between computational costs and accuracy, while keeping the accuracy as high as the

question one tries to answer demands. The right choice of the density functional is, therefore,

a nontrivial task and often we rely on experience in this matter.

In the following only the exchange-correlation functionals used for obtaining the results in

this work are presented in more detail. The interested reader is referred to the literature for

information about other functionals and rungs [65,66]

2.3.1 Local and semilocal functionals

The first three rungs of the functional ladder are referred to as local and semilocal approxima-

tions. They are very popular approximations, especially the Perdew-Burke-Ernzerhof (PBE) [53]

version of the generalized gradient approximation (GGA) is one of the most widely applied

density functionals in condensed matter physics [67]. Also in this work the PBE functional was

frequently used.

LDA as the least sophisticated representative of semilocal functionals is based on the model of

the uniform electron gas. It solely depends on the electron density and works reasonable well for

some simple solids with a homogeneous electron density e.g. metals with delocalized electrons. It

typically suffers from overbinding, resulting in too small values of equilibrium unit cell volumes

for solids. For molecular systems with localized states, LDA is not a suitable approximations

and suffers from strong overbinding. It is therefore not commonly used in chemistry.
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GGA functionals additionally contain the derivative of the density ∇n(r) and are thus better in

describing inhomogeneities in the electron density. For most systems GGAs are more accurate

than LDA, but there is no single universal form of GGA and functionals from this rung depend

on a set of adjustable parameters. These functionals can be constructed non-empirically to

satisfy different sets of exact constraints. The PBE functional preserves the accurate linear

response of a uniform density that is also satisfied in LDA and additionally recovers the second

order gradient expansion for correlation. The deficiencies of PBE are discussed in a separate

section as they become relevant for this work. Over time several other variants of the PBE

functional have been developed, playing with the adjustable parameters. Some are physically

motivated like the PBEsol functional [68] that restores the second-order gradient expansion for

exchange instead of correlation and claims to improve equilibrium properties of densely-packed

solids and their surfaces. Others are semi-empirical with the aim to match a set of data points

as good as possible. A semi-empirical offspring of PBE is the revPBE functional [69] that is

constructed to fit to the exchange energy of atoms.

2.3.2 Hybrid functionals

In this work two different hybrid functional families are applied and therefore the discussion

is focused on these two: The PBEh family [70] and the HSE [71,72] family of hybrid density

functionals.

Hybrid functionals are constructed by admixing a portion of exact non-local exchange from

Hartree-Fock (HF) theory usually into a GGA semilocal functional. Global hybrids like the

PBEh functional family depend on only one parameter, the amount of mixed-in HF exchange.

The mixing scheme for all global functionals is equivalent [73], therefore we exemplarily write it

down for the PBEh functional:

EPBEh
xc = αEHF

x + (1− α)EPBE
x + EPBE

c (2.6)

The mixing parameter α ∈ [0, 1] defines the amount of HF exact exchange in the hybrid func-

tional. The PBEh functional is based on the original PBE functional, which is restored for

α = 0. Another member of the the PBEh family it the popular PBE0 functional [74]. In PBE0

the amount of exact exchange is motivated by theoretical arguments and set to α = 0.25 (The-

oretical arguments suggest that α = 0.25 should be optimal for predicting atomization energies

with GGA hybrids). Often hybrids are used in a more empirical way and α is set such that a

certain property is reproduced or a certain qualitative physical behavior is assured. The optimal

value of α in this cases can differ significantly depending on the system and the property we wish

to compute. As we will see later in this work, α can be tuned to minimize the many-electron

self-interaction error for hybrid inorganic/organic systems.

Beside global hybrid functionals, where the mixing parameter α is a constant, in local hybrids the

mixing parameter depends on the position in space [75]. The exchange energy densities are mixed
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at each point in space and the resulting density functional is therefore space dependent. Local

hybrids are not very common, because they are complex and computationally more expensive

than global hybrids.

In recent years more and more attraction was generated by another promising class of hybrid

functionals: Range-separated hybrids. As the name suggests in these functionals the exchange

component is separated into a short-range (SR) and a long-range (LR) part with each part

being treated differently. That means range-separated hybrids depend on at least one more

parameter, namely the range-separation parameter ω. The aim of so called long-range corrected

hybrid functionals is to correctly describe the asymptotic behavior of the exchange-correlation

potential. The long-range asymptotic behavior of the exact xc-potential should fulfill [76,77]

lim
r→∞

vxc(r) ∼ −1

r
. (2.7)

Instead of the correct −1
r
decay, in global hybrids the exchange part of the potential decays as

−α
r
, i.e. proportional to the fraction of exact exchange. With the right treatment for the SR

part, the erroneous potential decay in global hybrids can be lifted. The LC-ωPBE functional [78]

therefore handles SR exchange interaction with PBE and the LR interaction with HF theory.

In the course of my dissertation I tested this functional for one of our systems, but found it

to be impractical because of missing analytical forces in the implementation of this functional

family in FHI-aims at the time. Without forces DFT geometry optimizations are not possible,

which are an important part for a consistent DFT study.

Besides the LC scheme, also short-range screened hybrids are available. In these functionals the

HF exchange is included only in the short-range part of the electron-electron interaction. By

only evaluating the non-local HF exchange in the short-range part the computational costs can

be significantly reduced compared to global hybrids. In this work the screened Heyd-Scuseria-

Ernzerhof (HSE) hybrid functional [71,72] was applied. HSE is also an offspring of the PBE

functional but with a inverted treatment of the SR and the LR part compared to LC-ωPBE.

The SR exchange interaction is described with the PBEh functional, where a certain amount

α of HF exchange is mixed with (1− α) PBE exchange. In the LR part only PBE exchange is

considered. For ω = 0 the PBEh functional family is reproduced, while for ω → ∞ one obtains

the non-hybrid PBE functional. With the standard values of α = 0.25 and ω = 0.2 Å−1 the

functional is referred to as HSE06. In this work the functional was used in an empirical way by

tuning the parameters α and ω until the experimental value of the ZnO band-gap is reproduced.

We found that several parameter combinations satisfied our requirement, making the solution

non-unique. We decided to set the screening to the standard value to ω = 0.2 Å−1 which is

known to work well for solids [79] and only tune the α-parameter until our condition is fulfilled.
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2.4 Self-interaction error and limitations of DFT

The self-interaction error (SIE) also known as delocalization problem is one of the most domi-

nant errors in density functional approximations. As its name suggests, SI is the spurious and

unphysical interaction of an electron with itself. For a single-particle system the SI is clearly

defined and correction schemes can entirely compensate for this one-electron SIE. For a system

with more than one electron, it is less obvious how to quantify the SIE. Over time several meth-

ods has been proposed to compensate for the many-electron SIE (MSIE). [80,81,82,83,84,85,86,87,88].

In this work I will show how the right choice of hybrid functionals can be used to reduce the

MSIE to avoid the resulting charge delocalization problem.

2.4.1 One-electron self-interaction error

In KS-DFT the Hartree energy, which describes Coulomb interactions, does not vanish for a

one-electron system. The reason is that the Hartree energy is a functional of the entire electron

density and therefore it includes the interaction of each electron with the entire electron density.

Even for a one-electron system the electron interacts with its own density and the Hartree term is

non zero. KS-DFT simply does not distinguish between real two-body Coulomb interaction and

self-interaction. In exact DFT the exchange-correlation energy term directly cancels the Hartree

energy of the one-electron system. However, this cancellation generally does not hold true for

most approximate functionals [80], which results in the one-electron self-interaction error. As a

consequence local and semilocal functionals are often more accurate for many-electron systems

than for systems with just one or a few electrons. A notorious example for the manifestation of

the one-electron SIE is the dissociation behavior of the H+
2 ion. Local functionals predict the

energy of two infinitely separated fractionally occupied H0.5+ ions to be lower than the energy

of a separated H+ ion and a neutral H molecule. This is obviously unphysical because fractional

occupation is not possible in gas-phase molecules where orbitals are either occupied or empty.

One could also say, that (semi)local functionals tend to over-delocalize the charge, therefore,

the SIE is also known as delocalization error in (semi)local functionals.

Hartree-Fock theory does not suffer from one-electron SI, because all Coulomb self-interaction

terms are exactly cancelled by the corresponding exchange self-interaction terms. That means

HF is by construction one-electron SIE free, however, this does not mean it is free from many-

electron SIE [89]. Still by admixing HF exact exchange into semilocal functionals (hybids) the

one-electron SIE can be reduced and with additionally considering the many-electron SIE the

deficiencies caused by SI can even be lifted [90,91].



Chapter 2 Electronic Structure Calculations 19

2.4.2 Many-electron self-interaction error and its impact on charge localiza-

tion

For a system containing only one electron the self-interaction can be explicitly defined. But the

problem manifests itself in many-electron systems as well. Unfortunately it is less obvious how

to quantify the SIE of a particular functional in a many-electron system. There is no unique

and general definition of the SIE and no unique way to correct it.

While the concept of self-interaction in a one-electron system is easily understood from a phys-

ical point of view, it is not straight forward to grasp the concept the self-interaction in a

many-electron systems from a pure mathematical explanation. Therefore we choose a different

approach to define the SIE in a many-electron system: We use a more general concept in the

form of the straight-line energy condition to explain the many-electron self-interaction error

(MSIE). In this approach it is necessary to consider fractionally occupied systems, which are

not necessarily physical (except when interpreted as an ensemble averaged occupation), but it

allows to study the impact of the MSIE on different functionals in more detail and it allows

us to use this conditions for designing MSIE-free functionals. The underlying principle of the

straight-line energy condition it the postulate that the exact ground state energy of a system as

a function of fractional occupation is a piece-wise linear function [92]. Between adjacent integer

electron numbers the function is linear with the slope changing at integer occupations. We can

now define a density functional to be free from MSIE, if the total energy is piecewise linear as

a function of electron number.

Semilocal functionals like PBE give too low energies for fractionally occupied systems, resulting

in a convex energy curve. On the other hand HF theory overestimates the total energy of a

system at fractional occupation giving a concave energy curve [93,56,94]. The consequences of the

deviation of straight line behavior for PBE and HF can be better understood from looking at

the energy of the orbital, in which the occupation is increased. Janak’s theorem sets a relation

between the total energy derivative with respect to the occupation of a Kohn-Sham (KS) orbital

and the energy of this orbital:
∂Etotal

∂ni
= εi. (2.8)

For a perfect straight-line behavior of the total energy between integer occupation, the orbital

energy is constant. As the slope of the total energy changes abruptly at integer occupation, the

orbital energy jumps to another constant value as a new orbital has started to get occupied.

For PBE the orbital energy increases with fractional occupation of the orbital. Considering a

system with two degenerate orbitals e.g. from two separated molecules in a dissociation process,

it would now be more favorably to split the charge between the two orbitals. This is in contrast

to HF, for which the orbital energy decreases when increasing the respective occupation. For

a two molecule system the negative slope of εi implicates an energetically favorably situation

when putting the additional charge into only one of the originally degenerate orbitals. In this

case integer occupations are favored, meaning that HF shows a tendency to overly localize
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Over-Localization

Over-Delocalization

(a) (b)

Figure 2.1: (a) Exemplary representation of the total energy evolution of a system as a
function of electron number between integer occupation (e.g. neutral and singly negativity
charged system). For the PBE functional and HF theory clearly the non-linear behavior can be
observed. (b) Graph of the orbital energy dependency on the fractional occupation number for
the exact density functional (black) and for PBE as well as for HF.

the charge density. It in known that also for other properties standard DFT and HF show

opposing behavior as a result of the MSIE and the delocalization problem [95]. PBE in general

underestimates the ionization potential (IP) whereas it is overestimated in HF. Band-gaps are

therefore also affected by the MSIE. For semilocal functionals the MSIE has a stronger influence

on the occupied states by over-delocalizing them and forces them up in energy. This reduced

the band-gap. For HF the unoccupied states are “over-delocalized” which forces them up in

energy resulting in an increased band-gap.

The fact of opposing trends for semilocal functionals and HF can be used to construct a func-

tional that is free from MSIE in terms of fulfilling the straight line condition by mixing the two.

As we already learned, this is exactly what is done in hybrid functionals and the reason why

they often work better than standard semilocal density functionals. On the example of a global

hybrid, one can tune the mixing parameter α until the straight line behavior is restored i.e. the

orbital energy is a constant between integer occupation. Especially for theoretically describing

charge transfer processes, that is one of the main foci in this work, it is important to at least

know about the localization tendency of the used functional. This forms the basis to correctly

assess and interpret the obtained DFT results.

We note that also several other methods has been proposed to compensate many-electron SIE to

restore the straight-line condition [82,83,84,85,86,87,88]. Among these, the localized orbital scaling

correction framework is a promising approach, which in addition to the density and the density

gradients considered in semilocal functionals also include other information such as localized

orbitals or the local occupation matrix to construct the density functional [96]. Other alternative

is using range-separated hybrid functionals [97]. However the majority of these methods depend

on more than only one parameter, complicating the situations without per se being better suited

for semiconductor/organic interface system.
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Hybrid functionals can also be optimized such that in a DFT calculation the experimental

band-gap of a material is reproduced. In this context the hybrid functions behave similar to

the DFT+U approach [98]. By introducing an effective on-site Hubbard U parameter in this

formalism, the energy of the affected occupied orbitals are shifted down in energy by U/2 and

the unoccupied orbitals are shifted up in energy by the same amount. This is also what is seen

in hybrid functionals [99,100].

At this point it is worth noting that the KS-eigenfunctions and KS-eigenvalues εi are in principle

quantities of the non-interacting auxiliary system which only has the same ground-state den-

sity as the original interacting system. Therefore they should not have any physical meaning.

Nevertheless, the KS-eigenvalues are in general legitimately interpreted as the orbital energies

of the system.

2.5 Calculations with the FHI-aims program package

In this section some aspects of the program package that was used in this work to perform DFT

calculations are discussed. The main tool that was used is the all-electron code FHI-aims [101],

which is a modern code that was developed at the Fritz Haber Institute in Berlin. All-electron

code means that all electrons are treated explicitly and the full potential is considered. This has

the advantage that the full spectrum of energy levels is calculated including core and valence

electrons. One of the big advantages of FHI-aims is that it is not restricted to open or periodic

boundary conditions. Periodic and non-periodic systems can be calculated on equal footing. In

this work gas phase calculations of individual molecules as well as periodic bulk and surface-slab

calculations were performed. By handling all individual parts of a system with the same code, a

consistent picture of the system of interest is obtained. This was an important aspect for using

FHI-aims in this work.

For constructing the KS-eigenfunctions, FHI-aims uses a basis set of numeric atom-centered

orbitals (NAO). The advantage of NAOs is their flexibility as their radial shape is numerically

tabulated and can be optimized for every element. Furthermore NAOs can be constructed such

that they are spatially quite confined by cutting of the radial functions for larger distances,

i.e. they are then strictly zero beyond a certain radius. This advantage is specially relevant

for large systems by increasing the sparsity of the overlap matrix and the Hamiltonian matrix.

For the calculation of surfaces and interfaces using the repeated slab approach it has further-

more the handy side effect that including vacuum basically comes at no or comparatively little

computational cost.

For the basis set a pool of optimized basis functions are provided for all elements. They are

systematically ordered in a way that the basis set, and corresponding the accuracy of the

calculation, can be gradually increased, of course at increasing computational cost. For an user-

friendly experience the basis functions are bundled together in “light”, “tight” and “really tight”
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standard settings. This standard settings also include choices for the numerical integration

grids. Default “tight”-settings for basis and integration grids were mainly used in this work and

usually give a very good accuracy. All settings can also be modified by hand and, of course, these

settings need to be tested carefully until the desired properties are well converged. Specially for

the very large systems that are studied in this work, the settings were extensively optimized for

a well-balanced ratio between accuracy and computational cost.

2.6 Ab initio thermodynamics for surfaces

DFT is a flexible tool to accurately describe many microscopic properties of quantummechanical

systems. By combing DFT with concepts from thermodynamics and statistical mechanics the

microscopic information obtained from DFT can be extended to larger scales and realistic envi-

ronmental conditions [102,103,104,105]. This approach is called ab initio thermodynamics because

it employs the information of a first-principles DFT calculation to evaluate a thermodynamic

potential function, the Gibbs free energy. A KS-DFT calculation gives only the ground state

of the system and the obtained properties are only valid for the temperature being at absolute

zero (T = 0 K) and for zero pressure (p = 0 mbar). The Gibbs free energy allows to eval-

uate macroscopic system properties like the equilibrium surface structure and composition of

a system in contact with an environment at any temperature and pressure. In this work we

applied ab initio thermodynamics to determine the doping dependent surface phase stability of

the ZnO(0001̄) surface in contact with a hydrogen reservoir. Different phases for this surface lie

in a very narrow energy range. With ab initio thermodynamics it was possible to access their

relative stability. More information on ab initio thermodynamics and how to apply it to obtain

surface phase diagrams is summarized in the supporting information of paper I (see section

3.3).

2.7 Calculating surface vibrations

Vibrations modes and their infrared (IR) activity is strongly influenced by the charge state of a

molecule. Experimentally, bands in IR reflection/absorption spectra might shift upon charging

of a molecule. This fact can be used to evaluate the charge state of a molecule adsorbed

on a surface. The challenge in this matter is to distinguish between the effects of charging

the molecule and the effects arising from the molecule binding to the surface. The aim of my

contribution in paper II is to theoretically predict or verify such shifts from electronic structure

calculations. There are two possibilities to calculate vibrational modes from DFT: Applying an

analytical algorithm on the wavefunctions, or with a numerical method via displacements of the

nuclei positions in all three cartesian coordinates.
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In equilibrium the nuclei of a molecule sit in minima of the effective potential created by the

electronic wave functions. The shape of the potential around the minima determines the vi-

brational modes of the atom. We can perform a Taylor expansion of the potential around the

minimum of the potential energy surface. The first order term has to be zero for a minimum.

Only terms from the second order and higher are non-zero. In the harmonic approximation

only the second order term is considered to model the shape of the potential, higher order

terms are omitted. For the second-order term the second geometric derivatives of the energy

i.e. the force constant matrix (Hessian matrix), have to be calculated either analytically or

numerically. In the following we discuss the evaluation of vibrational modes and IR intensities

with the numerical approach. So far a direct analytical evaluation of vibrational modes is not

implemented in FHI-aims for most functionals. For the numerical evaluation an external python

script was written, capable of treating open as well as periodic boundary conditions. It allows

to calculate the vibrational modes from the 6× (number of atoms) calculations with displaced

nuclei (in all three spatial directions x, y and z in both ways, positive and negative, resulting

in 6 displacements per atom). The Hessian matrix H is evaluated from the forces F of this

calculations using finite differences:

H =
∂2Etotal

∂xi∂yj
=

Fi(xj + δ)− Fi(xj − δ)

2δ
(2.9)

with δ being the Cartesian displacement from the equilibrium position. In principle in this

approach the displacements should be infinitesimally small, however we need to consider the

accuracy of our DFT calculations and choose a displacement that is sufficiently large to pro-

duce a difference between the displaced systems. The obtained Hessian is then transformed to

mass-weighted coordinates to get the mass-weighted Hessian matrix H′. With the ansatz of

a harmonic oscillator we can write down the equation of motion in the form of an eigenvalue

problem for the system of oscillating atoms:

ω2x = H′x (2.10)

The eigenvalues are the squares of the normal mode vibrational frequencies ω. The eigenvectors

x define the amplitudes of the normal modes. At a certain normal mode, all atoms move

with the same frequency ω, but with different amplitudes. IR intensities of normal modes are

determined from the change in the dipole moment for the respective mode.

The calculation of vibrational spectra from DFT are connected to several uncertainties. First

the limitations of the DFT calculations itself due to the applied xc-functional leads to a de-

viation of calculated normal mode frequencies compared to experimental results. Contrary to

a widely held belief, the results from a numerical vibrational analysis, based on the displace-

ment of atoms, show similar accuracy compared to analytic methods in most cases [106]. Still,

further uncertainties arise from the harmonic approximation and the numerical evaluation of

the Hessian. Anharmonicity usually accounts for 2− 3% difference from experimental frequen-

cies [106,107]. Often multiplicative scaling factors are applied to correct for this shortcomings to
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be able to better predict fundamental frequencies from experiments [108,109].

It is worth noting that frequency calculations have to be executed at the same level of theory as

the associated geometry optimization. If the original atom positions are not in the minimum of

the potential energy surface the here presented approach to calculate the normal modes is no

longer valid and the results are worthless. The calculation of surface vibrations may also not

only be interesting for vibrational spectroscopy, but also for determining the relative stability

of surface morphologies or molecular layers. In ab initio thermodynamics the typically small

vibrational contribution to the Gibbs free energy is often omitted, however, it can determine

the stability of surface reconstructions or morphologies that are close in energy.

2.8 Calculating surface core-level shifts

Core-level spectroscopy can be used as a probe of the local chemical environment because the

core levels are very sensitive to the local electronic structure. Here we shortly discuss DFT

methods to determine the relative core level shifts as they are measured by x-ray photoelectron

spectroscopy (XPS). XPS essentially measures core level electron binding energies EB. The

binding energy EB of an electron in a core level is determined from the photon energy hν the

kinetic energy of the emitted electron Ekin and the work function Φ. The kinetic energy depends

on the orbital of the emitted electron (see Fig. 2.2).

Figure 2.2: Basic scheme of the XPS physics (photoelectric effect): A photon with energy
hν is absorbed by an core electron. The energy gain results in a transition above the vacuum
barrier. The kinetic energy of the photoelectron is measured in XPS.

Relative core level shifts can be reasonably accurately predicted from ab initio methods. Here

we present two approaches to calculate the core level shifts from DFT calculations: The initial

state approximations (IS) and the transition-potential approximation (TP, also known as half

core hole approximation). The binding energy of a core electron can be calculated from the
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total energy difference of the neutral system of interest (EN ) and the ionized system (EN−1),

with an electron missing in the selected core level.

EB = EN − EN−1 (2.11)

The surface core level shift ∆SCLS is the difference in binding energies between a core electron

associated with a atom in the bulk of the tested system and a core electron from a surface atom.

In other words its the relative shift of core levels with respect to main (bulk) peak. It can be

calculated from:

∆SCLS = Ebulk
B − Esurf

B = (Esurf
N−1 − Ebulk

N−1)︸ ︷︷ ︸
final state shift

− (Esurf
N − Ebulk

N )︸ ︷︷ ︸
initial state shift

. (2.12)

The contributions can be associated with final state and initial state effects. Since the total

energy of an ionized system in periodic DFT can not easily be evaluated, in practice the binding

energies are usually determined directly from the KS eigenvalues of the core levels. Different

approaches have been suggested. The simplest approach is to take the core level eigenvalue of

the neutral system directly to determine the binding energies of different species. This approach

is called initial state approximation [110] (IS), because it completely neglects final state effects.

IS is based on the assumption that when one electron is removed from a core level, the wave

functions of the other electrons are unchanged. Under this assumption, one can use Koopmans’

theorem from HF [111] to show that the initial-state eigenvalue of the core state εc, equals the

difference between initial and final total energies of the system:

EB = (Efinal
N−1 − Einitial

N ) ≈ −εc. (2.13)

The surface core level shift ∆SCLS is then the difference between the Kohn-Sham eigenvalues of

the corresponding core state for an atom at the surface and in the bulk. All binding energies

can be evaluated from a single DFT calculation of the .

A more advanced approach also considers the effect of the core hole for calculating binding

energies. The second approach presented here, the transition potential approximation (TP),

partly takes into account the possibly different screening of the core hole near the surface and in

the bulk to evaluate the surface core level shift. Motivated by Janak’s theorem [112], considering

fractional occupation numbers nc of the respective core orbital, we consider the orbital energy as

the derivative of the total energy with respect to the occupation number (It should be mentioned

that Janak’s theorem actually only applies to the highest occupied electron state, the HOMO

of a molecule. However, as an approximation the theorem has been used with success for core

states as well.):
∂E

∂nc
= εc EB = EN−1 − EN =

∫ 0

1
ε(nc)dnc (2.14)

The binding energy of the respective core electron can then be calculated form the integral of

the orbital energy between the occupied (nc = 1) and unoccupied (nc = 0) core state. Assuming
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Figure 2.3: Overview of the two presented approach to determine core electron binding ener-
gies from DFT calculations and the corresponding equations to calculate the surface core level
shift.

that the Kohn-Sham eigenvalue εi is a linear function of the occupation number the core-level

binding energy can easily be calculated:

EB =

∫ 0

1
ε(nc)dni = −εc(0)−

1

2
[εc(1)− εc(0)] ≈ −εc(1/2) (2.15)

This approach is also known from the Slater-Janak transition state approximation [113,114]. It

has the advantage that the binding energy can be evaluated from a single DFT calculation. For

obtaining the surface core level shift, calculations with a half-core hole have to be performed

for the surface species and for a bulk atom [115,116]. Systems containing fractional occupation

numbers, i.e. half-core holes, do not necessarily represent any physical system. Here we use it

merely as a way to calculate the binding energies accounting the screening of the core hole by

the other electrons by removing half an electron form the core state. A conceptual schematics

of both presented methods to calculate surface core level shifts are depict in Fig. 2.3.
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Chapter 3

The Impact of Bulk Doping on the

Phase Stability of the O-Terminated

ZnO Surface

3.1 Motivation

Including the effects of bulk doping in ab initio simulations of semiconductor surfaces poses a

difficult challenge, because the typically low concentration of dopants make an explicit treatment

computationally intractable. Furthermore, if charge transfer occurs to the surface of semicon-

ducting materials, the width of the resulting space-charge region often exceeds realistic supercell

dimensions. These difficulties can be handled in a DFT calculations using the charge-reservoir

electrostatic sheet technique (CREST). The original paper about CREST was presented by Ofer

Sinai et al. [117]. The approach is based on including a charge sheet, mimicking the electrostatic

field associated with the space charge region that typically leads to the effect of band bending.

Along with the charge sheet, opposingly charged free charge carriers are introduced that repre-

sent the bulk charge carrier concentration, such that the system is overall neutral. The position

of the charge sheet within the slab-cell and its charge density is determined self-consistently.

The originally suggested formalism for this process is quite complicated and based on a fit of

the potential inside the slab, which makes it not suitable for smaller slab thicknesses. The aim

of the project was to develop a more user-friendly formalism of CREST that can be used in the

following also for semiconductor/organic interfaces.

We developed such an extended CREST formalism and showed the capabilities of this new easier-

to-use approach by calculating the - to our knowledge - first doping-dependent surface phase

diagram of the O-terminated ZnO surface. The commonly proposed structure of this surface is

the (2×1)-H reconstructed surface. Nikolaj Moll originally proposed that the H-concentration

on this surface might be reduced due to available free charge carriers from dopands in the

29
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bulk [118]. He showed that this is, in principle, the case for degenerately doped ZnO. However

due to the missing approach to directly include long-ranged band bending into DFT calculations,

it was not possible for him to quantify the H-reduction on the surface for reasonable doping

concentrations. This was exactly what I then did during my dissertation using the extended

CREST approach. The results were published in the following contribution.

3.2 Authors contribution

I contributed to all stages of the work. The original idea for the more user-friendly CREST

formalism came from Oliver T. Hofmann. I deduced the necessary mathematical background

and made the formalism accessibly by providing a python-wrapper program for CREST calcu-

lations in FHI-aims. All presented DFT calculations were performed by myself. The published

manuscript was mainly written by me in close collaboration with my supervisor Oliver T. Hof-

mann and with the help of Patrick Rinke and Nikolaj Moll.

3.3 Publication including supporting information
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Abstract

The dependence of hydrogen coverage on the bulk doping concentration is investigated for the polar
O-terminated (0001 ̅)ZnO surface.We use hybrid density-functional theory in combinationwith
ab initio thermodynamics to determine a doping-dependent phase diagramof this surface. For
hydrogen coverages lower than 50%dangling oxygen bonds remain at the surface, where they
subsequently become charged by bulk electrons. For such charged surfaces, a computationalfirst-
principles approach is presented, withwhich long-range band bending can nowbe included infirst-
principles supercell calculations. In this work, we use amodified and extended version of the recently
introduced charge-reservoir electrostatic sheet technique (Sinai et al 2015Phys. Rev. B 91 075311) to
incorporate band bending effects directly into our first-principles calculations. This allows us to
investigate the effect of space charge layers and the resulting band bending on the hydrogen coverage
of the ZnO (0001 ̅) surface. After introducing a new implementation of CREST, we show that the
structure and stability of polar ZnO surfaces are indeed sensitive to the amount of free charge carriers
in the bulk. At low doping concentrations our results corroborate the previously reported (2× 1)
hydrogen phase, at higher doping concentrations the hydrogen coverage diminishes notably.

1. Introduction

Due to its high optical transmissivity and tunable electronic properties, zinc oxide (ZnO) is a promisingmaterial
for future technological applications, e.g. as a charge-injectionmaterial in hybrid light-emitting diodes [1–3], as
an acceptormaterial in hybrid photovoltaics [4, 5], or as a charge-transport layer and transparent electrode in
organic photovoltaic devices [6–8]. In these applications, device functionality and performance critically depend
on the level alignment between the ZnO and a secondmaterial, often organicmolecules. The alignment is
influenced by the interface dipole, which in turn critically depends on the atomistic details of the ZnO surface
[9]. However, discussions on the surface structure are still controversial, in particular for the polar oxygen-
terminated (0001 ̅)ZnO surface. A commonly investigated stabilitymechanism is the adsorption of atomic
hydrogen on the pristine (0001 ̅) surface. A coverage of half amonolayer satisfies the electron counting rule,
leading to the very stable andwell-known ´( )2 1 hydrogen overlayer depicted infigure 1. Theoretical
investigations, however, have proposed several other energetically very similar surface structures and predict a
rich surface phase diagram [10–16], indicating that the surface is highly sensitive to the environmental
conditions. Also, experimentally, a wide variety of structures has been observed for similar growth conditions
[17–22]. Although a lot of effort has beenmade, and the previously conducted studies contributed significantly
to a better understanding of ZnO surfaces, the origin of its structural diversity is not satisfactorily understood,
and there are still variables whose impact on the surface phase stability have not been considered so far.
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One of these variables, and a possible origin for the experimental diversity of the surface structures, is their
dependence on the bulk doping concentration of ZnO. Evenwhen grown as purely as possible, ZnO crystals
always exhibit intrinsic n-type conductivity, whose origin has been the subject of an intensive debate [23–26].
Intrinsic carrier concentrations are typically of the order of~ -10 1016 17 cm−3 [27]. Conversely, intentionally
heavily doped substrates for plasmonic applications can reach carrier concentrations of up to~1021 cm−3

[28–30]. Although the doping concentration between different studiesmay differ by five orders ofmagnitude, in
practice, the exact doping concentration is difficult to control and tomeasure [31], and is therefore not often
reported in experimental studies.

Several recent computational studies indicate that free charge carriers play an essential role in the stability of
different surface structures: Richter et al suggest that the oxygen vacancy concentration onmetal oxide surfaces
is determined by the doping concentration of the substrate [32]. Li et al investigated various surfacemodels of
zinc-terminated ZnO and concluded that n-type doping can stabilize the electron-acceptor states originating
from the surface defects.Moreover,Moll et al found that for oxygen-terminated ZnO, the charge transfer from
the bulk to the surface states can stabilize otherwise thermodynamically unfavorable structures, resulting in
surface hydrogen atoms desorbing from the otherwise stable (2×1)-H reconstructed surface [33]. In all of these
cases, charge carriers from the bulk are transferred to the surface to form electrically charged defects, which—
depending on the position of the Fermi-level—are substantiallymore stable than their neutral counterparts.

However, so far a quantitative prediction of hydrogen desorption from the (2×1)-H surface has not been
achieved, because long-range band bending, which affects the stability of surface structures as a function of the
bulk doping concentration, cannot be included infirst-principles calculations. In fact, to our knowledge the
bulk doping concentration has not been consistently considered as a variable in the surface phase diagrams of
semiconductors so far.With the recently introduced charge-reservoir electrostatic sheet technique (CREST)

[34], the dependence on the bulk doping concentration can nowbemodeled. This approach has been previously
successfully applied and tested for thewell-known example of the Si(111)-surface [34]. CRESTuses a two-
dimensional charge sheet on the back side of a semiconducting surface slab, whichmimics the effect of band
bending associatedwith a charged surface. Thismakes it possible to explicitly include band bending in a slab
calculation for any given bulk doping concentration.

Other approaches treat the charged surface defects by introducing an additional dopant charge into the
calculation and by applying a posteriori correction schemes to subtract the contributions of the compensating
homogeneous background in the supercell. These approaches, however, neglect the effect of the electric field in
the space charge region [35, 36]. Kempisty andKrukowski presented amethod to account for the electric field of
the space charge region bymanipulating the location and charge of passivating atoms on the back side of the slab
[37–40], but did not translate the added charge into the bulk doping concentration.

In this work, we adopt the general idea of theCREST approach and present amodification that allows us to
calculate the total energies as a function of the bulk doping concentration.With thismodifiedCREST approach
we can then calculate the doping-dependent surface phase diagramof theO-terminated ZnO (0001 ̅) surface.
With our calculations, we explore the correlation between the surface structure, the doping concentration and
the resulting band bending.Our phase diagrams clearly demonstrate the connection between these three
aspects. They show that at lowdoping concentrations, the energy cost associatedwith band bending prevents
any hydrogen desorption and stabilizes the perfect ´( )2 1 hydrogen reconstruction. In contrast, at high doping
concentrations theH-coverage diminishes considerably.

Figure 1. Illustration of the ´( )2 1 -H oxygen-terminated polar ZnO surface, half covered by adsorbed hydrogen atoms. The blue,
red andwhite balls denote zinc, oxygen and hydrogen atoms, respectively.
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The outline of this paper is as follows. Thefirst part of section 2 briefly introduces the thermodynamic
formalismwe used to calculate the phase diagrams from ab inito density functional theory (DFT) calculations. In
the second part (section 2.2), we recap the basic ideas of theCREST approach and then describe our
implementation of the technique aswell as its extension to the total energies. Section 3 describes the numerical
details of theDFT calculations employed in this work. In section 4, we apply our revisedCREST approach to
obtain the phase diagramof theO-terminated (0001 ̅)ZnO surface with the bulk doping concentration of ZnO as
an extrinsic variable. Our conclusions are summarized in section 5.

2.Methodology

2.1. Phase diagram from ab initio thermodynamics

In this section, we briefly summarize howwe apply ab initio thermodynamics to determine the stability of the
various surface structures when in contact with an atomic reservoir, i.e. a surrounding gas. For the sake of
brevity, we refer to the supplementarymaterial, which is available online at stacks.iop.org/NJP/19/083012/
mmedia, or [41] for further details.

When a surface is in thermodynamic equilibriumwith an external reservoir at temperatureT and pressure p,
themost stable structure and composition of the surface is the one thatminimizes theGibbs free surface energy
g ( )T p, . Aswe are interested in the relative surface stability, the thermodynamic quantity of interest is the
change in surface free energy gD with respect to a given reference structure.We assume that Zn is always in
thermal equilibriumwith the surface, and restrict the problem to the two independent gas phase reservoirsH2

andO2. The corresponding chemical potentials of the reservoir gases mD H and mD O are referenced to the total

energies of the isolatedH2 (Egas
H2) andO2 (Egas

O2)molecules:

m m m mD = - D = - ( )E E
1

2
,

1

2
. 1H H gas

H
O O gas
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More than two external reservoirs, i.e. gas components, can be considered in principle (see e.g. [42]).We refrain
from this here so as not to unnecessarily complicate the discussion of themain focus of ourmanuscript—the
dependence on the bulk doping concentration.

The change of surface free energy per unit area for a certain surface structure with respect to the chemical
potentials of the reservoir gases mD H and mD O is then given as
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where Eslab is the total energy of the surface slabwith nH
rem removed hydrogens and nO

vac oxygen vacancies
present at the surface; Eslab

ref is the energy of the reference surface. Taking into account all the considered surface
structures, themost stable one for a specific set of chemical potentials m mD D( ),H O is the onewith the lowest
gD .With this knowledge, we can build two-dimensional phase diagramswith the axes being the two chemical

potentials. Since the energy differences between the surfaces can be small, it is crucial to correctly calculate the
total energies of the investigated surface structures. Therefore, it is essential to account for the energy
contributions associatedwith the charge transfer or band bending, whichwe can nowdowith theCREST
approach.

2.2. The extendedCREST approach

TheCREST approachwas introduced by Sinai et al in [34]. In this section, we review themain idea and explain
our extensions, which allow us to use a smaller slab to facilitate the calculation of the total energies. For ease of
understanding, we explain the application of CRESTwith the example of the ZnO (0001̅) surface. At this surface,
the oxygen atoms are only coordinated three-fold, rather than four-fold as in the bulk.Hence, they provide an
extra half an electron each, or one extra electron for every two surfaceO atoms.Under typical ultra-high vacuum
(UHV) conditions, the surface reacts with hydrogen, which adsorbs on every other surfaceO atom to form the

´( )2 1 -H surface structure shown infigure 1. This structure satisfies the electron counting rule and exhibits flat
band conditions, as shown infigure 2(a).When individual hydrogen atoms are removed, they expose a dangling
bondwith an associated surface state in the ZnOband gap. Due to the intrinsic n-type doping of ZnO, the Fermi
level is close to the conduction bandminimum. Electrons from the bulk can therefore lower their energy by
filling this surface state. Themigration of electrons to the surface results in a net surface charge and leaves behind
a depletion of charge carriers in the region adjacent to it. The depletion region is also referred to as a space charge
region, and depending on the doping concentration, can reachmacroscopically far into the crystal.
Electrostatically, this leads to the formation of band bending, which shifts the energy levels near the surface
relative to their bulk positions until they are in resonance with the bulk Fermi level, as shown infigure 2(b).
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With theCREST approach, band bending can be included in the first-principles calculations without having
to treat the entire space charge regionwithfirst principles [34]. The concept of CREST is to only treat the near-
surface region explicitly (e.g. bymeans ofDFT), and use a classical electrostatic approach for the rest of the
system. This is conceptually shown by the shaded region infigure 3(a). In the slab representing the surface, the
free charge carriers aremodeled using the virtual crystal approximation (VCA) [43] (see section 3 for details on
how theVCA is employed in this work). The potential drop in the classical, electrostatic region that arises from
ionized dopants can be adequately captured by homogeneously distributed point charges. However, for
technical and numerical reasons, the homogeneously distributed charge is collapsed and is implemented as a
two-dimensional charge sheet on the back side of the semiconducting slab, as shown infigure 3(b). Thus, the
parabolic potential originating from the remaining ions in the space charge region is replaced by a linear drop of

Figure 2.A schematic explanation of surface band bending due to the creation of surface states caused by dangling bonds at the ZnO
(0001̅) surface. (a)A representation of our system of interest before the charge is transferred to the surface. In the case of n-type
conductivity, the Fermi energy EF is close to the conduction bandminimum (CBM) of the system. Thework function Ftarget will be
used as a convergence criterion in ourCRESTprocedure. (b)The system of interest after equilibration, where charge carriers from the
doped bulk nowpartially fill the surface state. This causes an offset of the valence bandmaximum (VBM) and the conduction band
minimum (CBM) relative to the Fermi energy near the surface.

Figure 3. (a)Band bending as a purely electrostatic effect can bemodeled semi-classically by assuming a homogeneous space charge
density caused by the ionized impurities. (b)The auxiliary system contains a thin slab that is treated explicitly by a quantum-
mechanical calculation (QM-region). The remaining effect of the space charge region ismodeled by the insertion of a charge sheet.
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the potential between the bottom side of the slab and the charge sheet. Compensating charge-carriers are
introduced in theDFT calculations of the surface slab, rendering thewhole system effectively charge neutral.

Sinai et al determined the position and charge of the charge sheet by fitting the plane-averaged electrostatic
potential within the slab and extrapolating into the vacuum region below.However, when the slab thickness is
reduced (e.g. to facilitate the use of computationally expensive hybrid functionals) such a fitmight become
unreliable.We therefore present an alternative, simplified approach to define the properties of the charge sheet,
which is crucial for correctly accounting for band bending effects. Althoughwewill explain our version of
CRESTusing the example of n-type doped ZnO,we emphasize that our approach is completely general.

Themajor parameter of ourCRESTmethod is thework function of the ‘bottom’ side of the slab. In the slab
approach, one of the essential convergence parameters is the slab thickness. Adsorption or desorption on one
side of the slab should not affect the properties on the other side of the same slab. It is thus sensible to define the
vacuum level on the ‘bottom’ side of the slab as our energy zero. Furthermore, it is clear that the ‘bottomwork
function’ F¢L (i.e. the difference between the Fermi energy and the vacuum level)must not be affected by any
change to the upper side of the slab. This fact can be exploited to determine the electrostatic potential drop over
the space charge region and calculate the charge and position of the charge sheet.We can therefore define a target
bottomwork function Ftarget for an ideal system that does not exhibit band bending (as shown infigure 2(a)).
This target will guide us in themodifiedCREST scheme.

In an ideal system (e.g. the ZnO ´( )2 1 -H surface before hydrogen desorption), where doping ismodeled
using theVCA, the Fermi-level is well above themid-gap andno band bending occurs.When a hydrogen atom is
nowdesorbed, a new acceptor-like state forms in the band gap. This statemay be capable of holding one full
electron. Since the state is below the Fermi energy, all free charge carriers will flow into this state. However,
unless the slab is very thick, it will typically contain less than one full electron. As a result, the state becomes
fractionally occupied, while the conduction band in thefinite slab is completely depleted of electrons.
Furthermore, the Fermi energy of the entire system (which is calculated from the electron distribution) is now in
resonancewith the gap state, which results in a change in thework function of the lower side of the slab F¢L. This
change indicates a deviation from the target value Ftarget and requires action.

The difference between F¢L and Ftarget is equal to the electrostatic potential drop associatedwith band
bending outside the quantum-mechanical region, i.e. outside the slab (see figure 3(a)).We refer to this part of the
band bending as the tail jD

tail
BB ,

jD = F¢ - F ( ). 3
tail
BB

L target

jD
tail
BB will later be used to determine the position and total charge of the charge sheet thatmimics band bending

effects. This is where our extendedCRESTdeviates from the procedure of Sinai et al [34]. Instead offitting the
electrostatic potential at the boundary of the slabwe use the fact that we know the amount of band bending
outside the slab and apply a self-consistent scheme to adjust the properties of the charge sheet to reproduce this
amount. Aflow chart covering all steps within ourmodifiedCREST approach is shown infigure 4. In the next
paragraphs, wewill derive themathematical relations to define the correct properties of the charge sheet and
explain the self-consistent scheme inmore detail. However, for the sake of understanding, wefirst explainwhat
effect the inclusion of the charge sheet has on the bottom sidework function of the slab.

By including a charge sheet in theDFT calculation, wewill change the bottom sidework function F nL, ,
because the electricfield between the charge sheet and the bottom side of the slab results in a potential drop,
which affects the bottom sidework function.Our objective inCREST is now to adjust the properties of the
charge sheet iteratively (the subscript n denotes the iteration) such that F = FnL, target. If this is the case, the
potential drop due to band bendingwould be correctly reproduced.We can interpret this procedure asfinding
the right amount of charge that has to be transferred to the surface, such that the distance of the conduction band
to the globally defined Fermi level is correctly described. The slab states are nowoffset with respect to the lower
vacuum level by the correct band bending, and the right amount ofmobile electrons is included in the
calculation.

To explain themathematical details of ourmodifiedCRESTmethod determining the charge and position of
the charge sheet, it is useful to briefly recap the classical electrostatic equations associatedwith band bending in
extended space charge layers. Let us consider an infinite surface parallel to the x-y planewith the semiconductor
extending in the z direction. zd denotes the extent of the space charge region in the bulk starting from the surface
at z= 0. In the depletion approximation, we assume all donors to be ionized in the space charge region, which
gives a space charge density of r = eND, withND being the doping concentration. The resulting electrostatic
potential associatedwith the electric field in the space charge region is determined by the one-dimensional
Poisson equation,
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wherej ( )z is the electrostatic potential in the direction of the surface normal. The vacuumpermittivity is given
by 0, and r is the relative permittivity of thematerial.With the boundary condition that the electric field
vanishes at the edges of the space charge region, i.e. at z=0 and at zd, the solution of the Poisson equation for the
electrostatic potential yields
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herewe replaced the charge density r = eND by the total amount of charge of the ionized donors QS divided by
the volume of the space charge region = ·V A zdSCR , whereA is the base area of the slab. These equations
describe the situation for homogeneously distributed dopants. In the next paragraph, we derive the equations for
a systemwith a charge sheet as used in theCRESTmethod.

For technical reasons, in theCRESTmethod it is beneficial to collapse the homogeneous doping region into
a single charge sheet, positionedwithin the space charge region. This charge sheet, combinedwith the quantum
mechanical region, can be viewed as an auxiliary system. The properties of this auxiliary systemwill be defined in
such away that the original situation of the homogeneous doping region is described as accurately as possible.
One difference between the original and the auxiliary system is the difference in relative permittivities.We
position the charge sheet in the vacuum region on the back side of the slab calculation, and not in amediumwith
permittivity r . The slope of the potential therefore changes abruptly at the interface between the back side of the
slab and the vacuum region due to the change in the relative permittivity fromdielectric to vacuum.Within the
slab, the relative permittivity of thematerial r is given byDFT. It would also be desirable to set r in the vacuum

Figure 4. Flow chart of the self-consistent CREST scheme.
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region between the lower slab surface and the charge sheet, which, however, has not been possible withinmost
commonDFT codes so far. Therefore, we correct for the influence of the relative permittivity in our equations,
which determine the charge and distance of the sheet by considering the r of thematerial in the equations of the
homogeneous charge density, and setting it to the vacuumvalue in the following equations of the auxiliary
system.With this, we introduce r as an input parameter for ourCREST (see figure 4 for reference) and ensure
that the potential drop and the transferred charge is correctly reproduced.

Mathematically, the electrostatic environment of the auxiliary system can by described again by the solution
of the Poisson equation. The constant charge density is now replaced by a delta function at the position d of the
charge sheet

r d= -( ) · ( ) ( )z
Q

A
z d . 7C

The twoparameters that determine our auxiliary system are the surface charge density of our charge sheet Q AC

and the distance of the sheet from the back side of the slab d. The solution of the Poisson equation returns a
linear drop in the potential between the back side of the slab at z=0 and the position of the charge sheet at z=d


j =

-
( ) ( )z

Q z d

A
. 8C

C

0

To ensure that our auxiliary systemdescribes the intended system correctly, it has to fulfill two requirements to
fix the two adjustable parameters of the charge sheet:first, the potential difference due to band bending
j jD = D S

BB in the true system is reproduced by the auxiliary system

j j j jD = D = -( ) ( ) ( )
!

d0 . 9S C C C

Second, the electric field acting on the slab is correctly described. The second criterion is fulfilled, if the charge
sheet contains the same amount of charge QC as the total charge of the volume of the space charge region

= = · ·
!

Q Q A z eNdC S D. Equation (9) for condition one then determines the second free parameter, which is
the distance d of the charge sheet. Inserting the potential drop for the homogeneous charge distribution (6), and
for the auxiliary CREST system (8) into equation (9) yields


=d

z

2

d

r
. This ensures that the potential difference

associatedwith the band bending is correctly reproduced.
Finally, to obtain the correct total energy inCRESTwe need to correct for the incorrect potential shape that

was introduced by collapsing the space charge region into a charge sheet.We subtract the energy of the effective
plate capacitorUsheet introduced by the charge sheet and add the contribution for the parabolic shapeUSCR of the
desired homogeneous doping distribution. This gives a total energy correction of

j jD = - + = - + D = - D⎜ ⎟
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This correction only depends on the potential drop due to band bending jD BB and the chargewithin the space
charge region, which is equal to the charge of the introduced sheetQC. The total energy of the slab system,which
enters equation (2) for the phase diagram calculations, can nowbewritten as = + DE E Eslab slab

DFT
tot. Additional

information about the implementation of ourmodifiedCREST approach for FHI-aims can be found in the
supplementarymaterial.

3. Computational details

The structural parameters of bulk ZnOwere obtained by optimizing the geometry of a primitive wurtzite bulk
cell. The different surface geometries weremodeled using a 4×4 slab supercell comprised of four ZnOdouble
layers, for which the bottom two layers were fixed to their bulk positions. The top two layers were allowed to
relax during the geometry optimization until the residual forces were smaller than -10 3 eVÅ−1. The surface
geometries were fully optimized for the undoped case, and kept fixed for all further calculations. The bottom
side of the slabwas passivatedwith pseudo-hydrogen atoms of nuclear and electronic charge3 2, as is
commonly done in the literature [44]. This ensures that the surface bands on the bottom side of the slab are fully
occupied and charge neutralization for this side of the slab is enforced. A dipole correctionwas employed inside
the>20 Åvacuum region between the periodic images [45].

All calculations in this workwere performedwith the all-electron numerical atomic orbital FritzHaber
Institute ab initiomolecular simulation code (FHI-aims) [46–48].We used theHeyd–Scuseria–Erzenhof (HSE*)
[50, 49] functional with the optimizedmixing parameter a = 0.375 and the scaling parameter w = 0.2 Å−1.
These parameters are equivalent to the values ofOba et al [51], yielding a band gap of 3.43 eV in the bulk
calculations, which is in very good agreement with the experimental value of 3.44 eV [52, 53]. Van derWaals
forces were included using the vdW–TS scheme [54], employing the optimized parameters from [55].We used
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tight defaults for the grids and basis sets for Zn andH atoms. For theO atoms, we removed the f and g functions
from the tight tier-2 defaults to reduce the computational cost. For the same reason, we increased theHartree–
Fock screening threshold to -10 5. A ´ ´12 12 12 k-gridwas used for the bulk calculations and scaled
accordingly for larger supercells. All settings were carefully tested to convergewithin a total energy accuracy of

-10 3 eVper primitive unit cell.
Doping in the ZnO slabwas introduced bymeans of the virtual crystal approximation (VCA) [43, 56]. In the

VCA, theO atoms are replaced by pseudo-atomswith a fractional atomic number ¢ = + DZ Z Z . For n-type
doping, the corresponding changeDZ in the electron number per atom gives rise to excess electrons, which fill
the bottomof the conduction band in our calculations. This results inmobile electrons, while the counter charge
remains spatially fixed at the ionic cores. The build-up of a space charge layer and the associated band bending is
then includedwith theCREST approach.

The relative permittivity r of ZnO required by theCREST approachwas also calculated using theHSE*

functional. To do so, we applied a small externalfield along the surface normal to the crystal andmeasured the
resulting potential drop associatedwith the resulting polarizationwithin the slab.We again kept the atomic
positionsfixed and thus calculated only the electronic and not the ionic contribution of the permittivity.We
obtained  = 4.0r , which is close to the experimental value of  =¥ 3.7 [57].

4. Results

4.1. Application of CREST: doping-dependent phase diagram forO-terminated ZnO

TheCRESTmethod explained in the previous section allows us to study the influence of the doping
concentration on the stability of semiconductor surfaces. As afirst step, we explore the defect-freeO-terminated
(0001 ̅)ZnO surface and the influence of the doping concentration on the hydrogen termination. The ´( )2 1 -H
surfacewith a half-monolayer of adsorbed hydrogen, shown in figure 1, completely compensates the charge
from the dangling bonds on the surface and therefore has a very stable surface structure. Thismeans the partially
occupied surface bands arefilled by the adsorption of hydrogen on every second oxygen atom. Alternatively, free
charge carriers introduced by dopantsfill and thus passivate the surface gap states. This alternative passivation
introduces an energy penalty, which results from the associated build-up of band bending. The question is
whether the bare, bulk- truncatedO-terminated (0001 ̅)ZnO surface could ever be stabilized by such free charge
carriers. To investigate this questionwe gradually remove hydrogen from the ´( )2 1 -H surface for different
doping concentrations.We performed our calculations for a 4× 4 supercell, which implies that the hydrogen
coverage is reduced by»6%for every hydrogen atom that is removed.

Naively, onemay expect the hydrogen coverage to reduce significantly for high doping concentrations, in
accordancewith the results reported byMoll et al [33] (whodid not include band bending). However, figure 5, in
which the coverage of the lowest energy structure is plotted as a function of the hydrogen chemical potential and
doping concentration, shows that this is not necessarily the case. Converting the hydrogen chemical potential
into the temperature and partial pressure of the hydrogen gas phase shows that for natively doped ZnO (i.e.
approximately 1017 cm–3

), the unperturbed ´( )2 1 -H surface structure is still thermodynamically preferred

Figure 5.Defect-free (0001 ̅)ZnO-O surface: the doping dependence of the hydrogen coverage as a function of the hydrogen chemical
potential mD H. Colored regions represent the different surface structures with the corresponding coverage expressed as a percentage.
In the top x-axis, the chemical potential has been converted into a partial hydrogen pressure at a temperature of 600K.Vertical dashed
linesmark a pressure region of -- -10 108 11 mbar , which corresponds approximately to ultra-high vacuum (UHV) conditions.
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formost realistic experimental conditions. Only atmuch higher doping concentrations or at very high
temperatures dowefind a deviation from the ideal structure. ForUHVconditions and at 600 K,which is the
temperature typically used for sample annealing, reduction to a surface coverage of 44%occurs for a doping
concentration of» ´ -5 10 cm19 3. At lower temperatures, the transitionwould require an even higher
number of free charge carriers. The stability of the ´( )2 1 -H surface against hydrogen removal can be explained
by the cost of band bending. To compensate for the desorption of hydrogen from the surface requires a certain
amount of charge to be transferred from the bulk to the surface state that is generated in the desorption process.
However, charge transfer from the bulk to the surface states is limited by the electrostatic field originating from
band bending. This energy cost stabilizes surface structures close to 50%coverage under realistic conditions and
illustrates the importance of including band bending in the surface calculations. At these conditions a hydrogen
reduction of 6% is expected at a doping concentration of approximately 1020 cm−3. For this case, the generated
surface state becomes filled by about 0.7 electrons. For lower doping concentrations, this critical value cannot be
reached because band bending limits the charge transfer. However, one needs to consider that because of the
limited size of the unit cell, we can onlymodel hydrogen reductions in increments of 6%.With this inmind, we
can argue that diminishingH-coverage of<6%is to be expected already at lower doping concentrations. So far
ourfindings cannot be compared to experimental results, because to our knowledge there is no experimental
study that systematically investigates ZnO surfaces depending on the doping concentration.

4.2. Surface oxygen vacancies on theO-terminated ZnO surface

Oxygen vacancies at or near theO-terminated ZnO (0001 ̅) surface have been discussed in the literature [12, 51],
but from ab inito thermodynamics they are not considered to be stable in thermal equilibriumunder realistic
conditions. Still, they have been observed in experiments andmight form in reality as a result of physical
treatment during surface preparation procedures, which include sputtering and annealing steps. Therefore, we
take a closer look at the stability of the ZnO surface including oxygen vacancies with theCREST approach.
Introducing one oxygen vacancy in our 4× 4 unit cell corresponds to an oxygen vacancy concentration of

»1 16 6%. Figure 6 shows the doping dependency of the hydrogen coverage in this case.
One can see that there are now two competing surface structures inUHVconditions. For conditions that are

richer in hydrogen, the (2×1)-H structure is still themost favorable. However, at smaller chemical potentials
themost stable surface structure for low doping concentrations is now the onewith two fewer hydrogens in the
unit cell. This can easily be understood, since a structure with an oxygen vacancy and two hydrogensmissing
again fulfills the electron counting rule by completelyfilling the surface band. Thus no charge transfer from the
bulk is required to saturate a dangling bond at the surface. Again, an increase in the doping concentration leads
to a decrease in the hydrogen coverage. However, the desorption of hydrogen sets in at lower doping
concentrations than for the defect free surface.While for the defect-free surface, hydrogen desorption is only
observed for doping concentrations above 1020 cm−3, oxygen vacancies provide additional charge carriers and
lower this critical value to approximately 1019 cm−3. This is because the oxygen vacancy pins the Fermi level at a
higher energy level, a concept we recently explored for self-assembled organicmonolayers at ZnO surfaces [58],

Figure 6.The oxygen vacancy concentration of 1/16 at theO-terminated (0001 ̅)ZnO surface: the doping dependence of the hydrogen
coverage as a function of the hydrogen chemical potential mD H. Colors represent the different surface structures with the
corresponding coverage expressed as a percentage. For the top x-axis, the chemical potential has been converted into a hydrogen
partial pressure at a temperature of 600K.Vertical dashed linesmark a pressure region of -- -10 108 11 mbar, which corresponds
approximately to ultra-high vacuum (UHV) conditions.
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resulting in less band bending and a spatially smaller space charge region. The schematic band diagram
explaining the position of the generated surface states and Fermi level pinning can be found infigure 7. Still, as in
the defect-free case, band bending limits the charge transfer to the surface and so hinders a further decrease of its
H concentration.

4.3. Complete phase diagram for various doping concentrations

Looking at the two phase diagramswith andwithout an oxygen vacancy, the question arises as towhen the
surfacewith an oxygen vacancy concentration of 1/16 becomes stable? To answer this question, we combine the
results of the previous two sections and assume that the surface is simultaneously in equilibriumwith two
independentH2 andO2 gas reservoirs. The change in surface free energy nowdepends on the two chemical
potentials of the surrounding gases and the doping concentration adds a third dimension. Such a three-
dimensional plot would be hard to follow and therefore we representatively plot the phase diagrams for the two
doping concentrations =N 10D

18 cm−3 and =N 10D
20 cm−3 as a function of the chemical potentials mD H and

mD O. Additionally, we added the corresponding partial pressures at a temperature of 600 K to the opposing axes
of the hydrogen and oxygen chemical potentials, respectively.

Figure 8 shows that for natively doped ZnO, the ´( )2 1 -H surface structure is still the thermodynamically
preferred surface structure underUHVconditions at 600K. Thismeans that we expect surfaces with oxygen
vacancies and reduced hydrogen coverage to only become stable in extremely oxygen poor conditions or at very
high temperatures. The doping concentration does have an influence on the hydrogen coverage once an oxygen
vacancy is present, but does not distinctively influence the stability of the vacancy itself. So, how canwe justify
the fact that it is still relevant to consider surface oxygen vacancies? First, an oxygen vacancywith afifty percent
coverage of hydrogen results in an empty gap state at the surface, and thereforemight be the cause of Fermi level
pinning, which is seen experimentally; and second, vacuumchambers are not a thermodynamic equilibrium. In
themajority of surface preparation techniques, the ZnOpolar surface is sputtered at least oncewith Ar+, for

Figure 7.A schematic explanation of band bending and Fermi level pinning due to surface oxygen vacancies. (a)The situation at the
defect-free surface before band bending. (b)Adangling bond leads to band bending that is approximately the size of the band gap. (c)
The surface oxygen vacancy generates a gap state. (d)The Fermi level gets pinned at theO vacancy, significantly reducing the amount
of band bending.
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example. This sputtering could create oxygen vacancies that remain asmetastable structures, even though they
are, in principle, thermodynamically unstable.

5. Conclusion

We show for the case of ZnO that the bulk doping concentration is a parameter that needs to be included in the
theoreticalmodeling of phase diagrams to be able to interpret the experimental results. Using amodified
formalismof the recently developedCREST approach [34], we now take the bulk doping and therefore the full
effects ofmacroscopic band bending into account in our calculations for semiconductor surfaces. By combining
themodifiedCREST approachwith a thermodynamic formalism,we have determined a doping-dependent
surface phase diagramof theO-terminated (0001 ̅)ZnO surface. Ourwork thus demonstrates the capability of
the CREST approach to produce doping-dependent phase diagrams.

In this workwe have focused on theO-terminated (0001̅)ZnO surface, with andwithout surface oxygen
vacancies, for various hydrogen terminations over a range of doping concentrations. The resulting phase
diagrams show that doping can lead to a variety of the surface structures seen in experiments. However, band
bending opposes the charge transfer from the bulk to the surface and thereby counteracts the hydrogen
deficiency. Thus for lowdoping concentrations we expect almost no deviation from themost stable ´( )2 1 -H

Figure 8.Phase diagrams of theO-terminated (0001 ̅)ZnO surface at doping concentrations (a) =N 10D
18 cm−3 and (b) =N 10D

20

cm−3. The hydrogen coverage of a specific phase is expressed as a percentage. Phases based on a surface including an oxygen vacancy
aremarkedwith an asterisk. Physically sensible regions of oxygen and hydrogen pressures at 600K are indicated by vertical and
horizontal dotted lines, respectively.
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surface structure. For higher doping concentrations, the hydrogen coverage subsequently reduces, but a
completely hydrogen-free surface limit appears unattainable. Deep donor states, such as oxygen vacancies,
which can pin band bending at lower values, can serve as an additional source of charge carrier, leading to lower
then 50%hydrogen coverage even at small doping concentrations.

Acknowledgments

Thisworkwas support by the Austrian Science Fund (FWF) under project number P27868-N36.We thank
Egbert Zojer for fruitful discussions. PR acknowledges support by theAcademy of Finland through its Centres of
Excellence Programme under project numbers 251748 and 284621. The computations reported herewere
performedmainly at theVienna ScientificCluster (VSC).

References

[1] Alivov Y I, Kalinina EV,Cherenkov AE, LookDC, Ataev BM,OmaevAK, ChukichevMVandBagnall DM2003Appl. Phys. Lett. 83
4719–21

[2] OhtaH,KawamuraK I,OritaM,HiranoM, SarukuraN andHosonoH2000Appl. Phys. Lett. 77 475–7
[3] Schlesinger R et al 2015Nat. Commun. 6 6754
[4] IkramM,Murray R,HussainA, Ali S and Shah S I 2014Mater. Sci. Eng.B 189 64–9
[5] Huang J, Yin Z andZhengQ 2011Energy Environ Sci 4 3861–77
[6] LiH, Schirra LK, Shim J, CheunH,Kippelen B,MontiO L andBredas J L 2012Chem.Mater. 24 3044–55
[7] Schmidt-Mende L andMacManus-Driscoll J L 2007Mater. Today 10 40–8
[8] Owen J, SonMS, YooKH,AhnBD and Lee S Y 2007Appl. Phys. Lett. 90 033512
[9] Hewlett RMandMcLachlanMA2016Adv.Mater. 28 3893–921

[10] Meyer B 2004Phys. Rev.B 69 045416
[11] Lauritsen J V et al 2011ACSNano 5 5987–94
[12] Wahl R, Lauritsen J V, Besenbacher F andKresse G 2013Phys. Rev.B 87 085313
[13] Jacobs R, Zheng B, Puchala B, Voyles PM, YankovichAB andMorganD2016 J. Phys. Chem. Lett. 7 4483–7
[14] DulubO,DieboldU andKresseG 2003Phys. Rev. Lett. 90 016102
[15] KresseG,DulubO andDieboldU2003Phys. Rev.B 68 245409
[16] LiH, Schirra LK, Shim J, CheunH,Kippelen B,MontiO LA andBredas J L 2012Chem.Mater. 24 3044–55
[17] KunatM,Gil Girol S, Becker T, BurghausU andWöll C 2002Phys. Rev.B 66 081402
[18] Lindsay R,Michelangeli E, Daniels BG, AshworthTV, LimbA J, ThorntonG,Gutierrez-Sosa A, Baraldi A, Larciprete R and Lizzit S

2002 J. Am. Chem. Soc. 124 7117–22
[19] KunatM,Gil Girol S, BurghausU andWöll C 2003 J. Phys. Chem.B 107 14350–6
[20] Coppa B J, FultonCC,Hartlieb P J, Davis R F, Rodriguez B J, Shields B J andNemanich R J 2004 J. Appl. Phys. 95 5856–64
[21] XuH,Dong L, Shi XQ,VanHoveMA,HoWK, LinN,WuHS andTong SY 2014Phys. Rev.B 89 235403
[22] ÖnstenA, StoltzD, Palmgren P, Yu S, GöthelidMandKarlssonUO2010 J. Phys. Chem.C 114 11157–61
[23] VandeWalle CG 2000Phys. Rev. Lett. 85 1012–5
[24] Janotti A andVan deWalle CG 2007Phys. Rev.B 76 165202
[25] Oba F, ChoiM, TogoA andTanaka I 2011 Sci. Tech. Adv.Mater. 12 034302
[26] Janotti A and deWalle CGV2009Rep. Prog. Phys. 72 126501
[27] LookD, ReynoldsD, Sizelove J, Jones R, LittonC,Cantwell G andHarschW1998 Solid State Commun. 105 399–401
[28] Hu J andGordonRG1992 J. Appl. Phys. 71 880–90
[29] KoH J, ChenY F,Hong SK,WenischH, YaoT and LookDC2000Appl. Phys. Lett. 77 3761–3
[30] Kalusniak S, Sadofev S, Schäfer P andHenneberger F 2014Phys. Status SolidiC 11 1357–60
[31] BierwagenO, Ive T, deWalle CGVand Speck J S 2008Appl. Phys. Lett. 93 242108
[32] RichterNA, Sicolo S, Levchenko SV, Sauer J and SchefflerM2013Phys. Rev. Lett. 111 045502
[33] MollN, XuY,HofmannOT andRinke P 2013New J. Phys. 15 083009
[34] Sinai O,HofmannOT, Rinke P, SchefflerM,Heimel G andKronik L 2015Phys. Rev.B 91 075311
[35] KomsaHP and Pasquarello A 2013Phys. Rev. Lett. 110 095505
[36] KrishnaswamyK,Dreyer C E, Janotti A andVan deWalle CG2015Phys. Rev.B 92 085420
[37] Kempisty P, Krukowski S, Strak P and Sakowski K 2009 J. Appl. Phys. 106 054901
[38] Kempisty P, Strak P andKrukowski S 2011 Surf. Sci. 605 695–713
[39] Krukowski S, Kempisty P and Strak P 2013 J. Appl. Phys. 114 143705
[40] Krukowski S, Kempisty P and Strak P 2013 J. Appl. Phys. 114 063507
[41] Reuter K and SchefflerM2001Phys. Rev.B 65 035406
[42] HerrmannP andHeimel G 2015Adv.Mater. 27 255–60
[43] NordheimL 1931Ann. Phys. 401 607–40
[44] Meyer B andMarxD 2004Phys. Rev.B 69 235420
[45] Neugebauer J and SchefflerM1992Phys. Rev.B 46 16067–80
[46] BlumV,Gehrke R,Hanke F,Havu P,HavuV, RenX, Reuter K and SchefflerM2009Comput. Phys. Commun. 180 2175–96
[47] HavuV, BlumV,Havu P and SchefflerM2009 J. Comput. Phys. 228 8367–79
[48] RenX, Rinke P, BlumV,Wieferink J, TkatchenkoA, Andrea S, Reuter K, BlumV and SchefflerM2012New J. Phys. 14 053020
[49] KrukauAV,VydrovOA, IzmaylovA F and Scuseria G E 2006 J. Chem. Phys. 125 224106
[50] Levchenko SV, RenX,Wieferink J, Johanni R, Rinke P, BlumVand SchefflerM2015Comput. Phys. Commun. 192 60–9
[51] Oba F, TogoA, Tanaka I, Paier J andKresse G 2008Phys. Rev.B 77 245202
[52] KarzelH et al 1996Phys. Rev.B 53 11425–38
[53] ReynoldsDC, LookDC, Jogai B, LittonCW,Cantwell G andHarschWC1999Phys. Rev.B 60 2340–4

12

New J. Phys. 19 (2017) 083012 S Erker et al



[54] TkatchenkoA and SchefflerM2009Phys. Rev. Lett. 102 073005
[55] HofmannOT,Deinert J C, XuY, Rinke P, Stähler J,WolfM and SchefflerM2013 J. Chem. Phys. 139 174701
[56] Parmenter RH1955Phys. Rev. 97 587–98
[57] AshkenovN et al 2003 J. Appl. Phys. 93 126–33
[58] HofmannOT andRinke P 2017Adv. Electron.Mater. 3 1600373

13

New J. Phys. 19 (2017) 083012 S Erker et al



Supplementary Information :

Doping dependence of the surface phase stability of

polar O-terminated (0001̄) ZnO

Simon Erker1, Patrick Rinke2, Nikolaj Moll3 and Oliver T

Hofmann1

1Institute of Solid State Physics, Graz University of Technology, NAWI Graz, Austria
2COMP/Department of Applied Physics, Aalto University, Finland
3IBM Research−Zurich, Switzerland

E-mail: o.hofmann@tugraz.at

1. Practical step-by-step manual to use our CREST formalism in FHI-aims

For FHI-aims this method currently works for n-type doping and downward band

bending only. To directly incorporate band bending into your surface slab calculation,

follow the steps below:

(i) Determine target bottom side work function Φtarget from a calculation of the

unperturbed system, i.e. without band bending. Actually one can set a

experimental work function as target work function as well, but it is preferable to

extract the target work function from a calculation of the fully passivated surface.

This means a surface slab without the surface gap state present but including the

doping via the Virtual Crystal Approximation (VCA).

(ii) Run an initial slab calculation of the perturbed system with the surface gap state

present. Extract the bottom side work function ΦL,0. If there is charge transfer to

the surface the bottom side work function ΦL,0 should now be larger than in the

first calculation. Assume that the band bending in the region below the slab is

given by ∆ϕBB
0 = ΦL,0 − Φtarget = ∆Φ0.

(iii) Calculate the charge of the sheet Qn and its distance from the bottom side of the

slab dn (the subscript n denotes the CREST iteration):

Qn =
√
2ǫrǫ0 ·∆ϕBB

n · eND · A2 (1)

dn =
1

2ǫr

Qn

eND · A (2)

Here ND is the doping concentration and A the surface area of the slab cell.

(iv) Set up a calculation with the charge-sheet as determined through equation (1) and

(2): Use a set of point charges to mimic the charge-sheet. For point charges simply

take the species defaults for an H atom (light settings) without basis functions.
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Replace all basis function by the line ”include min basis .false.” and set the

values for nucleus and valence accordingly to collectively hold the determined total

charge of the sheet. Also include the lines ”override warning nobasis” and

”override warning negative nucleus” in your control.in file. If you use Van-

der-Waals correction make sure to switch it off for the point charges.

(v) Run the calculation, extract the bottom side work function of the CREST system

ΦL,n and calculate the new value of the band bending ∆ϕBB
n+1 = ∆ϕBB

n + (ΦL,n −
Φtarget).

(vi) Repeat (iv)-(vi) until ∆Φn = ΦL,n − Φtarget = 0, i.e., is smaller than a defined

threshold.

(vii) Calculate the correction to the total energy ∆Etot = −1
6
∆ϕBB

n ·Qn.

2. ZnO parameters

For all our calculations we use the Heyd-Scuseria-Erzenhof (HSE*) [4] functional with

an optimized mixing parameter α = 0.375 and a scaling parameter ω = 0.2 Å−1. As seen

in table 1 this functional reproduces very well the experimental band gap of bulk ZnO.

Using the commonly used PBE functional [5] the band gap is highly underestimated.

This would result in a systematic error in our CREST formalism since the band bending

would not be correctly described.

Table 1. Measured and calculated lattice constants and u parameter of bulk ZnO

(Wurtzite structure, space group #186 (hexagonal, P63mc)).

a (Å) c (Å) c/a u bandgap (eV) Reference

1.633 0.375 Ideal

3.2496 5.2042 1.6018 0.3819 3.4370 Experiment [2, 3]

3.2780 5.2911 1.6141 0.3791 0.7486 pbe+vdW

3.2170 5.1616 1.6046 0.3810 3.4326 hse06*+vdW

3. Considered Surface structures

In our calculation of the ZnO surface phase diagram we did not consider all proposed

surface structures that can be found in literature but rather restricted out investigation

on the hydrogen coverage of the surface. We considered the defect-free surface was well

as surface oxygen vacancies with multiple hydrogen adsorption rates and patterns. The

in the literature well known (2× 1)-H structure of the O-terminated polar ZnO surface

can be seen as the initial structure of our investigation. At this structure every second

surface oxygen is saturated by an H atom. Starting from this hydrogen adsorption

pattern the number of adsorbed hydrogen is reduced one by one, for our 4× 4 cell this

means to reduce the hydrogen coverage by about 6% every step. When it is possible to
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remove non-symmetry equivalent hydrogens from the surface, always the lowest energy

configuration was considered in the determination of the phase diagram for a specific

hydrogen coverage. We also considered structures with one oxygen vacancy at the

surface and again several sub-structures with a reduced hydrogen concentration. One

oxygen vacancy in the unit cell corresponds to a vacancy concentration of 1/16 ≈ 6%.

A schematic representation of the surface layer of our considered structures is shown in

figure 1.

(a) H:50% (b) H:44% (c) H:38% (d) H:32%

(e) Ovac-H:50% (f) Ovac-H:38% (g) Ovac-H:32% (h) Ovac-H:25%

Figure 1. Topmost layer of the various surface structures appearing in our phase

diagrams of the O-terminated ZnO surface. Zn atoms are colored in blue, O atoms

in red and H atoms are white. Hydrogen coverages are expressed as a percentage.

(a) is the defect free (2 × 1)-H surface with half monolayer hydrogen. (b)-(c) are

the structures with a reduced hydrogen concentration. In the second row (e)-(h) the

structures with one oxygen vacancy per unit cell are shown.

4. Phase diagrams from ab-initio thermodynamics

In this section we will give a brief summary of the thermodynamic formalism we used

to determine the stability of the various surface structures when in contact with an

atomic reservoir, i.e., a surrounding gas. There is a significant literature on ab-initio

thermodynamics and their use for obtaining surface phase diagrams of ZnO [6, 7]. We

refer the reader to [8] for a detailed description of the formalism, and summarize below

the basic information relevant to this paper.

When in contact with an external reservoir at temperature T and pressure p,

thermodynamic equilibrium is defined by the minimization of the surface grand-potential

γ(T, p) =
1

A

(
G(T, p, {nx})−

∑

x

nxµx(T, px)

)
(3)
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where nx is the number of particles in the solid and µx and px are the chemical potential

and the partial pressure of the various species respectively. The Gibbs free energy G of

a solid inducing the surface of interest comprises of several contributions:

G(T, p) = Etot + Fvib − TSconf + pV (4)

The total energy Etot can be directly obtained from the electronic structure calculation.

The second term, the vibrational free energy Fvib, accounts for all vibrational

contributions in the system. The third term TSconf includes the configurational entropy.

A crucial aspect in our analysis is that we are only interested in the relative stability

of a surface and therefore in differences of surface free energies. In our case, the

thermodynamic quantity of interest to determine the relative stability of a certain surface

structure is the change in surface free energy ∆γ from a reference surface structure. We

choose the reference structure to be the ideal (2 × 1)-H structure where every second

surface oxygen is bound to an adsorbed H atom. As a consequence one can argue that

contributions to the Gibbs free energy from vibrations or configurational entropy can be

neglected. This approximation has been shown to be valid for oxides and hydroxylated

surfaces [8, 9] but might become relevant at finite temperatures or out of equilibrium.

In the present study of the O-terminated ZnO surface we would have to considering

three different species x that is Zn, O and H. To reduce the complexity we assume

that Zn is always in thermal equilibrium to the surface and restricting the problem to

two independent reservoirs of H2 and O2 gas. This implies that we do not consider

the formation of water which would normally happen in thermal equilibrium. This

can be justified for the conditions of interest which are usually ultra high vacuum

conditions (UHV) by arguing that water vapor is much more efficiently pumped from

of a vacuum chamber, and that water does not readily form from H2 and O2 without

proper activation.

As it is usually done in ab-initio thermodynamic studies all energies and chemical

potentials are referenced to the total energies of the isolated hydrogen and oxygen

molecules EH2

gas and EO2

gas:

∆µH = µH − 1

2
EH2

gas, ∆µO = µO − 1

2
EO2

gas. (5)

With this we can write down the change of surface free energy for a certain surface

structure with respect to the chemical potentials of the reservoir gases ∆µH and ∆µO:

∆γ =
1

A

(
Eslab − Eref

slab + nrem
H

[
∆µH +

1

2
EH2

gas

]
+ nvac

O

[
∆µO +

1

2
EO2

gas

])
(6)

with Eslab the total energy of the surface slab with nrem
H removed hydrogens and/or nvac

O

oxygen vacancies present at the surface. Eref
slab is the energy of the reference (2 × 1)-H

surface slab. Taking into account all the considered surface structures described in the

section above the most stable one for a specific set of chemical potentials (∆µH,∆µO)

is the one with the lowest ∆γ. From this we can now build a two dimensional phase

diagram with the axes being the two chemical potentials. In a next step assuming the

surface being in a thermodynamic equilibrium the chemical potentials can be related to

a partial pressure of the gas components at a specific temperature.
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This relational between chemical potential and partial pressure of a gas component

presumes a thermodynamic equilibrium of the gas component with the surface. For an

ideal gas we can use the well know equation to relate the partial pressure px to the

chemical potential ∆µx

∆µx(T, px) = µ̃x(T, p
0) +

kBT

2
ln

(
px
p0

)
(7)

px = p0 · exp
(
2[∆µx − µ̃x(T, p

0)]

kBT

)
(8)

where kB = 8.6173303 · 10−5 eV/K is the Boltzmann constant. Furthermore one needs

to know the temperature dependence of the chemical potential at standard conditions

(standard pressure p0). µ̃x(T, p
0) can be calculated from values in thermodynamic

reference tables e.g. the JANAF table (kinetics.nist.gov/janaf) via

µ̃x(T, p
0) =

1

2

[
H(T, p0, x)−H(0, p0, x)

]
−1

2
T
[
S(T, p0, x)− S(0, p0, x)

]
(9)

with the enthalpy H and the entropy S and T the temperature. The values for the

enthalpyH and the entropy S at standard conditions can be found in the thermodynamic

reference table. In table 2 the chemical potential of molecular hydrogen and oxygen gas

as well as for water vapor are listed for various temperatures.

Table 2. Chemical potential of molecular hydrogen and oxygen gas as well as for water

vapor at standard conditions (p0 = 0.1 MPa = 1 · 103 mbar) for various temperatures.

Temperature µH2
(T, p0) µO2

(T, p0) µH2O(T, p
0)

(K) (eV/particle) (eV/particle) (eV/particle)

100 -0.03666 -0.07476 -0.06193

300 -0.15929 -0.27394 -0.24225

600 -0.38020 -0.61120 -0.55670

700 -0.45970 -0.72987 -0.66861

800 -0.54137 -0.85100 -0.78330

1000 -0.71031 -1.09961 -1.02002
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[2] Karzel H, Potzel W, Köfferlein M, Schiessl W, Steiner M, Hiller U, Kalvius G M, Mitchell D W,

Das T P, Blaha P, Schwarz K and Pasternak M P 1996 Phys. Rev. B 53(17) 11425–11438

[3] Reynolds D C, Look D C, Jogai B, Litton C W, Cantwell G and Harsch W C 1999 Phys. Rev. B

60(4) 2340–2344

[4] Krukau A V, Vydrov O A, Izmaylov A F and Scuseria G E 2006 J. Chem. Phys. 125 224106

[5] Perdew J P, Burke K and Ernzerhof M 1996 Phys. Rev. Lett. 77(18) 3865–3868

[6] Kresse G, Dulub O and Diebold U 2003 Phys. Rev. B 68(24) 245409

[7] Meyer B 2004 Phys. Rev. B 69(4) 045416

[8] Reuter K and Scheffler M 2001 Phys. Rev. B 65(3) 035406

[9] Sun Q, Reuter K and Scheffler M 2003 Phys. Rev. B 67(20) 205424

Chapter 3 Phase Stability of the O-Terminated ZnO Surface 48



Chapter 3 Phase Stability of the O-Terminated ZnO Surface 49

3.4 Appendix

3.4.1 ZnO bulk calculations

In our CREST approach that introduces free charge carries into the conduction band of the

semiconductor, the maximum amount of band bending is limited by the band gap of the semi-

conducting material. Therefore, for correctly considering the maximum amount of band bend-

ing, it is important that the band gap in the DFT calculation is accurately reproduced. In

Figure 3.1 the dependence of the band gap of bulk ZnO is plotted as a function of the hybrid

mixing parameter α in the HSE functional.

Figure 3.1: Evolution of the ZnO band gap as a function of the hybrid mixing parameter α in
the HSE functional (ω = 0.2 Å−1). The red horizontal line mark the value of the experimental
band gap, which is reproduced with α = 0.375.

We find a linear dependence of the band gap as a function of α. The experimental band gap

of 3.37 eV is almost perfectly reproduced using HSE with ω = 0.2 Å−1 and α = 0.375. This is

in good agreement with results obtained with the VASP code [119]. The bandstructure of bulk

ZnO for this parameters is plotted in Fig. 3.2.

3.4.2 Comments on slab calculations of polar ZnO surfaces

The theoretical treatment of the polar ZnO surfaces in slab calculations comes with some com-

plications. Even when the surfaces are perfectly saturated, such that no dangling bonds are

present on both side of the slab, a small dipole moment remains through the slab. This leads

to a closing of the band gap with increasing number of ZnO layers in the slab. The evolution

of the valence and conduction band with increasing slab thickness is plotted Fig. 3.3.
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Figure 3.2: Bandstructure and density of states of bulk ZnO calculated with HSE (ω =
0.2 Å−1, α = 0.375) + vdW-TS

Figure 3.3: ZnO layer convergence: Valence band maximum (VBM) and conduction bang
minimum (CBM) as a function of numbers of ZnO layers in the slab. The Fermi energy EF

is plotted as output by FHI-aims, but, due to the algorithmic implementation, has no physical
meaning here.
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3.4.3 Calculating the dielectric constant of ZnO

The dielectric constant (or relative permittivity) of the substrate material is one of the input

variables of the CREST scheme. We calculated the dielectric constant of ZnO from the dielectric

response to an external electric field.

In the linear response regime we assume that external field varies on a length scale that is much

larger than the atomic distances. When applying such a small external electric field normal

to the slab surface (in z-direction in our system, corresponds to the [0001] crystal direction),

a response field is build up inside the ZnO slab. The dielectric response generally consists of

electronic and ionic contributions. As described in the publication, only the electronic part is

relevant for CREST calculations. Therefore, we are looking for the optical dielectric constant

(also known as high-frequency dielectric constant ǫr(∞)), which only considers the electronic

part. In the static value ǫr(0) also the ionic part would be included.

When performing a DFT slab calculation without geometry relaxation the response field is

generated only by the induced change in the charge density, i.e. only the electronic part is

active. The total macroscopic field E inside the ZnO slab can be written as:

E = Eext −
P

ǫ0
(3.1)

where Eext the external applied electric field introduced in the DFT calculation, P the polariza-

tion, that is the response of the system to the external field, and ǫ0 be the vacuum permittivity.

The dielectric constant can be calculated from the ratio:

ǫr = lim
Eext→0

Eext

E
(3.2)

Note that in general the dielectric constant is a tensor, i.e. the dielectric response depends

on the direction of the applied field. As we are only interested in electric fields along the

surface normal we only calculated the dielectric constant for this direction. Our calculations

were performed with an external field in the z-direction of Eext = 0.1 V/Å. The response field

was determined from a linear fit of the Hartree potential difference inside the slab between the

perturbed system and the system without applying an external field (see Fig. 3.4). The obtained

values also depend on the applied density functional. For HSE (ω = 0.2 Å−1, α = 0.375) we

find ǫHSE*
r = 3.43, and for PBE ǫPBE

r = 5.19. The HSE value is close to the experimental value

of ǫr(∞) = 3.72 [120].
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Figure 3.4: Difference of the plane integrated Hartree potential with and without an external
electric field. The difference shows the response field (E − Eext) build up in the ZnO slab due
to the small field (Eext = 0.1 V/Å). The ZnO slab extends approximately from z = 0 to z = 20
Å.



Chapter 4

Molecular Probes: Organic

Molecules as a Probe to Identify the

Surface Structure of ZnO

4.1 Motivation

One of the biggest challenges, not only for experiments, but also for computations of ZnO

interfaces, is that the exact surface structure, especially of the polar ZnO surfaces, is still not

unambiguously resolved. In a collaboration with people from the groups of Norbert Koch and

Frank Schreiber we aimed to contribute to this ongoing discussion by approaching the quest for

the surface structure from a new side. From experimentalists a lot of insight and knowledge

was obtained by Jens Niederhausen and Antoni Franco-Cañellas concerning the preparation

of ZnO surface samples. X-ray standing wave (XSW) and X-ray photoelectron spectroscopy

(XPS) measurements were conducted at various stages of the surface preparation process. The

aim was to identify the surface structure at these stages to understand the impact of typical

surface preparation techniques like sputtering or annealing. Furthermore they investigated

how the surface evolves over time after those steps. The original idea of our collaboration

was to compare experimental XPS spectra with surface core-level shifts calculated from DFT,

to be able to identify the surface structure at the various stages. We performed calculations

for many different surface structures and a constant exchange of ideas took place between

me and especially Jens Niederhausen and Antoni Franco-Cañellas. However, we had to find

out that from the computational side we where not able to provide unambiguous assignments,

since several possible surface structures gave similar results that lie within the accuracy of

the theoretically obtained core-level shifts (The challenges that emerged in simulating surface

core-level shifts and some obtained results are presented in the appendix of this chapter; the

experimental results from the surface preparation were published in Antoni Franco-Cañellas’

dissertation [121]). Therefore no trustworthy conclusions could be drawn from comparing the
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theoretically obtained shifts with experimental results, and we needed the find a new approach

to gain insight into the structure of the polar ZnO surfaces. The idea emerged in discussions

with Jens Niederhausen, Oliver T. Hofmann and me: We can use organic molecules as a probe

for the surface. We assumed that the adsorption heights of the molecules allows us to draw

conclusions concerning the surface structure of the substrate. This idea was a very elegant way

to omit many computational challenges for this surfaces because adsorption heights are usually

quite well reproduced by DFT, but still gives valuable insight into the surface structure. XSW

measurements were conducted for PTCDI molecules adsorbed on the Zn-terminated ZnO(0001)

surface to experimentally determine the adsorption heights.

4.2 Authors contribution

The idea for using probe molecules to explore ZnO surfaces originated from Jens Niederhausen.

My part was to plan, perform, and analyze the theoretical calculations for the different surface

structure models. By comparing the results we indeed were able to eliminate a wide range of

proposed surface structures for this polar ZnO surface. Our joint findings are summarized in

the following manuscript. The coordination of this project and the writing of the manuscript

was mainly organized by Jens Niederhausen, who also wrote the main part of the manuscript.

My contribution was in co-authoring the manuscripts, especially writing the parts about the

computations and producing the images of the investigated surface models.

4.3 Manuscript
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We present a novel way of exploiting molecules as surface structure probes. In this ap-
proach, the vertical adsorption distances of planar conjugated organic molecules are determined
with the X-ray standing wave technique and compared to simulated adsorption geometries based
on different models of the surface structure. Surprisingly, the obtained results for 3,4,9,10-
perylenetetracarboxylicdiimide (PTCDI) on Zn-terminated ZnO(0001) (Zn-ZnO) do not agree with
the popular notion of protruding hydroxyl (OH) groups for a range of surface preparations. Con-
versely, good agreement is found for PTCDI molecules in direct contact with the topmost Zn layer.
Our findings thus assign OH groups to subsurface sites and call for a reconsideration of the prevail-
ing surface models with important implications for the understanding and modification of electronic
and morphological properties of Zn-ZnO surfaces.

The surface structure of ZnO exposed to water and
hydrogen is of major importance not only for the under-
standing of heterogeneous catalytic processes [1–5], but
also because it controls the morphologies of condensed
water [6] and organic or metal adlayers [7, 8], which are
relevant for self cleaning and (opto)electronic applica-
tions, respectively. Hydroxyl (OH) formation is gener-
ally found in these cases [9–12]. Zn-polar ZnO(0001)
(Zn-ZnO) is the only ZnO facet that does not feature
O atoms in the surface layer. Therefore, OH formation
is particularly intriguing in this case and pinpointing the
location of the OH groups is extremely relevant.

The most stable Zn-ZnO surface structures under typ-
ical ultra-high vacuum (UHV) conditions and room tem-
perature have been calculated for half a OH monolayer
(ML, 1 ML = 1 OH per Zn-ZnO surface unit cell) ad-
sorbed on top of the non-reconstructed Zn-ZnO surface
[5, 13]. This theoretical prediction justifies that such pro-
truding OH groups are often employed when rationaliz-
ing results from spectroscopy and diffraction experiments
[10, 11, 13–17]. Strikingly though, the protrusions so far
reported in scanning probe studies had much lower abun-
dances than 1/2 ML and an assignment to OH groups
was implicitly or explicitly dismissed by the authors[18].
However, a problem with scanning probe experiments is
that often the surface structure can be unambiguously
identified for only a part of the probed surface area. This
is particularly true for Zn-ZnO, for which atomic resolu-
tion is only occasionally obtained [19–21]. Further evi-

dence is thus needed to resolve this discrepancy.

It was shown that surface structures can be probed
by means of molecular adsorbates: in a pioneering work,
Staemmler et al. confronted the binding energy of CO
found from thermal desorption spectroscopy with calcu-
lated binding energies for different surface models and
could successfully solve several ZnO surface structures
[22]. However, CO does not stick to hydroxylated Zn-
ZnO surfaces even at temperatures as low as 50 K, leav-
ing the OH location at Zn-ZnO surfaces an open question
[5, 23].

Here, we present an alternative approach, namely, em-
ploying a planar π-conjugated molecule [here: 3,4,9,10-
perylenetetracarboxylicdiimide, PTCDI, see Fig. 1 (d)]
as probe for the surface structure. To this end, we em-
ploy the X-ray standing wave technique (XSW), a power-
ful, but yet unexplored tool for the study of ZnO-organic
semiconductor interfaces. Adsorption at room tempera-
ture is guaranteed for such large molecules (PTCDI has a
footprint of approx. 10 times the surface unit cell area of
Zn-ZnO) by considerable van der Waals attraction. For
the PTCDI-ZnO interface, appreciable interaction well
beyond pure physisorption was reported [24]. Therefore,
PTCDI can be expected to wet the Zn-ZnO surface well
and films in the sub-monolayer regime can be used to
probe a large fraction of the surface area. This is an im-
portant prerequisite for arriving at results that are truly
representative of the Zn-ZnO surface structure.

To achieve maximal sensitivity to the surface struc-
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FIG. 1. (a) Top view of the three possible adsorption sites
of Zn-ZnO-terminating OH groups. Of these, the hollow and
top site are considered in this work. The top-views of the
corresponding models 2 and 3 that both feature a 1/2 ML OH
coverage are shown in (b) and (c), respectively. (d) Chemical
structures of PTCDI in its protonated (top) and deprotonated
state (bottom). (e) OH spectral contribution determined from
O1s core level fits (hν = 700 eV, cf. Suppl. Fig. 4). Data
points present the OH signal evolution as function of time
after the respective annealing was stopped. The horizontal
lines show the OH spectral weight after water exposures of the
indicated doses. The vertical line indicates when PTCDI was
deposited onto sample C. For samples A and B, the deposition
was done after four hours, i.e., beyond the axis range.

ture, we employ adsorption geometries to compare exper-
iment and theory instead of binding energies. By doing
so, this approach is lenient toward details of the molecule-
ZnO interaction: The electronic structure calculations of
PTCDI/ZnO in Ref. 24 report very different binding en-
ergies when Zn interstitials or O vacancies are assumed as
dopants in ZnO (2.3 eV vs. 1.1 eV). In contrast, the same
work predicts the PTCDI adsorption distance to be only
very slightly affected by the dopant species. This shows
that accurate binding energies can only be calculated if
the electronic surface structures are established, whereas
the geometric adsorption structure is much more robust.
Vice versa, different surface structures can result in iden-
tical binding energies: Different ZnO facets were used in
Ref. 24 and “the experimental data were found to be in-
sensitive to the specific surface chosen”, suggesting that
binding energy differences might be hard to resolve ex-
perimentally. In contrast, using structural observables
promises to be able to distinguish different surface struc-
tures with similar reactivity towards the molecular probe.

We consider three different Zn-ZnO surface models for
the simulation of PTCDI adsorption geometries. They
consider a bare Zn surface and two different surfaces with
OH adsorbates. These models represent the controversial

discussion of the Zn-ZnO surface in the literature, as ra-
tionalized below.

In a purely ionic treatment, a stoichiometric Zn-ZnO
surface is not neutral but carries a positive 1/2 extra
elementary charge per surface Zn atom that gives rise
to a divergent surface energy. Neutral surfaces can be
achieved with surface stoichiometries that have 1/4 ML
less Zn than O atoms in the form of defects and/or
surface reconstructions [5, 23]. Indeed, stoichiometric
surfaces have not been observed by scanning probe mi-
croscopy. The structures that have been resolved can be
roughly separated in microscopically reconstructed but
macroscopically flat surface areas [19, 20, 25] and areas
that are reconstructed into triangular islands and holes
(and thus macroscopically rough) and additionally ex-
hibit high densities of vacancies and pits [20, 21, 25–
29]. The models that were proposed to rationalize the
structures observed in scanning probe experiments of-
ten do not explicitly consider OH groups. However, the
presence of OH in the surfaces investigated in these ex-
periments can be expected even if the samples were not
intentionally exposed to water or hydrogen. This is be-
cause under typical UHV conditions, residual water and
H2, as well as atomic H created by the pressure gauge
filament and/or ion getter pump [7, 26, 30] amount to
non-intentional doses of 1 langmuir (L) on the timescale
of a few hours. Exposure of clean Zn-ZnO surfaces to
only a few L of hydrogen or water results in clear changes
of the surface structure [2, 31] and OH fingerprints are
consistently found for non-intentionally exposed samples
[11, 25, 32]. If the OH presence was explicitly accounted
for in the structures resolved by scanning probe exper-
iments, those subsurface sites were used where oxygen
atoms would otherwise be undercoordinated, e.g., next
to single Zn vacancies [25] or at the edge of the triangu-
lar islands/holes [23]. With this approach, up to a full
ML OH can be accounted for: By removing three Zn
atoms from the first layer and one O atom from the sub-
surface layer, the “ZnO3-H sat” structure simulated by
Valtiner et al. represents the smallest possible triangular
geometry and has all remaining subsurface oxygen sites
located at the edge and filled with OH [23].

Importantly, the footprint of PTCDI is too large to fit
into the small surface openings (pits, rows, and stripes
of missing atoms as well as individual vacancies) but still
small compared to the flat parts of the macroscopically
rough surface areas. Model 1 thus employs bare Zn as
the surface layer (see Fig. 1) and is expected to be repre-
sentative for realistic Zn-ZnO surfaces with a terminating
Zn layer. It does not explicitly include OH groups, but
implicitly limits them to subsurface sites.

Models 2 and 3 represent Zn-ZnO surfaces for which
compensating the positive surface charge is achieved via
negatively charged OH adsorbates instead of surface re-
constructions. Several OH locations have been suggested:
In an early work, Wander and Harrison located the OH
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groups atop the terminal Zn atoms, which is where the
next oxygen atoms would be found if simply extending
the bulk lattice [1]. Later studies reported that the fcc
hollow site is significantly more stable [3, 5, 13]. A sur-
face model that assumes vacancies in the top Zn layer
favors OH in the bridge site between the two remaining
Zn atoms [32]. Finally, a recent work reports both bridge
and fcc hollow sites as reasonable OH locations for ideal
surfaces [33]. To account for the two extremes in terms
of degree of protrusion and OH bond orientation (per-
pendicular vs. almost parallel to the surface, cf. Fig. 2),
models 2 and 3, assume (2× 1) overlayers of OH groups
in fcc hollow sites and atop sites, respectively (see Fig.
1).

The chemical structure of PTCDI in contact with
ZnO is not fully established. X-ray photoelectron spec-
troscopy (XPS) yields chemical shifts of PTCDI’s C1s
and N1s core-level binding energies at the PTCDI/ZnO
interface compared to bulk-like PTCDI. From ultravio-
let photoelectron spectroscopy (UPS), additional occu-
pied density of states in the HOMO-LUMO gap in the
interface regime is apparent (see Suppl. Figs. 4 and
7 as well as Refs. 24 and 34 for XPS and UPS re-
sults). These observations are equivalent to those re-
ported for the PTCDI/TiO2 interface, for which a de-
protonation reaction of PTCDI at the oxide surface was
suggested as possible origin [35]. However, the same ob-
servations were also reported for N,N’-dibutylperylene-
3,4,9,10-dicarboxyimide (C4-PTCDI) on ZnO [34], for
which the N atoms are bound to dibutyl groups and a
deprotonation reaction is not possible. Charge redistri-
bution rather than a change of the PTCDI’s chemical
structure was thus proposed to explain the chemical shifts
[24, 34].

In order to cover both possible chemical structures of
the molecular probe, we simulated models 1–3 for pro-
tonated and deprotonated PTCDI. The associated struc-
tural differences represent the uncertainty that derives
from the unknown molecule-substrate interaction.

We used the FHI-aims electronic structure code [36]
to carry out quantum mechanical calculations based
on density functional theory (DFT) of the proposed
models. The Perdew-Burke-Ernzerhof (PBE) exchange-
correlation functional [37] was employed, together with
the method of Tkatchenko and Scheffler (vdW-TS) [38]
with parameters optimized for ZnO [39] to model the
long-range London dispersion interactions. Element spe-
cific tight settings for the integration grids and basis sets
were used, which ensured convergence within 1 meV for
the total energy of the primitive bulk unit cell. A re-
ciprocal k -grid of 24 × 24 × 18 was used for the primi-
tive hexagonal unit cell and scaled accordingly for sur-
face calculations such that a similar spacing of k -points
in the reciprocal space was maintained. Optimizations
of the structures were performed until residual forces
on all atoms were less than 10−3 eV/Å. With this set-

tings, we obtained lattice constants of a = 3.278 Å and
c = 5.291 Å for the bulk ZnO unit cell, which is in good
agreement with the experimental values of a = 3.250 Å
and c = 5.204 Å [40, 41]. All surfaces in this study were
modeled by surface slabs consisting of six ZnO double-
layers, having a surface area of 335.0 Å2 (6× 6 primitive
unit cells). The bottom side of the slab was passivated
by attaching pseudo-hydrogens of nuclear and electronic
charge ±1/2 onto the oxygen atoms in order to enforce
charge neutralization for this side of the slab and avoid
the buildup of an unphysical dipole moment through the
slab [8]. Surface structure optimizations were performed
keeping two bottom layers fixed at their relaxed bulk po-
sitions and relaxing the rest of the slab as well as the
molecule during the optimization. A vacuum region of
> 50 Å was added and a dipole correction was applied
to avoid unphysical interactions between the periodic im-
ages.

For each model, several possible local molecular ad-
sorption sides were considered based on chemical intu-
ition. Here we report only the energetically lowest struc-
ture for each model, however, adsorption distances were
similar for other possible adsorption sites. For model 3,
the oxygen atoms of the OH groups were constrained to
stay on top of surface Zn atoms, because otherwise they
relax into the energetically more favorable hollow posi-
tion (model 2 ). For the position of the top-most oxygen
layer, the average of all top-most oxygen atoms within
the unit cell was used.

The theoretically calculated adsorption distances for
the three models were confronted with PTCDI’s vertical
adsorption distances that can be determined with high
accuracy with the XSW technique [42, 43]. XSW em-
ploys a crystalline substrate to create an X-ray standing
wave field that extends above the surface. The atoms of
an adsorbate can be located by monitoring their photoab-
sorption in the X-ray field while the phase of the standing
wave is continuously shifted (by a total of π) via scanning
through the Bragg condition of the employed reflection
[here: ZnO(0002)]. Using XPS to detect the absorption
signal enables selectively probing individual chemical el-
ements and even different chemical species of the same
element [42–45]. Fitting the XSW scans based on the
dynamical theory of X-ray diffraction yields the coher-
ent position (PH) and coherent fraction (fH) as fit pa-
rameters that quantify the location of a chemical species
within the standing wave field and its positional disorder,
respectively. The partial photoelectron yield was sepa-
rately resolved for carbonyl C (CC=O) and N (both rep-
resentative of PTCDI’s functional groups) and all other
C (Ccore, representative of its perylene core), O and Zn
of ZnO (OZnO and ZnZnO), as well as hydroxyl O (OOH).
The vertical distance between two species A and B can
then be calculated according to

dA,B = dH(n+ PH,B − PH,A) , (1)
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where dH = 2.602 Å is the diffraction plane spacing for
H = (0002) and PH,A and PH,B are the coherent posi-
tions for species A and B, respectively. n = 0, 1, 2, . . .
is a free parameter that reflects the fact that the XSW
technique is only sensitive to the vertical position modulo
the period of the standing wave field. XSW experiments
were performed at the beamline I09 of the Diamond Light
Source [46].

Zn-ZnO surfaces were prepared according to three dif-
ferent recipes (labeled A–C ). These represent the range
of annealing temperatures employed in most previous
Zn-ZnO surface studies and also include water exposure
as additional surface treatment. All crystals were hy-
drothermally grown (CrysTec, Berlin) and annealed un-
der atmospheric conditions at 1000 °C for two hours be-
fore being loaded into the UHV system. This procedure
is designed to yield crystals with flat and relatively clean
surfaces [47] as well as very low mosaicity. As shown
in Suppl. Fig. 8, the resulting surfaces exhibited a(√

3×
√
3
)
R30° low-energy electron diffraction pattern

that remained after an initial 10 min annealing step at
ca. 420 °C but was completely removed by 15 min Ar+

sputter-cleaning (E = 0.5 keV). The sputter procedure
successfully removes surface contaminants, but causes an
effective outward relaxation of the ca. 10 topmost ZnO
double layers due to Ar incorporation [48]. After under-
going the above procedure, samples A and B underwent
final 10 min annealing steps at ca. 420 °C and 600 °C,
respectively.

Sample C was used to elucidate the OH formation dy-
namics under UHV conditions and the effect of deliber-
ate water exposure. To this end, it was first treated fol-
lowing the same protocol as used for sample A, followed
by a 700 °C annealing. Subsequently, the UHV cham-
ber was backfilled through a leak valve at a pressure of
5× 10−8 mbar with water that had been cleaned by sev-
eral freeze/thaw cycles. Two water exposures were per-
formed with respective doses of 60 L and 135 L. Doses of
this magnitude were reported to result in significant sur-
face topology changes towards a disordered surface layer
[31]. Each water exposure was followed by a 700 °C an-
nealing. We monitored the OH fingerprint in the O1s
spectrum (cf. Suppl. Fig. 4) following every post-
sputtering annealing. For the 700 °C annealings we also
monitored the sample while it was heated and could con-
firm complete OH desorption (see Suppl. Fig. 4). The
OH intensity evolution with time is presented in Fig. 1
(e) and shows a gradual reformation of OH groups from
the UHV environment after each annealing and suggests
a saturation at the intensities observed after deliberate
water dosing, also included in the figure. Within the
experimental error of ca. 10% that mostly results from
minor radiation damage, no changes were observed when
comparing the successive 420 °C and 700 °C annealing
treatments of the pristine surface (directly after the sput-
ter procedure) as well as the 700 °C annealing after the

TABLE I. Theoretically calculated adsorption heights (in Å)
of PTCDI and OH on different Zn-ZnO surface structures
and for different PTCDI chemical structures. The adsorption
heights are measured from the top-most oxygen layer of the
ZnO crystal.

Model 1 2 3

PTCDI state prot. deprot. prot. deprot. prot. deprot.
N 2.67 2.55 5.10 4.51 5.37 5.01
CC=O 2.82 2.81 5.09 4.69 5.38 5.17
Ccore 3.23 3.45 5.20 5.26 5.48 5.50
OOH − − 1.93 1.92 2.43 2.43

60 L water exposure. [49]

Submonolayer films of PTCDI were deposited from a
custom-built Knudsen cell onto samples A and B ca. 4
hours after they had undergone their final annealing. As
can be extrapolated from our OH-vs-time analysis, this
marks just enough time to roughly saturate their sur-
face with OH. In contrast, the time was reduced to only
30 min for sample C in order to increase the chance that a
relevant fraction of PTCDI adsorbs onto OH-free surface
patches. We estimate that the surface of sample C was
OH-depleted by at least 50% during PTCDI deposition
compared to samples A and B.

The theoretically calculated adsorption distances for
models 1–3 are given in Tab. I and Tab. II reports the
XSW results for samples A–C. To compare experiment
and theory, one could select n in Eq. (1) according to
the respective surface model, as illustrated in Fig. 1.

A more concise and established [42, 45, 50] way is to
instead plot the data in an Argand diagram by using PH

as angle, with a full circle set to 1 for clarity. To that
end, the theoretical distances are converted into quasi co-
herent positions via dA,B/d0. A common reference plane
for theoretical and experimental data is achieved by sub-
tracting PH of a selected reference species. The ∆PH

values obtained this way for the three PTCDI signals are
presented in Fig. 3. For Figs. 3 (a) and (b), OZnO was
used as reference, whereas Fig. 3 (c) shows the XSW
data referenced to OOH. For the experimental values,
fH was used as the radius, whereas for the theoretical
values the radius was set to 1.

The comparison between theory and experiment is
guided by the following observables:

Adsorption geometry: Generally, the XSW fits are
of very high quality (cf. Suppl. Fig. 5) and the fH
values are representative of face-on molecules. However,
Zn-ZnO surfaces are generally rather disordered. A re-
cent theoretical study even suggests that “disorder is the
source of the stability”, with ordered reconstructions be-
ing merely the result of the surface energy distributions
associated with particular values of the chemical poten-
tial [51]. A high degree of disorder is indeed characteristic
for many of the morphologies reported by means of scan-
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FIG. 2. The six calculated geometries for three different Zn-ZnO surface models and two different chemical structures of PTCDI
(see text for description). The X-ray standing wave (XSW) is included to illustrate the ambiguity of the vertical adsorption
distances determined with the XSW technique. The height of the OZnO layer, used as reference in Figs. 3 (a) and (b), is also
indicated.

TABLE II. XSW results for PTCDI/Zn-ZnO (samples A–C ).
The carbonyl O of PTCDI (OC=O) has a very similar core-
level binding energy as OOH and thus only the joint signal
from both species can be determined for the PTCDI/Zn-ZnO
system. To check for consistency, we confirmed that PH for
the joint signal is in between those for OOH before PTCDI
adsorption and CC=O. The XSW scans before PTCDI depo-
sition were used for the substrate signals unless otherwise no-
ticed. We confirmed that the OZnO signal stayed unchanged
by PTCDI adsorption. The sputter-induced outward relax-
ation is only completely removed for the extensively annealed
sample C and needs to be taken into account for samples A
and B when deriving the PTCDI adsorption heights with re-
spect to the ZnO lattice [48]. Values of fH that are larger
than 1 are not physically meaningful and stem from the un-
certainty of the fit.

Sample A B C

PH fH PH fH PH fH
OZnO 0.88a 0.81 0.82a 0.89 0.77 0.94
OOH 0.78 0.54 0.63 0.60 0.66 0.67
ZnZnO 0.09a 0.85 0.04a 0.98 0.00b 1.01b

N 0.87 0.55 0.81 0.81 0.74 1.07
CC=O 0.97 0.65 0.92 0.80 0.87 0.71
Ccore 0.11 0.28 0.15 0.35 1.00 0.55

a Corrected for surface relaxations by 0.02 and 0.01 for samples
A and B, respectively.

b Determined after PTCDI deposition

ning probe microscopy [19–21] and the same surface usu-
ally contains macroscopically flat and rough areas [19].
This explains why fH for Ccore is slightly lower than for
perylene derivatives on coinage metals [44, 45, 50]. A sig-
nificant intramolecular bending is apparent from the fact
that the experimental data for Ccore, CC=O, and N are
found at very different angles in Fig. 3 (a). The notion of
bent PTCDI is also consistent with significant larger fH
values for PTCDI’s functional groups than its perylene
core. These observations are at variance with the simula-
tions of protonated PTCDI on top of OH (models 2 and
3, see Fig. 2): protonated PTCDI assumes an almost
planar adsorption geometry for model 2, and for model
3 an intramolecular twist, but no bending is observed.
In contrast, the calculations for deprotonated PTCDI in-

FIG. 3. (a) Experimentally determined ∆PH , referenced to
OZnO, and fH for the PTCDI signals (symbols) and the cor-
responding theoretical values (lines) for surface model 1. The
data is presented by employing ∆PH as angle (full circle = 1)
and fH as radius. (b) The same as (a) but for models 2 and
3 and for Ccore only. (c) The same as (b) but using OOH as
reference height.

deed predict bent molecules for the same two models,
induced by hydrogen bond formation between the OH
groups and PTCDI’s O and N atoms. In the case of bare
Zn-ZnO (model 1 ), already protonated PTCDI exhibits
a bent adsorption geometry, which, however, is signifi-
cantly enhanced in the case of deprotonated PTCDI.

OH depletion-induced effect: Sample C allows to
test whether the OH-depletion has an effect on the ad-
sorption structure that can, in turn, be related to pro-
truding OH. Assuming that PTCDI molecules adsorb on
top of OH groups in the case where these saturate the
surface, the OH-depletion should result in a trend to-
wards larger ∆PH – despite an expected decrease in dA,B .
This is because of the different n in Eq. (1) required for
models 2 and 3 and model 1, respectively (cf. Fig. 2).
PTCDI films on both the OH-depleted sample C as well
as the OH-saturated samples A and B give overall sim-
ilar ∆PH values, but the ∆PH variations when compar-
ing samples A–C are ca. twice of the experimental error
bars found, e.g., for perylene derivatives on coinage met-
als [44, 45, 50]. However, in contrast to the expectation
stated above, sample C does not yield smaller ∆PH val-
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ues than samples A and B. In addition, the observed dif-
ference with respect to samples A and B is similar to the
∆PH variations between the two OH-saturated samples
A and B. The ∆PH variations between the three samples
therefore rather stem from differences in the samples’ sur-
face roughness that, as discussed above, can indeed be
expected in view of the large number of possible surface
reconstructions when also taking into account that the
composition of the reconstructions plausibly depends on
the sample history.

Adsorption heights with respect to OZnO and
OOH: Starting with models 2 and 3 and using OZnO

as reference [Fig. 3 (b)], we find that both models are
incompatible with the experimental ∆PH for Ccore. The
data for CC=O and N is included in the Suppl. Fig. 6.
We refrain from showing them here, because when using
the structures of deprotonated and protonated PTCDI
as limits and permitting all intermediate geometries as
conceivable configurations, the theoretical ∆PH uncer-
tainty (apparent from Fig. 2) is too large to warrant a
meaningful comparison. Since models 2 and 3 explicitly
include OH, we can use OOH as alternative reference to
obtain an independent confrontation of experiment and
theory. This is particularly interesting for the model that
deviates less from experiment when referenced to OZnO,
namely model 3. Even though due to the lower data qual-
ity of OOH vs. OZnO the experimental values in Fig. 3
(c) have a larger spread than those shown in Fig. 3 (b), it
is clear that model 3 is at variance with experiment also
when using the OH groups as reference. The agreement
is better for model 2, the difference apparently being the
hydrogen atoms of the OH groups pointing upwards and
acting as spacer in this case. However, in summary both
models predict significantly too low adsorption heights.
Since we covered the highest and lowest OH adsorption
sites with respect to the topmost Zn layer, this assess-
ment is going to hold for alternative configurations of
terminating OH as well. The agreement between the-
ory and experiment is much better for model 1. Within
the experimental uncertainty discussed above, the XSW
results and the simulated values for model 1 are consis-
tent. A better agreement for N is achieved in the case of
deprotonated PTCDI compared to protonated PTCDI.
However, we want to stress that details of the interfacial
interaction, e.g., the effect of ZnO surface dopants dis-
cussed in Ref. 24, will likely affect the adsorption geom-
etry and prevents to identify PTCDI’s chemical structure
from the current data. Nonetheless, the drastically bet-
ter agreement for model 1 than for models 2 and 3 shows
that the geometric structure prediction for PTCDI is suf-
ficiently accurate even when the chemical state is not a
priori known, because the adsorption distance is signifi-
cantly more influenced by the OH group configuration.

To rationalize the absence of protruding OH groups
for the investigated Zn-ZnO surfaces, we consider their
genesis, starting with sputter/annealing-cleaned OH-free

Zn-ZnO surfaces. Electronic neutrality of such surfaces
is guaranteed by a suitable surface stoichiometry via one
of several possible surface reconstructions. Once the an-
nealing is stopped and the surface temperature lowered
to room temperature, the formation of OH groups is ob-
served. Possible reaction pathways are water dissocia-
tion at the surface [33, 52], hydrogenation and consecu-
tive surface migration of subsurface oxygen atoms [53],
and Zn etching [54]. While non-reconstructed surfaces
with a half OH overlayer are predicted to give the lowest
total energy [5, 13], two driving forces potentially sta-
bilize the reconstructed surfaces during OH formation:
Firstly, kinetic barriers severely impede reaching thermo-
dynamic equilibrium. This was emphasized in Ref. 23 by
Valtiner et al., who deemed the structural changes needed
to transform surfaces that exhibit triangular reconstruc-
tions into ideal Zn-ZnO surfaces with OH termination
“very unlikely within the constraints of the performed
UHV experiments, if not impossible.”. Secondly, as re-
ported by Iachella et al., a OH surface concentration of
> 0.5 ML can be sustained only with a reconstructed sur-
face [33], whereas saturation at 1/2 ML OH is predicted
for non-reconstructed Zn-ZnO [5, 33, 52]. OH surface
concentrations exceeding 1/2 ML are indeed suggested
by experiments and a value of ca. 1 ML OH was deter-
mined for water- or hydrogen-exposed Zn-ZnO by XPS
[11, 12] and nuclear reaction analysis [55], although with
a significant uncertainty.
In conclusion, we have introduced a novel scheme to

determine surface structures via the adsorption geome-
try of molecular probes. We exploit this method to study
Zn-ZnO surfaces and find the data to be not consistent
with the common notion of the formation of protruding
OH groups on sputter/annealing-cleaned Zn-ZnO sur-
faces. Our findings instead strongly hint towards OH in
subsurface sites. In addition, this work lays the ground-
work for employing XSW as a powerful tool to elucidate
the still elusive chemical and structural details at hybrid
inorganic-organic interfaces.

Chapter 4 Molecular Probes 60



7

The authors thank the Diamond Light Source for ac-
cess to beamline I09, D. McCue for excellent technical
support and Q. Wang and M.-T. Chen for their help
during the beamtime. O. T. H and S. E. acknowledge
FWF P27868 and P28631. J.N. and T.S. acknowledge
the DFG (SFB 951) for funding.

Chapter 4 Molecular Probes 61



8

∗ jens.niederhausen@helmholtz-berlin.de
[1] A. Wander and N. M. Harrison, J. Chem. Phys. 115,

2312 (2001), https://doi.org/10.1063/1.1384030.
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FIG. 4. XPS results for PTCDI on Zn-ZnO. For samples
B and C, the O1s spectra shortly before PTCDI deposition
are included as inset. The color code of the spectra derives
from the colored atoms in PTCDI’s chemical structure in the
inset. The light and dark hues are explained in the text.
hν = 700 eV

X-ray photoelectron spectroscopy

Figure 4 reports the O1s, C1s, and N1s spectra for
sub-monolayer coverages of PTCDI on Zn-ZnO (samples
A-C ) and the O1s spectra for samples B and C before
PTCDI deposition. For sample C, the presented spec-
trum was taken with the sample still at 700 °C. After-
ward, the heater was turned off and the sample trans-
ferred to the deposition position. The O1s component at
1.4 eV higher binding energy corresponds to OOH. The
PTCDI deposition gives rise to additional spectral inten-
sity not found for Zn-ZnO that stems from the carbonyl
oxygen of PTCDI.

The C1s spectra exhibit a peak with its center at
ca. 285 eV that stem from the molecule’s perylene core
(“Core”). Since the composition of the peak is not un-
ambiguously established in literature and the fine struc-
ture cannot be resolved in the scans used in the XSW
analysis, we did not attempt to fit the presented highly
resolved spectra with a physically accurate model. Two
additional peaks at higher binding energy are due to the
carbon atoms in the carbonyl groups (“C=O”). Species
1 at 287.7 eV (light green) corresponds to a feature that
is also found for bulk-like PTCDI in multilayer films,
whereas species 2 at 286.5 eV (dark green) derives from
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FIG. 5. XSW results for PTCDI on Zn-ZnO. The bottom
curve shows the reflectivity and the upper curves present the
partial photoelectron yield for the core-level peaks shown in
Fig. 4. The latter are offset for clarity.

an interfacial interaction between PTCDI and Zn-ZnO
and is absent from multilayer films [24, 34, 44]. Two cor-
responding species are also found in the N1s spectra, a
minor one at ca. 400.5 eV (light red) that is the one also
found for bulk-like PTCDI and a major one at 398.5 eV
(dark red) that stems from the interfacial interaction [34].

X-ray standing wave

The photoelectron yield Yp corresponding to the XPS
signals shown in Fig. 4 as well as the reflectivity R are
presented as function of excitation energy in Fig. 5. The
Yp data have been fitted according to

Yp = 1 +R+ 2
√
RfH cos(ν − 2πPH)

where ν is the relative phase of the standing wave field
[42, 43].

Ultraviolet photoelectron spectroscopy

Ultraviolet photoelectron spectroscopy (UPS) mea-
surements were performed at the Humboldt-University
Berlin, using a UHV system consisting of interconnected
preparation and analysis chambers and a SPECS Phoi-
bos 100 hemispherical energy analyzer. He I (21.21 eV)
radiation was used for sample excitation and a voltage of
-10 V was applied between sample and analyzer during
measurements of the secondary electron cut-off (SECO).
PTCDI was evaporated from resistively heated quartz
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crucibles and the nominal thicknesses were determined
with a quartz-crystal microbalance.

Figure 7 presents UPS experiments performed on the
pristine Zn-ZnO surface (prepared like sample A) and af-
ter deposition of PTCDI films of increasing thicknesses.
A small electron transfer to PTCDI’s lowest unoccupied
molecular orbital is apparent from the spectral intensity
in the HOMO-LUMO gap region of PTCDI in the inter-
face regime. This charge transfer gives rise to an inter-
facial dipole that causes the work function of Zn-ZnO to
increase upon PTCDI film formation. Both observations
are consistent with the results presented in Ref. 24. How-
ever, the atomic layer deposition-grown ZnO in this other
study has a lower initial work function and thus gives rise
to a more pronounced interfacial charge transfer.

LEED

Figure 8 shows the low-energy electron diffraction pat-
terns obtained after the indicated surface preparation

steps. Note that the
(√

3×
√
3
)
R30° pattern only dis-

appears after the sputter-cleaning.

FIG. 8. LEED patterns recorded for selected surface prepa-
ration steps. E = 97.5 eV
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4.4 Appendix: Calculations of surface core-level shifts

As described in the introduction, from the theory side we first tried to contribute in resolving

the ZnO surface structure by simulating XPS spectra for various proposed surface structures.

Similar calculations for some ZnO surface structures were published in the paper of Navid

Abedi et al [122]. However, some of the proposed structures were missing in this publication

and additionally we also wanted to better understand the uncertainties linked to calculations

of core-level shifts in DFT. We found that calculated XPS spectra strongly depend on the

applied density functional. Also for the two approaches to determine surface core-level shifts,

the initial state and the transition potential method, we found significant differences. Therefore,

we concluded that the absolute values of the surface core-level shifts we obtained are not accurate

enough to distinguish between structures resulting in similar XPS spectra. A comprehensive

investigation of the nature of the uncertainties was not within the scope of my dissertation, but it

would be very interesting for future studies. An expert in this field is Georg Michelitsch, formally

TU Munich, who studied the simulation of X-ray spectroscopy data in his dissertation (not

published yet). He found that the creation of a half-core hole in FHI-aims can be problematic.

The problem arise from a possible delocalization of the core hole states in the calculations.

Such delocalized core states are obviously not physical. This problem could in principle be

lifted by applying localization methods like Foster-Boys [123] or maximally-localized Wannier

projections [124,125,126]. However, such projections are currently not available for periodic systems

in the electronic structure code FHI-aims. But also if the core hole delocalization problem is not

present, additional challenges may arise from creating a core hole within a surface slab. One has

to make sure that surface area of the periodically repeated slab is large enough that a missing

half-core-electron has no significant effect on the surface potential, i.e. no artificial dipole layer

is produced at the surface. The effect of a periodically repeated dipole on the surface potential

(“collective electrostatic effects”) were extensively investigated in our group [127,128]. The impact

of this effects on core-level shifts is currently investigated by Thomas Taucher.

The conclusions for our project were the following: Simulated XPS spectra of ZnO surfaces are

not suited to identify a specific surface structure. At best we can give trends, but the absolute

values should be considered with care. Some of our XPS results are presented in the following

sections.

4.4.1 Computational details

We were interested in the O1s surface core-level shifts of ZnO surface structures that have

been predicted to occur under certain condition. To model the ZnO surface, we used a 6-layer

slab with the bottom 3 layers fixed to their bulk equilibrium position. The top 3 layers were

allowed to relax during the geometry optimization (force convergence criterion of 10−3 eV/Å).

We investigated both, the the zinc- and oxygen-terminated polar surface. For these polar

surfaces the bottom sides of the slabs were passivated with pseudo-hydrogens of nuclear and
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electronic charge ±3/2 and ±1/2, respectively. We used the FHI-aims program package with

numerical “tight” setting for basis sets and grids. Calculations with the PBE functional were

performed with a 18× 18× 1 k-grid for the primitive surface unit cell, and for HSE calculations

(ω = 0.2 Å−1, α = 0.375) with a 12 × 12 × 1 k-grid (scaled accordingly for larger cells). We

considered the oxygen atoms in the 5th layer (from the top) as bulk atoms. The presented core-

level spectra are all aligned to the core-level energies of these bulk oxygens. For the line profiles

of the core-level spectra we used a sum of Gaussian and Lorentzian distribution functions (65%

Gaussian and 35% Lorentzian to account for thermal and natural line broadening) with a full

width at half maximum of 1.0 eV.

4.4.2 Influence of the functional

We investigated the influence of the functional by calculating the O1s core-level spectrum for

the O-terminated ZnO(0001̄) surface with a (2×1)-H overlayer. For this surface two chemically

different surface oxygen species are present at the surface: Bare oxygens and oxygens with

adsorbed hydrogen atoms. We evaluated the core-level spectrum from calculations with the

PBE functional as well as the HSE functional, with the corresponding lattice constants and

geometries for both functionals. The core-level shifts were obtained from the initial state (IS)

approximation and the transition potential (TP) approximation. For the IS approximation all

binding energies can be evaluated from a single DFT calculation. For the TP approximation,

three calculations were necessary to evaluate the binding energy for bulk oxygen and the two

surface species. In Figure 4.1 the four obtained spectra are plotted, including the absolute values

for the surface core-level shifts for the two surface species. We find that the general trend of

the shifts is equal in all four simulated spectra. However, the absolute values show a significant

variation up to a factor of two.

4.4.3 Surface core-level shifts of selected ZnO surfaces

In the following the simulated XPS spectra for some selected surface structures of Zn-terminated

ZnO(0001) are presented. The spectra were obtained using the PBE functional and the IS

approximation. The aim was to investigate the impact of adsorbed hydrogen on oxygen atoms

that are present at the surface due to surface reconstructions. Adsorbed or intercalated hydrogen

might be the reason for the changes in the XPS spectra occurring over time after a sputtering

process of ZnO(0001) samples. Considering only the trends of the core-level shifts, our simulated

spectra of the triangular reconstructed surface with hydroxyl groups at the step edges, show

a good agreement with the measures XPS spectra. This corresponds to the findings described

in the manuscript. Figures 4.2 - 4.5 show the calculated surface core-level spectra for selected

surface structures of ZnO(0001).
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Figure 4.1: Simulated XPS spectra for the polar O-terminated ZnO(0001̄) surface with an
(2 × 1)-H overlayer using different density functionals and methods. Values are aligned to
the position of the bulk peak. The green line makes the relative surface core-level energy for
the bare surface oxygen atoms, and the red line marks the energy for the H-saturated surface
oxygens. (a) Calculated with the PBE functional and the initial state method, (b) PBE and
the transition potential method, (c) with the HSE functional (ω = 0.2 Å−1, α = 0.375) and IS
method, and (d) with HSE and the TP method.
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Figure 4.2: (a) Structure of polar Zn (0001) surface with Zn vacancies present at the surface
(1/4 of the Zn atoms in the top layer were removed). Zinc atoms are shown in blue, oxygens in
red, and the surface unit cell is indicated by the black dashed lines. (b) Simulated O1s core-level
spectrum. Energies are relative to bulk-oxygens. The relative O1s binding energy for O atoms
at the edge of the Zn-vacancy are marked by the red-line. (c) Simulated XPS spectra for a
structure with hydrogens adsorbed on the edge-oxygens.
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Figure 4.3: (a) Structure of polar Zn (0001) surface with (4 × 4)-triangular reconstructions.
The surface unit cell is indicated by the black dashed lines. (b) Simulated O1s core-level
spectrum. Energies are relative to bulk-oxygens. The relative O1s binding energy for O atoms
at the edge of the triangular reconstructions are marked by the red-line. (c) Simulated XPS
spectra for a structure with hydrogens adsorbed on the step edges.
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Figure 4.4: (a) Structure of the mixed (
√
3 ×

√
3)R30◦-O+(2 × 1)-H overlayer on the polar

ZnO(0001) surface. The surface unit cell is indicated by the black dashed lines. (b) Simulated
O1s core-level spectrum. Energies are relative to bulk-oxygens. The red and green vertical
lines mark the relative O1s binding energies for the surface hydroxy group and oxygen adatom,
respectively.
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Figure 4.5: (a) Structure of polar Zn (0001) with small triangular pits at the surface. The
unit cell is indicated by the black dashed lines. (b) Simulated O1s core-level spectrum. Energies
are relative to bulk-oxygens. The relative O1s binding energy for O atoms at the edge of the
small pits are marked by the red-line. (c) Simulated XPS spectra for a structure with hydrogens
adsorbed on the oxygens at the edge of the pits.



Chapter 5

An Extended Hückel Based

Initialization for FHI-aims

5.1 Motivation

An important factor that determines the computational costs of a DFT calculation is the speed

of convergence. There are many factors that define how fast the self-consistent-field (SCF) cycle

of a DFT calculation converges. Ideally as few as possible SCF iterations are needed to reach

self-consistency of the charge density and orbitals, such that all desired convergence criteria are

matched. Very clever ways to improve the convergence speed have been developed and also

implemented in FHI-aims over time, such as preconditioning and sophisticated charge mixing

schemes. One of the most decisive factors that influences the speed of convergence is the quality

of the initial guess for the electron density. The aim of my work was to implement an improved

initialization based on Extended Hückel theory in the FHI-aims code. I tested the reliability of

the new initialization to show how it influences the number of SCF steps for selected systems

compared to the standard initialization based on the superposition of atomic densities. This

work was mainly done during a research stay at Duke University in Durham, North Carolina,

in the group of Prof. Volker Blum.

5.2 Initial guess of the electron density

One of the most crucial steps in a practical DFT calculation is the initialization of the charge

density. Starting from a sensible initial guess can significantly reduce the amount of time needed

to reach a converged result. Furthermore, the electronic structure can exhibit multiple minima

and the initial guess for the electron density might therefore have an impact on the qualitative

result of the calculation. This is a common issue for magnetic solids, but was also relevant in

this work for charge transfer systems. If we use a hybrid functional with a mixing parameter

73
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that satisfies the straight-line energy condition, two solutions are stable (although not both are

minima [129]). In a two-molecule system with one additional electron, the additional charge is

either localized at only one molecule, or the charge is fractionally distributed on both. With the

right initialization one can enforce either solution. For a localized solution the charge density is

initialized in a spin-polarized manner with the defined initial moment lifting the symmetry of

the spin-up and spin-down channel. For the delocalized solution the charge density should be

initialized fully spin-symmetric.

For the discussion in this section we want to focus on the aspect of convergence speed and its

relation to the quality of the initial guess. There is no unique way how to define the initial guess

for the electron density n(r) and several methods are used in the different DFT codes. Popular

choices are the superposition of atomic densities (SAD), the one-electron guess from the core

Hamiltonian, and the extended Hückel method. In solid-state band structure codes a initial

guess from a superposition of spheric atomic densities is most common. It is straight-forward

to implement but does not consider any chemical insight one might have of the system. SAD is

currently used as the default guess in FHI-aims. Many quantum chemistry codes like Gaussian

or Turbomole, on the other hand, use the semi-empirical extended Hückel method to generate

a initial guess for the electron density. With this approach, the first SCF iteration should be

closer in energy to the converged solution, and a speedup of the calculations should be obtained

compared to a näıve initial guess from SAD. The extended Hückel (EH) method was described

by Roald Hoffmann [130] and takes into account all the valence electrons of a system but ignores

core electrons. For using EH method as initial guess in an all-electron code the core orbitals

are usually approximated by Slater orbitals with exponents defined by Slater’s rules [131]. The

strength of EH is that it gives a good qualitative picture of the molecular orbitals and it is

therefore well suited to provide a first chemical insight into a system. As basis set to express

the molecular orbitals (MOs) minimal valence atomic-orbitals (AOs) are used. The AOs are

represented by Slater-type orbitals (STOs). Knowing the atom positions the overlap of the

MOs can be calculated. With the resulting overlap matrix S the hamiltonian matrix H is set

up from a very simple recipe: For the diagonal elements Hii empirical parameters are used.

Its value should be equal to the energy of an electron in the respective AO of the isolated

atom, i.e. the valence state ionization energy of the atomic orbital. Parameters are available

for almost all elements but recommended values differ slightly between authors [132,133,134,135]

Because of the very approximate nature of the EH method, the slight variations should be of

little consequence [136]. The off-diagonal elements of H depend on the overlap and are evaluated

according to

Hij = KSij
Hii +Hjj

2
(5.1)

whereK is an adjustable weighting parameter also known as Wolfsberg-Helmholtz constant. The

idea behind the expression for the off-diagonal elements is that energy of interaction between

electrons should depend on the overlap between the orbitals. The interaction energy should

be greater when the overlap between the AOs is greater. Furthermore, the interaction energy

between AOs with lower on-site energy should be lower compared to the interaction energy
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between AOs with higher on-site energy and an equal amount of overlap. The value of K

suggested by Hoffmann and frequently used for molecules is 1.75. In this region of K the

energetic order of the MO should be in good agreement with experimental results.

With the Hamiltonian H and the overlap Matrix S we can set up the generalized eigenvalue

problem

HC = SCε (5.2)

and solve it for the eigenvalue spectrum ε, i.e. the valence orbital energies, and the eigenvectors

C, i.e. the coefficients for the MOs. From this solution one gets a good first picture of the

molecular orbitals and one can use chemical insight to choose a sensible occupation of the

obtained MOs to build a good initial guess of the electron density in a SCF cycle. This flexibility

of a controlled occupation of orbtials is one of the strengths of an EH based initialization and

should yield faster convergence especially for chemical systems compared to the näıve SAD.

5.3 Implementation in FHI-aims

A new initialization for the electron density based on Extended Hückel theory was implemented

into FHI-aims. It can be used for initializing calculations of isolated molecules and periodic

systems. Instead of the originally proposed method that is based on Slater-type atomic orbitals,

I used orbitals available in FHI-aims. Since we are interested in constructing the MOs from

atomic-like orbitals, we choose the orbitals from the FHI-aims minimal basis (type “atomic”).

Most important for the quality of the Extended Hückel results are the empirical parameters

defining the diagonal elements of the Hamiltonian. The parameters for our implementation

are collected from various sources. The parameter set is mainly based on Pyykkoe’s table [137].

Additional sources are used for transition elements and elements that are on the bottom of the

periodic table [138,139]. Parameters that were not available form this sources were interpolated

from neighboring elements.

Here the keywords, which control the initialization are briefly explained (The notation used is

as follows: Words in typewriter style are keywords. Words in italic type are variable names

used within the program).

The initial guess in a FHI-aims calculations can be controlled via the scf init keyword in

the control file. scf init ehueckel KEH requests the Extended Hückel based initialization;

scf init sad requests the default initialization based on the superposition of atomic densities.

KEH is the adjustable off-diagonal weighting parameter, which can be set optionally (default

value is 1.75). As explained above, standard values for the diagonal elements of the Extended

Hückel Hamiltonian are available for all elements, but they can also be defined manually in the

species definition of the control with the keyword ehueckel param n l Eii (n is an integer that

defines the principal quantum number (1,2,...); l in a string that defines the azimuthal quantum

number (s,p,d,...); Eii is the diagonal element of the specified orbital).
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In the following the performance of the new initialization is tested on tow test systems: The O2

molecule and a TTF-TCNQ dimer.

5.4 Test systems

5.4.1 O2 molecule

The ground state of the oxygen molecule is triplet oxygen. In this configuration the molecule

has two unpaired electrons occupying two degenerate molecular orbitals (see Fig. 5.1). We

tested our new initialization on this system using the B3LYP (Becke, three-parameter, Lee-

Yang-Parr) hybrid functional [140]. Using the default initialization, the symmetric spin density

can be perturbed by defining an initial moment in a spin-polarized calculation. For this system

we assumed that the chemically motivated Extended Hückel guess performs better than the

default guess. For the default guess the required number of SCF cycles depend on the value

of the default initial moment (dim). A good choice of the initial moment already simplifies

the calculation. The best performance is achieved if the initial moment is set to a numerical

value close to the final converged moment on the atoms (i.e. for triplet oxygen the best value is

1.0). Comparing with the new guess, we find that with best initialization for both methods, the

same number of SCF iterations are needed to reach convergence. That means no speed-up was

achieved. The default initialization already gives a very good starting point if you choose the

right initial moment. The evolution of the total energy difference unit convergence is achieved

for both initialization methods is plotted in Fig. 5.1.

Figure 5.1: (left): The valence orbitals of molecular oxygen in the triplet ground state
(from [141]). (right): Evolution of the change in total energy during the calculation using the de-
fault initialization with an initial moment (dim) of 0.1 and 1.0 compared to the new initialization
based on Extended Hückel.
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5.4.2 TTF-TCNQ charge transfer complex

The second model system investigated was a tetrathiafulvalene (TTF) - tetracyanoquinodimethane

(TCNQ) dimer. This is a typical example of molecular organic donor-acceptor charge transfer

complex, where TTF acts as a donor and TCNQ as an acceptor. An organic metal from these

molecules was discovered already in 1973 [142]. For our test system we used a parallel config-

uration of the two molecules with the intermolecular distance fixed at 3.5 Å. The strongest

electronic coupling between the two molecules is achieved when the TTF molecule is shifted

by 3.0 Å along the long axis of the molecules (see Fig. 5.2). In this configuration it is known

that an external electric field perpendicular to the planes of the two molecules induces electron

transfer from the donor to the acceptor molecule in a HF calculation [143]. For this test we have

applied an external electric field of 1 V/Å to the TTF-TCNQ pair.

Figure 5.2: TTF-TCNQ dimer, where an electric field is applied in the direction perpendicular
to the long molecular axis. The electric field induces electron transfer from the TTF to the
TCNQ molecule.

To test the different initialization methods we performed unrestricted Hartree-Fock calculations

of the dimer, with an convergence criterion for the total energy of 10−6 eV. For this test system

we found that the off-diagonal weighting factor KEH in the EH initialization can have an

significant impact on the convergence speed of the calculation. The weighting factor basically

defines the strength of the contribution of the off-diagonal elements. For our test system we

found that a smaller weighting factor of 1.25 gave better performance compared to the suggested

default value of 1.75. Still, when looking at the evolution of the change in total energy over

the SCF run (top part of Fig. 5.3) we again find a similar performance of the EH guess and

the default guess. With the right weighting factor the EH guess converges a bit faster than

the default guess. What sticks out is that the EH initialization gives a worse total energy in

the beginning of the calculation. The reason for this is not complected clear and need further

investigations, but for a faster convergence the initial total energy should be closer to the finally

converged one. To gain a better understanding of the quality of the orbital ordering for the

two initialization methods we looked at the Mulliken charge difference between the TCNQ and

TTF molecule (bottom part of Fig. 5.3). In the converged result, we obtain a charge transfer of

one electron, i.e. the charge difference should converge to 1. We find that the EH guess gives a

better initial charge transfer value, i.e. the initial charge density is closer to the final converged

one, compared to the default guess. This is an indicator that the orbital ordering in the EH

guess is better than in the default guess, which is what we expect for the semi-empirical method

compared to the näıve SAD guess.
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Figure 5.3: (top): Evolution of the change in total energy during the calculation using the
default initialization compared to the new EH initialization with weighting factors of 1.25 and
the default value of 1.75. (bottom): Evolution of the Mulliken charge difference between the
two molecules over the number of SCF cycles.

5.5 Conclusion

The new implemented initialization based on Extended Hückel theory gives a similar perfor-

mance compared to FHI-aims standard guess. We found no significant improvement of the

convergence speed for the selected test systems. Is was surprising that for the test systems

the total energy of the EH guess was further away from the converged values compared to the

default guess. The problem could be linked to the selection of the empirical EH parameter set.

Like I described in the introduction, the parameter sets that are available were constructed

for Slater-type orbitals. Since in our implementation we use the numerical atomic orbitals of

FHI-aims, the used parameter set might not be suitable. An optimized parameter set for the
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NAOs might improve the initial guess in terms of the total energy. Furthermore to improve the

EH guess an keyword that allows to gain control over the occupation of specific orbitals would

further be helpful to manually choose a reasonable initial guess of the electron density.





Chapter 6

Charge Transfer Mechanisms at

Hybrid Interfaces: F4TCNQ on ZnO

6.1 Motivation

This chapter is concerned with the main research focus of my dissertation. The funding for

my PhD position stems from the FWF-project (P27868) “Tuning the Interaction Strength at

Inorganic/Organic Interfaces”. The aim of this project was a description of the charge transfer

at semiconductor/organic interfaces with the focus of finding a phase transition from integer

charge transfer (ICT) to fractional charge transfer (FCT) as the charge carrier concentration

is gradually increased in the semiconducting substrate material. ICT is mainly expected to

occur at inert substrates like undoped semiconductors, while FCT is observed at clean metal

surfaces. One might suspect that it is the metallictiy of the substrate that determines the charge

transfer mechanism. Therefore, the original assumption was that by tuning the charge carrier

concentration in a semiconductor from intrinsic concentrations to concentrations similar to

metals, the charge transfer mechanism changes somewhere in between. However, on the way to

find such a phase transition we faced many obstacles mainly attributed to the commonly applied

standard theoretical methods. This prompted us to investigate and find ways to overcome these

limitations. The CREST method, that was introduced in Chapter 3.3, builds the foundation

to perform DFT calculations for any charge carrier concentration of the substrate. However,

because of the computational costs of hybrid DFT calculations, the size of the supercell surface

area is limited. This also limits the number of molecules in the supercell and, hence, the range

of doping concentrations for which we can obtain ICT solutions. At the outset of this project

we wanted to use the F6TCNNQ molecule as organic part in our system, but soon had to find

out that we have to look for a smaller molecule. Instead we focused on the smaller sibling, the

well studied F4TCNQ molecule. We studied monolayers of F4TCNQ molecules adsorbed on two

ZnO surfaces, the bare mixed-terminated ZnO(101̄0) surface and the O-terminated ZnO(0001̄)

surface. On the two surfaces the binding behavior of the F4TCNQ molecule is fundamentally
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different. On the mixed-terminated surface, Zn atoms act as docking groups for the molecule,

which primarily covalently bind to the surface (chemisorption). On the O-terminated surface the

(2×1)-hydrogen overlayer acts as a spacer layer, preventing the molecule to directly bind to the

surface. In this case the molecules bind to the surface primarily due to Van-der-Waals interaction

(physisorption). In the following publication only the findings for the mixed-terminated surface

are presented.

One of the big setbacks in achieving the original aim of this project was coming from a finding

that has been made in our research group during the ongoing research. This finding has a sig-

nificant effect on all studies using hybrid DFT calculations to describe charge transfer systems.

Basically we found that with hybrid DFT calculations we are not able to predict the charge

transfer mechanisms at interfaces. Rather both solutions for the case of ICT and FCT can be

obtained and conclusions for the actually appearing charge transfer mechanism are only possi-

ble by comparing computed properties with experimental results [129]. We had to accept that

in terms of the charge transfer mechanisms we do not posses predictive power and we needed

to change our focus instead on conceptual findings for charge transfer effects on semiconduc-

tor/organic interfaces. Our presented findings in this chapter show in principle that both charge

transfer mechanisms can appear even simultaneously, without predicting that ICT from ZnO to

the LUMO of the F4TCNQ molecule will occur for the specific system.

6.2 Authors contribution

As this chapter summarizes my main research interests during my dissertation, I contributed

to all stages of the work. A lot of preliminary work was necessary to obtain the presented

results. All DFT calculations were performed my myself spending in total almost 3 million

CPU hours. This should give the reader a feeling how demanding hybrid DFT calculations for

such large systems are. The manuscript of the paper resulted from a close collaboration with

my supervisor Oliver T. Hofmann, who also had the original idea to study the impact of doping

on the charge transfer mechanism at semiconductor/organic interfaces. The manuscript was

submitted to a journal on 12.12.2018 and is not yet published. Subsequently to the submitted

manuscript and the corresponding supporting information, further findings are presented in

additional sections. These findings include the doping dependence of the optimal hybrid mixing

parameter for interface systems, and considerations on how fast electrons might hop between

molecular sites in a molecular monolayer.

6.3 Submitted manuscript and supporting information
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ABSTRACT

Inorganic/organic interfaces show to phenomenologically different types of charge transfer: On inert

substrates, a coexistence of charged and neutral molecules is found, while on metals, which have more

available  charge  carriers  and  a  larger  propensity  to  hybridize,  the  organic  component  is

homogeneously, fractionally charged. In this contribution, we use hybrid density functional theory to

study  the  adsorption  of  the  strong  electron  acceptor  F4TCNQ on  ZnO(10-10)  as  function  of  the

substrate’s doping concentration. This system undergoes a joint charge donation/backdonation reaction.

Since the former is driven by hybridization, but the latter is not, this allows us to discuss the impact of

hybridization and charge carrier availability separately. We find that while the hybridization determines

the mechanism, the charge-carrier concentration (i.e., “metallicity”) crucially impacts the amount of

transferred charge. This leads to the counterintuitive situation that at low doping concentrations, most

of the molecules are positively, rather than negatively, charged. 
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Hybrid interfaces between inorganic semiconducting materials and organic molecules represent partic-

ularly interesting systems to study fundamental quantum-mechanical effects, since the flexibility of or-

ganic chemistry and the adjustability of the inorganic substrate’s free charge-carrier concentration al-

lows systematically tuning the strength of the interaction between the two components. Also from a

practical viewpoint, the properties of organic and inorganic materials complement each other, which al-

ready led to many practical applications, such as light-emitting diodes for displays, lighting applica-

tions1,2 or organic photovoltaic cells.3,4 Other applications are still in their infancy, such as organic ther-

moelectric materials,5 molecular switches,6,7 or spintronic8 devices. For their final success, an in-depth

atomistic understanding of the quantum processes at the relevant interfaces is critical. Of particular in-

terest in this context is the nature and mechanism of charge-transfer across the interface, since this criti-

cally affects the device performance.   

Experimental investigations of inorganic/organic interfaces often find that the average charge-transfer

amounts to less than a full electron per molecule. This allows for two different interpretations: Either,

the charge is transferred in integer units and is localizes on individual molecules, which leads to a co-

existence of integer charged and uncharged molecules. This is known as the integer charge transfer

(ICT)  model.9–11 Alternatively,  the  charge  delocalizes  within  the  organic  layer,  leading  to  a

homogeneous  distribution  of  fractionally  charged  molecules.  This  is  called  the  fractional  charge

transfer (FCT) model.9,12 Experimentally, localized charge is mainly observed for adsorption on inert

substrates, such as semiconductors or passivated metals10,11,13,14 . Conversely, delocalized charges are

found for adsorption on weakly reactive metal surfaces.15–19. Thus, there seem to be two properties of

the substrate that potentially influence the charge-transfer mechanism: the propensity to hybridize with

the adsorbate, and the availability of free charge-carriers. Although these properties are often correlated

(i.e.,  metals  have  a  larger  charge-carrier  concentration  and  tend  to  be  more  reactive  than
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semiconductors),  they  are  not  necessarily  causally  related.  The  open  question  at  the  heart  of  this

contribution  is  to  what  extend  these  two  different  aspects  impact  the  charge-localization  at  the

interface. 

Ideal  systems to address this  issue are monolayers of small  organic molecules on weakly reactive

substrates,  which  are  in  between  the  prototypical  cases  of  physisorption  (i.e.,  inert  systems)  and

chemisorption (i.e., the formation of covalent bonds between substrate and adsorbate). In this study, we

use  theoretical  modeling  based  on  hybrid  density  functional  theory  to  exemplarily  investigate  the

adsorption  of  tetrafluorotetracyanoquinodimethane  (F4TCNQ)  on  the  wide-bandgap  semiconductor

ZnO. We focus on the question how the localization of charge is  affected when the nature of the

substrate  is  gradually  changed  from  insulating  to  metallic  by  tuning  its  free  charge-carrier

concentration. 

Zinc oxide is a prototypical semiconducting oxide that has attracted significant attention for use in

organic electronic devices due to its optical transparency and wide band gap (Eg = 3.4 eV).20,21 Natively

grown, ZnO has a free carrier concentration below 1016 cm-3,22  while highly doped ZnO, on the other

hand, can reach carrier concentrations up to 1021 cm-3. 23–25 The chosen adsorbate, F4TCNQ (see inset of

Figure 1), is a prototypical organic acceptor that is used both in practical applications26,27 and in many

surface science studies.10,16,28–32 It is susceptible to both charge-transfer mechanisms, depending on the

nature of the substrate.10,16 

Furthermore, F4TCNQ can undergo charge-transfer via two separate “channels”: One the one hand, the

peripheral cyano groups can form dative covalent bonds, donating electrons to the substrate (“charge

donation”).  On  the  other  hand,  the  energetically  low-lying  lowest  unoccupied  molecular  orbital

(LUMO) readily accepts electrons from the Fermi-level (“charge backdonation”)16 of materials with a

sufficiently low work function.9,33 The latter process also occurs in the absence of hybridization30 and is

caused by the difference of the electronegativity of the components.  Due to its similarity with the
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charge-transfer bonding of ionic materials, such as NaCl, we refer to it as “ionically driven” hereafter.

For the present study, it is important to note that the LUMO of F4TCNQ molecules lies in the band gap

of ZnO. Hence, for intrinsic (undoped) ZnO, one a priori expects no charge-transfer into the LUMO,

whereas for n-doped ZnO, the amount of charge transferred should depend critically on the charge

carrier concentration.30 In other words, the charge carrier concentration of the substrate can be used as a

handle  to  modify  the  charge-transfer,  rendering  this  material  combination  ideal  for  the  present

computational study. 

Figure 1. Qualitative level alignment for the F4TCNQ/ZnO interface. (a) shows the level alignment for
intrinsic ZnO, where only the CN-groups hybridize, while (b) depicts the qualitative level alignment for
degenerately doped ZnO, where also the LUMO splits into a SOMO and a SUMO

The major issue in charge-transfer studies based on density functional theory (DFT) is the choice and

impact of the exchange-correlation functional. This is mainly due to the so-called many-electron self-

interaction error (MSIE), which leads to the tendency of charge over-delocalization for common local

and semilocal functionals.34–36. Hybrid functionals, which contain a fraction of Hartree-Fock-like (HF)

exchange, in general perform better in in terms of charge transfer, but too much HF exchange leads to
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the converse problem of over-localizing charge.35,37,38 Arguably,  the best results  are obtained when

choosing the amount of HF exchange such that the functional becomes MSIE-free. In this case the

functional neither over-localizes nor it over-delocalizes charge, and the charge transfer at the interface

can be driven into either solution depending on the initialization.39,40 

For the F4TCNQ molecule,  the MSIE-free situation is achieved by using the PBEh41 functional with

63% HF exchange. Due to screening,  the required amount for HF exchange of the F4TCNQ/ZnO

interface to achieve MSIE-free behavior would be notably smaller.39 However, at too low values the

energy level ordering at the interface is no longer correctly reproduced, as the LUMO shifts below the

valence band of the ZnO. This gives rise to spurious charge-transfer from the valence band of ZnO.30

Therefore, the calculations presented in this work were performed with 63% HF exchange, which thus

tendentially lead to charge over-localization. We discuss the impact of this at the end of this paper.

Further methodological details are given in the method section and the Supporting Information.

The ideal starting point for our investigation is a perfect, intrinsic ZnO substrate. We acknowledge that,

to the best of our knowledge, such a substrate is hypothetical, since already trace amounts of hydrogen

(e.g., in the residual gas of UHV chambers) lead to n-type doping of ZnO.42 Nonetheless, because the

ionization energy of ZnO (ca. 8 eV) 43 is much larger than the electron affinity of F4TCNQ (EA = 5.2

eV),44 we do not expect any ionically driven charge (back-)transfer for the intrinsic substrate. Rather,

all charge redistributions occurring at the interface should be due to wave-function overlap between

substrate and adsorbate, allowing us to first focus on this effect only. 

Indeed, as shown in Figure 2b, our DFT calculations yield the F4TCNQ LUMO to be in the ZnO band

gap. Although F4TCNQ is a strong electron acceptor, adsorption on intrinsic ZnO leads to a reduction

of the work function by -0.83 eV.  The reason for this, besides a small molecular dipole induced by the

bent geometry on the surface, is that the molecule acquires a small,  positive Mulliken charge (ca. 0.1

electrons). In principle, there are several possible reasons for this: Besides covalent interactions, these
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include Pauli push-back45 or polarization of the electron cloud. To demonstrate that the positive charge

is indeed due to bond formation, in Fig. 2a we plot the line-integrated charge rearrangements upon

adsorption of the molecule (i.e, the difference between the charge density of the combined system and

the sum of the charge densities of the isolated components, integrated along the line of sight of the

figure.). The charge rearrangements are dominated by a reduction of the electron density of C≡N triple

bond (red regions) and a concomitant increase between the peripheral nitrogen atoms and the substrate

Zn atoms. The overall shape of the charge rearrangements strongly resembles the cyano-orbitals, that

are  also  relevant  for  charge  donation  on  variety  of  other  substrates.16,28  The  observation  that  the

adsorption energy of F4TCNQ on ZnO is exothermic (Eads = -2.31 eV) even when disregarding van-

der-Waals  interactions  (which  amount  to  -1.37  eV)  further  corroborates  the  notion  that  this  is  a

covalent interaction due to the hybridization of the substrate’s and adsorbate’s wave function.
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Figure  2.  (a)  Line-averaged  charge  rearrangements  within  the  surface  supercell  containing  four
F4TCNQ molecules. Blue areas indicate an increase in electron density, red areas a reduced electron
density. (b) DOS projected on the individual molecules adsorbed on undoped ZnO. The gray areas
indicate the conduction and valence band of ZnO.

The other important question for the present situation, however, is whether in a closed monolayer, the

positive charge is delocalized, or whether it localizes on individual molecules. To answer this, we have

performed the calculation in a supercell containing four molecules. Despite several efforts to break the

translational  symmetry  (via  initialization  of  the  SCF  guess  or  small  geometry  distortions  of  the

molecules), and despite the tendency of our functional to over-localize charge (see above), we find that
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the charge remains fully delocalized, i.e. all molecules in the layer remain equivalent as clearly be seen

in the charge rearrangement of the four molecules in the supercell as well as in the density of states

projected onto the individual molecules (Fig. 2).

The  situation  changes  fundamentally  for  an  n-doped  substrate.  Doping  nominally  introduces  free

charge carriers into the conduction band of ZnO. However, as shown in Fig 1a and Fig 2b, for the

undoped  substrate  the  (empty)  F4TCNQ LUMO lies  below the  conduction  band.  Thus,  F4TCNQ

molecules act as p-dopants at the surface with a very high local concentration. Hence, the energy of the

combined system can be lowered if (some of) the introduced charge carriers are transferred to the

molecule. However, in contrast to the cyano-groups, the LUMO does not hybridize notably with the

substrate. This is evident from Figure 2b by the fact that the orbital remains a sharp peak in the band

gap, without additional contributions in resonance in the substrate bands. Hence, any doping-induced

charge  backdonation  from the  substrate  to  the  molecule  must  be  a  primarily  non-covalent,  ionic

process. 

Such charge transfer leads to the formation of an interface dipole between substrate and adsorbate,

which shifts the LUMO upwards in energy (relative to the conduction band). This interface dipole is

not confined to the region between the components, but, for a doped semiconductor, also extends into

the substrate itself – in other words, it leads to band-bending, as schematically indicated in Fig 1b. This

interface dipole and its associated energetic cost limits how much charge the molecular layer receives.

Importantly, this is directly dependent on the charge carrier concentration, and can vary from negligible

charge transfer in the case of low charge carrier concentrations to very large charge transfer for high

charge carrier concentrations.30 

In our simulations, we account for doping using the CREST approach,46 which allows to explicitly

introduce  doping  in  DFT calculations  by  mimicking  the  long  ranged  electrostatic  effect  of  band-

bending (for further details see SI). Like for the undoped case, we use a supercell (2x2 containing four
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molecules, see Figure 3a) to conceptually allow for charge localization in the layer. For the following

discussion, it is useful to consider the evolution of charge donation (i.e., the contribution of the cyano

groups)  and  backdonation  (the  filling  of  the  molecular  LUMO)  separately.  We  will  focus  on

backdonation first.

Figure  3. (a)  Line-averaged  charge  rearrangements  within  the  surface  supercell  containing  four
F4TCNQ molecules. Blue areas indicate an increase in electron density, red areas a reduced electron
density.  (b)  DOS  projected  on  the  individual  molecules  adsorbed  on  ZnO  with  a  free  carrier
concentration of 1.9x1019 cm-3. The gray areas indicate the conduction and valence band of ZnO.
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Any finite  n-type doping activates  the backdonation channel.  At  a  charge carrier  concentration of

1.9x1019 cm-3, ZnO back-donates one electron per supercell,  i.e. ¼ electron per F4TCNQ molecule.

This exceeds the donated charge, leading to an overlayer that is overall negatively charged, as one

would expect for the adsorption of a strong electron acceptor. However, as evident from Figure 3a, our

calculations  show  that,  in  contrast  to  the  charge-donation,  the  backdonated  charge  is  not equally

distributed. Rather, while all molecules still show the telltale density redistribution of charge donation,

only  molecule  1  (top  left  corner)  additionally  shows  charge  rearrangements  reminiscent  of  the

molecular LUMO. This is further corroborated by the density of states shown in Figure 3b, which

shows that the molecule becomes a radical, i.e. the LUMO splits into a singly occupied molecular

orbital (SOMO) and a single unoccupied molecular orbital (SUMO).  Thus, the electron-backtransfer

occurs in the same way it would for a free molecule in the gas phase, but is in stark contrast to charge-

transfer on metallic surfaces, where no spin-polarization occurs. Interestingly, this means that although

the overall charge of he F4TCNQ monolayer is negative on average, at this doping concentration most

of the molecules are positively charged.

As  also  predicted  by  simpler  models,30 increasing  the  carrier  concentration  increases  the  charge

backdonation: 2,  3, or 4 electrons per supercell  are backdonated at charge carrier  concentration of

approximately 6.4x1019  ,  1.5x1020  ,  and 2.9x1020 cm-3,  respectively (see Figure 4).  Importantly,  the

additional  charge always localizes onto individual  molecules  and renders them radicalic  (i.e.  spin-

polarized, without molecular density of states at or near the Fermi-edge). We can thus conclude that

even for degenerate doping, where the charge-carrier concentration is close to that of a metal,  the

charge-transfer mechanism does not change qualitatively, and the backdonated charge does not become

delocalized within the molecular layer as it is on pristine metals.
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Figure 4. Red: Number of molecules with singly occupied orbitals within the molecular layer as the
charge carrier concentration is increased. Blue: Charge donation per molecule from the cyano orbitals
only.

In contrast to the backdonation channel, the amount of charge donated by the cyano groups hardly

sensitive  to  the  charge  carrier  concentration  in  the  ZnO.  Qualitatively,  filling  the  LUMO of  one

molecule in the supercell (e.g., at 2x1019 cm-3), affect neither its own charge-donation significantly, nor

that  of  the  other  molecules  in  the  unit.  This  shows  that  the  two  mechanisms,  donation  and

backdonation, are of different nature and act independently of each other. Since the LUMO of some

molecules remain unfilled,  they still  exhibit  a net positive charge,  which leads to a coexistence of

positively and negatively charged molecules on the surface. 

We note at this point that, as mentioned initially, the chosen functional has a tendency to overlocalize

charge. This raises the question whether our results might be artefacts from the employed method.

However, we stress that we find localization for only one channel and delocalization for the other,

rather than localization for both. Moreover, the same qualitative results are obtained when using the

default PBE0 functional (which employs a much smaller fraction of HF-like exchange, 25%). Thus, at

the very least our results are a proof of concept that different charge localization for different charge-

transfer channels,  as we have described here,  is conceptually possible and can be modelled within
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hybrid functional DFT. However, since the degree of hybridization (which appears to be the governing

factor) is essentially independent of the employed functional, we are also confident that our results are

robust and will hold up to experimental scrutiny.  Moreover, we expect our findings to be directly

transferrable to other semiconductor/organic interfaces which show a combination of charge donation

and backdonation. Such systems are, indeed, quite common, and include small molecules frequently

used for surface science studies, such as carbon monoxide,47 as well as large molecules used in the

context of organic electronics, such as PTCDA.48  

In  summary,  we  have  investigated  the  F4TCNQ/ZnO(10-10)  interface,  which  undergoes  a  charge

donation/backdonation  reaction.  The  charge  donation  is  driven  by  hybridization  between  the

components. It affects all molecules equally, rendering them fractionally positive independent of the

doping of the substrate. Conversely, the backdonation is driven by the difference of the component’s

electron chemical potentials. Our calculations indicate that only some molecules receive an integer

electron in the process, rendering them negative. The LUMO of the other molecules at the interface

remains  empty.  This leads to  a coexistence of positively and negatively charged molecules on the

surface. The number of negatively charged molecules depends critically on the number of free charge-

carriers of the substrate (i.e,. its “metallicity”). For low doping concentrations, we find that the number

of positive molecules may even exceed that of negative moieties, even if the overall charge of the

monolayer  is  net  negative.  As  we  increase  the  charge  carrier  concentration  the  fundamental

mechanisms do not change, but the density of molecules within the monolayer with integer charged

LUMOs increases. The two mechanisms are found to be essentially independent from each other. This

indicates that only the hybridization, and not the “metallicity” of the substrates, determines the charge

transfer mechanism, even if the latter plays a major role for the amount of charge transferred. 
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Methods

All DFT calculations presented here are performed with the FHI-aims package.49–51 Van der Waals

forces  are  included  with  the  vdW-TS  scheme,52 employing  parameters  for  the  substrate  that  are

optimized for ZnO interfaces.53 The interface is modeled with a four double-layer ZnO surface slab cell

that contains four F4TCNQ molecules at a surface area of 548.6 Å2 (See Fig. 2). Geometry relaxations

for this surface unit cell were performed using a single Gamma centered k-point (This corresponds to a

k-point grid of 8x4x1 for the primitive ZnO (10-10) surface unit cell) and with the default element-

specific “light” settings for the integration grids and basis sets. For final single point calculations a

reciprocal k-grid of 2x2x1 was used with default “tight” setting (without the “tier-2” f and g basis

functions for oxygen). The k-grid was scaled accordingly for smaller unit cells containing only one

molecule. To further reduce memory consumption we increased the Hartree-Fock screening threshold

(“crit_val”) to 10-5. 

The ZnO lattice constant  was obtained from a  PBE calculation and was kept  fixed for  all  hybrid

calculations because geometry optimizations for the ZnO substrate were only performed on the PBE

level (see below). We carefully checked that the lattice constant of the substrate has no significant

influence on our results. Since in the case of integer charge transfer the system undergoes a symmetry

breaking in the charge density that is accompanied by a symmetry breaking in the geometry of the

monolayer,  it  is  essential  to  optimize the geometry of  the  monolayer  for  all  calculations  with  the

corresponding functional. The geometry relaxation strategy is therefore as follows: The interface was

pre-relaxed using the PBE functional, fixing the bottom two double-layers of the substrate at their bulk

position while allowing the other layers, as well as the molecules, to relax. The final relaxation was

performed with the Perdew-Burke-Ernzerhof hybrid (PBEh) functional with the mixing parameter α =

0.63. For all hybrid calculations the substrate was kept fixed and only the molecular monolayer was

allowed to relax until the residual forces are smaller than 10−4 eV/Å. All electronic structure results
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reported int his paper were also obtained with this functional. More details about the computations

including how we used CREST46 to mimic the effect of band bending in our DFT calculations and

information about the spin-polarized charge density initialization can be found in the supplementary

information.
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Further Details on the Applied Computational Methods

In this section we give additional computational details that were not mentioned in the main

part of this publication. In particular, we want to explain how doping and the corresponding

band-bending are considered in our DFT calculations and how we choose the initial charge

density at the beginning of the self-consistent field cycle.

In principle, with choosing a hybrid functional containing a certain amount exact ex-

change in a DFT calculation, the solution for the transferred charge being localized on

individual molecule (integer charge transfer, ICT) and the solution for charge being homo-

geneously distributed on all molecules (fractional charge transfer, FCT) can be obtained1

(See section below, where we discuss the influence of the exchange-correlation functional).

Both charge transfer solution are fundamentally different: For ICT electrons are transferred

∗To whom correspondence should be addressed
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in integer numbers, resulting in a splitting of the spin-channels. The LUMO gets spit up

in a singly occupied molecular orbital (SOMO) and a singly unoccupied molecular orbital

(SUMO). This leads to a semiconducting band structure (no density at the Fermi energy).

In contrast, for FCT the spin channels stay degenerate as all molecules get fractionally

charged. This leads to a quasi-metallic density of states. Therefore, a prerequisite to obtain

the ICT solutions is to perform spin-polarized calculations (unrestricted, which increases the

computational cost). As both charge transfer mechanisms are stable solutions in our DFT

calculation, we enforced either solution be choosing the ”right” initial charge density. FCT

solutions were initialized with a fully spin-symmetric charge density. For the ICT solution

the symmetry breaking of the spin channels can be enforced by an unsymmetric initial spin

density. For that, we define individual molecules within our unit cell to have a non-vanishing

initial moment (0.1 per atom). This allows us to select which molecules preferably end up

with an extra electron. The breaking of the spin-density in the molecular layer and the

coexistence of molecules with filled and empy LUMOs in the supercell is accompanied by

a spontaneous breaking in translation symmetry. The geometry of a molecule with empty

LUMO differs from the geometry of the molecule with a filled SOMO. Therefore, geometry

relaxations on the same theoretical level (same density functional) for the whole molecular

layer within the supercell are an essential part of correctly describing the charge transfer

mechanism and the resulting effects.

Considering Doping of Semiconductors in our DFT Calculations

A special focus of this work is on how an organic/inorganic interface system behaves as

the charge carrier concentration of the substrate is changed. Therefore, explicitly including

doping in our DFT calculation of hybrid interfaces is of utmost importance for this work. We

include bulk doping of the ZnO substrate in our calculations by using our recently developed

CREST method2,3. CREST allows explicitly considering doping in DFT calculations by

mimicking the long-ranged electrostatic effect of band-bending. In this approach doping
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within the slab itself is introduced by means of the virtual crystal approximation (VCA).4,5

In the VCA some of the bulk atoms are replaced by pseudo-atoms whose nuclear charge Z ′

(and the corresponding electron number) is fractionally altered from the bulk atom integer

number Z. The added or subtracted fraction of charge, ∆Z, is set such that it corresponds

to the desired bulk charge carrier concentration of the substrate. In our case of n-doped ZnO

only the oxygen atoms in the slab are replaced by the pseudo-atoms with a fractional atomic

number Z ′ = Z+∆Z. The additionally introduced change ∆Z per oxygen atom gives rise to

excess electrons, which fill the bottom of the conduction band, resulting in a corresponding

amount of mobile electrons. The counter charge remains spatially fixed at the ionic cores.

This mobile charge carriers are then available to be eventually transfered into a molecular

layer. The spatially fixed ionized cores build up the electric field that leads to band-bending.

However, at lower charge carrier concentrations the size of the space-charge region drastically

exceeds the size of a computational feasible slab. Therefore a different approach is necessary

to treat the region below the slab. In CREST a charge-sheet is introduced below the slab

that mimics the electrostatic field associated with band-bending. In practice the sheet is

build up by a grid of positive point charges. We use a total of 480 equally distributed point

charges for the charge-sheet in the 2× 2 supercell (i.e., a grid of 3× 5 point charges for the

primitive surface unit cell with the dimensions 3.26× 5.26 Å. This corresponds to a density

of 0.87 point charges per Å2). Along with the charge-sheet, the corresponding amount

of electrons are introduced such that the system remains overall neutral. The additional

electrons represent the bulk charge carrier concentration that is transfered to the interface.

The distance of this charge-sheet from the slab and the amount of charge within the sheet is

determined self-consistently, requiring the bottom side work functions to coincide with the

bottom side work function of the ZnO slab without a molecular layer (i.e. without charge

transfer or band-bending). The work function of the unperturbed slabs were determined for

each doping concentration separately and a work function accuracy of 100 meV was required

in the self-consistent CREST scheme. With this procedure we assure to obtain the correct
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amount of charge transfer into the molecular layer at a specific charge carrier concentration

and reproduce the charge-transfer-limiting effect of the band-bending. As described in more

detail in the original publication,2 the only input we need for CREST is the desired bulk

charge carrier concentration and the dielectric constant ǫr of the ZnO substrate. In this work

we use ǫr = 4.0, which is agreement with experimental values of the high frequency dielectric

constant of ZnO.6

At this point it should be emphasized that with the CREST approach a homogeneous

bulk charge carrier concentration is considered without the explicit introduction of defect

sites in the ZnO substrate. Surface or sub-surface defects, which are not explicitly considered,

might drastically reduce the band-bending. Such defects can additionally influence the local

potential at the surface and therefore locally alter the charge transfer and the charge transfer

mechanism.

Surface Geometry and Monolayer Structure

We constructed a reasonable molecular monolayer structure of F4TCNQ molecules adsorbed

on the mixed terminated ZnO (10-10) surface without performing a full structure search. We

like to mention that there are advanced methods to predict the morphology of monolayers

available or currently under development,7,8 but for our conceptional study such an intensive

search is not required. We used a simpler, more straight-forward process to find the mono-

layer structure. Starting from the lowest energy local adsorption site of a single molecule

on the surface (which was found by chemical intuition, see below), we build the densest

possible monolayer that only contains this geometry. The calculations to find the monolayer

structure were performed with the PBE functional, which is computationally more efficient

than hybrid functions. For the local adsorption site we used specific starting geometries

motivated by chemical intuition and performed a geometry relaxation for the molecule only,

fixing the substrate atoms at their initial position. We found that the cyano groups of the
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molecule prefer binding to surface Zn atoms, that act as docking sites for the molecule. We

looked at upright-standing as well as flat-lying adsorption geometries. For a single molecule

the flat-lying geometries are energetically favorable. The two lowest-energy local adsorption

sites are plotted in Fig. S1.

Figure S1: Adsorption geometry found for F4TCNQ on ZnO (10-10): (a-b/c) Side-
view/topview of the lowest energy local adsorption site, that was further on used in this
work to build the monolayer surface structure.

The energetically preferred adsorption site for the F4TCNQ molecule is parallel to the

rills of the ZnO surface (parallel to the [112̄0] direction). In this configuration each of the

four cyano groups can bind to surface Zn atoms and the molecule covers a surface of six

Zn atoms in total. The smallest surface unit cell in this case is then a orthogonal unit cell

comprised of six surface zinc and six surface oxygen atoms, with the dimensions of 13.05 Å ×

10.41 Å in the [112̄0] and [0001] directions, respectively. From the smallest surface unit cell

for a single molecule we build the monolayer structure by using this unit cell in a periodic

slab approach. This means the applied coverage is defined by the structure of the ZnO

surface, and we used the highest packing density allowing the commensurate adsorption of

F4TCNQ in a flat-laying manner. For the bigger unit cell containing four molecules, a 2× 2

supercell was used (See Fig. S2). We do not claim the monolayer morphology considered in

this work to be the one that should be found in experiments.

We calculated the adsorption energy ∆Eads of the F4TCNQ molecule on the undoped
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Figure S2: The red dashed line indicates the 2× 2 supercell containing four molecules used
in this work for the F4TCNQ monolayer on ZnO (10-10)

ZnO (10-10) surface using the following equation:

∆Eads = Esys − Esub − Emol (1)

where Esys and Esub are the total energies of the combined system and the bare substrate,

and Emol is the total energy of the neutral molecule. The energy for the combined system

was calculated from a PBEh (α = 0.63) calculation with the small unit cell containing

one molecule and the relaxation strategy described in the methods section of the main

publication. The energy for the bare substrate was calculated in an equivalent manner

without the adsorbate. The energy Emol was obtained from a gas-phase calculation of the

molecule. For the adsorption energy values neglecting van-der-Waals (vdW) interaction,

we subtracted the vdW contribution to the total energies (the geometries were obtained

including vdW interaction).
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Molecular Orbital Density of States

In Fig. S3(a) we plot the molecular orbital density of states (MODOS) for the F4TCNQ

molecule on undoped ZnO (10-10). Integration of each state up to the Fermi-energy then

yields its formal occupation, as shown in Figure S3(b). The orbitals associated with the

cyano groups (HOMO-10 to HOMO-13) show clearly a reduced occupation, because of the

covalent bonding to surface Zn atoms. We find a notable occupation depletion of ca. 5%.

This leads to a net positive charge transfer from this deeper laying states of 0.1 e- (value

from Mulliken analysis of the cyano groups). For the other orbitals we find a rather weak

hybridization with the substrate. The HOMO of the molecule is broadened to some extent.

The LUMO basically does not hybridize at all with the bands of the semiconductor substrate,

showing no broadening and remaining essentially empty (The nominal LUMO occupation

of 2% and occupation numbers to be above 100%, that can be seen in Fig. S3(b), can be

ascribed to artefacts of the Mulliken scheme).

Figure S3: (a) Molecular orbital density of states (MODOS) projected on the free F4TCNQ
orbitals and (b) molecular orbital population analysis of a single F4TCNQ molecule on
undoped ZnO (10-10).
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Discussion of the Applied Exchange-Correlation Func-

tional: Determining the Hybrid Mixing Parameter

Describing the charge transfer, including the amount and particularly the localization of

charge, is a non-trivial task using computational methods based on density functional theory

(DFT). This is mainly attributed to the many-electron self-interaction error (MSIE) from

which most approximate density functionals suffer.9 This leads to a tendency of charge over-

delocalization for common local and semilocal functionals. Therefore, these functionals favor

FCT solutions for weakly hybridizing organic molecules adsorbed on inorganic substrates.10

For describing the physics of such systems it is important to at least know whether the used

functional does favor charge delocalization or localization.

In practice, the MSIE associated with approximate density functionals manifests itself as

the convexity or concavity of the total energy as a function of fractional number of electrons

N. In exact theory the ground-state energy with respect to N is known to be described by a

series of straight-line segments.11–13 The MSIE can, therefore, be defined indirectly using the

straight-line energy condition.11 A functional is defined as being free from many-electron SIE

if the total energy E(N) of anN electron system is a piecewise linear function between integer

particle numbers. A deviation from this straight-line condition in form of a concave or convex

E versus N curve is also referenced in the literature as localization error or delocalization

error, respectively. Commonly used semilocal functionals underestimate the total energy of a

system at factional occupation, leading to a convex energy curve and an over-delocalization

of charge.9,10,14 Hartree-Fock (HF), on the other hand, while being one-electron SI free by

construction, still suffers from many-electron SI resulting in an overestimation of the total

energy at factional occupation and charge over-localization.9,10,14

Because of this opposing trend for semilocal functionals and HF theory the deviation

from the straight-line condition can be reduced and even lifted by employing a portion of

the HF like exchange in a semilocal functional, resulting in so-called hybrid functionals.15
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The disadvantage of such functionals is that they are computationally much more costly

than their semilocal cousins. In this work, we apply the Perdew-Burke-Ernzerhof (PBEh)

family of hybrid functionals:16

EPBEh
xc = αEHF

x + (1− α)EPBE
x + EPBE

c (2)

for which the amount HF exchange can be tuned by the hybrid mixing parameter α ∈ [0, 1]

(α = 0 corresponds to the common PBE functional,17 the PBE0 functional is obtained

by setting α = 0.2518,19). The parameter α can be chosen to enforce the straight-line

condition by requiring that the derivative of the total energy with respect to the number

of electrons in the system, i.e. the orbital energy, does not change between integer electron

numbers. This criterion can be enforced, for example, between the neutral and the singly-

ionized system. It has recently been shown that when using hybrid functional DFT with

an optimized mixing parameter α∗ (i.e., the value at which the functional becomes MSIE-

free), both solutions, the ICT and the FCT case, are stable and energetically degenerate if

the straight line condition is fulfilled.1 This limits our possibility to use DFT to predict the

correct charge transfer mechanism, but gives us the opportunity to gain a deeper insight into

charge transfer systems by studying both possible solutions. Therefore, our study should

be seen as a proof of concept that both charge transfer mechanisms can in principle occur

simultaneously.

In the following we show how we determined the mixing parameter α used in this work.

We used the fact that the hybrid mixing parameter can be chosen to enforce the straight-line

condition by requiring that the derivative of the total-energy with respect to the number of

electrons in the system (in Kohn-Sham DFT this equals the energy of the orbital ǫ(N) that

is filled) does not change between integer electron numbers N . We enforced this criterion for

the free F4TCNQ molecule between the neutral and the singly-charged system and obtained

the optimal mixing parameter α∗ = 0.63 (For a specific system we denote the optimal mixing

parameter that fulfills the straight-line condition as α∗). This is the mixing parameter that
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is used throughout this work, although the surface system should require less HF exchange

than the molecule in the gas phase due to screening effects of the substrate.1 We note that

at α values below 0.2 the energy level alignment of the system is qualitatively no longer

reproduced correctly. There, the LUMO of the F4TCNQ molecule is shifted below the

valence band of the ZnO substrate, leading to a spurious charge transfer to the molecule

already without doping. Therefore, possibly not all aspects of the F4TCNQ/ZnO interface

can simultaneously be described correctly using hybrid functional DFT. To reproduce the

correct energy level alignment, we need to accept that the charge localization for the chosen

α parameter is driven towards over-localization and the integer charge transfer solutions

are energetically favored by the applied functional. In other words, we apply the gas phase

parameter because if using the α∗ for the interface system (which would be less than 0.2) we

obtain a spurious energy level alignment between the molecule and the substrate. We want

to stress here that the qualitative results in this contribution are not influenced by the used

functional as long we use a mixing parameter α > 0.2 and a correct energy level ordering is

assured. We tested that qualitatively equivalent results are obtained when using α = 0.25,

which is the default value for the PBE0 functional.18,19

Straight-Line Condition for F4-TCNQ in the Gas Phase

Determining the straight-line mixing parameter α∗ for gas phase molecules using a DFT

code capable of applying open boundary conditions is a straight forward procedure. We

calculated the molecular orbital energies for the neutral molecule and the anion (i.e. singly

charged molecule) using the optimized geometries of for various mixing parameters α. As

FHI-aims allows to calculate fractional occupations of the orbital energies as well we can

directly observe the concavity or convexity for the total energy curve (see Fig. S4). For PBE

(α = 0.0) the curve is clearly convex and for HF exchange (α = 1.0) the curve is clearly

concave. The total energies of the neutral molecule for every α are set to zero in this graph.

We can also see that the electron affinity (EA) calculated from the total energy difference
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between the anion and the neutral molecule obviously slightly depends on the amount of

HF exchange, as the curves for the different αs do net meet again for the single negatively

charged molecule.

Figure S4: Total energy as a function of LUMO occupation between a neutral molecule and
a anion for various hybrid mixing parameters α. Five charging levels have been considered
(N = 0, N = 0.25, N = 0.5, N = 0.75 and N = 1). The energy curves are aligned to be
zero for the neutral molecule.

To determine the optimal mixing parameter α∗ we use the orbital energy of the LUMO

(i.e. the derivative of the total energy curve). For a singly charged molecule, the LUMO of the

neutral molecule now becomes the SOMO of the charged molecule. The energetic evolution

of the LUMO as it becomes filled is plotted in Fig. S5(a) for various mixing parameters α.

In agreement with the total energy curves we find a increase of the LUMO orbital energy

as is become occupied for small mixing values α < 0.6 and an decrease for higher mixing

values α > 0.8. The slope of the orbital energies are obtained from a linear fit and plotted

in Fig. S5(b). A linear interpolation between the points results in a vanishing slope at the

straight-line mixing parameter α∗ = 0.63. This is similar to the value of 0.7 obtained for the

chemically similar TCNQ molecule.15
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Figure S5: (left) Evolution of LUMO orbital energy of F4TCNQ in the gas phase as is gets
(partially) occupied for different hybrid mixing parameters α. (right) Slope of the orbital
energy plotted as a function of α. At α∗ = 0.63 the slope is zero and the straight line
condition is fulfilled.

References

(1) Wruss, E.; Zojer, E.; Hofmann, O. T. The Journal of Physical Chemistry C 2018, 122,

14640–14653.

(2) Erker, S.; Rinke, P.; Moll, N.; Hofmann, O. T. New Journal of Physics 2017, 19,

083012.

(3) Sinai, O.; Hofmann, O. T.; Rinke, P.; Scheffler, M.; Heimel, G.; Kronik, L. Phys. Rev.

B 2015, 91, 075311.

(4) Nordheim, L. Annalen der Physik 401, 607–640.

(5) Sinai, O.; Kronik, L. Phys. Rev. B 2013, 87, 235305.

(6) others,, et al. Journal of Applied Physics 2003, 93, 126–133.
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6.4 Appendix: Determining the straight-line mixing parameter

for interface systems

In the following sections we present several methods to determine the straight-line hybrid mixing

parameter α∗ for interface systems. As we have seen in the supporting information of the

publication, for gas phase molecules this is a straight forward procedure. For interface systems,

however, there is no unique method to determine α∗. First we use the fact that at α∗ both

solutions are energetically degenerate and find that the optimal mixing depend on the charge

carrier concentration of the substrate. As the charge carrier concentration is increased the

screening increases as well, leading to a smaller α value to fulfill the straight line condition.

We also present two other methods to determine α∗ for the surface system based more directly

on the straight line condition. We use the total energy itself and determine the orbital energy

from the total energy derivative with respect to the occupation number. In this case we need to

subtract the energy contribution from our doping model. This is basically the energy of a plate

capacitor with the plates sitting at the level of the molecular layer and the other one at the

position of the charge-sheet of the CREST. The third method presented is based on determining

the orbital energies of the molecule directly from molecular orbital density of states (MODOS)

and again require the orbital energy to be constant as the occupation is increased between

zero and one. The evaluation of the straight-line hybrid mixing parameter is in general more of

computational interest, as it marks the transition point between the delocalization error and the

localization error for the used density functional family for the specific system. It determines

whether the DFT calculation favors an FCT or ICT solution and is hence worthwhile being

studied to be able to better classify the computationally obtained results of a charge transfer

system. Furthermore by understanding the factors that influence the α∗ value we can also gain

some more knowledge about the physics of the investigated system.

6.4.1 Straight-line condition for F4TCNQ/ZnO from the degeneracy of the

ICT and FCT Solutions

Since at the straight-line value α∗ the hybrid functional neither favors localization nor delocal-

ization, at this point the ICT and the FCT solution are energetically degenerate. We can use

this to determine α∗ for interface systems. We find that this method is the most reliable one to

determining α∗ for interface systems. We need to mention that the energetic difference between

the two possible solutions can only be evaluated for α values that are greater than α∗ of the

interface system. This is because the ICT solution can only be obtained for α ≥ α∗ [129]. For hy-

brid functionals with less HF exchange mixed in only the FCT solution is stable. Calculations to

obtain the ICT solution at a specific charge carrier concentration and hybrid mixing parameter

were performed with the unit cell containing four molecules. With this unit cell we can simulate

charge transfer at charge carrier concentrations at which a quarter, half, three-quarter and all
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molecules in the molecular monolayer hold one electron in their LUMO (in the following discus-

sion we refer to molecules with an integer filled LUMO as charged molecules and molecules with

empty LUMOs as neutral molecules). This corresponds to charge transfer of one, two, three

and four electrons per unit cell from the substrate to the monolayer. The FCT solutions were

enforced by performing spin-restricted calculations (i.e. without spin-polarization). As all four

molecules in the unit cell are equivalent we performed the FCT calculations in the smaller unit

cell containing only one molecule.

At the four charge carrier concentrations that correspond to the integer electron charge transfer

values, calculations were performed with α = 0.25, 0.45 and 0.63. The total energy difference for

this α values between the FCT and the ICT solution are plotted in Fig. 6.1 for the different charge

carrier concentrations. Since all the values are negative, the ICT solutions is the energetically

preferred solution for the considered α values. We might assume that the two solutions should

become equal when there are no free charge carries available (at ND = 0) and no charge is

transferred at all. This should be valid independently of the hybrid mixing parameter. We

do not know the exact functional dependence of these curves, however, it seems that as the

charge carrier concentration is decreased the energy difference approaches zero, which is what

we expect. Evaluations at lower charge carrier concentrations are limited by the required unit

cell size and the resulting computational costs. The energy differences found are rather small for

the large unit cell sizes we are considering and the points in this graphs are subject to numerical

uncertainties. The drawn conclusions should thus be seen qualitatively only.

Figure 6.1: Total energy difference between FCT and ICT solution plotted at the four charge
carrier concentrations that correspond to change transfer of one, two, three and four electrons
per unit cell for three differed hybrid mixing parameters α = 0.25, 0.45 and 0.63.

We see in the graph above that the slope of the total energy difference increases with increasing

mixing parameter α. In Fig. 6.2 we plotted the total energy difference as a function of α for

the four considered charge carrier concentrations. We linearly fitted the curves for the four

charge carrier concentrations to evaluate the straight line hybrid mixing parameter α∗ from the
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intersection of this fit with the line where the energy difference vanishes, i.e. the FCT and the

ICT solution are energetically degenerate.

Figure 6.2: Absolute value of the total energy difference between FCT and ICT solution
plotted as a function of hybrid mixing parameter α for the four charge carrier concentrations
that correspond to charge transfer of one, two, three and four electrons per unit cell. The
intersection of the linear fit for each charge carrier concentration with the y-axis (i.e. if the
total energy difference is zero) gives the straight line mixing α∗ for the specific charge carrier
concentration.

We find that the α∗ value needed to fulfill the straight-line condition for the F4TCNQ/ZnO

interface system clearly depends on the charge carrier concentration of the substrate and de-

creases as the charge carrier concentration increases. For a clearer visual confirmation of this

claim we plotted the straight-line mixing α∗ as is depends on the charge carrier concentrations

in Fig. 6.3.

Figure 6.3: Dependence of the straight-line hybrid mixing parameter α∗ from the charge
carrier concentration of the substrate. The amount HF exchange needed to fulfill the straight
line condition decreases as the charge carrier concentrations increases.

We find that at very high charge carrier concentrations the required amount of HF exchange

to satisfy the straight line condition essentially becomes zero, i.e. PBE in this case seems to
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be many-electron SIE free. That the required amount of HF exchange decreases as the charge

carrier concentrations increases can be explained from a stronger surface screening at higher

charge carrier concentrations. This is consistent with the fact that the surface screening energy

scales with the dielectric substrate and a higher charge carrier concentration results in a more

polarizable substrate.

6.4.2 Straight-line condition from the total energy of the interface system

In this section we briefly want to present another method to evaluate the hybrid mixing pa-

rameter to fulfill the straight line condition for organic/inorganic interface systems. We use

the total energy of the system and evaluate the orbital energy from its derivative with respect

to the partial LUMO occupation. Here we do not consider a specific charge carrier concen-

tration of the substrate but rather artificially include electrons into our system without using

the self-consistent CREST approach. We instead use a CREST-like approach by placing the

charge-sheet at a fixed distance to the slab and introducing the equivalent amount of negative

charge into our unit cell. The overall positive charge within the sheet should be the desired

LUMO filling. The extra electrons are available to occupy empty states, i.e. the LUMO of the

F4TCNQ, while the unit cell stays overall charge neutral. For this evaluation of α∗ we use a unit

cell containing only one F4TCNQ molecule. Because of the charged sheet within our unit cell

we need to subtract the energy contribution from the electric field being build up between the

positively charged sheet and the negatively charged molecular layer. This energy contribution

is basically the electrostatic energy of a plate capacitor and can be easily calculated form

Ecapacitor =
Q2d

2ǫ0A
(6.1)

with Q the summed up charge within the layer of point charges, d the distance between the two

plates, i.e. the distance between the charge sheet and the molecular layer (we used the average

z-coordinate of all carbon atoms of the F4TCNQ molecule as position of the molecular layer),

ǫ0 being the vacuum permittivity and A the surface area of the unit cell. Using this approach,

calculations were performed for a LUMO occupation with 0.0, 0.5 and 1.0 e− and for α values

of 0.25, 0.5, 0.63 and 0.75. The derivative of the total energy was then evaluated using finite

differences. We plotted the obtained difference quotients for the used α values in Fig. 6.4(a).

The slope of the orbital energies at each considered α is plotted in Fig. 6.4(b). From a linear

fit of those points the straight-line α∗ is evaluated and found to be approximately zero. Again

we find that α∗ drastically decreases for the interface system compared to the gas phase value.

Again this result suffers from numerical uncertainties and the quantitative α∗ value should be

considered with care.
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Figure 6.4: (left) LUMO orbital energies for α = 0.25, 0.5, 0.63 and 0.75 obtained from the
derivative of the total energies of the interface system at F4TCNQ LUMO occupation 0.0, 0.5
and 1.0 e−. (right) Change of LUMO energy for the considered α values. A linear fit yields a
value of α∗ = 0.0 for dǫ/dN = 0.

6.4.3 Straight line condition from MODOS orbital energies

The α∗ value can also be evaluated from the orbital energies obtained from the molecular orbital

density of states (MODOS). As in the method above no specific charge carrier concentration

was considered, but rather an artificial charging of the molecule was enforced by a CREST-like

approach (see description above). The MODOS was evaluated for α values 0.25, 0.45 and 0.63

for a ”neutral” F4TCNQ molecule on the surface (neutral in the sense that the LUMO of the

molecule is essentially empty, although overall the molecule is slightly positively charged from

charge back-donation) and a single negatively charged molecule (the LUMO is split into a filled

SOMO and an empty SUMO). The MODOS allows to separate the LUMO contribution to the

total density of states. We evaluated the energy of the orbital from the weighted mean of the

LUMO contribution (Integrate (MODOS × energy) and divide by the integrated MODOS to

obtain the weighted mean energy position of the orbital). To be able to compare the orbital

energies of differently charged systems the obtained orbital energies were aligned to the upper

vacuum level of the specific system. The development of the LUMO energy as a function of

occupation and the change in orbital energy as a function of α is plotted in Fig.6.5.

Equivalently to the previous methods we find a significant reduction of the α∗ for the interface

system compared to the gas phase result. Using the orbital energy obtained from the MODOS

we find α∗ = 0.11.
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Figure 6.5: (left) LUMO orbital energies for α = 0.25, 0.45, and 0.63 obtained from the
MODOS of the interface system for an empty LUMO and a singly occupied LUMO (i.e. SOMO).
Orbital energies are given relative to the upper vacuum level. (right) Change of LUMO energy
upon filling as a function of the considered α values. A linear fit yields a value of α∗ = 0.11 for
dǫ/dN = 0.

6.5 Appendix: Change in the molecular geometry upon charge

transfer

Upon surface adsorption and charging, the intra-molecular bond lengths of F4TCNQ change

noticeably. The bond-lengths for the molecules on the surface with empty LUMOs and with

integer filled LUMOs are plotted in Fig. 6.6. Interestingly, the bond lengths of a neutral

free molecule are basically identical with the bond lengths of an ”uncharged” (empty LUMO)

molecule adsorbed on the surface. With the change in bond lengths upon charge transfer into

the LUMO we expect also a change in the vibrational normal modes of the molecules. Therefore

the coexistence of ”charged” and ”uncharged” molecules on the surface might be resolvable in

infrared vibrational spectra.

Figure 6.6: Bond lengths of a molecule with an unoccupied LUMO (”neutral”) and a molecule
with an integer filled LUMO (”charged”) absorbed on the ZnO (10-10) surface.



120 Chapter 6 Charge Transfer Mechanisms at Hybrid Interfaces

6.6 Appendix: Charge transfer rates calculated from Marcus

theory

A question that arose during this work was whether imaging experimental methods are able

to capture ICT scenarios at organic/inorganic interface systems. It is presently not completely

clear if the electrons remain localized on individual molecules or hop between the molecules in

the monolayer at a certain hopping rate. In principle the charges are confined normal to the

surface, i.e. in the molecular layer, but are free to move parallel to the surface. In case the

electrons hop at a rate faster than the time resolution in experiments, it would not be possible

to identify the ICT nature of charge transfer. In a time averaged image we would rather obtain a

charge distribution that erroneously looks like to be homogeneous within the monolayer, which

would be expected for FCT. So the question is if the coexistence of charged and uncharged

molecules can be observed from imaging experimental methods or only an averaged image can

be obtained because of a limited time-resolution. To answer this question we calculated the

electron transfer rate or hopping time within the molecular layer from Marcus theory [144,145].

The Marcus formula for electron transfer rate reads

k =
V 2

~

√
π

λkBT
exp

(
−(∆G0 + λ)2

4λkBT

)
. (6.2)

where ~ is the reduced Planck constant and kB is the Boltzmann constant. ∆G0 is the free energy

difference between the molecular sites of the initial electron position and final electron position.

Since in our molecular layer we only have one type of molecules and all the molecular sites within

the layer are equivalent, ∆G0 = 0. The two remaining parameters are the most important

ones and are the key characteristics that control charge mobility in organic electronics: The

electronic coupling V and the reorganization energy λ. Both strongly depend on the material

and the arrangement of the molecules within the molecular layer. In the case of electron hopping

between two molecules the intramolecular reorganization energy λ is the energy that is required

for the transition of a neutral molecule to a anion and vice versa for the former anion to a neutral

molecule. Since this is mainly the energy cost due to geometry modifications, we can calculate it

from a geometry relaxation with DFT. We therefore used the unit cell containing four molecules

and performed a geometry relaxation at a charge carrier concentration ofND = 2×1019 cm−3 (at

which one out of the four molecules in the unit cell gets charged by one electron) starting from

the geometry of a neutral monolayer (i.e. all molecules without a filled LUMO). We obtained a

energy difference between the initial neutral geometry and the final unit cell with one charged

molecule of 0.42 eV. This value is the relaxation energy for a transition of a single molecule

from a neutral geometry to the anion geometry on the ZnO substrate. The total reorganization

energy for electron hopping between two molecules is then twice the relaxation energy for a

single molecule.

The second important parameter is the electronic coupling V between neighboring molecules in

the monolayer. It is also known as adiabatic coupling or effective or generalized charge transfer
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integral. It can be written as an expectation value of the Hamiltonian of the system,

V = Hab = 〈Ψa|Ĥ|Ψb〉 (6.3)

where Ψ represents the multielectron wavefunction of the molecule with the label a and b, respec-

tively. Ĥ is the Hamiltonian of the system. There are several DFT based methods proposed to

calculate this parameter, e.g. constrained density-functional theory (cDFT) [146], frozen-density

embedding [147] or fragment-orbital (FO) [148,149]. In this work we use the fragment-orbital

density-functional theory (FO-DFT) scheme as implemented in FHI-aims for the calculation

of electronic coupling values. The basic idea behind the fragment orbital (FO) family of meth-

ods is that only the frontier orbitals directly participate in the charge transfer process while all

other orbitals remain unperturbed. The fragments in our case are two neighboring molecules

within the molecular monolayer. In our model we considered the neighboring molecule in x and

y direction and calculated the electronic coupling for these two possible pairs of molecules.

Figure 6.7: Electron hopping rates between the LUMO’s of the molecules within our molecular
monolayer model were calculated for the x-direction (along the [12̄10] direction) and the y-
direction (along the [0001] direction).

In the original FO method the Hamiltonian is always constructed from the orbitals of the neutral

fragments and for electron transfer the reference states are taken as the LUMOs of the molecules.

There are also other ”flavors” of FO-DFT available that considers the right number of electrons

in the system, but in the work of Schober et al. [150] it was shown that the original formulation of

FO-DFT with neutral fragments shows similar accuracy compare to charged fragment schemes

in the case of electron transport. Also the used functional has a noticeable influence on the

absolute value of the electronic coupling. Is was shown that V has a nearly linear dependence

on the amount of HF exchange of a hybrid functional. Values almost vary by a factor of two

between α = 0.0 and α = 1.0 [150]. In this work we therefore use the original scheme with

neutral fragments in combination with a hybrid functional including an intermediate amount of
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HF exchange (PBEh*, α = 0.63). The obtained electronic coupling value should give a sufficient

accuracy for a rough estimation of the electron hopping time within the monolayer.

All FO-DFT calculations were performed with the FHI-aims tight defaults for integration grids

and basis sets. For the electronic coupling between the LUMOs of two molecule next to each

other in x-direction (along the [12̄10] direction) we obtained a value of Vx = −2.82 meV and

in y-direction (along the [0001] direction) a value of Vy = −0.08 meV. The sign of V depend

on the phase of the fragments, but since V 2 is used in the Marcus formula (6.2), the sign

does not affect the hopping rates. Putting the obtained values in Markus equation we get

electron hopping rates at room temperature (T = 298 K) in x and y direction of kx = 3.3 ×
107 s−1 and ky = 2.7× 104 s−1, respectively, corresponding to hopping times of τx ≈ 30 ns and

τy ≈ 40 µs. Both hopping rates are far from common experimental time resolutions of surface

imaging techniques. Our calculations therefore imply that charge hopping within molecular

monolayers at organic/inorganic interfaces may happen at such high rates that experimental

imaging methods would not be able the see the coexistence of charged an uncharged molecules

at the surface. Therefore integer charge transfer of single electrons would not be able to be

resolved, but rather a time averaged charge distributions would be observed. We would like to

mention that these results apply for a perfect monolayer and a defect free substrate. Charge

localization at a single molecule in the monolayer for a longer time still might occur due to

surface defects at the inorganic substrate.

6.7 Appendix: Results for the O-terminated surface

Originally we studied the charge transfer mechanism also on the oxygen-terminated ZnO surface

that is saturated by a (2× 1)-hydrogen overlayer. Due to the hydrogen overlayer, that acts as a

buffer layer, the cyano groups can not bind directly to surface atoms and the molecule is rather

weakly bound to the surface, primarily due to vdW interactions. Therefore, we do not observe

hybridization of the cyano orbitals and, therefore, also no resulting fractional positive charge

transfer, as we found it for the mixed terminated surface. The charge transfer to the LUMO of

the molecule is also on this surface “ionically driven” and occurs in integer units for the chosen

density functional. The calculations were performed with the PBEh* functional (α = 0.63),

equivalent to the calculations presented in the publication. Also the numerical settings and the

k-grid were chosen equivalently to the settings for the mixed terminated surface.

In the lowest energy local adsorption geometry of the F4TCNQ molecule on the O-terminated

ZnO surface the molecule is oriented parallel to the rows of the hydrogen overlayer (see Fig.

6.8). In this configuration the cyano groups lie on top of hydrogen atoms of the (2 × 1)-H

overlayer.

In Figure 6.9(a) we plot the molecular orbital density of states (MODOS) for the F4TCNQ

molecule on the O-terminated ZnO (000-1) surface. The corresponding occupation analysis is
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Figure 6.8: Adsorption geometry found for F4TCNQ on ZnO (000-1): (a-b) Sideview of the
lowest energy local adsorption site.

shown in Figure 6.9(b). On this surface the orbitals associated with the cyano groups (HOMO-

10 to HOMO-13) show a negligible reduction in the occupation (below 1%). Also all other

orbitals show no significant hybridization with the substrate, only the HOMO of the molecule is

broadened to some extend, but also shows no reduced occupation. The LUMO lies in the band

gap of ZnO and does not hybridize with substrate. Thus the orbital remains empty.

Figure 6.9: (a) Molecular orbital density of states (MODOS) projected on the free F4TCNQ
orbitals and (b) molecular orbital population analysis of a single F4TCNQ molecule on undoped
ZnO (000-1).

Assuming a monolayer coverage of F4TCNQ molecules, charge transfer to the LUMO of the

molecules can be achieved by doping of the substrate. We simulated the charge transfer to a

surface supercell containing four molecules (see Fig. 6.10).

The charge carrier concentrations that lead to charge transfer of integer electron numbers into

the 2 × 2 supercell containing four molecules are similar to the values obtained for the mixed-

terminated surface. We find charge transfer of 1, 2, 3 and 4 electrons within the unit cell of

the molecular layer at charge carrier concentrations of approximately 2.0 × 1019, 6.8 × 1019 ,

1.6 × 1020, and 3.1 × 1020 cm−3, respectively. Equivalently to the mixed-terminated surface
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Figure 6.10: The red dashed line indicates the 2 × 2 supercell containing four molecules for
the F4TCNQ monolayer on O-terminated ZnO (000-1)

the additional charge always localizes onto individual molecules. Due to Coulomb repulsion

between the on individual molecules localized electrons, it is energetically favorable that the

charge localizes on molecules being furthest apart in our 2 × 2 supercell. Assuming charge

transfer of two electrons within our supercell and that the first electron localizes on molecule 1

(according to the labeling in Fig. 6.10), it is energetically favorable to place the second electron

onto molecule 4, as it is the furthest apart. It needs to be mentioned again, that the charge

localization is a result of the used density functional, and the results for O-terminated ZnO do

not predict ICT for the specific system.

For the F4TCNQ monolayer on O-terminated ZnO we also simulated constant height STM

images at a charge carrier concentration of 2.0× 1019 cm−3, i.e. when one molecule within the

2 × 2 supercell is charged. We used the Tersoff-Hamann model as implemented in FHI-aims

to simulate a map of the tunneling current at voltages of -3.0 V and +2.0 V. A sideview of

the simulated system and the obtained STM images are shown in Figure 6.11. If the charge

is localized on individual molecules during the time a STM images is experimentally obtained,

we expect that the inhomogeneous charge distribution should be clearly visible in the obtained

image (cf. section 6.6 about the hopping rate).
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Figure 6.11: (a) Sideview of the supercell of a F4TCNQ monolayer adsorbed on O-terminated
ZnO used for calculating STM images. The STM plane is placed ≈ 3 Å above the molecular
monolayer. (b) Simulated constant-height STM image at a doping concentration of 2.0 × 1019

cm−3 and an applied voltage of -3.0 V, and (c) an applied voltage of +2.0 V.





Chapter 7

Charge Transfer at

Inorganic/Organic Interfaces Probed

by IR-Spectroscopy

7.1 Motivation

Vibrational spectroscopy is a sensitive probe of the atomic structure and chemical bonding

and thus of the electronic structure of a molecule on a surface. Members of the Wöll-group

in collaboration with the Koch-group performed infrared (IR) spectroscopy experiments of the

strong electron acceptor F6TCNNQ adsorbed on the non-polar mixed-terminated ZnO(101̄0)

surface. Experiments were done for a monolayer coverage as well as for multilayers. The

aim of the experiments was to detect the charge state of the molecules in the first monolayer.

To gain a better understanding of the source of charge transfer at hybrid inorganic/organic

interfaces, the experiments were conducted on intrinsic and n-doped substrates. Interestingly

the obtained IR-spectra showed no clear differences for both substrates, indicating that the

charge carrier concentration in the substrate plays a smaller role for the charge transfer as

originally anticipated. Our role was to provide complimentary insight from first principles theory

in resolving the charge state of the molecules on the surface. We have done this by simulating

vibrational spectra of the interface system and the molecule in the gas phase. In particular, the

calculations focused on the impact of charge transfer and the bonding chemistry, i.e. the covalent

bonding of the cyano-groups to surface Zn atoms. With our approach to study the impact

of charge transfer into the LUMO of the molecule by gas phase calculations, we were able to

distinguish between the impact of charge transfer and surface bonding on the vibrational spectra

for the studied interface system. Our calculations together with the experimentally obtained

IR-spectra indicate that the molecules in the first monolayer are charged by one electron. We

suggest that the source of this charge transfer primarily stems from surface defects.

127
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7.2 Authors contribution

The initiator of this project was Prof. Christof Wöll from the Karlsruhe Institute of Technology

(KIT). He approached my supervisor Oliver T. Hofmann with the idea to corroborate their

experimentally obtained results with computational input. Part of my contribution was to

perform the DFT calculations and to evaluate the simulated vibrational spectra. To determine

the vibrational spectra from FHI-aims calculations, it was necessary to improve the available

script for numerical vibration analysis in FHI-aims and extend it to periodic systems. From the

experimental side the responsible person for writing the manuscript was Ludger Schöttner. From

the theory side I was responsible for the manuscript in close collaboration with my supervisor

Oliver T. Hofmann. The experimental and the theory side are equally important for this work

and also contributed equally to the final manuscript. As the manuscript itself focuses primary

on the results of the experiment, additional details and insights gained from the computations

are available in the supporting information, that was entirely written by me (except for section

7. ‘Additional Experimental Data’).
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Abstract 

Charge transfer at organic/inorganic interfaces critically influences the properties of 
molecular adlayers. Here, we demonstrate that the transfer of electrons from an oxide 
semiconductor into an aromatic compound can be determined directly by infrared 
spectroscopy. For a prototype organic acceptor, hexafluoro-tetracyano-
naphthoquinodimethane (F6-TCNNQ) deposited on a (101̅0) oriented ZnO single crystal 
substrate we recorded IRRAS (infrared reflection-absorption spectroscopy) data. By 
comparing the vibrational spectrum obtained for a F6-TCNNQ monolayer with those of 
multilayers, we find unambiguous evidence for electron transfer from the inorganic substrate 
to F6-TCNNQ. Since there are no previous works of similar type, we have carried out a 
thorough theoretical analysis using density functional theory (DFT). The calculations reveal 
that two mechanisms govern the pronounced vibrational band shifts of the adsorbed molecule 
seen in the experiments: in addition to electron transfer into unoccupied molecular levels of 
the organic acceptor, also polarization effects arising from the fairly strong electric field 
generated by the ions at the interface strongly affect vibrational frequencies.  

 

Introduction 

Organic/inorganic interfaces attract substantial interest because of the prospect to use unusual 
effects occurring at such heterojunctions for applications in optics, electronics, energy storage 
and conversion, catalysis, and sensing[1]. These interesting phenomena result from combining 
two materials with rather different properties, e.g. electronic structure, dielectric constants and 
polarizabilities. In general, electric fields form at these hybrid interfaces, and depending on 
the relative energies of the flat bands originating from the molecular orbitals and the more 
dispersive electronic bands in the inorganic semiconductor, charge transfer may result[2]. A 
unique prospect for engineering the properties of devices exploiting these effects is the 
possibility to engineer these charge density rearrangements by doping, in particular of the 
inorganic part.  
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However, even for an easy-to-realize class of organic/inorganic interfaces - organic adlayers 
on inorganic substrates – the nature of the charge-transfer remains incompletely understood. 
An interesting large band-gap semiconductor to create organic/inorganic interfaces by organic 
molecular beam deposition (OMBD) is ZnO, a wide band gap metal oxide semiconductor, and 
a number of recent studies have been reported in this context[3-6]. Previous investigations on 
the deposition of F4-TCNQ (tetrafluoro-tetracyano-quinodimethane) have yielded apparently 
inconsistent results: On metals, charge transfer to the molecule is accompanied by the 
appearance of a (partially) filled state near the Fermi energy[7]. The electric field is localized 
between the molecule and the metal surface, giving rise to an interface dipole ∆ΦID. On 
semiconductors, a similar level alignment may be expected (at least for highly doped 
systems), as shown in Figure 1a. However, near-Fermi states associated with the former 
molecular LUMO appear are absent in UPS studies of semiconductor/organic interfaces [3, 8]. 

 

 

Figure 1. Schematic energy level diagram after the deposition of acceptor molecules on (a) a 
highly doped substrate, (b) a nominally undoped substrate, and (c) a substrate with surface 
states present e.g. due to surface defects. The interface dipole ∆ΦID and the band bending 
∆ΦBB illustrate the contributions to the work function change. 

 

For semiconducting substrates, the electric field can extend significantly into the substrate, 
giving rise to band bending (∆ΦBB), as shown in Figure 1b. This band bending can 
significantly reduce the amount of charge that is transferred at the interface, depending on the 
doping concentration [3, 9, 10]. In the limit of low doping concentrations (e.g., intrinsic or non-
intentionally doped substrates), one would expect band bending to be the major contribution 
to the adsorption-induced work-function increase. In practice, however, the band bending 
typically only amounts to a small fraction of it [3, 8]. 

It has been shown that reason for this effect is the presence of surface states, which eventually 
pins the band-bending [8], as schematically shown in Figure 1c. However, this implies that 
there is, again, significant charge transfer to the molecule (which, in contrast to the highly-
doped situation depicted in Fig 1a, now originates from the surface states). 
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To verify the qualitative picture painted in Figure 1c, it is imperative to determine the charge 
state of the adsorbed molecule. Still, as initially mentioned, evidence for a corresponding 
molecular state appears to absent in UPS experiments. However, the absence of evidence in 
UPS is not the same as the evidence of absence. Also computational considerations provide 
only limited insight into the correct level alignment. One problem is that the nature of the 
surface (e.g. the density and structure of OH groups [11]) is usually unknown. On the other 
hand, just as importantly, semilocal density functional theory (which is the workhorse of 
computational surface science) suffers from the infamous band-gap problem, which leads to 
energetically too high occupied and energetically too low unoccupied states. Especially for 
interfaces between very different types of materials, such as inorganic/organic interfaces, this 
may lead to qualitatively wrong level alignment and ensuing spurious charge transfer [10, 12-14]. 
In principle, hybrid functionals that admix a certain fraction of exact exchange can mitigate 
this problem [14, 15]. However, the fraction of exchange required to obtain correct level 
positions for the adsorbate depends heavily on the nature of the substrate [14] and its doping 
concentration. Moreover, the fraction is almost always different for the substrate and the 
adsorbate [14]. Higher-level theory, such as GW, could provide authoritative results [12], but is 
currently computationally too expansive to be tractable for pertinent systems. In practice, 
these complications prevent a fully ab-initio prediction of the charge transfer, which calls for 
a complimentary experimental technique. 

In the present study we apply infrared reflection-absorption spectroscopy (IRRAS) to study a 
prototypic organic acceptor molecule, hexafluoro-tetracyano-naphthoquinodimethane (F6-
TCNNQ), a strong electron acceptor, often used as a p-dopant in organic semiconductors [16-

18] deposited on a structurally well-defined ZnO(101̅0) surfaces. In contrast to other low-
indexed ZnO surfaces, ZnO(0001) and ZnO(0001̅), for this surface orientation electrostatic 
instabilities are absent [19]. 

In case of metal substrates, IRRAS has been applied successfully in several cases to evidence 
charge-transfer by detecting frequency shifts of vibrations in molecular adsorbates [20]. To our 
knowledge, however, similar studies on large-band gap inorganic semiconductors have not yet 
been reported. The absence of such experimental information for dielectric single crystal 
substrates is mainly due to severe challenges in measuring IR-spectra in reflection for 
insulating substrates. However, during the last decade, these problems have been overcome by 
a number of groups (for a review see Ref. [21]). IRRAS allows detecting charge transfer across 
the interface by measuring the shifts of molecular vibrational frequencies. Such shifts are well 
known from studies for solvated molecules, for  F4-TCNQ they can be as large as 70 cm-1 [22]. 

 

Experimental 

The experiments were conducted in a state-of-the-art ultrahigh vacuum (UHV) multi-chamber 
system (Prevac)[21]. The apparatus allows measuring infrared spectroscopy (IR) in 
combination with other surface sensitive techniques like X-ray-photoelectron spectroscopy 
(XPS) and low-energy electron diffraction (LEED). The IR spectra were obtained in reflection 
absorption mode (IRRAS) using a Fourier-Transform (FT)-IR spectrometer (Bruker Vertex 
80v) directly coupled to the UHV chamber via differentially pumped KBr-windows. The base 
pressure of the entire chamber is in 10-10 mbar range. 
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As substrates, one nominally undoped and two Ga-doped (n-type) ZnO crystals were used. In 
the latter case the charge carrier density was determined by analyzing reflectivities in the 
context of the Drude model, yielding n-doping levels of 7.81019 cm-3 and 2.91020 cm-3, 
respectively. 

The ZnO(101̅0) single crystal (CrysTec) was cleaned by repeated cycles of Ar+ sputtering 
(110-6 mbar, 10 min) and annealing at 800 K for 10 min. As a final step, the sample was 
annealed in oxygen atmosphere (110-6 mbar) at 840 K. The cleanliness and structural quality 
of the surface was monitored by XPS and LEED.  

Deposition of F6-TCNNQ (Novaled) on ZnO(101̅0) was carried out by directing the flux of an 
effusion cell towards the substrate. Deposition rates were determined using a quartz crystal 
microbalance. All IR spectra shown here are difference spectra obtained by subtracting a 
spectrum recorded for the clean ZnO substrate before F6-TCNNQ deposition from that 
measured after molecule deposition. All IRRAS experiments were carried out at room 
temperature; the IR light angle of incidence was set to 80° with respect to the surface normal. 
An internal polarizer module allowed to record IR spectra with s- and p-polarized light.  

 

Computational details 

As mentioned in the introduction, obtaining a reliable prediction of the charge state of the 
molecule via semilocal DFT is challenging. This is because the LUMO is spuriously below 
the valence band of ZnO, which yields spurious charge transfer, independent of the substrate’s 
actual Fermi level. Thus, rather than calculating the charge state directly, the aim of the 
calculations is to predict the shift of vibrational frequencies as consequence of charging and 
binding to the surface. We do this separately by calculating the shift due to charging for a free 
molecule in the gas phase, and by calculating the vibrational frequencies for the molecule on 
the surface (where, in our calculations, it assumes a charge transfer of approx. one electron). 
Assuming these two effects are independent, we can combine these to estimate the vibrational 
shift for arbitrarily charged molecules on the surface, as explained in more detail in the 
supporting information.  

All computed vibrational modes presented here were obtained by density functional theory 
(DFT) calculations using the FHI-aims program package[23]. The Perdew-Burke-Ernzerhof 
(PBE) [24] density functional was used and van der Waals forces were included with the vdW-
TS scheme [25] using the appropriate parameters for the ZnO substrate[26]. The vibrational 
modes were computed numerically via the finite displacement method, using a displacement 
amplitude of 0.005 Å. Initial geometries were optimized until residual forces were smaller 
than 10-4 eV/Å with ‘tight’ basis sets and numerical settings. 

Calculations for the free molecule were performed with open boundary conditions. The 
electronic structure of the F6-TCNNQ/ZnO interface was determined using a periodic slab 
approach. The ZnO substrate was modeled by a five double-layer slab cell. For the geometry 
optimization, the bottom three double-layers were fixed at their bulk position and the top two 
layers are allowed to relax. For the vibrational analysis, we restrict the discussion to 
vibrations of the molecule within the harmonic approximation. By keeping the substrate fixed, 
we omit changes in pure surface and pure bulk modes. To avoid artifacts arising from 
artificial surface states located at the bottom side of the slab, the bottom layer was passivated 
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with hydrogen atoms. Calculations for the primitive surface unit-cell are performed with a 
16x24x1 k-grid and scaled accordingly for larger cells. The 4x4 supercell including the 
molecule was chosen such that there is no significant intermolecular interaction between the 
adjacent molecular adsorbates when employing periodic boundary conditions. 

The adsorption of the F6-TCNNQ molecules on the ZnO(101̅0) surface is governed by a weak 
binding of the protruding cyano groups to the surface Zn atoms, which act as docking sites, 
leading to a planar molecular adsorption geometry. Two different azimuthal orientations were 
considered: oriented along the rills of the mixed-terminated ZnO surface (i.e. along the 
ZnO[12̅10] direction), and oriented perpendicular to the rills (the ZnO[0001] direction). The 
orientation perpendicular to the rills is energetically more favorable by 33 meV and was 
therefore used for the vibrational analysis in this work.  

Vibrational frequencies usually strongly depend not only on the physics of the system but also 
on the density functional and the basis set used in the DFT calculations. Because of the 
systematic nature of the deviations, it is customary to apply uniform multiplicative scale 
factors to correct the computed vibrational frequencies [27-29]. The scale factor used here was 
determined from experimental and theoretical data for F4-TCNQ [30, 31]. This procedure yields 
a scale factor of 1.0095 for the C≡N and of 1.0198 for the C=C/C-C vibrational frequencies. 
(More details on the computational methods including how we obtained the scale factors can 
be found in the Supporting information). 

 

Results and discussion 

In order to determine the charge state of the molecules in direct contact with the substrate, it is 
useful to first characterize the spectrum of a deposited molecular multilayer, where the 
molecules are clearly charge-neutral. This provides a baseline for the expected vibrations, 
allowing us to analyze the shifts due to charging and binding to the surface afterwards. In the 
following, we will focus on the results for the nominally undoped substrate (which is still 
effectively n-type doped), since the results are qualitatively equivalent to that of the doped 
samples.  

The inspection of the multilayer IRRAS data (Figure 1, top curves) reveals several well-
defined, sharp vibrational bands. In the frequency regime below 1700 cm-1 (C=C/C-C region), 
four strong bands are seen in the experimental multilayer data, centered at 1639 cm-1, 1552 
cm-1, 1460 cm-1, and 1396 cm-1. In addition, a weak feature is seen at 1424 cm-1. For their 
assignment, we rely on the comparison to corresponding data for a structurally related 
molecule, F4-TCNQ[22, 30, 31], and to the results of DFT calculations for the  F6-TCNNQ 
molecule in the gas phase (see Table 1).  
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Figure 2. Experimental IRRAS spectra of F6-TCNNQ on the nominally undoped ZnO(101̅0): 
a) C=C/C-C region, the intensity of the multilayer data are scaled by a factor of  100; b) C≡N 
region.  

 

On the basis of a comparison with the theoretical results for the uncharged free molecule 
provided in Table 1 (column “Theory, gas phase, neutral”) we can assign the four strong 
bands to the C-C vibrations buν51, buν52, buν53, buν55 and the weak feature to buν54. In the C-N 
stretch regime we observe 3 bands at 2224 cm-1, 2215 cm-1, 2205 cm-1 and a weak feature at 
2194 cm-1 (Fig. 1b, top curve). We assign the bands at 2224 cm-1 and at 2215 cm-1 to the 
buν49/agν1 (see Table 1) for the first band and buν50/agν2 for the second one, respectively. The 
calculations yield frequencies of 2248/2246 cm-1 for the first pair of modes and 2221 cm-1 for 
the second pair. This assignment is in analogy with that reported for F4-TCNQ multilayers [31]. 

All the vibrations discussed above have their transition dipole moments (TDM) oriented 
within the molecular plane of F6-TCNNQ. The fact that we do not see any vibrational bands 
with negative intensity (for a discussion of the interplay between orientation of TDMs and the 
sign of IR-bands in IRRAS at dielectric surfaces see SI) for these vibrations in the p-polarized 
IRRAS-data reveals that all F6-TCNNQ molecules must be orientated with their molecular 
plane parallel to the ZnO substrate. IRRAS data recorded for F6-TCNNQ multilayers using s-
polarized light do yield negative peaks at the same wavenumbers, with the same intensities as 
for p-polarized spectra (see Figure S10 in SI). This observation is fully consistent with a 
parallel stacking of this aromatic compound.  

Unfortunately, the bulk structure of F6-TCNNQ is unknown. Also in the case of thin films, 
Duva et al.[32] were unable to detect out-of-plane diffraction peaks for F6-TCNNQ films. 
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Overall, the agreement between the positions of the bands in the experimental multilayer IR-
spectra and the DFT results for the free molecule is very good. Note, that the small deviation 
between experiment and theory is similar to that reported in previous work for F4-TCNQ 
multilayers [31]. 

For the F6-TCNNQ monolayer on ZnO(101̅0), the IRRAS data reveal pronounced differences 
compared to the multilayer spectra (see Fig. 1a, bottom curve). For the monolayer, the most 
pronounced peak is that at 1507 cm-1. Smaller bands are observed at 1630, 1450, 1410 and 
1389 cm-1.  

In case of a neutral F6-TCNNQ adsorbate, the DFT results predict a small blue shift (15 cm-1) 
of the strong buν52 band at 1552 cm-1 relative to the molecule in the gas phase. Since, 
experimentally, no such shift is observed in this region, we tentatively conclude that the 
presence of neutral F6-TCNNQ molecules at the inorganic/organic interface is unlikely. 
Conversely, for a negatively charged molecular species, the calculations predict a red shift of 
30 cm-1 for the buν52 band (see Fig.S5 in SI), in excellent agreement with the experimentally 
observed shift of 42 cm-1. Such a substantial lowering of frequencies is typical for electron 
transfer to this organic acceptor. In line with this hypothesis, the second sharp band for the 
monolayer observed at 1450 cm-1 can assigned to the buν53 band (1460 cm-1 in the multilayer). 
In this case, the red shift observed for the monolayer amounts to 10 cm-1. Also in this case, the 
DFT results for the neutral species predict a small blue-shift, whereas for the charged species 
a small red-shift is expected (5 cm-1). Inspection of Table I confirms, that also the other 
vibrations agree well with the theoretical results for a F6-TCNNQ anion at the interface 
between organic semiconductor and ZnO. 

In the C-N-stretch regime, the experimental monolayer data reveals only one rather broad 
feature (2212-2188 cm-1) centered at 2205 cm-1 (Fig. 1b, bottom curve). The center of this 
band is red-shifted by 10-20 cm-1 with respect to the multilayer features. Although the lower 
intensity of the C-N bands in the experimental data prohibits a more detailed analysis, the red-
shift in the measured data is consistent with the theoretical results for the negatively charged 
species, where for all C-N stretch vibrations red shifts between 40 cm-1 and 60 cm-1 are 
observed.  

A question at this point is whether a negative charging of the molecule is plausible at all. 
According to results obtained with inverse photoemission spectroscopy [33] the electron 
affinity (EA) of F6-TCNNQ films amounts to 5.6 eV, similar to the value  of F4-TCNQ (5.2 
eV [34]). This value is clearly above the valence band maximum of ZnO(101̅0) (ca. 8 eV). 
Therefore, for undoped ZnO, no electron transfer from the semiconductor substrate to the 
adsorbed molecules should occur at all. However, ZnO is generally found to exhibit n-type 
behavior resulting from unintentional doping, most likely by residual hydrogen [35]. As a 
result, the Fermi-energy of this inorganic semiconductor is found close the ZnO conduction 
band, which is at 4.5 eV and larger than the F6-TCNNQ electron affinity. As a result, for the 
non-intentionally doped sample, one does expect a significant change of the work function 
(which is also experimentally observed[8]). An idealized surface (which is commonly assumed 
in theoretical calculations) would then yield the schematic level alignment shown in Figure 
1b, i.e. the work-function increase should be mainly due to bend bending, which limits the 
charge-transfer into the molecule to infinitesimally small values.  This picture is clearly 
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refuted by the pronounced red shift of the C-C-vibrational bands, which evidence strongly 
charged molecules in the first monolayer.  

Rather, our results are consistent with earlier experimental results that indicate that band-
bending is limited, and which imply – but could not conclusively evidence – a corresponding 
strong charge transfer between surface and adsorbate. Thus, our findings strongly corroborate 
the schematic level alignment in Figure 1c, where band-bending is limited by surface states.   

As a final remark, we note that neither our experimental nor our theoretical findings provide a 
conclusive explanation for the apparent absence of filled molecular state in UPS experiments. 
Possible origins include strong charge localization in the molecular layer, which would shift 
the filled states away from the Fermi-energy[36, 37], or surface states acting as reaction centers, 
which would lead to molecular states in the valance band (rather than in the gap), where they 
could not be easily detected by means of  UPS. However, a conclusive answer would require 
significant improvements over state-of-the-art theory for the former, and atomistic knowledge 
over the type of surface states and defects for latter, both of which are outside the scope of the 
present contribution. 

 

Table 1. The experimental and theoretical results for F6-TCNNQ. 

Symmetry/ 
Vibration 

Experiment, 
multilayer 

Experiment, 
monolayer 

Theory, 
gas phase, 
neutral 

Theory, 
gas phase, 
charged 

Theory, 
surface, 
neutral 

Theory, 
surface, 
charged 

C-N vibrations 
buν49 2227 2205 2248 2222 2229 2202 
agν1 2227 2205 2246 2223 2219 2196 
buν50 2215 2194 2221 2189 2197 2165 
agν2 2215 2194 2221 2189 2191 2158 

C-C vibrations 
buν51 1639 1630 1638 1629 1632 1622 
agν4 1552 1545 1552 1551 1551 1550 
buν52 1552 1507 1552 1508 1567 1522 
buν53 1460 1450 1470 1445 1490 1465 
buν54 1424 1410 1431 1412 1434 1415 
buν55 1396 1389 1402 1379 1420 1397 

 

Conclusions 

The experimental IRRAS data recorded for F6-TCNNQ molecules deposited on a ZnO(101̅0) 
surface reveal the formation of multilayers with the molecular plane orientated strictly parallel 
to the substrate. In the monolayer regime, two sharp vibrational bands are observed, with 
pronounced red shifts relative to the multilayer. Since DFT results obtained for a neutral 
adsorbate predict a blue shift for these bands, we feel such a neutral state can be excluded. 
From the good agreement with the theoretical results obtained for a negatively charge species 
we conclude that the F6-TCNNQ molecules are negatively charged, even though the substrate 
has not been doped intentionally.  
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1. Further Details on the Applied Computational Methods 

A python script was used to evaluate the vibrational frequencies and intensities from DFT calculations 

computed with the FHI-aims program package [1]. The vibrational modes has been obtained numerically 

by diagonalizing the mass weighted Hessian matrix of the system. The Hessian was built from forces 

that were acquired from 6 x number of atoms calculations (6 displacements per atom, displacement 

distance = 0.005 Å). In the case of F6-TCNNQ with its 26 atoms, this sums up to 156 single point DFT 

calculations for the molecule. For the surface system the substrate was kept fixed in order to save 

computational costs, i.e. only the atoms of the molecule were displaced in the calculations. Due to the 

large number of involved calculations, we did not employ a supercell approach, i.e. only the phonons at 

the Γ point were calculated. 

IR intensities were calculated from a finite difference approximation of the gradient of the dipole 

moment (For more details on numerical calculation of IR frequencies see [2]). For gas phase 

calculations, the change of the dipole moment can be determined in all three directions in space. For the 

surface systems, where a slab-call approach with periodic boundary conditions was employed, the 

potential parallel to the surface vanishes by construction. Therefore, only the dipole component 

perpendicular to the surface could be determined. More precisely only the change in dipole moment 

could be evaluated from the work function change between a calculation with displaced atom and the 

molecule in equilibrium. The dipole change Δμ can be calculated from Δμ = ε0AΔΦ, where ε0 is the 

vacuum permittivity, A is the surface area taken up by one molecule, i.e. the unit cell surface area, and 

ΔΦ is the change in work function evaluated in the calculation. 

In experiments, vibrations with a dipole moment parallel to the surface might occur. It is to mention that 

the vibrational frequencies were of course calculated, however, their intensity is null in our results. 

Therefore, absolute values of intensities in the case of the surface system should be considered with 

care. 
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In general, vibrational modes and intensities strongly depend on the electronic structure of a system. At 

inorganic/organic interfaces, this poses a notable challenge for computations: Using the PBE functional 

(or any other semi-local functional), the bandgap of ZnO is underestimated. For PBE it amounts only to 

0.65 eV, compared to the experimental band gap of 3.44 eV [3,4]. As a result of the band-gap problem, 

the F6-TCNNQ LUMO is located below the valence band of ZnO. This leads to a spurious charge 

transfer at the interface, even in the absence of doping or defects (or for hypothetical, p-type material) 

[5,6].  

The charge transfer results in a filling of the LUMO with one electron. Therefore, our calculations of 

the adsorbed molecules are always for molecules with an occupied LUMO (Mulliken analysis of the 

overall molecule gives only a negligible total charging because of charge back donation from orbitals 

located at the binding cyano groups. For more details see Section 3 of the SI). However, the advantage 

of using FHI-aims in addition to the fact that periodic surface slabs ca be calculated, is that for gas phase 

calculations every charge state can be evaluated including factional occupations. Form gas phase 

calculations we can therefore extract the influence of changing the LUMO occupation and back-

extrapolate for the surface system to determine the vibrational frequencies for any charge state at the 

interface. In fact, with this approach we can distinguish between the influence of charging and surface 

adsorption on the vibrational frequencies. 

We note that a more sensible level alignment could be obtained by employing hybrid functionals [7] in 

combination with an approach to include bulk doping [8]. However, this would lead to intractable 

computationally costs for numerical vibrational analysis calculations without significantly improving 

the physical insight for this specific problem.  

 

2. Local adsorption geometry: F6-TCNNQ on mixed terminated ZnO 

(𝟏𝟎𝟏̅𝟎) 

At the F6-TCNNQ/ZnO interface, the surface Zn atoms act as docking sites for the protruding cyano 

groups of the molecule. This limits the number of sensible, low-energy adsorption geometries. In the 

case of a flat-laying molecule, two different orientations were considered: oriented along the rills of the 

mixed-terminated ZnO surface, and oriented perpendicular to the rills. The orientation perpendicular to 

the rills, depicted in Fig. SI1 is energetically more favourable by 0.03 eV. This is a rather small 

difference and at finite temperatures, both adsorption sides might be observable in a monolayer structure. 
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3. Electronic structure: Flat-lying molecule 

A Mulliken analysis of the molecule on the surface yields a negligible net charge transfer from the 

substrate to the molecule. The total additional charge of the molecule amounts only to 0.03 e-. This is, 

at first glance, very surprising, since the molecular LUMO is below the valence band edge and hence 

becomes at least partially filled. To understand the origin of the fact that overall, the molecule is charge-

neutral, we calculated the molecular orbital density of states (MODOS) projected on the orbitals for F6-

TCNNQ on ZnO (𝟏𝟎𝟏̅𝟎) [9,10]. By integrating the DOS of each molecular orbital up to the Fermi 

energy, a formal occupation of each orbital is obtained. 

 

 

Figure SI1: Top and side view of the theoretically found lowest 

energy local adsorption site of F6-TCNNQ on the ZnO (𝟏𝟎𝟏̅𝟎) 

surface.  

Figure SI2: (left) MODOS and (right) orbital population analysis of F6-TCNNQ on ZnO (𝟏𝟎𝟏̅𝟎). The 

LUMO of the Molecule is occupied by one electron (50% filling). A significant reduction from full 

occupation can be observed for the cyano orbitals at orbital indices 79-75.  
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The MODOS of F6-TCNNQ on ZnO and the corresponding occupation values of the molecular orbitals 

are shown in Fig. SI2. Because of hybridization of the initial molecular states with the substrate, the 

molecular states become broadened and shifted, such that the LUMO is now in resonance with the Fermi 

edge. This leads to an occupation of ~50%, i.e. the LUMO is filled with one electron. However, from 

the Mulliken analysis we know that the overall molecule is practically neutral, which suggests that other 

orbitals are donating charge back to the substrate. This charge back-donation, indeed, can be seen in the 

occupation analysis in Fig. SI2 (right) for orbital indices 79-75. These orbital indices correspond to 

molecular orbitals located at the cyano groups of the F6-TCNNQ molecule (see Fig. SI3). 

 

Figure SI3: Most relevant molecular orbitals for charge transfer upon adsorption of  

F6-TCNNQ on ZnO (𝟏𝟎𝟏̅𝟎) 
 

 

4. Determining Scale Factors 

It is a common approach for ab-initio calculations of vibrational frequencies to determine harmonic 

frequencies and use a multiplicative scale factor to correct shortcomings of the method to be able to 

predict frequencies observed via experiment. The scaling strongly depends on the ab-initio method used 

including e.g. the density functional and the basis set. In general, it should compensate for two problems: 

First, the approximate nature of DFT based electronic structure calculations (shortcomings of the 

functional like missing electronic correlation, basis set truncation effects, etc.). And second, missing 
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anharmonic effects (in the frequency evaluation the harmonic approximation is used although the 

potential energy surface is in general not harmonic). 

For some ab-initio programs that are commonly used for theoretical vibrational frequency calculations 

(e.g. Gaussian09) universal scaling factors often can be looked up in tables for specific density 

functional / basis set combinations (e.g. NIST Computational Chemistry Comparison and Benchmark 

DataBase). FHI-aims does not use one of the widely used basis set like Pople basis sets [11] or the 

correlation-consistent basis sets developed by Dunning [12], but instead uses individual pre-constructed 

hierarchical basis functions [1]. Therefore scale factors for other basis sets are not applicable. This 

makes it necessity to determine a scale factor for our system by us ourselves. 

 

We determined the scale parameter by comparing theoretically obtained results of neutral F4-TCNQ in 

gas phase with experimental and theoretical data based on work by Furuhashi et al. [13] and Pringel et 

al. [14]. The calculations for F4-TCNQ were obtained using the same methods we applied for F6-

TCNNQ in this work. 

Experimentally for F4-TCNQ a very sharp peak appears at 2227 cm-1 attributed to the symmetric 

stretching vibration b1uν18 of the cyano groups. This vibration can be clearly identified in our calculations 

and appears at 2206 cm-1 From this comparison we assign a scale factor of 1.0095 for C≡N vibrations 

obtained for FHI-aims using PBE functional and tight settings. 

For the C=C/C-C vibrational frequencies we determine the scale factor from the stretching vibration 

b2uν33. Experimentally it appears at 1601 cm-1 whereas in our computations we find at 1570 cm-1. This 

deviation can be corrected by a scale factor of 1.0198, that is therefore used in this work for C=C/C-C 

vibrational frequencies. 

Gas phase calculations of the F6-TCNNQ molecule were furthermore compared to Gaussian09 results 

with PBE functional and the 6-311G** basis set. The results were very similar with a maximum 

deviation in frequency values of +/- 6 cm-1 wavenumbers for the C=C/C-C and C≡N stretching region 

 

5. Theoretical IR Vibrational Spectra 

To investigate the impact of charge transfer, i.e. occupying the LUMO, on the IR frequency spectrum, 

we first perform gas phase calculations of the molecule in the neutral and some negatively charged 

states. The main difference between the two spectra is a shift in frequency and an increase in intensity 

of the C≡N vibrations for the negatively charged molecule. The two peaks can be attributed to the 

symmetric buν49 and antisymmetric buν50 stretching modes (see Fig. SI4). 
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In a next step, the charged molecule adsorbed on the surface is considered. Fig. SI5 graphically 

summarizes the IR-band shifts between a neutral molecule in gas phase and a charged molecule on the 

surface for the cyano- and the carbon-vibrations. With our approach to determine the influence of 

LUMO filling by gas phase calculations, we can assign the total band shifts to contributions from 

charging and surface adsorption. The impact of surface-adsorption on the vibrational frequencies of the 

carbon vibrations is a bit weaker or even in the opposite direction compared to the significant influence 

on the cyano-group vibrations. Explanations for the frequency shift direction can be found in the next 

section 5. A graphical overview of the theoretical results for the most important vibrations including the 

band shifts due to charging and adsorption, and the development of IR intensities upon charging can be 

found in x Fig. SI6 and SI7 for the C-C/C=C region and in Fig. SI8 for the C≡N region. 

 

Figure SI4: The two most prominent features that appear in gas phase calculations upon charging of 

the molecule are the symmetric buν49 and the antisymmetric buν50 stretching of the cyano groups at 

wavenumber 2222 cm-1 (left) and 2189 cm-1 (right), respectively. 
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Figure SI5: Depiction of C=C/C-C and C≡N frequency shifts of flat-laying F6-TCNNQ on the mixed 

terminated ZnO surface with respect to neutral gas-phase vibrations. With our approach we can clearly 

distinct the different contributions from surface adsorption an occupying the LUMO of the molecule. 

The nominal contribution of the surface bonding is depict by the back bars. For the C≡N surface 
bonding results in general in a red shift of vibrational frequencies. For C=C/C-C modes a blue shift or 

a rather weak red shift is observed. The contribution of LUMO-charging is shown by the light gray bars 

and always results in a red shift of IR vibrational frequencies. 
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Figure SI6: Theoretical results of C-C/C=C stretching vibrations for F6-TCNNQ on ZnO Part 1: (left) 

Evolution of vibrational frequency shifts upon filling the LUMO with one electron in gas phase (solid 

lines). The dashed lines represent the back extrapolation from the obtained result of a charged molecule 

adsorbed on mixed-terminated ZnO to a neutral molecule on the surface. (middle) Development of IR 

intensities upon charging for gas phase calculations. (right) Graphical representation of the vibrational 

modes. 
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Figure SI7: Theoretical results of C-C/C=C stretching vibrations for F6-TCNNQ on ZnO Part 2: (left) 

Evolution of vibrational frequency shifts upon filling the LUMO with one electron in gas phase (solid 

lines). The dashed lines represent the back extrapolation from the obtained result of a charged molecule 

adsorbed on mixed-terminated ZnO to a neutral molecule on the surface. (middle) Development of IR 

intensities upon charging for gas phase calculations. (right) Graphical representation of the vibrational 

modes. 

 

Chapter 7 Charge Transfer Probed by IR-Spectroscopy 148



S10 

 

  

Figure SI8: Theoretical results of C≡N stretching vibrations for F6-TCNNQ on ZnO: (left) Evolution 

of vibrational frequency shifts upon filling the LUMO with one electron in gas phase (solid lines). The 

dashed lines represent the back extrapolation from the obtained result of a charged molecule 

adsorbed on mixed-terminated ZnO to a neutral molecule on the surface. (middle) Development of IR 

intensities upon charging for gas phase calculations. The intensities of IR active vibrations 

significantly increases with increased charging of the molecule. (right) Graphical representation of 

the vibrational modes. 
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6. Explanation for IR-Shift Directions 

We find that in the monolayer the IR bands from cyan vibrations shift to lower frequencies (red shift). 

Due to the covalent nature of bonding between cyano groups and surface Zn atoms, electrons from the 

nitrogen atoms are shared with the substrate, weakening the C≡N triple bond (Charge back donation to 

the substrate can be attributed to orbitals located at the cyano groups - see MODOS Fig. SI2). This 

results in a shift to smaller wave numbers or frequencies. The covalent bonding of the cyano groups 

upon surface adsorption initialize an electron flipping through the whole molecule and results in a shift 

of the double bonds within the molecule (See Fig. SI8). 

 

 

 

 

 

 

 

It is interesting that the covalent bonding of the edges of the molecule has an influence on vibrational 

frequencies of the whole molecule. This process of electron flipping with the result of shifted double 

bonds can be demonstrated by the bond-length change upon adsorption of the molecule to the ZnO 

surface (Fig. SI10). A shifted double bond and the resulting bond length change has obviously an effect 

on the molecular vibrations as double bonds have a higher force constants compared to single bonds. As 

a result, the carbon rings of the molecules becomes more aromatic and the bonds within the carbon rings 

get stronger. For some most C-C/C=C vibrations this results in a blue shift of vibrational frequencies to 

higher wavenumbers when only considering the process of adsorption. Similar behaviour can be can be 

observed for the transition from p-Benzoquinone to a more aromatic p-Hydroquinone [15]. 

Charging of the molecule, i.e. occupying the LUMO, on the other hand always results in a red-shift 

within the studied frequency range. Due to filling of the LUMO the population in antibonding states 

increases, which results in a shift to lower frequencies. Similar behaviour was found for other molecules, 

e.g. for CO stretching vibrations [16]. For C≡N vibrations, we find that the red shift advances linearly 

with increasing LUMO occupation (Fig. SI8). In the C-C/C=C region, however, not always a strict linear 

behaviour can be observed (Fig. SI6 and Fig. SI7). The reason for the rather curved increase in red shift 

upon charging of the molecule is currently not known. 

 

Figure SI9: Chemical structure and double bond locations within the molecule (left) in gas phase and 

(right) upon adsorption (symbolically shown if two cyano groups bind to surface Zn atoms). Due to 

covalent bonding of the molecule's cyano groups to surface Zn atoms the location of the double bonds 

get shifted (because of electron flipping), increasing the aromatic character of the molecule. 
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7. Additional Experimental Data 

Polarisation dependency of absorbance 

When applying IRRAS to characterize molecular adsorbates on metal oxide surfaces, the situation is 

rather complicate: both s- and p-polarized components of the incident light can couple to adsorbate 

vibrations. The sign of the vibrational signals on dielectric materials can be explained by the reflectivity 

calculations described in Refs. [17-21]. The s-polarized light is oriented parallel to the surface and 

perpendicular to the incidence direction. The absorbance bands excited by s-polarized light (Es) are 

always negative. For p-polarized light, it is more complicated, the electric field can be orientated parallel 

to the surface (tangential p-polarized light Ep,t) and normal to the surface (normal p-polarized light Ep,n). 

The IRRAS bands excited by p-polarized light can be negative or positive depending on the incidence 

angle  and the refractive index of the substrate. The Ep,n component couples only to vibrations with a 

component of the TDM perpendicular to the surface. The component of the TDM parallel to the surface 

can be excited either by Es or by Ep,t component, depending on the azimuth orientation. 

Figure SI10: Bond lengths of all bonds within the F6-TCNNQ molecule in a 

neutral gas phase geometry, charged gas phase geometry and adsorbed on the 

ZnO surface (charged). 

Chapter 7 Charge Transfer Probed by IR-Spectroscopy 151



S13 

 

2250 2200 1650 1600 1550 1500 1450 1400

1396

1423
A

b
s
o
rb

a
n
c
e

Wavenumber [cm
-1
]

 p-pol

 s-pol
0.001

1639
1552

1462

22152224

 

Figure SI11: Experimental IRRAS spectra of F6-TCNNQ on the ZnO (𝟏𝟎𝟏̅𝟎) measured with 

p- (black curve) and s-polarized (red curve) light. 
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Chapter 8

Concluding Remarks

The research presented in this thesis contributes to the general understanding of the physics

at semiconductor/organic interfaces. My work is motivated by the importance of such inter-

faces for organic electronic devices, because the performance and functionality of such devices

is mainly governed by the hetero-interface between an inorganic semiconductor and organic

molecules. The main goal of my dissertation is to gain a deeper insight into the charge transfer

processes at these interfaces. Methodological aspects of DFT calculations in this context and

their limitations when applied to semiconductor/organic interfaces are extensively studied. For

accurately modeling the interface and the effects associated with charge transfer, new theo-

retical approaches are needed. The development of such approaches is an integral part of my

research and part of this work. Also a comprehensive understanding of the surface structure of

the substrate material is an important aspect to obtain reliable results of interfaces with organic

molecules. The semiconducting material that is in the focus of this dissertation is ZnO, a ma-

terial with a wide range of applications in optoelectronic and electronic devices. We used first

principle methods and collaborated with experimentalists to investigate the surface structure

of this transparent conducting oxide as well as its interface with organic acceptor molecules.

Specifically the gained insight into charge transfer effects and the developed theoretical foun-

dations to model such effects can be considered as a big progress in the field. In the following,

the most relevant findings of this research are summarized.

Simulating charge transfer to the surface of doped semiconductors poses a difficult challenge

using standard ab inito methods. The typically low concentration of dopants makes an explicit

treatment computationally intractable and the spatial extent of the space charge region typically

exceeds realistic supercell dimensions. However, considering the effects of the long-range, quasi-

parabolic potential within the space charge region is essential to correctly model charge transfer.

Specifically the amount of charge transfer is usually significantly limited by the build up of the

electrostatic field associated with the long-ranged potential that results in the bending of the

electronic bands. Therefore, before entering into the main question of this dissertation we

needed to overcome this theoretical limitations and find a way to simulate the effect of the

155
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space charge region in DFT calculations. This is achieved in the first step of my research. We

refined the recently published Charge-Reservoir Electrostatic Sheet Technique [151] (CREST)

and extend it in order to yield an energy correction for the band bending, while at the same

time reducing the number of parameters required for the method. In paper I we presented

this extended CREST formalism and, exemplarily, applied it to the particularly interesting

case of O-terminated ZnO(0001̄). By introducing a charge-sheet into the supercell we can

mimic the electrostatic field within the space charge region and simulate its charge transfer

limiting effect depending on the doping concentration of the material. In this approach the

parabolic potential is approximated by a linear potential in the region below the slab. We

make sure that the potential drop is equivalent to the actual emerging potential drop by a

self-consistent scheme in which the properties of the charge-sheet are determined. We showed

the capabilities of this extended CREST formalism by calculating the - to our knowledge - first

doping-dependent surface phase diagram of the O-terminated ZnO(0001̄) surface. Particular

for ZnO, which is commonly employed in organic electronics, the surface composition is often

not well known. For this material the number of theoretically proposed and experimentally

observed surface reconstruction is particularly large. Recent work indicated that doping, that

is often not systematically controlled, may be responsible for the observed diversity. From the

calculated doping dependent surface phase diagrams, we found that the doping concentration

has indeed a very notable impact on the relative phase stability, stabilizing hydrogen deficient

phases at high doping concentrations. One of the main results of this work, the phase diagram

for the defect free surface and the surface including oxygen vacancies are plotted in Fig. 8.1.
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Figure 8.1: Doping dependence of the hydrogen coverage as a function of the hydrogen chem-
ical potential µH. Colored regions represent the different surface structures with the corre-
sponding coverage expressed as a percentage, (left) for the defect-free O-terminated ZnO(0001̄)
surface, and (right) for an oxygen vacancy concentration of 1/16 at the ZnO(0001̄) surface.

Our results highlight that the doping concentration of transparent semiconducting oxides is an

important material property that needs to be accounted for, experimentally as well as com-

putationally. At the same time, it also provides a clear explanation for such a computational

method that can be easily implemented into most quantum-mechanical codes. The extended

CREST formalism can be applied to any semiconductor system where charge transfer occurs,
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and is, therefore, also a valuable tool in simulating the charge transfer at semiconductor/organic

interfaces and a big step forward in our research of such systems.

The charge transfer at semiconductor/organic interfaces and, therefore, also many device prop-

erties depend heavily on the exact structure of the substrate material. As described before

the exact structures of polar ZnO surfaces are still not unambiguously resolved. In paper II

we collaborated with experimentalists from the group of Norbert Koch and Frank Schreiber to

contribute to this discussions by applying a novel approach to study surface structures: Using

planar conjugated molecules as a probe for the surface. In this work we focused on the Zn-

terminated ZnO(0001) surface. In the literature the stabilization of this surface by OH adlayers

or by surface reconstructions is discussed. Over the course of this collaboration we found that an

assignment of surface structures based on results from computed and experimentally obtained

surface core-level shifts is not explicit enough. We therefore had to develop a new approach

to identify the surface structure as it appears in experiments. We came up with the novel

idea to use organic molecules as a probe to draw conclusions from their adsorption behavior to

the surface. By comparing simulated adsorption heights of PTCDI molecules with values from

XSW experiments, we were able to learn about the underlying surface structure. Three distinct

surface models were tested (see Fig. 8.2), and the comparison yielded that only one qualified as

a potential candidate: the surface structure without any OH-adlayer (Model 1). Additionally

our results indicate that the PTCDI molecules adsorb in a deprotonated state on the surface.

Figure 8.2: The six calculated geometries for three different ZnO(0001) surface models and
two different chemical structures of PTCDI (protonated and deprotonated).

That means our comparison promoted the situation that organic molecule bind directly to the

surface and are not kept away by any OH spacer-layers that are often proposed in the literature

to appear at the ZnO(0001) surface. This dramatically reduces the number of possible surface

structures and limits the search space for future studies of the precise structure. Furthermore,

knowledge about the absence of adlayers is very relevant for modeling the adsorption behavior of

organic molecules and therefore also for the charge transfer. Existing OH-adlayer would prevent

a direct adsorption of molecules to the surface by acting as buffer layers. Although, following

work specifically addressing the charge transfer are done for another ZnO surface, with the

knowledge that such buffer layers are not present on Zn-terminated ZnO, the obtained results

from later chapters can be applied to this surface as well.

In this dissertation the focus is not only on the amount of charge transfer from a semiconducting

substrate to a molecular layer but primarily also on the localization of the transferred charge
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within the molecular layer. Converging DFT calculations into solutions where the charge is

localized on individual molecules can be troublesome, because the charge density is often ini-

tialized to be equal on all equivalent molecules. At my research stay at Duke University in the

group of Volker Blum, we implemented an alternative initial electron density guess for FHI-

aims based on extended Hückel theory, as it is used in many chemistry-focused DFT codes.

The aim of this work was a speed up of our calculations of semiconductor/organic interfaces, by

improving the initial guess of the charge density. The new initial guess proved to initialize the

charge density better in terms of the charge localization for charge transfer system, but yielded

no significant speed-up of the overall calculation. We learned that with optimized settings for

the standard initialization, already an improvement of the convergence speed can be obtained.

For solutions where charge is localized on individual molecules the initial moment of the atoms

of the respective molecule should be manually set to the values of a charged molecule in the gas

phase. The hitherto obtained findings pave the way for theoretically studying charge transfer

processes at semiconductor/organic interfaces in a systematic manner.

A thorough understanding of charge transfer at semiconductor/organic is a prerequisite for ad-

vancing the field of hybrid inorganic/organic electronics. In paper III we studied the charge

transfer mechanism at the interface between the prototypical strong electron acceptor molecule

F4TCNQ and the mixed terminated ZnO(101̄0) surface at the most fundamental level to resolve

what exactly determines the charge transfer mechanism. Semiconductor/organic interface are

particular interesting systems to study fundamental charge transfer effects, since the interaction

between them can be readily tuned, e.g. via the substrate’s free doping concentration. How-

ever, predicting the energy level alignment and the resultant charge transfer mechanism has

proved challenging from a theoretical side. This is mainly attributed to the spurious tendency

to over-delocalize charge for semilocal density functionals that is a result of the many-electron

self-interaction error (MSIE). We found that from hybrid DFT calculations it is conceptually

not possible to predict the occurrence of fractional or integer charge transfer for a specific sys-

tem and with a MSIE-free functional calculations can be forced in either solution. Still, a lot of

insight into the basic physical principles of charge transfer mechanisms can be gained from cal-

culations of semiconductor/organic interfaces. Investigating the adsorption of the prototypical

adsorbate F4TCNQ on ZnO(10-10), we made a finding that is quite counterintuitive: Although

F4TCNQ is known to be a strong electron acceptor, at low doping concentrations the majority

of the molecules are, in fact, positively charged. Triggered by this observation, we studied the

underlying physics in more detail. In short, we find that the interaction between the organic

adsorbate and the inorganic substrate proceeds through two different channels with different

driving forces: Charge-donation, which is triggered by covalent interaction, and charge backdo-

nation, which is driven by the difference in the electronegativity. While the former depends on

the hybridization and affects all molecules at the interface equally (FCT), rendering the positive,

the latter can be tuned via the doping concentration (i.e., the “metallicity”) of the substrate

and causes only a fraction of the molecules to become negatively charged (ICT). The amount of

electrons transfered into the molecular layer thereby depends strongly on the substrates doping
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concentration. At a charge carrier concentration of 1.9 × 1019 cm−3, the ZnO substrate back-

donates one electron per four F4TCNQ molecules. This exceeds the donated charge, leading

to an overlayer that is overall negatively charged, as one would expect for the adsorption of a

strong electron acceptor. The charge rearrangement for an undoped substrate and a substrate

with a free charge carrier concentration of 1.9× 1019 cm−3 is plotted in Fig.8.3. It shows that

by introducing free charge carriers, the back-donated charge from the substrate localizes on

individual molecules (here molecule 1), while the fractional positive charge transfer from the

covalent interaction to all molecules within the molecular layer is not significantly influenced.

Figure 8.3: Line-averaged charge rearrangements within the surface supercell containing four
F4TCNQ molecules, for (a) an undoped substrate and (b) a free charge carrier concentration
of 1.9 × 1019 cm−3. Blue areas indicate an increase in electron density, red areas a reduced
electron density.

Thus, there seem to be two substrate-related properties that influence the charge-transfer mecha-

nism: the propensity to hybridize with the adsorbate, and the availability of free charge-carriers.

Although these properties are often correlated (i.e., metals have a larger charge-carrier concen-

tration and tend to be more reactive than semiconductors), they are not causally related. We

conclude from our findings that the charge transfer via the two channels act independently from

each other and FCT and ICT can in principle occur simultaneously. This finding is general and

can be readily transferred to other inorganic/organic interfaces. The nature and magnitude of

charge-transfer is relevant for a large number of fields, including organic electronics, and we are

therefore confident that our results are of high interest and yield a tremendous advancement for

understanding charge transfer processes at interfaces.

Over the course of this work results also for O-terminated (2 × 1)-H ZnO were obtained. For

this surface the hydrogen overlaver acts as a buffer such that the F4TCNQ molecules can not

bind directly to the ZnO surface. Hence, no covalent bonds are formed and any positive charge

transfer to a molecular monolayer is prevented. Charge transfer from substrate free charge

carries into the LUMOs of the molecules occurs also for this surface in integer electron numbers

and the number of negatively charge molecules is directly connected to the doping concentration

of the ZnO.
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Additionally to the finding presented in the paper a comprehensive investigation of the theo-

retical aspects of simulating charge transfer are illuminated in so far unpublished sections of

this work. Methods how to determine an optimized hybrid functional to obtain a MSIE-free

situation for interface systems are presented. These methods and the corresponding findings are

more relevant for DFT calculations of interface systems from a technical point of view. They

give an valuable insight of the impact of the MSIE for modeling inorganic/organic interfaces.

We find that the required amount of exact exchange for a MSIE-free hybrid functional depends

also on the doping concentration of the substrate material. With increasing doping concentra-

tion the screening from the substrate increases as well, reducing the required amount of exact

exchange. In this work we not only discussed and clarified several methodological aspects of

simulating charge transfer at semiconductor/organic interfaces, we primarily contributed to a

better understanding of the mechanisms determining the charge transfer and the corresponding

properties of hybrid interfaces.

So far we studied the charge transfer at an ideal, defect free ZnO(101̄0) surface to learn about

fundamental charge transfer mechanisms. For this defect free model system charge transfer

to the LUMO of the F4TCNQ acceptor molecules stemmed from free charge carriers that are

introduced by bulk doping. In reality surfaces are often not that ideal and charged surface

states from surface defects may be an additional source of charge carriers. Such surface states

can significantly reduce the band bending inside the inorganic semiconductor by pinning the

Fermi level. This can have a huge impact on the functionality of an inorganic/organic semicon-

ductor junction. Depending on the desired application, substantial surface band bending might

be favored as it can promote the dissociation of excitons into mobile carriers at the interface.

For applications where only the energy transfer is relevant, flat bands would be preferred at

the interface. Therefore, also the source of the charge transfer is an important aspect, as it

influences the amount of band bending. In paper IV we studied the charge transfer between

the mixed-terminated ZnO(101̄0) surface and the strong electron acceptor molecule F6TCNNQ,

a molecule that is chemically related to the previously studied F4TCNQ. In collaboration with

experimentalists from the group the Christof Wöll and Norbert Koch we identified the charge

state of the molecules in the first monolayer on a nominally undoped substrate. Our experimen-

tal collaborators measured infrared vibrational spectra for mono- and multilayers of F6TCNNQ

molecules on ZnO(101̄0). The obtained spectra showed distinct shifts of certain vibrational

bands between the two coverages. To explain these band shifts we performed a thorough the-

oretical analysis using density functional theory (DFT). We performed DFT simulations and

vibrational analysis of the F6TCNNQ molecule in the gas phase, as well as adsorbed on the

ZnO surface. The theoretical vibrational frequencies in the gas phase were evaluated for var-

ious charge states between a neutral molecule and a singly negatively charged molecule. This

analysis gave a direct insight into the dependence of the vibrational frequencies on the charge

state of the molecule. The calculation of theoretical vibrational frequencies for the interface

system gave information on how the IR bands are influenced by the interaction of the molecule

with the surface, i.e. the bonding of the molecule’s cyano groups to surface Zn atoms. Hence,
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our calculations revealed that two mechanisms govern the pronounced vibrational band shifts of

the adsorbed molecule seen in the experiments: in addition to electron transfer into unoccupied

molecular levels of the organic acceptor, also the bonding to the surface strongly affects the

vibrational frequencies. Our approach to distinguish between these two effects allowed us to

explain the observed IR band shifts for a molecular monolayer compared to multilayer spectra.

With our contribution it was, therefore, possible to provide unambiguous evidence for electron

transfer from the inorganic substrate to F6TCNNQ. The results indicate that charge transfer

already occurs even without intentional doping of the substrate material. However, the intrinsic

charge carrier concentration of bulk ZnO is not sufficient to explain the observed charge transfer

to the molecules on the surface. We concluded that the charge transfer, therefore, mainly stems

from surface defects and the LUMO of the molecules are pinned at the corresponding surface

state level. In this collaboration we not only used vibrational spectroscopy to determine the

charge state of molecules adsorbed on a ZnO substrate and from that were able to educe the

origin of this charge transfer primarily from charged surfaces states; we also introduced an novel

theoretical approach to determine the impact of both, LUMO charging and surface adsorption,

on the vibrational modes of the molecule.

In summary, over the course of my dissertation, we performed quantum-mechanical computer

simulations to study several aspects of semiconductor/organic interfaces. New insights into the

surface structure of ZnO was gained, and a novel formalism to consider band bending effects at

semiconductor interfaces was developed. By studying the charge transfer at the F4TCNQ/ZnO

model system, we contributed to a better understanding of the fundamental mechanisms of

charge transfer at hetero-interfaces between semiconductors and organic molecules. The ap-

proaches and the methodological aspects presented in this thesis are very relevant and helpful

for future theoretical investigations of semiconductor/organic interfaces. The resultant findings

imply a direct progress in understanding the important process of charge transfer, which is

relevant for the whole field of hybrid inorganic/organic electronics.
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Appendix A

Potential Maps and Hubbard-U :

PTCDA / NaCl / Ag(111)

A.1 Motivation

In this appendix to my dissertation, I summarize the results obtained from a side-project that

was motivated by the work of Katherine A. Cochrane in the group of Prof. Sarah A. Burke at the

University of British Columbia. K.A. Cochrane used Kelvin probe force microscopy (KPFM)

to image the charge distribution within single molecules and molecular clusters of PTCDA,

that were decoupled by a bilayer of NaCl from an Ag(111) substrate. Their first results were

published in 2015 [152] and more findings were described in K.A. Cochrane’s dissertation [153].

However, a theoretical confirmation of their results remained missing. My supervisor O.T.

Hofmann was approached by Prof. Burke with the request of corroborating their findings with

DFT calculations. This appendix should give a short overview of the current status of this

project.

In our work we focus on two aspects of this system: The charge distribution within the proposed

cluster geometries of a four-molecule PTCDA cluster, and the spatial resolved Hubbard-U pa-

rameter for a single molecule. For both questions it was necessary to use hybrid functionals,

to correctly describe the charge transfer and also to get a correct relative energy level arrange-

ment. All calculations for this system were performed with FHI-aims [101] using open boundary

conditions. For the PTCDA molecule and the NaCl layers the default ‘tight’ settings were

used. Test calculations including an Ag substrate were performed with the minimal basis set

for Ag atoms, but are not presented here. As it will be explained in the corresponding parts

we used the PBE functional as well as the hybrid PBEh* functional with 54% exact exchange

(see below why we used this value). Long range dispersion forces were considered with the

vdW-TS scheme [154] (Parameters for Na: C6 = 69.3 / α = 13.6 / R0 = 1.63; Parameters for Cl:

C6 = 23.7 / α = 8.0 / R0 = 3.0). The geometry of the NaCl layers presented in this work were
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build using lattice constants obtained from bulk calculations with the respective functional.

Bulk calculations of the primitive NaCl bulk unit cell were performed with a 12×12×12 k-grid.

Lattice constants and band gap values for the used functionals are tabulated in Tab. A.1.

Table A.1: Measured and calculated lattice constant a and band gap values of bulk NaCl

a (Å) Band gap (eV) Reference

5.595 8.97 experiment [155]

5.391 5.68 pbe+vdW
5.427 10.14 pbeh*(α = 0.53)+vdW

A.2 Adsorption geometry for a single molecule on NaCl

We started with the search for the lowest energy local adsorption site for a single PTCDA

molecule on a bilayer of NaCl. Calculations were done with the PBE functional. Our found

adsorption geometry is depicted in Fig. A.1 and is equivalent to the geometry found by others

for PTCDA on NaCl(100) [156,157].

Figure A.1: Lowest energy local adsorption geometry for PTCDA on a bilayer NaCl (PBE
calculation + vdW-TS)

A.3 Finding the Hubbard-U

In the experiments it is found that PTCDA on bilayer NaCl/Ag(111) is onefold negatively

charged [153]. The Coulomb repulsion splits the partially occupied LUMO into two Hubbard

states, i.e. a SOMO/SUMO pair. It is observed that an increased NaCl thickness results in an

increased Hubbard gap and an overall upward shift of the energy levels. From DFT calculations

the Hubbard-U can be extracted directly from the SOMO-SUMO splitting (see Fig. A.2).

However, this is only valid if the energy levels do not change upon filling, i.e. for functionals that

fulfill the straight-line energy condition. Therefore, expensive hybrid calculations are necessary

with their exact-exchange chosen such that the straight-line condition is fulfilled.
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Figure A.2: Schematic energy level diagram of the HOMO and LUMO upon charging to
illustrate the meaning of the Hubbard-UH .

We determined the adequate PBEh* hybrid mixing parameter α to fulfill the straight-line con-

dition for PTCDA in the gas phase as well as on a bilayer of NaCl. From the corresponding

calculations we can directly extract the value of the Hubbard-U from the SUMO/SOMO energy

difference at the straight-line α. The results of the calculations are put into graphs in Fig. A.3

and A.4, respectively. The presented energy values were all obtained from calculations from the

fully relaxed geometry for the respective functional and charge state.

Figure A.3: Straight-line energy condition for PTCDA in the gas phase: (a) Total energy as
a function of fractional LUMO occupation for various mixing parameters α; (b) Orbital energy
evolution of the partially filled “SOMO”. (c) Gradient of the orbital energy as a function of α.
(d) Evolution of the SOMO and SUMO energies and (e) evolution of the SOMO-SUMO gap as
α is increased. The black vertical line mark the position of the straight-line α.
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Figure A.4: Straight-line energy condition for PTCDA on a bilayer NaCl: (a) Total energy as
a function of fractional LUMO occupation for various mixing parameters α; (b) Orbital energy
evolution of the partially filled “SOMO”. (c) Gradient of the orbital energy as a function of α.
(d) Evolution of the SOMO and SUMO energies and (e) evolution of the SOMO-SUMO gap as
α is increased. The black vertical line mark the position of the straight-line α.

We obtained a straight-line α for PTCDA in the gas phase of 0.65 and by considering the NaCl

bilayer of 0.54. Equivalently to other substrates the required amount of exact exchange reduces

because of screening effects. For the gas phase we found a Hubbard-U value of 3.3 eV. On a

bilayer of NaCl we found a smaller value of 2.7 eV. Compared to the experiments these values

are both to high (For PTCDA on a bilayer NaCl on Ag(111) 1.4 eV are reported). The reason

is probably the missing Ag substrate and, therefore, the missing screening from the substrate in

our calculations. Calculations including the Ag substrate would be the next step to adequately

account for the screening effects arising from the Ag.

A.4 Plotting potential maps

We also tried to reproduce the KPFM images obtained in experiments of a single PTCDA

molecule, to verify that indeed the assumed charge states are observed. In KPFM experiments,

the local contact potential difference between the scanning probe tip and the surface is measured,

a quantity that is closely related to the charge distribution on the surface [158,159,160]. Therefore

the produced images are often assumed to resolve the spatial charge distribution.

We produced simulated potential maps in a similar way as in the work for Schuler et al. [161] and

Mohn et al. [162]. For the system of a single PTCDA molecule we calculated the electrostatic

potential (Hartree potential) in the vicinity of the molecule. Again calculations were done only



Appendix A Potential Maps and Hubbard-U : PTCDA / NaCl / Ag(111) 169

with a NaCl bilayer, omitting the Ag substrate. The Hartree potential is plotted at a distance

of approx. 2.6 Å above the molecule. A comparison of experimentally obtained potential maps

and our calculated potential maps are plotted in Fig. A.5.

Figure A.5: In the first row the KPFM potential maps of a single PTCDA on NaCl on Ag(111)
are shown for a onefold (anion) and twofold (dianion) charged molecule (modified from [153],
the experimental potential map of a neutral molecule was not available). In the second line
simulated potential maps (Hartree potential ≈ 2.6 Å above the molecule) are plotted for the
neutral molecule as well as for the anion and dianion.

We found a reasonable but not perfect agreement of experimental and simulated potential maps

for a PTCDA anion and dianion.

Experimentally also spatial maps of the Hubbard-U value were produced (However, I want

to note that we are not entirely sure what a spatial varying U parameter means physically.).

For the spatially resolved Hubbard-U they find lower values in the middle of two lobes. The

lobed structure already appears in the “charging potential”, i.e. in the change from a onefold

charged molecule to a neutral molecule and from a onefold charged molecule to a twofold charged

molecule. We also tried to reproduce such “charging potentials” by plotting the difference in the

Hartree potential of a neutral molecule and an anion, and an anion and dianion. However we

were not able to find such a lobed structure. More investigations into such “charging potentials”

are necessary from the theory side to better understand the problem, here we only wanted

to report the current status. A comparison between the KPFM charging maps and Hartree

potential differences from our calculations are plotted in Fig. A.6.
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Figure A.6: In the first row the KPFM “charging potential maps” for the transition from an
anion (LUMO−) to a neutral molecule (LUMO0), and from an anion (LUMO−) to a dianion
(LUMO−2) are plotted. From the “charging potential” a spatial resolved Hubbard-U parameter
is obtained (from [153]). In the second line the difference of simulated potential maps are plotted
for “neutral molecule − anion”, and “anion − dianion”.

A.5 Four-molecule-cluster

For the cluster structures the progress of the research is limited to the cluster geometry so far.

In experiment, two distinct cluster geometries for PTCDA on NaCl on Ag(111) are observed:

“clover” and “diamond” [152]. Clover is fully symmetric with all four molecules being equivalent

(C4 symmetry; all four molecules experiencing the same chemical environment). Diamond has

a C2 symmetry containing two molecules with a close anhydride-anhydride interaction (See Fig.

A.7).

The first step was to verify the geometry of the two 4-molecule-clusters and to check whether

these are the arrangements we expect to see in experiments. We investigated a number of

possible cluster geometries, however, we find the two cluster geometries observed in experiment

are not the energetically most favorable ones in DFT. Using PBE and PBEh* calculations, we

find two structures being more favorable, the “brick” and the “herringbone” structure. These

first results are only for a NaCl bilayer without considering the Ag substrate and the NaCl

structure was kept fixed during the relaxation. A top-view of the studied geometries and the

respective energy difference to the lowest energy geometry of a 4-molecule-cluster calculated

from PBE and PBEh* are shown in Fig. A.7.
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Figure A.7: The four theoretically found lowest energy geometries of a 4-molecule-PTCDA-
cluster on a bilayer of NaCl.

It is quite surprising that from theory the experimentally observed structures could not be

confirmed and the reason is not clear yet. For future investigations of this system, the Ag

substrate should be included. Also the charge state might play a role. In our calculations neutral

PTCDA molecules were assumed, however from experiment we know that charge transfer occurs.

For the diamond structure it was found in KPFM images that more charge is located at the two

molecules that are closer together. This is quite surprising since from Coulomb repulsion one

would expect the molecules being furthest apart to hold more charge. An explanation would

be the time-averaging nature of the experiment. In reality it might be that single electrons hop

around within the cluster and they are simply more likely to sit on the molecules that are closer

together. Since PBE is known to over-delocalize charge, in a next step we want to use hybrid

functionals for charged clusters to be able to accurately describe the integer charge transfer

situation. With hybrid calculations we expect to be able to estimate both, the energy barrier

for electrons to hop between the molecules of a cluster, and the energetically preferred site for

the electrons within the cluster. With knowing the probability of electrons being located on

a specific molecule within the cluster we would be able to predict the time-averaged charge

distribution observed in experiments.
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CREST Charge Reservoir Electrostatic Sheet Technique

DFT Density Functional Theory

DOS Density Of States

EA Electron Affinity

F4TCNQ 7,7,8,8-tetracyano-2,3,5,6-tetrafluoroquinodimethane

F6TCNNQ 2,2’-(perfluoronaphthalene-2,6-diylidene)dimalononitrile

FCT Fractional Charge Transfer

GGA Generalized Gradient Approximation

HF Hartree-Fock

HOMO Highest Occupied Molecular Orbital

HSE Heyd-Scuseria-Ernzerhof hybrid functional

IE Ionization Energy

ICT Integer Charge Transfer

IR Infrared Radiation

KPFM Kelvin Probe Force Microscopy

KS Kohn-Sham

LDA Local Density Approximation

LUMO Lowest Unoccupied Molecular Orbital

MSIE Many-electron Self-Interaction Error

PBE Perdew-Burke-Ernzerhof functional

PTCDA Perylenetetracarboxylic dianhydride

SCF Self-Consistent Field

SI Self Interaction

SIE Self-Interaction Error

TCNQ Tetracyanochinodimethan
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VCA Virtual Crystal Approximation

vdW van der Waals

xc exchange-correlation

XSW X-ray Standing Wave
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