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Abstract 
The main objective of the Magnetospheric Multiscale (MMS) mission is to characterize fine-scale 

structures in the Earth’s magnetotail and magnetopause. These dynamic structures traverse the MMS 

spacecraft formation at high speed and generate magnetic field signatures that cross the sensitive 

frequency bands of both search-coil and fluxgate magnetometers. An improved understanding of 

these events is only possible by combining data from both instrument types for magnetospheric event 

analysis. 

This combination is done using a model-based sensor fusion approach that merges data from both 

instrument types to a virtual instrument with flat gain curve, linear phase and known timing properties 

as well as the highest sensitivity and lowest noise floor. The generation of the underlying instrument 

models requires precise knowledge of the instrument frequency responses and timing. This knowledge 

was obtained in a dedicated end-to-end measurement campaign using a purpose-built magnetic field 

source tightly coupled to the MMS time standard.  

Sensor fusion is embedded in a carefully designed setup that minimizes processing artefacts and which 

is suitable for automated execution. This setup uses the instrument models for frequency response 

compensation and merges the data using complementary filters based on instrument sensitivity and 

noise floor. 

The precision of the resulting merged data set has been demonstrated by comparison of in-flight data. 

This comparison shows an unchanged DC and low frequency gain, an AC gain accuracy that is better 

than 1% for higher frequencies and a phase delay uncertainty below 100 µs. 

The models, filters and data processing algorithms developed in this thesis are applied in the 

generation of the official fluxgate-search-coil merged data product, which is available for public use at 

the MMS science data center. 

With the work done in this thesis, MMS is the first space mission that is able to provide a high precision 

merged magnetic field data product. It is an excellent tool to answer questions that are on the borders 

of knowledge in current plasma science, e.g., the existence of reconnection in the turbulent 

magnetosheath or the properties of dipolarization fronts with associated whistler mode wave 

emissions. 
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Kurzfassung 
Das Ziel der Magnetospheric Multiscale (MMS) Mission ist die Charakterisierung von feinen Strukturen 

in der Magnetopause und im Magnetschweif der Erde. Diese dynamischen Strukturen passieren die 

Formation der MMS-Satelliten mit hoher Geschwindigkeit und erzeugen magnetische Signaturen, die 

jeweils nicht ganz in den empfindlichen Frequenzbändern von Search-Coil und Fluxgate 

Magnetometern abgebildet werden können. Ein verbessertes Verständnis dieser Strukturen kann nur 

durch die Analyse eines kombinierten Datenproduktes aus beiden Instrumententypen erreicht 

werden. 

Diese Kombination wurde mit einem modellbasierten Datenfusionsansatz durchgeführt, der Daten von 

beiden Instrumententypen zu einem virtuellen Instrument mit flachem Amplitudengang, linearer 

Phase und definierten Zeiteigenschaften kombiniert und dabei die höchste Empfindlichkeit erreicht 

und das niedrigste Rauschniveau verwendet. Die Generierung der dazu benötigten 

Instrumentenmodelle kann nur mit exaktem Wissen über den Frequenzgang und die Zeiteigenschaften 

der Instrumente durchgeführt werden. Diese Eigenschaften wurden in einer Messkampagne mit einer 

für diesen Zweck entworfenen Stromquelle vermessen, die auf den Zeitstandard der MMS-Satelliten 

referenziert ist und damit eine Endpunkt-zu-Endpunkt-Vermessung ermöglicht. 

Die Fusion der Sensordaten ist in einem sorgfältig entworfenen Prozess eingebettet, der mögliche 

unerwünschte Verarbeitungs-Artefakte minimiert und eine automatisierte Anwendung ermöglicht. 

Dieser Prozess nutzt die Instrumentenmodelle zur Kompensation des Frequenzgangs und kombiniert 

die Daten mit komplementären Filtern. Diese Filter wurden basierend auf der Empfindlichkeit und den 

Rauschniveaus der Instrumententypen entworfen. 

Die Genauigkeit des kombinierten Datenprodukts wurde durch einen Vergleich von In-Situ Messdaten 

demonstriert. Dieser Vergleich zeigt, daß die Verstärkung für konstante und niederfrequente 

Magnetfelder unverändert ist, daß der relative Verstärkungsfehler für höherfrequente Wechselfelder 

unter 1% liegt und daß die Phasenlaufzeitdifferenzen weniger als 100 µs betragen. 

Die Modelle, Filter und Datenverarbeitungsalgorithmen, die in dieser Arbeit entwickelt wurden, 

werden in der Produktion des offiziellen Fluxgate-Searchcoil-Datenprodukts verwendet, das im MMS-

Datenzentrum für die Allgemeinheit zur Verfügung gestellt wird. 

Basierend auf diese Arbeit ist MMS die erste Weltraummission, die ein hochgenaues kombiniertes 

Magnetfeld-Datenprodukt zur Verfügung stellen kann. Dieses Produkt ist ein hervorragendes 

Werkzeug, um Fragen an den Wissensgrenzen der Weltraumplasma-Wissenschaft zu beantworten, 

wie zum Beispiel die Existenz von Rekonnektion in der Magnetosheath oder was exakt die 

Eigenschaften von Dipolarisationsfronten mit dazugehöriger Whistler-Wellenemission sind. 
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Outline 
The introductory section of this document (chapter 1) sets the stage for this thesis, which is the 

Magnetospheric Multiscale Mission (MMS), its mission goals, scientific questions as well as examined 

phenomena and the magnetic field instruments used. In addition, also previous work on sensor fusion 

is briefly discussed both generally and with respect to magnetic field measurements.  

This background information summary results in a concise design goal definition for the merged data 

product at the end of the chapter. 

These goals were then used along a development path in chapter 2 that starts with a brief introduction 

of modeling and system identification methods, continues with the design of the measurement 

environment and the conducted measurements and ends with a presentation of the generated models 

and merging process elements. The measurement description includes the design overview of a novel 

synchronized current generator. The data from measurements was then used for the first generation 

of precise magnetic field instrument models that specify frequency response and timing based on high 

quality end-to-end measurements. 

After the launch of MMS, the instrument models and the merging process were applied on in-flight 

data and compared relative to one another as well as to ground measurements. The findings of this 

comparison and the successful application of models and process are summarized in chapter 3 and are 

in line with the initially targeted goals. With the developed models and methods, it is possible to 

conclude (chapter 4) that MMS is the first mission featuring a regular merged magnetic field data 

product that combines fluxgate and search-coil data. Finally, chapter 5 contains a few 

recommendations that could be used for future work on this topic. 

Many chapters of this thesis require some knowledge about digital filtering and sampling. Plenty of 

information about this topic is available in Oppenheim et al. (1998) or other books about digital signal 

processing. A short introduction about digital filters is available in appendix A.1 and some basics about 

resampling are explained in chapter 2. The appendix also contains a derivation of a sensor matrix 

transfer function that could be used in future applications.  
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1. Introduction 

1.1. The Magnetospheric Multiscale Mission 

1.1.1. Scientific Objectives 
The Magnetospheric Multiscale (MMS) mission is a four-satellite NASA mission with the target of 

measuring plasma processes in the Earth's magnetosphere. The main mission goal is the exploration 

of magnetic reconnection which is a dynamic process in plasma environments that causes rapid 

changes in field configuration and plasma particle properties. 

 

Figure 1–1 Artist's Concept of MMS in the Plasma Environment of the Earth  
(© NASA1) 

This chapter gives a basic explanation of the plasma environment (Baumjohann et al., 1997) and a 

summary of the scientific objectives of the MMS mission (Burch et al., 2016). 

Plasma processes in the Earth's magnetosphere are created by the interaction of the solar wind with 

the Earth's magnetic field. The solar wind is a constant stream of particles that is emitted by the Sun, 

with rates in the order of million tons per second. These emitted particles are in plasma state and are 

composed of ionized hydrogen (protons and electrons), small amounts of Helium isotopes (a few 

percent) and traces of other materials. The particle stream expands outwards from the Sun in a radial 

direction, with speeds of several hundred kilometers per second. The positive and negative charges in 

this stream carry a "frozen" magnetic field that is still connected to the Sun. This way the solar magnetic 

field is expanded far out into the solar system to the Heliopause, which marks the border between the 

solar influence and the interstellar medium. 

The interaction of the plasma with the Earth's magnetic field creates a complex structure of areas with 

different particle properties (density, energy) and associated magnetic and electric field conditions. 

This structure is called the magnetosphere (see figure 1–2). The outermost area of influence is the bow 

shock, where the plasma is compressed and slowed down to subsonic speeds. This compression is 

ultimately caused by the Earth's magnetic field, which poses an obstacle to the particles of the solar 

wind. The region downstream from the bow shock is called magnetosheath. In this region, the solar 

wind particles flow around the inner magnetosphere where the Earth's magnetic field is dominant. 

The magnetopause is the boundary between the magnetosheath and the inner magnetosphere. 

Charged particles cannot pass this boundary directly, but exert pressure on it. Because of this pressure, 

                                                           
1 © NASA, https://www.nasa.gov/feature/goddard/2016/nasas-mms-celebrates-a-year-in-space 

https://www.nasa.gov/feature/goddard/2016/nasas-mms-celebrates-a-year-in-space
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the Earth’s magnetic field is compressed on the dayside and elongated on the night side. The area of 

elongation is called the magnetotail.   

 

Figure 1–2 Simplified illustration of the Earth's Magnetosphere and Regions of Reconnection  
(© CC 4.0, Edited Labels, Original in Burch et al., 2016 2) 

The only way solar wind particles can enter the inner magnetosphere is by means of reconnection, 

which happens at the magnetopause and in the magnetotail (dashed boxes in figure 1–2). In both 

situations, the magnetic field has anti-parallel components (figure 1–3, 1) which point in opposite 

directions in adjacent areas. This anti-parallel configuration implies the presence of a perpendicular 

current between the opposite fields (figure 1–3, 2). This current is carried by moving plasma particles, 

which are both limited in quantity (plasma density) and acceleration (inertia). If the magnetic field 

configuration changes, the plasma is in some cases unable to support the required current change, 

which means that some current is "missing." In principle, this can be modeled using an anti-current 

(figure 1–3, 3) that results in a new magnetic field configuration (figure 1–3, 4). The resulting field 

configuration is highly bent and experiences magnetic tension that snaps the field back to a less bent 

configuration. The contained plasma particles are accelerated in the direction of the magnetic tension 

force, towards the magnetotail. 

The result of this reconnection at the magnetopause is that the magnetic field of Earth and Sun become 

disconnected from their original magnetic domains (figure 1–2 yellow and green field lines, 

respectively) and are reconnected to other domains (purple field lines). Particles can then move 

towards the magnetotail along the reconnected magnetic field. 

Magnetic Field Currents Particle Movement by Reconnection

(1) (2) (3) (4)

B

B

B

B

 

Figure 1–3 Simplified Model of Reconnection with resulting Field Configuration 

                                                           
2 Creative Commons 4.0, http://creativecommons.org/licenses/by/4.0/ 

http://creativecommons.org/licenses/by/4.0/
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The same mechanism of reconnection occurs within the magnetotail where the field connected to the 

solar wind is stretched as the solar wind moves on. Reconnection in the magnetotail disconnects the 

magnetic fields of the Earth and Sun and accelerates particles both towards the Earth's plasma sheet 

and away from the Earth. Particles in the plasma sheet can move freely along the magnetic field and 

can therefore propagate towards Earth. Some of them penetrate the atmosphere and create auroras 

at the North and South poles. 

Although considerable research has already been conducted on this subject, e.g., using in-situ data 

from previously launched missions like CLUSTER (Escoubet et al., 1997) or THEMIS (Angelopoulos, 

2008), fundamental details of the reconnection process are not yet fully explained and require further 

data and research (Burch et al., 2016). Especially the explanation of the kinetic processes within 

reconnection requires more detailed measurements on the electron gyro-scale, with a spatial and time 

resolution that supports the resolution of electron properties on length scales smaller than the local 

electron gyro-radius. With this resolution, electrons can be treated as kinetic particles rather than 

using the more global treatment as fluid. This need for further measurements and research was 

summarized in the main goal of the MMS mission: 

To understand the microphysics of magnetic reconnection by determining the kinetic processes 

occurring in the electron diffusion region that are responsible for collisionless magnetic reconnection, 

especially how reconnection is initiated. (Burch et al., 2016)  
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1.1.2. Mission Design of MMS 
This mission goal can only be reached by delivering measurements of plasma properties with 

unprecedented time and spatial resolution. For this purpose, four spin-stabilized spacecraft were 

equipped with an identical set of the most advanced plasma and electromagnetic field instruments 

available for space application. 

A high spatial resolution is achieved by flying the 

four spacecraft in a tight tetrahedron formation 

with distances of around 10 km and a positional 

accuracy of 100 m within the region of interest 

(ROI, the regions where reconnection occurs). The 

spin rate of the spacecraft is about 50 mHz.  

The high time resolution was achieved by 

improved instrument design with high data rates 

(e.g., 30 ms, for 3D electron distribution 

measurements) and by using a selective downlink 

concept. This selective concept was developed, as 

effective time resolution is not only defined by the 

instruments, but also by the available data rate of 

the downlink system. Low rate Data is sent 

completely, but high rate data is stored in an 

onboard mass memory and only sent if it is 

relevant for scientific analysis (e.g., occurrence of 

reconnection). This relevance is determined either 

based on the automated onboard estimation or by 

the assessment by scientists in the loop (SITL) that 

review both onboard estimation results and low 

rate data. Figure 1–4 MMS Spacecraft Stack 
(© NASA/Chris Gunn3) 

Measurements on MMS are done using electric and magnetic field instruments and multiple particle 

instruments for electron and ion velocity distribution as well as ion composition analysis. The 

electromagnetic fields are measured by the FIELDS instrument suite (Torbert et al., 2016), which 

contains the axial double probe (ADP), the analog Fluxgate magnetometer (AFG), the digital Fluxgate 

magnetometer (DFG), the electron drift instrument (EDI), the search-coil magnetometer (SCM) and the 

spin plane double probe (SDP). The FIELDS suite is described in more detail in chapter 1.1.3. 

Particles are detected by multiple instrument suites: The Hot Plasma Suite contains the hot plasma 

composition analyzer (HPCA, Young et al., 2016) and the fast plasma investigation (FPI, Pollock et al., 

2016), which is composed of dual ion sensors (DIS) and dual electron sensors (DES). The energetic 

particle detector (EPD, Mauk et al., 2016) contains the fly's eye energetic particle sensor (FEEPS) and 

the energetic ion spectrometer (EIS).   

The particle measurements are supported by the active spacecraft potential control system (ASPOC, 

Torkar et al., 2016) which uses an ion gun to neutralize the electric potential of the spacecraft relative 

to the plasma so that the speed of charges is not influenced when they approach the spacecraft. Figure 

1–5 shows a picture of the MMS instrument deck. Some of the instrument suites in this plot are shown 

as separate subunits. 

                                                           
3 © NASA/Chris Gunn, https://mms.gsfc.nasa.gov/mms_spacecraft/spacecraft_008.html 

 

https://mms.gsfc.nasa.gov/mms_spacecraft/spacecraft_008.html
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ADP Axial Double Probe (FIELDS) EDI/GDU Electron Drift Instrument / Gun 
Detector Unit (FIELDS) 

AFG Analog Fluxgate Magnetometer 
(mounted on boom, FIELDS) 

EIS Energetic Ion Spectrometer (EPD) 

ASPOC Active Spacecraft Potential Control FEEPS Fly's Eye Energetic Particle Sensors 
(EPD) 

CEB Central Electronics Box (FIELDS) HPCA Hot Plasma Composition Analyzer 

CIDP Central Instrument Data Processor IDPU Instrument Data Processing Unit 
(FPI) 

DES Dual Electron Spectrometer (FPI) SCM Search-Coil Magnetometer 
(mounted on boom, FIELDS) 

DFG Digital Fluxgate Magnetometer 
(mounted on boom, FIELDS) 

SDP Spin Plane Double Probe (FIELDS) 

DIS Dual Ion Spectrometer (FPI) TP/HPDB Test Panel Heater / Power 
Distribution Box 

Figure 1–5 Layout of MMS Instrument Deck 
AFG, DFG and SCM Sensors are Mounted on Booms Outside of the Deck  

(© CC 4.0, Burch et al., 2016 4) 

Figure 1–6 shows a picture of one MMS satellite with folded magnetometer booms. Most of the 

instruments in the picture are hidden below red protective covers to avoid damage and contamination. 

                                                           
4 Creative Commons 4.0, http://creativecommons.org/licenses/by/4.0/ 

http://creativecommons.org/licenses/by/4.0/
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Figure 1–6 MMS Satellite  
(© NASA 5) 

The orbit of the MMS spacecraft is highly eccentric and was designed to cross regions of frequent 

reconnection during its apogee phase. As the speed at apogee is minimal, also the time of residence 

within these regions is maximized. The examined region of reconnection is defined by the science 

phases. During phase 1 (09/2015-01/2017) the apogee was around 12 Earth radii and reconnection 

was examined at the magnetopause. During phase 2 (02/2017-03/2018) the apogee was raised up to 

25 Earth radii and reconnection is examined in the magnetotail. 

 

Figure 1–7 MMS Main Science Phases and Example Orbits 
(© CC 4.0, Burch et al., 2016 6) 

  

                                                           
5 © NASA, no online source of image available at time of thesis publication, image received by personal communication within MMS team 
6 Creative Commons 4.0, http://creativecommons.org/licenses/by/4.0/ 

http://creativecommons.org/licenses/by/4.0/
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The science phases and their goals are presented in more detail within the mission profile paper 

(Fuselier et al., 2016). The MMS satellites were launched on March 12, 2015 from Cape Canaveral. 

Commissioning of the FIELDS magnetic field instruments started just a few days later. Since that time, 

the instruments have delivered valuable data for the scientific community. 

 

Figure 1–8 MMS Launch 
(© NASA 7) 

  

                                                           
7 © NASA, https://www.nasa.gov/content/launch-begins-mms-mission-in-spectacular-fashion 

https://www.nasa.gov/content/launch-begins-mms-mission-in-spectacular-fashion
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1.1.3. FIELDS Instrument Suite 

1.1.3.1. FIELDS Design 

The FIELDS instrument suite is conducting in-situ electric and magnetic field measurements. It is a 

combination of magnetic and electric field sensors with supporting electronics for data processing, 

time stamping and power supply. This chapter includes summarized information from the FIELDS paper 

(Torbert et al., 2016). Figure 1–9 shows a block diagram with all major subunits of FIELDS.  

 

AFG 
Electronics

DFG 
Electronics

EDI / GDU SDP ADP SCMDFGAFG

EDI 
Controller

DSP

CDPU LVPS

UCLA IWF

UCLA IWF/UCLA UNH/IWF/
UI

UNH/KTH/
IRFU/LASP

LASP LPP

LASPUNH

KTHUNH

Central 
Electronics 
Box
(CEB)

Sensors

Timing, Control, Calibration, Power

 

Figure 1–9 Block Diagram of the FIELDS Instrument Suite 
(© CC BY 1.0, modified to improve Image Quality, Original in Torbert et al., 2016 8) 

The DC and low frequency magnetic field is measured by the analog fluxgate (AFG) magnetometer and 

the digital fluxgate (DFG) magnetometer with a maximum sampling frequency of 128 Hz. The search-

coil magnetometer (SCM) measures the magnetic field at higher frequencies with a maximum nominal 

sampling frequency of 16,384 Hz. The functional principle of these magnetometers is discussed in more 

detail in chapters 1.1.3.3 and 1.1.3.4. 

The electric field is measured by the spin plane double probe (SDP) and the axial double probe (ADP). 

The ADP (Ergun et al, 2016) is a double antenna that is extended along the spacecraft axis by roughly 

15 m on each side. The SDP (Lindqvist et al, 2016) uses 4 antennas in the spacecraft spin plane that are 

extended to 60 m each by centrifugal force. The maximum nominal sampling frequency for both 

instruments is 16,384 Hz. 

The electron drift instrument (EDI, Torbert et al., 2016) measures both the electric and magnetic field 

by using a weak beam of electrons that is emitted to space and returns to the spacecraft after one or 

more gyrations. The EDI has a maximum measurement rate of either 125 or 1,024 Hz, depending on 

the selected mode. 

The mounting of the FIELDS sensors on the MMS spacecraft is shown in figure 1–10. The magnetic field 

sensors of AFG, DFG and SCM are mounted on 5 m long deployable booms to decrease the magnitude 

of magnetic stray fields generated by the spacecraft by increasing the distance to potential field 

sources. 

                                                           
8 Creative Commons Attribution 1.0 Generic (CC BY 1.0), https://creativecommons.org/licenses/by/1.0/ 

https://creativecommons.org/licenses/by/1.0/
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Figure 1–10 FIELDS Sensors on a MMS Spacecraft  
(© CC BY 1.0, Torbert et al., 2016 9) 

The common electronics for most of the sensors is located in the central electronics box (CEB). AFG, 

DFG and EDI use their own electronics boards for digitization, while SDP, ADP and SCM are sampled by 

the digital signal processing unit (DSP, Ergun et al., 2016), which is available in redundant configuration 

(DSP-A and DSP-B). The maximum sampling frequency of the DSP unit is 262,144 Hz if only one sensor 

component is sampled and 16,384 Hz if data is sampled from all connected sensors. 

Data from all FIELDS sub-instruments is collected in the central data processing unit (CDPU, Torbert et 

al., 2016, see figure 1–11), which is responsible for instrument synchronization, data time stamping, 

packetization, compression and instrument commanding. The CDPU is in turn connected to the MMS 

central instrument data processing unit (CIDP) which collects data from all instrument suites and 

distributes onboard time (see chapter 1.1.3.2) and commands. The last, but indispensable element of 

the CEB is the redundant low voltage power supply (LVPS), which provides the electric power for all 

instruments and the CDPU. 

                                                           
9 Creative Commons Attribution 1.0 Generic (CC BY 1.0), https://creativecommons.org/licenses/by/1.0/ 

https://creativecommons.org/licenses/by/1.0/
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Figure 1–11 Drawing of FIELDS CDPU with DFG Location (red)10  

Although FIELDS can in principle deliver various data rates, only a few of them are used during normal 

operation. Operation along the orbit is split into two different modes. Slow survey mode is active 

outside the region of interest (ROI) and delivers data at low rates. Both, fast survey and burst mode 

are active along the ROI, but only fast survey mode data are downlinked completely. Burst data are 

stored in the onboard mass storage and selected for download by scientists in the loop. Figure 1–12 

shows a sketch of the distribution of modes along the orbit path. More detailed information is available 

in Fuselier et al, 2016. 

 

Figure 1–12 Sketch of MMS Orbit with ROI (blue) and Burst Intervals (red) 
(© CC 4.0, Burch et al., 2016 11) 

  

                                                           
10 Image Credits: University of New Hampshire 
11 Creative Commons 4.0, http://creativecommons.org/licenses/by/4.0/ 

http://creativecommons.org/licenses/by/4.0/
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The data rates of the instruments for the different operating modes are given in table 1-1. The data 

rate of EDI is not constant, since sampling depends on the flight time of electrons, which is dependent 

on the external field conditions. 

Instrument Slow Survey Fast Survey Burst 

Samples/s 

EDI ~16 ~16 ~125 

AFG 8 16 128 

DFG 8 16 128 

EDP 8 32 8,192 

ADP 8 32 8,192 

SCM 8 32 8,192 

Table 1-1 FIELDS Modes and Data Rates 

Data rate reduction for AFG, DFG and EDI is done within the CDPU, while EDP, ADP and SCM data rate 

is reduced in the DSP unit. 

1.1.3.2. Data Sampling and Time Stamping within FIELDS 

The high time resolution of the multiple instruments in FIELDS is a challenge in terms of sampling and 

time stamping. Data samples from multiple instruments can only be used together if the timing relation 

of these samples to one another is known well enough. Even if this relation is known, working with this 

data can be complicated. Many standard methods used for data analysis can only be applied to 

synchronous data sets, which means that the available data must be brought to a common 

synchronous time standard, e.g., by interpolation. For asynchronous instruments, it is then necessary 

to interpolate data to this synchronous standard by using non-integer interpolation ratios that must 

be adjusted dynamically to catch sampling clock drifts (e.g., by temperature). 

The FIELDS team has therefore spent considerable efforts in instrument design and verification to 

establish an isochronous sampling clock standard for most of their instruments (see Torbert et al., 

2016). An isochronous clock standard means that the sampling of the instruments does not happen at 

the same time, but with a common sampling grid. In FIELDS, this sampling grid consists of sampling 

frequencies of 2N Hz. The only exception is EDI, which cannot be operated at a constant sampling rate 

due to its operational principle.  

This isochronous sampling grid is established by the CDPU (see figure 1–13), which provides one 

common logic clock and multiple 1 Hz synchronization pulses to the instruments that define the 

sampling phase. The 1 Hz pulses are individually adjusted so that each instrument provides data at the 

rising edge of the CDPU's own 1 Hz pulse (see figure 1–14).  

With these mechanisms in place, the instruments deliver isochronous data streams that can be 

converted to one sampling frequency by resampling with a factor of 2N. The small residual time shifts 

can either be ignored (for low frequency calculations) or be resolved with small time shifts (see chapter 

2.6.2).  
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Figure 1–13 Real-Time and Clock Distribution for FIELDS 
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Figure 1–14 Example of FIELDS Data Synchronization 

Although isochronous sampling delivers a solid base for synchronization, even isochronous data 

require time stamping to line up data from the various instruments. The real-time clock reference for 

MMS is derived from the time distributed by the global positioning system (GPS) satellites. Each 

spacecraft uses a military grade GPS receiver (see figure 1–13) that synchronizes the CIDP clock based 

on the GPS signal. GPS time is based on the temps atomique international (TAI, international atomic 

clock standard), but differs by a few leap seconds from this standard. The GPS time is propagated to 

the CDPU using a "time at tone" mechanism, which means the time stamp is announced beforehand 

and set valid with a separate "tone" pulse. This time pulse occurs once per second and is called the 

one pulse per second (PPS) signal. 

Between the PPS pulses, the CDPU real-time clock runs on its internal clock frequency and therefore 

slowly drifts relative to the GPS time. Data from AFG, DFG and EDI is then time stamped using the CDPU 

real-time clock. DSP has its own real-time clock, which is synchronized to the CPDU using a 1 Hz sync 

pulse and the data interface. Since both the CDPU and the DSP use the same logic clock, their real-time 

clocks are perfectly synchronous and merely need synchronization to the PPS pulse. 

With all these measures in place, the FIELDS design and synchronization is in good condition and 

provides a solid hardware base for exact timing. However, the presented mechanisms are only the 

ideal case and a few sources for delay and jitter remain. These sources are identified and discussed in 

chapter 3.1.1. 

  



13 
 

1.1.3.3. Fluxgate Magnetometers 

Fluxgate magnetometers measure the magnetic field at DC and low frequencies, typically below 

100 Hz. The principle of fluxgate instruments was invented by H. Aschenbrenner and G. Goubau in 

1936 and was modified by F. Förster in 1937 (Musmann et al., 2010). The first major application was, 

as expected during this period, one of a military nature. Fluxgate instruments were and still are used 

for detecting submerged submarines, as their large ferromagnetic hulls cause measurable disturbances 

of the Earth's magnetic field. 

In the civilian world, fluxgate instruments are used for geomagnetic measurements as well as in 

applications that employ the disturbance of the Earth's magnetic field for detecting materials. 

Disturbance measurements are, e.g., used for prospecting, archeology, detection of metal deposits 

(e.g., World War 2 remnants or old waste dumps) or finding building remnants. 

In space applications, fluxgate instruments can be considered as the main workhorse for vectorial 

magnetic field measurements. This is due to the fact that fluxgate instruments deliver a combination 

of good measurement performance, low power requirements, low weight, long lifetime and high 

robustness that (up to now) has not been achieved with other types of magnetometers. 

Functional Principle 

A basic fluxgate sensor setup consists of a core of soft magnetic material and up to three coils that are 

wound around this core. 

 

Figure 1–15 Single Axis Fluxgate Sensor 
(Adapted from Auster, 2008, with the permission of the American Institute of Physics12) 

The excitation coil system is used to generate a periodic excitation field H in the core. The nonlinear 

dependency between H and magnetic field B of the magnetization curve (see figure 1–16) causes a 

saturation of B for higher excitation fields. The resulting induction in the pickup coil is still periodic, but 

contains odd harmonics of the excitation frequency (see figure 1–17).  

An additional ambient magnetic field adds a bias in excitation, as this field and the excitation field are 

superposed within the sensor. This means that the relation between excitation and induction is no 

longer symmetric, because one field polarity reaches higher saturation than the other. This asymmetry 

introduces additional even harmonics of the excitation frequency fexc in the induction B inside the core 

(see even harmonics depicted in red in spectrum plot of figure 1–17). In addition, these even harmonics 

also appear as asymmetry in the stray field caused by higher saturation in the core. 

                                                           
12 Adapted from Auster, H.U.: How to Measure Earth's Magnetic Field, Physics Today (2008), Vol. 61 Iss. 2, pp. 76-77, Figure 1 
https://doi.org/10.1063/1.2883919, with the permission of the American Institute of Physics 

https://doi.org/10.1063/1.2883919
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Figure 1–16 Exemplary Magnetization Curve of a Ferromagnetic Material 

 
Figure 1–17 Fluxgate Induction with and without Ambient Magnetic Field 

This mixture of harmonics can now be measured by an additional pickup coil. The induced voltage is 

proportional to the induction. 

𝑈 = 𝑁
𝑑𝜙

𝑑𝑡
= 𝑁 ∙ 𝐴 ∙

𝑑�⃑� 

𝑑𝑡
 

 

Equation 1-1 

The amplitude and phase of even harmonics within the measured voltage give information about the 

strength and polarity of the ambient magnetic field. This information can be extracted by synchronous 

demodulation with the respective multiples of the excitation frequency.  

The connection between the harmonic amplitudes and the ambient magnetic field is nonlinear and 

dependent on the magnetization curve of the core. To eliminate this nonlinear connection, an 

additional feedback coil is added for the compensation of the ambient magnetic field. This changes the 

measurement from a direct nonlinear measurement to a null-detection control loop that is only 

dependent on the feedback. The magnetic field is detected by adjusting the feedback current until 
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even harmonics vanish. The value of the feedback current that is needed to remove the even 

harmonics is proportional to the ambient magnetic field. A block diagram of the complete mechanism 

is shown in figure 1–18. 

∫

-

Synchronous 
Demodulation
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Feedback

Excitation +
External Field

Field
Measurement

 

Figure 1–18 Feedback Mechanism of Fluxgate Instruments 

This approach can then be expanded to three dimensional core/coil systems that can measure the 

induction in three directions. Figure 1–19 shows a mechanical drawing of the 3-axis fluxgate sensor 

that was used on MMS for both AFG and DFG. 

 
Figure 1–19 Drawing of MMS Fluxgate Sensor13 

(dimensions in inch [mm]) 

The presented mechanisms are common to all fluxgate instruments, but individual instrument designs 

do implement them in quite different ways. Possible implementations can, for example, use rod cores 

or multi-axis ring cores, coils can be shared (e.g., common pick-up and feedback), pickup coils can 

measure direct field on the core or the surrounding stray field and feedback and demodulation can be 

implemented in either the analog or the digital domain. In addition, many power-saving mechanisms 

are used, e.g., the excitation field is typically not sinusoidal but more impulse-like (Janosek, 2017). 

Frequency Properties 

All of the elements presented above influence the frequency response of fluxgate instruments, both 

in amplitude and phase. The most relevant part of this influence is generated by the elements within 

the feedback loop and the need to regulate this loop in a stable manner. 

The induction principle (see Equation 1-1) creates a -90° phase shift as well as an increasing gain vs. 

frequency response. This shift is also modified by the small influence of parasitic capacities and 

resistances of the coil. Another phase shift is caused by the demodulation system, but this is highly 

dependent on the actual implementation. Furthermore, every synchronous demodulator design needs 

some kind of bandwidth limitation to restrict the result to the parts of the spectrum that contains the 

even harmonics of the excitation frequency. 

The feedback control system closes the control loop across all phase shifting elements. A stable 

feedback regulation can only be designed taking into account all the phase shifts within the loop and 

ensuring that no positive feedback occurs. This cannot be guaranteed for all frequencies (e.g., compare 

                                                           
13 Image Credits: UCLA 
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to the current generator in 2.3.2.1) and is therefore enforced using bandwidth-limitation in the 

feedback. Typically, this is done with a first order low-pass filter that dominates the frequency behavior 

of the control loop. In addition, some designs choose a loop behavior that can also serve as anti-aliasing 

filter for later digitization.  

The generated feedback is then driven through the feedback coil by either using a control voltage or a 

current source. In both cases, an additional phase shift will occur. 

Figure 1–20 shows the gain curve of CLUSTER FGM (Balogh et al., 1997), which is a representative 

fluxgate instrument for space missions. 

 
Figure 1–20 Frequency Response of CLUSTER FGM FluxGate Instrument 

(© Kluwer Academic Publishers, Balogh et al., 199714) 

Apart from the frequency response influences by the measurement principle itself, data reduction 

filters must also be taken into account. The FIELDS CDPU reduces data rates using multiple decimation 

steps that change the data rate by a factor of two each. Before each decimation, a 17-tap hamming 

windowed sinc filter (see chapter A.1) is applied to the data to avoid aliasing. 

The Digital Fluxgate Magnetometer 

The digital fluxgate magnetometer (DFG) on MMS is an implementation of the fluxgate principle that 

uses a sigma-delta loop across the sensor (Magnes et al., 2003 and 2008). 

 

Figure 1–21 Electronics Board of MMS DFG 

The principle of sigma-delta loops is to apply low-resolution quantization at high speeds. It is in fact 

quite similar to the principle of the fluxgate, as also here feedback and an integrator are used. Sigma-

delta modulation uses feedback of the quantization value to push quantization noise towards higher 

frequencies and to change its correlation to the input signal. The output is a single bit stream with an 

                                                           
14 Permission granted by Rightslink request May 30,2018 
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average value that corresponds to the input value. This average value is typically extracted by removing 

the high frequency quantization noise with a low pass filter. An example for a first-order sigma-delta 

loop is shown in figure 1–22. More information about this topic can be found in Schreier et al., 2017. 

The advantage of sigma-delta converters is that conversion effort is shifted from the amplitude domain 

to the time domain. With this method, linearity is no longer defined by multiple quantization levels, 

but by just two of them. 

∫+

1 Bit DAC

Filter

-

ADC In ADC Out

 

Figure 1–22: First-Order Sigma-Delta Analog-to-Digital Converter 

The DFG uses this principle and applies a one-bit feedback to the sensor (see figure 1–23). This 

feedback alternates between the positive and negative maximum values, with an average that tracks 

the input value. The sigma-delta loop is in this case closed using magnetic coupling within the sensor. 

More detailed information on the actual structure and used modulator type can be found in Magnes 

et al., 2008. 
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Figure 1–23: Simplified Block Diagram of the DFG Sigma-Delta Loop 

The general advantage of sigma-delta modulators is that on-chip integration is simplified, since all the 

typical implementation problems of regular analog-to-digital and digital-to-analog converters (ADC 

and DAC) are avoided (e.g., the need for laser trimming of resistors). 

With the possibility of on-chip implementation of fluxgate electronics, all the advantages of integrated 

designs can be exploited. The design of the DFG has therefore high temperature stability, low noise, 

low size and uses less power than comparable magnetometers. 

The price for this gain is an increased nonlinearity for high magnetic fields, as the feedback toggles 

across the nonlinear part of the magnetization curve. For higher field values, this feedback toggling 

results in asymmetries that causes a nonlinear gain curve. In addition, the one-bit feedback generates 

a small distortion field that can be measured by other instruments. 

The frequency response of the DFG is mainly defined by the sigma-delta loop and the used anti-aliasing 

filters for data decimation. The sigma-delta loop includes the fluxgate sensor components, the sigma-

delta converter and a synchronous demodulator that is used for extracting the even harmonics. The 

influence of this loop on the final measurement is small, since it only affects frequencies in the kHz 

range, while the output data rate is 128 Hz.  

Anti-aliasing filters are used in data decimation from the raw data rate of 8,192 Hz to the output rate 

of 128 Hz (a decimation factor of L=64). This decimation is done using a 4-stage cascaded integrator 

comb filter (CIC, Hogenauer et al., 1981) shown in figure 1–24. More information about basic filter 

structures is discussed in appendix A.1. 
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Figure 1–24: Example of a two Stage CIC Decimation Filter 

This CIC filter can be operated in two modes. In DEC32 mode, the CIC filter is used to decimate from 

8,192 to 256 Hz and the final decimation to 128 Hz is done by decimation with full aliasing. The effect 

of this aliasing is ignored, since higher frequencies typically have very low amplitude. This filter mode 

was introduced to generate data with low output delay. This data is used by the EDI instrument, which 

requires onboard knowledge about the magnetic field for steering the electron beam direction. In 

DEC64 mode, the CIC filter is used to get from 8,192 to 128 Hz with full anti-aliasing filtering. This also 

results in a lower noise floor, as in DEC32 the instrument noise from 64 to 128 Hz is also aliased into 

the 0 to 64 Hz band.  

The DFG on MMS is able to measure the magnetic field in two measurement ranges, in low range 

(±650 nT) and high range (±10500 nT). 
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The Analog Fluxgate Magnetometer 

The analog fluxgate (AFG) magnetometer on MMS uses a traditional design approach that implements 

the fluxgate principle in analog domain (details in Russell et al., 2016). Figure 1–25 shows the AFG 

electronics board. The gap at the lower right is allocated for the DFG electronics. 

 

Figure 1–25 AFG Electronics Board for MMS 
(© CC BY 1.0, Russell et al., 2016 15) 

A block diagram of this design is shown in figure 1–26. An initial bandpass-filter extracts the second 

harmonic. The resulting signal passes a synchronous demodulator and is integrated to deliver the 

feedback and measurement voltage. The measurement value is then amplified and sent to the analog 

to digital converter (ADC). The feedback voltage is converted to a current that drives the feedback coil. 

Sync.
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SensorExcitation +
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Figure 1–26: Simplified Block Diagram of AFG. 
For full Diagram, see Russell et al, 2016 

The ADC samples the measurement signal at 262,144 Hz using a 16-channel multiplexer. The resulting 

16,384 Hz data is decimated to 2,048 Hz using a 16-point boxcar filter and further decimated to 128 Hz 

using two identical 16-point boxcar filters. For redundancy purposes, the ADC was added to the circuit 

twice. The two ADCs are identified as ADC A and B.  

The frequency response of the AFG is mainly dominated by its analog components and is also subject 

to variations caused by the tolerances of the analog parts. The measurement range of the AFG is 

±510 nT in the low range and ±8200 nT in the high range. Range switching is done by changing the 

output gain G, which has no influence on the frequency response. 

                                                           
15 Creative Commons Attribution 1.0 Generic (CC BY 1.0), https://creativecommons.org/licenses/by/1.0/ 

https://creativecommons.org/licenses/by/1.0/
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1.1.3.4. Search-Coil Magnetometers 

The MMS search-coil magnetometer (SCM, Le Contel et al., 2016) is a magnetometer that is based on 

direct magnetic induction in a coil and is therefore only suitable for measuring AC magnetic fields. 

Functional Principle 

The principle of magnetic induction (see equation 1-1) was discovered by M. Faraday in 1831 and is in 

fact the operating principle of electric power generators. Besides the use for power generation 

induction in coils, it is also used for power transmission (e.g., radio frequency identification or RFID, Qi 

Charging) and data transmission/reception like radio antennas. One common antenna type in these 

applications is the loop antenna (see figure 1–27), which just uses a coil with an application dependent 

number of windings to receive radio signals. 

 

Figure 1–27 Shortwave Loop Antenna 
(© Trixt 16) 

This antenna can be improved by inserting a ferromagnetic core that is used as a concentrator for the 

magnetic flux. These antennas are typically used in compact amplitude modulation (AM) radio 

receivers or DCF77 time standard receivers. In principle, the search-coil magnetometer is quite similar 

to these AM antennas, but differs by the number of windings and the frequency sensitivity. Due to this 

similarity, the search-coil sensors are sometimes also referred to as "antenna." In fact early versions 

were sometimes developed by telecommunication companies. Search-coil magnetometers have been 

used in space for quite a long time, both for military applications (detection of nuclear explosions via 

their electromagnetic signatures) and for scientific applications similar to MMS. They provide excellent 

sensitivity for frequencies of up to hundreds of kHz and are typically built with three axes to measure 

the vector AC magnetic field. 

  

                                                           
16 https://commons.wikimedia.org/wiki/File:Loop_antenna.jpg, 
Creative Commons Share-Alike 3.0 (CC BY-SA 3.0), https://creativecommons.org/licenses/by-sa/3.0/ 

https://commons.wikimedia.org/wiki/File:Loop_antenna.jpg
https://creativecommons.org/licenses/by-sa/3.0/
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MMS Search Coil Magnetometer 

The search-coil magnetometer used on MMS (see Figure 1–28) is a coil wound over a ferromagnetic 

core. Three of these coil/core assemblies are then combined to form a sensor for 3D measurement. 

The sensitivity of the coils is increased by placing many windings on the core with a wire length in the 

km range.  

 

Figure 1–28 3D SCM Sensor for MMS  
(© Springer Science+Business Media Dordrecht, Le Contel et al., 201617) 

The resulting large number of windings generates large parasitic effects such as capacity between 

single windings, capacity between winding layers and ohmic resistance. Due to these parasitic 

contributions, search-coil sensors will show distinct resonance effects which are compensated by using 

a feedback coil system (see coil L2, Figure 1–29). 

 

Figure 1–29 Feedback Circuit for MMS Search-Coil 
(© Springer Science+Business Media Dordrecht, Le Contel et al., 201618) 

In addition to the inherent properties of the sensor, also low and high pass filters are used to limit 

measurement bandwidth and remove DC offsets. 

The resulting signal is then sent through a preamplifier and sampled by the digital signal-processing 

unit (DSP, Ergun et al., 2016). This sampling is done in an interleaved way, meaning the same ADC is 

used for all SCM axes using a multiplexer. The raw sampling frequency is 262,144 Hz for 16 channels 

which results in a maximum per-channel frequency of 16,384 Hz. The remaining channels of the 

multiplexer are used for sampling the electric field sensors. 

                                                           
17 Permission granted by Creative Commons, https://creativecommons.org/ 
18 Permission granted by Creative Commons, https://creativecommons.org/ 

https://creativecommons.org/
https://creativecommons.org/
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Frequency Properties 

The main contributor to the search-coil frequency response is the sensor itself, with coil inductivity, 

resistance and parasitic capacity. Further influence is generated by the feedback circuit and by DC 

removal filters. Figure 1–30 shows an exemplary frequency response of the search-coil from CLUSTER 

(Cornilleau-Wehrlin et al., 1997). This response includes the sensor, the feedback circuit, the pre-

amplifier and the DC removal filter which attenuates frequencies below 0.2 Hz. 

 
Figure 1–30 Frequency Response of CLUSTER Search-Coil 

(© Kluwer Academic Publishers, Cornilleau-Wehrlin et al., 199719) 

In addition, there is also some influence by the analog anti-aliasing filter before analog to digital 

conversion and by decimation filters in the digital domain that are used for reducing the data rate to 

the desired output rate. In the DSP on MMS, this decimation is done using a multiple stage digital filter 

and resampling process. Each stage uses a seven-tap hamming windowed sinc-filter (see chapter A.1), 

a three-tap triangular filter and data decimation by a factor of two. The minimum output sampling rate 

is 4 Hz.  

                                                           
19 Permission granted by Rightslink Request May 30,2018 
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1.2. Merged Magnetic Field Data 

1.2.1. Definition and Relevance 
The aforementioned magnetic field instruments are well suited to measure the magnetic field in their 

sensitive frequency bands and to fulfill the requirements derived from their respective scientific 

objectives. A possible measure to compare the performance of the instruments is the noise equivalent 

magnetic induction (NEMI). 

The NEMI combines all different noise sources, such as sensor and electronics noise, to a virtual 

magnetic noise source that is added to the external magnetic field. The additive noise and the external 

magnetic field are then measured by a theoretically noise-free instrument. The NEMI is affected by the 

instrument sensitivity, as frequency bands with lower sensitivity require higher virtual noise to achieve 

the actual instrument noise levels. This higher virtual noise is present, e.g., in the low frequency range 

of the SCM and towards the Nyquist frequency for both fluxgates and SCM. 

Figure 1–31 shows a comparison of the Nyquist frequencies and the NEMIs of both DFG and SCM. The 

NEMI crossover frequency is at about 8 Hz. 

 
Figure 1–31 Comparison of DFG and SCM NEMI 

The NEMI performance of DFG is better below and that from SCM is better above this crossover 

frequency. This means that an analysis of magnetic field events that include the frequency band around 

8 Hz cannot rely on the best possible signal-to-noise ratio, as traditional waveform analysis needs to 

decide for one instrument type and its related NEMI level. 

This fact triggers an obvious question: Why is there no data product that covers the whole frequency 

range? From the perspective of instrument design, the answer to this question is quite simple. To date, 

there is no instrument type that is able to fulfill this request with comparable performance features 

such as accuracy, noise floor and robustness for space applications. However, this request can be 

fulfilled with appropriate data processing based on sufficient information about the design and 

frequency characteristics of the instruments and with which data from both instruments can be 

merged into a common data product. The combined data product can profit from the best available 

noise floors of both instrument types which enables a single data set to cover the entire frequency 

range from DC to 4,096 Hz. 

The advantage of a merged product from fluxgate and SCM data in the context of MMS is stated in the 

FIELDS instrument suite paper (Torbert et al., 2016): 

“Electron diffusion regions and thin current sheets pass over the MMS spacecraft in time intervals of 

0.5 to 2 seconds because a typical region size of 5 to 20 km moves with a boundary speed of 10 to 100 

km/sec. (……...) The frequency range of 0.5 to 20 Hz transitions from a low-frequency boundary where 

the SCM has little signal to a high-frequency one where the FG loses its ability to accurately track fields 
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that vary this fast. Thus, on MMS, it is critical to have algorithms to combine these two measurements 

in this overlapping frequency band into one accurate data series.” 

With the availability of a merged data product, events like this can be analyzed with just one single 

data set that takes into account the frequency properties of both magnetometers. 

This is also beneficial for the analysis of events at higher frequencies which are normally based on SCM 

data but for which also the DC background field is typically required for data interpretation. For such 

cases, fluxgate data must be loaded and checked in parallel. A combined product already includes this 

background field information and no extra effort for additional data loading or processing is needed. 

Besides the advantages in event analysis, also potentially hidden inaccuracies within single instrument 

data sets can be avoided with a combined data product. Due to the high quality of ground and in-flight 

calibration, fluxgate data is quite often considered as flawless and well calibrated, regardless of the 

frequency band. As opposed to the search-coil, the gain curve of a fluxgate instrument with its low 

pass characteristics (see figure 1–20) is, in most cases, not compensated for gain drops towards higher 

frequencies which can cause misinterpretation of the magnetic field data in this frequency range. 

The gain curve of the fluxgates could be corrected in a similar way as it is done for the search-coil, but 

this would result in a problem that is in fact shared with the compensated search-coil. A frequency 

dependent gain correction will not only amplify the measured magnetic field, but also any noise 

present in frequency bands with reduced gain. The amplified noise includes not only the analog noise 

of the instruments but also the quantization noise introduced in the multiple-stage digital filters used 

for data rate reduction.  

The NEMI presented in figure 1–31 is equivalent to the noise floor after gain correction, with the 

instruments operated at their maximum sampling frequencies and without further data rate reduction 

filters. The actual signal-to-noise ratio is finally dependent on the magnetic field strength which is 

typically in the sub-nT range for frequencies above 30 Hz. 

Another source for misinterpretation can be caused by anti-aliasing filters (see chapter 2.6.1) used for 

data rate reduction in most instrument implementations. These filters normally have limited tap length 

with the consequence that the attenuation of aliasing frequencies is far from being perfect. Mirror 

frequencies of signals above the Nyquist frequency can therefore appear with amplitudes comparable 

to real signals and could result in erroneous interpretation. Occasionally, this artefact was even used 

as an "instrument feature" for detecting whistler waves at Venus (Russell et al., 2007) which were only 

visible due to the aliased spectrum.  

Overall, it can be summarized that using SCM data below 1 Hz and using fluxgate as well as SCM data 

above half of their respective Nyquist frequencies could lead to potential misinterpretation and should 

only be used with care. 

A combined data product helps avoiding such problems, as it includes proper gain and phase 

corrections and replaces the higher frequency fluxgate data by that from SCM, thus avoiding aliasing 

problems and a reduced signal-to-noise ratio. However, also this data product is not totally faultless 

towards its own Nyquist frequency, but at least the frequency range below half the Nyquist frequency 

can be considered as close to being perfect. 
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1.2.2. Previous Work in Data Merging 

1.2.2.1. Sensor Fusion and System Identification 

The combination of data from multiple sensors, also referred to as sensor fusion, has been used for 

determining measurement quantities and system states in a wide field of applications. Sensor fusion 

uses various sensors, sensor types and even different measurement quantities with the aim of 

obtaining information about one or more desired quantities. This additional information is then 

combined using a-priori knowledge like system models and estimates of measurement error. The goal 

of this combination is to obtain a more complete picture of this quantity, e.g., by achieving higher time 

resolution, better spatial resolution, improved signal-to-noise ratio, removal of distortion, higher 

bandwidth or estimations of otherwise inaccessible quantities. 

One common application is the estimation of position and movement based on sensor readings from 

gyroscopes, inertial sensors, compass sensors, positional systems data and cameras. One of the most 

prominent research areas for these types of estimations is unmanned aerial vehicles or drones which 

require position and attitude information to stabilize their flight (da Silva et al., 2016; Mao et al., 2007). 

A second example of sensor fusion is virtual reality applications (LaValle, 2018; Welch, 2009). Virtual 

reality headsets attempt to estimate head position and movement to synchronize screen contents with 

real movement. A mismatch between movement and screen can result in virtual reality sickness, which 

seriously impairs the customer experience. This application uses gyroscopes, compass sensors and 

cameras that track markers or laser grids. 

A quite simple approach for sensor fusion in time-invariant systems is that of complementary filters 

(Osder et al., 1973). These filters are designed with the assumption that different sensors have 

different spectral probabilities, i.e., that some sensors provide better noise performance in specific 

frequency bands than other. This behavior is then reflected by designing complementary filters that 

create a sum of the "best" data of the available sensors using a frequency-weighted sum (see figure 

1–32). The filters’ transfer functions are designed such that their sum is either one or simply a delay. 

Sensor 1

Sensor 2

H(z)

1-H(z)

+   

+

+

x

n1

n2

 

Figure 1–32 Block Diagram of a Complementary Filter 

Complementary filters are designed using a-priori noise assumptions and are therefore not subject to 

an initial convergence phase. The number of computations is low, as no online estimation for variance 

states is required. In principle, the design of these filters is only dependent on the spectral properties 

of the measurement noise.  

Because of this a-priori design approach, complementary filters are used in many applications. They 

are considered a sensor fusion method that is easy to program and requires little modeling effort (Jan, 

2018; Leurent, 2018, OlliW, 2018, Alegiaco, 2018). 
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The standard approach for sensor fusion are Bayesian estimators such as the Kalman filter (Kalman, 

1960) or particle filters (Del Moral, 1997). Most of these estimators use system and/or noise models 

(both possibly time varying) to estimate a measurement quantity or system state in a dynamical 

system. A disadvantage of these types of estimators is that spectral properties of the noise are not 

taken into account and only noise power statistics are used for estimation (e.g., covariance matrix). It 

is assumed that the observation noise of all used sensors is white (Simon, 2006, p. 130). In case of non-

white noise within the modeled process, an adaptation of the system model is required, that replaces 

this noise with a more complex model with white noise input. The frequency properties of the non-

white noise are in this case mapped into the system model.  

In addition, Kalman filters have an impact on the spectrum of the measured signal that is dependent 

on the system model and noise model assumptions (Costello, 1980; Benmouyal, 1992). This influence 

must be taken into account in measurement applications that require a true representation of the 

signal spectrum.  

Both, non-white noise and the wish for a true signal spectrum representation require a highly complex 

setup and result in a high number of calculations for variance estimation. 

For time-invariant systems, complementary filters are therefore a more adequate approach and in 

fact, they are not that different from Kalman filters in this application case. For time-invariant systems, 

the Kalman filter will converge towards a time-invariant solution, the “steady state” (Simon, 2006, pp. 

193ff). This solution is equivalent to a regular filter with static coefficients. If the Kalman filter system 

matrices and noise assumptions are designed in the right way, this solution is identical to the 

complementary filter (Higgins et al., 1975). It is even possible to generate a complementary filter by 

calculating the steady-state solution of the Kalman filter (Carreira et al., 2015). 

Both, complementary and Kalman filters do not care about the frequency response of the sensors (see 

A.1.1), but assume that especially the magnitude responses are flat and all frequency dependencies 

are already represented in the setup of the Kalman and complementary filter, respectively. 

It is therefore necessary to identify and compensate (or equalize) this frequency response before 

statistical merging is done. In principle, also this frequency response identification can be considered 

as statistical estimation. In this case, it is not about the estimation of quantities or system states, but 

about the estimation of system models based on measurement data.   

The identification and compensation of a frequency response is used in many applications like control 

systems, channel and sensor equalization as well as loudspeaker and microphone equalization. This 

identification and compensation can be done in an adaptive way or by using static models, both based 

on a-priori knowledge of the identified system. Algorithms for this purpose are widely available in 

literature (e.g., Keesman et al., 2011; Hars, 2003) and can so be considered a standard technique. 

The actual challenge is therefore in most cases not the design of an algorithm but the selection, tuning 

and application to a given problem. This also involves the design of the environment conditions to 

execute the algorithm, e.g., providing a suitable measurement environment for measuring the data 

required for the modeling. 
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1.2.2.2. Multi-Instrument Analysis of Magnetic Field Data 

Numerous studies used both, search-coil and fluxgate magnetometer data. However, in most cases, 

event analysis was conducted using separate data products. Examples of this separated approach 

include Alexandrova et al. (2013), Chaston et al. (2008), Bruno et al. (2017), Vörös et al. (2011), Roux 

et al. (2011) among others.  

In many cases, the authors stated their awareness of the limitations caused by the use of multiple data 

products such as different sensitivities and noise floor, e.g., Alexandrova et al. (2013) and Bruno et al. 

(2017) noted the increasing noise of the fluxgate instruments towards higher frequencies.  

In addition to event analysis, Robert et al. (2014) used CLUSTER fluxgate data (Balogh et al., 1997) to 

cross-calibrate the gain of the search-coil (Cornilleau-Wehrlin et al., 1997). This was done using low 

frequency data (up to 6 Hz) that is less influenced by the frequency response of the fluxgate. 

A fusion of search-coil and fluxgate data to common spectra and waveforms for event analysis was 

only conducted in a few cases. Alexandrova et al. (2004) used the wavelet transform to merge CLUSTER 

data by applying a crossover function that is dependent on the wavelet scaling factor. This analysis 

used gain and phase compensated search-coil data, but uncompensated fluxgate data. An almost 

identical method was also used by Chen et al. (2010) and Kiyani et al. (2013).  

Torbert (2010) presented a fusion process for CLUSTER fluxgate and search-coil data to advertize the 

potential of a merged product for the MMS mission. This process was based on a gain and phase 

compensation in the frequency domain, using a combination of ground-based gain response 

measurements and an in-flight estimation of frequency response and delays. This combination was 

also presented by Argall et al. (2012) using data from CLUSTER and RBSP.  

However, in all these cases, there was no dedicated ground based calibration of absolute time, gain 

and phase response. Data combination was therefore based on limited calibration data and in-flight 

estimations of these quantities, which can only deliver a relative calibration between the instruments, 

since it is limited to an order of roughly 10% in gain and several 100 µs in phase delay by the available 

signal-to-noise ratio of natural signals (see chapter 3.2.2). 

A completely different approach was suggested by Han et al. (2012), who proposed an analog fluxgate 

search-coil hybrid that combines both principles in one instrument. This design uses an analog 

crossover filter to combine data from the two sensors. This type of design still requires a full 

characterization of the gain and phase response, but it automatically guarantees synchronous 

sampling. The disadvantage of this hybrid instrument is a higher noise floor caused by design trade-

offs and magnetic interaction between the instruments. In Han et al. (2012), the fluxgate noise level is 

8 pT/√Hz at 1 Hz and 4 pT/√Hz from 10-200 Hz, approximately twice the noise of AFG/DFG and about 

an order of magnitude larger than that of SCM. 
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1.3. Task Definition 
The task of this thesis was to generate a merged data product from fluxgate and search-coil data 

measured aboard the four MMS spacecraft with minimal influence on gain and phase within the target 

bandwidth. 

The task of merging can be considered as combining the two instrument types to a virtual instrument, 

which should ideally have flat gain response and a linear phase. The virtual instrument should thus be 

equivalent to a simple delay that can be fixed by adjusting the time stamps. The noise floor of this 

virtual instrument is then defined by the lowest possible noise floor that can be obtained by merging 

data of the individual real instruments. 

The design goals for this virtual instrument are driven by the requirements of the FIELDS instrument 

suite, which again were flown down from the MMS mission requirements. 

The time stamping accuracy requirement of FIELDS is 200 µs relative to the PPS signal. On top of this, 

a goal of 1 µs relative time stamping accuracy between the sub-instruments has been defined. The 

time stamping requirement of 200 µs can be directly mapped to a phase delay requirement for the 

merged data product, which means that the phase delay of every frequency should not exceed 200 µs 

relative to the time stamps. 

Table 1-2 gives an overview of the accuracy requirements of the FIELDS magnetic field sub-

instruments. The measurement error requirement of the fluxgate instruments is only given for DC 

fields, but in fact, this requirement is also valid for low frequencies up to 100 mHz. The gain error 

requirements for the fluxgate instruments AFG and DFG were computed from the absolute error 

requirements and the related instrument measurement ranges. 

Instrument Range Range Absolute Error Gain Error 

SCM 1-6000 Hz - - < 2% 

AFG DC High Range < 1 nT < 1.22 x 10-4 

Low Range < 0.5 nT < 0.98 x 10-3 

DFG DC High Range < 0.5 nT < 0.48 x 10-4 

Low Range < 0.5 nT (goal < 0.1 nT) < 0.76 x 10-3 

Table 1-2 Accuracy Requirements for FIELDS Magnetometer Instruments 

The accuracy goals for the virtual instrument were derived from these requirements. In this context, it 

must be considered that the accuracy of gain and phase is subject to theoretical constraints, as it is not 

possible to modify gain and phase arbitrarily close to the Nyquist frequency. Furthermore, any 

amplification at frequencies close to Nyquist means in fact amplifying data that was attenuated by the 

anti-aliasing filter and which is subject to measurement and quantization noise. These frequencies will 

therefore suffer from increased noise floors.  

Based on this restriction, it was defined that the merged data product shall meet the gain and time 

requirements of the instruments up to 75% of the Nyquist frequency of the merged data product. 

The target sampling frequency of the merged data product was specified with 1,024 Hz instead of the 

theoretically possible 8,192 Hz. This choice was a compromise between time resolution and produced 

data volume at the MMS science data center. As the length of high frequency burst data intervals is 

highly limited by data downlink restrictions, the designed algorithms and models shall be fit for 

processing of short data intervals. 

In summary, it was the task of this thesis to merge fluxgate and search-coil data to a common data 

product with a sampling frequency of 1,024 Hz, without introducing DC gain errors of more than 

0.5 x 10-4 and AC gain errors of more than 2% up to 384 Hz, with a frequency independent time 
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stamping error of less than 200 µs (also up to 384 Hz) and with the lowest possible noise floor across 

the entire frequency range. Furthermore, the merging process needed to be designed to operate on 

short time intervals with just several minutes of burst data. 
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2. Approach 
A merged data product can only be realized in multiple steps, which lead from model and method 

selection over measurements and model estimation to the realization of a complete merging process 

with all necessary elements. The following chapters follow this path and describe the necessary 

elements. 

The required steps on this path are as follows: 

 Select a suitable model type for each of the two types of instruments (chapter 2.1) 

 Examine and select methods to identify the parameters of the selected model (chapters 2.1.1 

to 2.1.3) 

 Design the required measurement environment to support identification (chapter 2.2) 

 Conduct the identification measurements (chapter 2.3) 

 Identify the parameters using the measurement data (chapter 2.4) 

 Verify the resulting models against previous tests and theoretical knowledge (chapter 2.4) 

 Examine the instrument noise floor and design merging filters (chapter 2.5) 

 Design a process for applying the instrument models and the merging filters on the data 

without violating the design goals (chapters 2.6 to 2.7) 

 Verify the merging output of the process on in-flight data (chapter 3.2) 

2.1. System Model and Identification Methods 
The first step towards a merged data product is to classify the magnetometers into a matching system 

category for modeling. This categorization is based on the magnetometer system properties. 

In general, both magnetometer types must be considered mixed signal systems, as they contain both 

analog and digital elements. In both cases, data is band-limited by internal low pass filters that either 

are required by functionality or are used for anti-aliasing in analog to digital conversion.  

The output of these mixed signal systems is provided as digital time stamped samples that are 

referenced to the FIELDS internal time, which is in turn defined by the PPS signal. All further data 

processing, including the preprocessing for a merged data product, is done in the digital domain. It is 

therefore reasonable to also choose a digital domain model for the magnetometers.  

Although both magnetometer types contain nonlinearities, they either are designed to work in the 

linear range (SCM) or are linearized using feedback (AFG and DFG). The remaining nonlinearities are 

very small (e.g., for DFG a polynomial approximation yields a 2nd order term of 10-7 for high range and 

no measurable nonlinearity for low range) and the magnetometers can therefore be considered linear.

  

Both magnetometer types are slightly time variant, as their parameters change, e.g., with temperature 

or by aging. Nevertheless, these changes are in general slow and covered by in-flight calibration. The 

magnetometers can therefore be modeled as time invariant.  

The system properties listed above categorize the magnetometers as linear and time invariant systems 

that can be modeled in the digital domain. Commonly used model types for this purpose are finite (FIR) 

or infinite impulse response filters (IIR, see chapter A.1). However, the initial explanations in this 

chapter are done using continuous time systems, as the principles are similar and the presentation in 

the complete mixed signal view would introduce unnecessary complexity. 

Identification of a filter is typically done by exciting the system with an input signal x(t) and measuring 

the output response y(t). In principle, this could already be solved by exciting the system with the Dirac 

impulse input x(t)=δ(t), which would result in an output that is in fact the impulse response h(t). 
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Figure 2–1 Input and Output of a Linear Time-Invariant Filter System 

𝑦(𝑡) = ℎ(𝑡) ∗ 𝑥(𝑡) = ℎ(𝑡) ∗ 𝛿(𝑡) = ℎ(𝑡) 
 

Equation 2-1 

This approach is, for example, used in acoustics for room impulse response measurements. The 

impulse is in these cases generated by a clap or an explosive charge. One disadvantage of the impulse 

response method is that the complete excitation energy must be applied in one single moment, which 

is difficult to achieve in many systems. This also puts a limit on the possible signal-to-noise ratio of the 

measurements. 

𝑦𝑛𝑜𝑖𝑠𝑦(𝑡) = 𝑦(𝑡) + 𝑛(𝑡) = ℎ(𝑡) ∗ 𝑘 ∙ 𝛿(𝑡) + 𝑛(𝑡) 

 
Equation 2-2 
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Equation 2-3 

For a given system h(t) with a given noise floor n²(t), the signal-to-noise ratio is highly dependent on 

the scaling factor k of the input pulse, which is equivalent to the pulse energy. The higher the energy 

of the pulse, the better the signal to noise ratio. 

A further disadvantage is that all realizable methods for impulse generation are band limited and no 

Dirac impulses can be generated in practice. The resulting convolution therefore contains the non-

ideal (wider) impulse given by the function p. 

𝑦(𝑡) = ℎ(𝑡) ∗ 𝑝(𝑡) 
 

Equation 2-4 

This result can still be used with only minor impact if the bandwidth of the system h(t) is much smaller 

than that of the impulse p(t). In this case, the result of the convolution integral is almost identical to a 

multiplication with a constant: 

𝑦(𝜏) = ∫ ℎ(𝑡)𝑝(𝜏 − 𝑡)𝑑𝑡

∞

𝑡=−∞

≈ ℎ(𝜏) ∫ 𝑝(𝑡)𝑑𝑡

∞

𝑡=−∞

 

 

Equation 2-5 

The allowed bandwidth of h(t) is therefore restricted by the achievable bandwidth in p(t). The target 

for an improved system identification is therefore to increase the signal-to-noise ratio and to eliminate 

the bandwidth limitation. One approach is to apply test signals for a longer time and to extract the 

impulse response mathematically. This increases the excitation energy and includes inherent 

averaging. The disadvantage is that the impulse response is convolved with the input signal (see 

equation 2-1) and is therefore no longer available directly, but requires some sort of computation. 

Potential test signals for this case are, e.g., chirp or noise signals. Noise signals apply all desired 

frequencies at the same time, while chirps sweep through all the frequencies. The difference between 

these signals is therefore mainly the distribution of the total energy per frequency band over time. This 

distribution has to be adapted to the actual situation, e.g., to slew rates in the signal generator or 

signal-to-noise ratio in specific frequency bands. 
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2.1.1. Sine Based Transfer Function Estimation 
A quite simple method for model estimation is to use sine signals at different frequencies as input 

signals (see Keesman, 2011, pp. 24ff). The gain and phase shift of the respective output signals gives 

information about the frequency response of the system under test. This frequency response can then 

be used to determine the impulse response of the system. This can be done by either constructing a 

conjugate complex frequency domain kernel and using an inverse Fourier transform or by tuning an 

impulse response until its frequency response has identical gain and phase behavior. Figure 2–2 shows 

an example of a single test signal that is used to measure the gain difference ΔG and phase shift φest at 

one frequency. 

 

Figure 2–2 Phase and Gain Estimation with Sine Signals 

One problem of this method is that the phase information is ambiguous. Any information about phase 

could as well be shifted by multiples of 360° or, if no information about polarity is included, even by 

multiples of 180°. This ambiguity is also present in figure 2–2, as the values of the estimated shift φest 

and the real shift φinit differ by 720°. It is therefore necessary to exploit other information about the 

system to narrow down the possible interpretations of the phase shift to the correct 180° window. 

This can be accomplished, for example, by using a-priori system models that restrict the possible phase 

values or by including an initial phase measurement, which identifies the start delay of the sine signal. 

Only low precision is needed for this initial measurement, as it is just required to restrict the phase 

value to the correct 180° window. 

The estimation of gain and phase can be done by fitting a sine signal to both signals and measuring 

gain and phase differences (see figure 2–3). This is done by using a least mean square error fit. 

 
Figure 2–3 Phase and Gain Estimation with Noisy Sine Signals 

The advantage of the sine fit method is that the limitation to one sine frequency is equivalent to a very 

narrow bandwidth filter which also reduces the measurement noise to a very small frequency band. 

The influence of all out of band noise is therefore reduced. On the other hand, this also results in a 
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very high sensitivity to distortion in this band; e.g., it would not be a advisable to use sine test signals 

at multiples of the power grid frequencies (50 Hz in Europe and 60 Hz in the US).  

The main disadvantage of this method is that every measurement merely offers one point of the 

frequency response. This means that the desired frequency resolution defines the number of 

measurements and the needed time for the complete measurement. 

2.1.2. Power Spectral Density Based Transfer Function Estimation 
The power spectral density method does not rely on test signals with discrete frequencies, but on a 

mixture of multiple frequencies that cover the complete frequency range of interest. A derivation of 

this standard method (see Keesman, 2011, pp. 54ff) is provided, since the method actually used 

deviates from the standard to reduce computation power (see chapter 2.4.2). In addition, the 

derivation also gives information about the proper choice of a test signal. 

The output y(n) of a discrete-time, linear and time-invariant system is given by the convolution of the 

input signal x(n) with the system's impulse response h(n). 

𝑦(𝑛) = ℎ(𝑛) ∗ 𝑥(𝑛) 
 

Equation 2-6 

The instrument impulse response is then calculated by deconvolution. This can be done using the 

discrete time Fourier transform (DTFT, equation 2-7) which transforms a discrete time signal to the 

continuous frequency domain.  

𝑋(𝑒𝑗𝜔) = ∑ 𝑥[𝑛]

∞

𝑛=−∞

𝑒−𝑗𝜔𝑛 

 

Equation 2-7 

This transformation converts the deconvolution operation to the simple division 

𝐻(𝑒𝑗𝜔) =
𝑌(𝑒𝑗𝜔)

𝑋(𝑒𝑗𝜔)
 

 

Equation 2-8 

However, the result can only be calculated if the sum operation in equation 2-7 converges. This 

convergence is achieved for absolutely summable signals (= energy signals) and, in a few cases, for 

non-summable signals (= power signals), e.g., sine signals. 

In theory, this convergence can be achieved by selecting a proper input signal x(n), as y(n) is in this 

case absolutely summable for most systems of practical interest, i.e., finite or stable infinite impulse 

response filters. 

Unfortunately, all real-world signals involved in this deconvolution operation are subject to noise. It is 

therefore necessary to expand the convolution operation in equation 2-6 with input (nx) and output 

noise (ny).  

𝑦(𝑛) = (𝑥(𝑛) + 𝑛𝑥(𝑛)) ∗ ℎ(𝑛) + 𝑛𝑦(𝑛) 

 
Equation 2-9 

As long as the noise variables are uncorrelated to each other, one can simply combine all additive noise 

into one variable. Since the contribution of the input noise nx is subject to convolution with h, the 

autocorrelation of the combined noise nt is no longer a Kronecker delta. 

𝑦(𝑛) = 𝑥(𝑛) ∗ ℎ(𝑛) + 𝑛𝑡(𝑛) 
 

Equation 2-10 
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The measurement noise is usually the result of a stationary random noise process and is therefore 

considered a power signal which is only windowed by the duration of the observation. For this reason, 

it is no longer possible to measure and calculate the true spectrum, but only a spectral estimate based 

on a limited observation time. The spectrum is usually expressed using the power spectral density 

(PSD) which is the DTFT of the autocorrelation sequence.  

Using PSD estimates, the deconvolution in equation 3-8 can be expressed using the PSD estimate SXX 

and the cross power spectral density estimate SYX (CPSD, Fourier transform of the cross-correlation 

function). 

�̂�(𝑒𝑗𝜔) =
�̂�𝑌𝑋(𝑒𝑗𝜔)

�̂�𝑋𝑋(𝑒𝑗𝜔)
 

 

Equation 2-11 

With included noise, this equation changes to  

�̂�𝑁(𝑒𝑗𝜔) =
�̂�𝑌𝑋(𝑒𝑗𝜔) + �̂�𝑁𝑋(𝑒𝑗𝜔)

�̂�𝑋𝑋(𝑒𝑗𝜔)
= �̂�(𝑒𝑗𝜔) +

�̂�𝑁𝑋(𝑒𝑗𝜔)

�̂�𝑋𝑋(𝑒𝑗𝜔)
. 

 

Equation 2-12 

The estimate of the frequency response is subject to two errors. The first error is caused by the noise 

term in the result of equation 2-12. The second error is the PSD estimation error in all used spectral 

densities. 

A first approach to improve the estimate quality is to reduce the influence of the noise term SNX/SXX by 

modifying the input signal x which is the only selectable variable in this equation. The choice of the 

input signal is arbitrary, as long as it contains all relevant frequencies (Sxx is non-zero) and is 

uncorrelated to the noise. The error term is in fact equivalent to a transfer function HX→N that uses the 

input signal x and delivers an output signal that is the noise within the currently observed window. 

�̂�𝑁(𝑒𝑗𝜔) = �̂�(𝑒𝑗𝜔) + �̂�𝑋→𝑁(𝑒𝑗𝜔) 

 
Equation 2-13 

One criterion for a good estimate of the original transfer function H is to have a constant relative error 

power across all frequencies. This goal can be expressed using 

|�̂�(𝑒𝑗𝜔)|
2

|�̂�𝑋→𝑁(𝑒𝑗𝜔)|
2 = 𝑐𝑜𝑛𝑠𝑡. 

 

Equation 2-14 

The squared gain of a transfer function can also be calculated using the PSDs of the input and output 

signal. 

|�̂�𝑋→𝑁(𝑒𝑗𝜔)|
2

=
𝑆𝑁𝑁(𝑒𝑗𝜔)

𝑆𝑋𝑋(𝑒𝑗𝜔)
 

 

Equation 2-15 

|�̂�(𝑒𝑗𝜔)|
2

𝑆𝑁𝑁(𝑒𝑗𝜔)
𝑆𝑋𝑋(𝑒𝑗𝜔)

= 𝑐𝑜𝑛𝑠𝑡 

 

Equation 2-16 

This can then be translated to a design goal for the chosen input signal. 

𝑆𝑋𝑋(𝑒𝑗𝜔)|�̂�(𝑒𝑗𝜔)|
2
~𝑆𝑁𝑁(𝑒𝑗𝜔) 

 

Equation 2-17 

In fact, this is a quite intuitive solution, as it simply states that the input signal should produce a 

sufficiently large output signal in comparison to the output noise for all frequencies. 
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A possible signal choice is to use white noise that is changed (“colored”) in its frequency properties 

using a filter Hcolor. 

𝑆𝑥𝑥(𝑒
𝑗𝜔) = |𝐻𝑐𝑜𝑙𝑜𝑟(𝑒

𝑗𝜔)|
2
∙ 𝜎𝑊

2 

 

Equation 2-18 

With the design goal in equation 2-17, this filter can be designed using 

|𝐻𝑐𝑜𝑙𝑜𝑟(𝑒
𝑗𝜔)|

2
~

𝑆𝑁𝑁(𝑒𝑗𝜔)

|�̂�(𝑒𝑗𝜔)2|
 

 

Equation 2-19 

The next step for improving the estimate quality is to examine the estimation errors of the PSD. These 

estimates are calculated using the discrete Fourier transform (DFT, Oppenheim et al., 1998, pp. 541ff), 

which uses a limited size analysis window, assuming that the signal is periodic with the length of this 

window. The DFT analysis equation for a window length N is given by 

𝑋(𝑘) = ∑ 𝑥(𝑛)𝑊𝑁
𝑘𝑛

𝑁−1

𝑛=0

 

 

Equation 2-20 

which is expressed using the the "twiddle factor" 

𝑊𝑁 = 𝑒−𝑗
2𝜋
𝑁 . 

 

Equation 2-21 

The DFT is limited in frequency resolution by the window length N. The bandwidth of each DFT bin is 

given by 

∆𝑓 =
𝑓𝑠
𝑁

. 

 

Equation 2-22 

The limitation to this window length is also equivalent to a multiplication with a window function w(n) 

in the time domain. In the absence of a user selected explicit window function, this window function 

is the implicit rectangular window. The multiplication can be expressed with 

𝑥𝑊(𝑛) = 𝑥(𝑛) ∙ 𝑤(𝑛) 
 

Equation 2-23 

This time domain multiplication is equivalent to a frequency domain convolution. 

𝑋𝑊(𝑘) = 𝑋(𝑘) ∗ 𝑊(𝑘) 
 

Equation 2-24 

The combination of convolution and frequency resolution defines the effective resolution of the 

spectrum, as even with sufficient resolution small peaks or notches might be hidden by convolution. It 

is therefore important to match DFT length and window type to the actual application. 

The CPSD and PSD estimates that are calculated with this transform suffer from a window dependent 

bias and estimation variance (Oppenheim et al., 1998, pp. 731ff). The simplest PSD estimate is the 

periodogram, which is calculated using 

�̂�𝑋𝑋(𝑘) =
1

𝑁𝑈
𝑋𝑊(𝑘)𝑋𝑊

∗ (𝑘) 

 

Equation 2-25 

�̂�𝑋𝑌(𝑘) =
1

𝑁𝑈
𝑋𝑊(𝑘)𝑌𝑊

∗ (𝑘) 

 

Equation 2-26 
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In addition to convolution, the used windows also cause a gain bias in CPSD and PSD estimates. For 

single CPSD/PSD estimates this gain bias is handled adjusting the scaling factor U, which can be 

calculated using 

𝑈 =
1

𝐿
∑(𝑤[𝑛])2
𝐿

𝑛=0

 

 

Equation 2-27 

The estimation variance is in many cases as big as the squared spectrum itself. 

𝑣𝑎𝑟[𝑆𝑥𝑥(𝑛)] ≅ 𝑆𝑥𝑥(𝑛)2 
 

Equation 2-28 

This variance can be reduced by averaging multiple CPSD and PSD estimates, by using Bartlett's method 

(which uses non-overlapping data segments) and Welch's method (using overlapping data segments). 

�̂�𝑋𝑋 𝑎𝑣𝑔(𝑘) =
1

𝑀
∑ �̂�𝑋𝑋𝑖(𝑘)

𝑀−1

𝑖=0

 

 

Equation 2-29 

Both Bartlett's and Welch's methods trade variance against spectral resolution, as data length is fixed 

and so defines the possibilities for overlap, number of averages and frequency resolution (= DFT 

window length N). Furthermore, the amount of overlap cannot be chosen arbitrarily, as the 

improvement in variance is a non-monotonic function (Barbe et al., 2010).  

The complete estimation of frequency response can then be done using these averaged CPSD/PSD 

estimates. In this case, the scaling factor U is identical for both estimates and cancels out. 

𝐻(𝑘) =
�̂�𝑌𝑋𝑎𝑣𝑔(𝑘)

�̂�𝑋𝑋 𝑎𝑣𝑔(𝑘)
 

 

Equation 2-30 
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2.1.3. Parametric Approach to Transfer Function Estimation 
The power spectral density approach presented above uses non-parametric PSD estimators, as they 

do not use any model assumptions other than the used DFT transform length N. A different approach 

to transfer function estimation applies parametric PSD estimators (e.g., see Stoica et al., 2004), which 

assume that the given output data y is the output of a linear system with white noise input. The 

estimator then tries to find the parameters of this linear system to match the properties of the output 

data. The advantage of this method is that prior knowledge about the identified system can be used 

to improve the quality of the estimation, as distortion that does not fit to the model is automatically 

attenuated. The disadvantage is, of course, that the choice of the model is crucial for the quality of the 

result. 

2.1.3.1. Wiener Filter 

A similar approach to parametric PSD estimators is the Wiener filter (Haykin, 2002), that can be used 

to estimate the parameters of a linear system given its output and input signals.  

The discrete Wiener filter is calculated using the Wiener-Hopf equations that are based on the auto-

correlation of the input signal rXX and the cross-correlation of output and input rXY. These sequences 

are assembled to matrices R and p with dimensions defined by the order N of the linear system h. 

[

𝑟𝑥𝑥[0] 𝑟𝑥𝑥[1] ⋯ 𝑟𝑥𝑥[𝑁]

𝑟𝑥𝑥[1] 𝑟𝑥𝑥[0] ⋯ 𝑟𝑥𝑥[𝑁 − 1]
⋮ ⋮ ⋱ ⋮

𝑟𝑥𝑥[𝑁] 𝑟𝑥𝑥[𝑁 − 1] ⋯ 𝑟𝑥𝑥[0]

] [

ℎ0

ℎ1

⋮
ℎ𝑁

] =

[
 
 
 
𝑟𝑦𝑥[0]

𝑟𝑦𝑥[1]

⋮
𝑟𝑦𝑥[𝑁]]

 
 
 

 

 

Equation 2-31 

𝑅ℎ = 𝑝 
 

Equation 2-32 

The linear system can then be calculated in a least mean square error sense by solving for h. 

ℎ = 𝑅−1𝑝 
 

Equation 2-33 

In fact this solution is not too far off from the power spectral density method in equation 2-30, as it 

follows a similar approach in the time domain. The Wiener Hopf method uses an implicit rectangular 

window that is defined by the system order N. Furthermore, the PSD method uses error averaging 

rather than the mean square error principle, therefore error statistics will vary. 

The Wiener Hopf method works quite well, as long as the linear system does not have any frequency 

bands with low gain that include relevant system features. The problem in this case is that also the 

noise and resulting model errors in these bands are small in comparison to the noise in bands with 

higher gain. This means that optimization tends to "fix" the noise in frequency bands with high gain, 

while those with low gain are ignored. This behavior is problematic for a system like the search-coil, 

which has characteristic features in a frequency band with very low output gain (see frequencies below 

1 Hz in figure 2–51). 
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2.1.3.2. Frequency Response Matching 

An alternative approach for this case is to use the output of PSD based deconvolution (see equation 

2-30) and to optimize a selected instrument model to produce a similar gain and phase response. The 

advantage of this approach is a free choice in model type (also IIR models can be used easily) and the 

possibility to weigh different frequency bands with different importance weights. 

An initial guess is to simply match the complex gain H (see equation 2-30) by variation of the instrument 

model parameters p (e.g., filter cut-off frequencies) using a mean square difference as error criterion. 

𝑝1…𝑛 = argmin
𝑝1…𝑛

(∑|𝐻𝑚𝑜𝑑𝑒𝑙(𝑘, 𝑝1…𝑛) − 𝐻𝐹𝐹𝑇(𝑘)|2

𝑘

) 

 

Equation 2-34 

Unfortunately, this approach still shares the problem of the Wiener Hopf method, as it is also sensitive 

to measurement noise. All frequency bands with high noise and distortion level will have higher impact 

in the error criterion. Furthermore, the error criterion minimizes the absolute error rather than the 

relative one, as a gain error of 100% at a gain of 0.1 and a gain error of 10% at a gain of 1 are equally 

important. This situation can be improved by adding frequency dependent weights for the error: 

𝑝1…𝑛 = argmin
𝑝1…𝑛

(∑|𝐻𝑚𝑜𝑑𝑒𝑙(𝑘, 𝑝1…𝑛) − 𝐻𝐹𝐹𝑇(𝑘)|2

𝑘

∙ 𝑊(𝑘)) 

 

Equation 2-35 

These weights are then designed using a trade-off between the frequency dependent noise and a 

desired relative gain error. 
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2.2. Setup for the System Identification 
The presented methods for system identification in chapter 2.1 are based on comparison of input and 

output signals and require a known time relation between these signals. Figure 2–4 shows the 

application of this principle on the FIELDS test setup. 

FIELDS CDPU + 
magnetometers

Time stamped 
Output samples
(magnetic field)

y(n), Ty(n)

PPS

I(t)
Current Generator

PPS

Solenoid Coil in
µ-metal can

Time stamped 
Input samples

(current)
x(n), Tx(n)

B(t)

h(t)

 

Figure 2–4 Simplified Block Diagram of System Identification with Current Generator 

The input signal is a current I(t) which generates a magnetic field B(t) within the solenoid coil. This 

current is measured and time stamped within the current generator (x(n), Tx(n)). The magnetic field is 

measured by the fluxgate and search-coil magnetometers and is provided as time stamped data (y(n), 

Ty(n)) by the FIELDS CDPU. All time stamps are referenced to the PPS signal (see chapter 1.1.3.2). 

The relation between input and output signals can therefore only be established if the magnetic field 

is also referenced to the PPS signal. One task of this thesis was therefore to design a current generator 

which is able to drive a PPS referenced current through a solenoid coil, thus generating a PPS 

referenced magnetic field signal. The design of this current generator is described in more detail in 

chapter 2.2.2. 

The solenoid coil system was placed in a 3-layer µ-metal shielding can which is suitable to shield both 

the Earth's magnetic field and surrounding disturbances (e.g., any magnetic stray fields from a current 

consuming device). This µ-metal can is constructed of a metal with high permeability which acts as a 

path with low magnetic resistance. The magnetic field follows this path of least resistance along the 

circumference of the can and the influence of the external magnetic field within the can is thus 

significantly reduced. 

Since both the current generator and coil system are located between input x(n) and the output y(n) 

of figure 2–4, any influence of coil and generator on the frequency response along this path would also 

change the identified system response h. It is therefore important to design this measurement setup 

with minimal or at least known influence on the signals. 

2.2.1. Overview 
The initial concept for frequency response measurements using the current generator (see figure 2–4) 

was embedded in the setup required for the FIELDS integration and test (FIT) campaign. Figure 2–5 

shows an overview of the test setup used for the campaign. This setup was not only used to conduct 

the frequency response measurements, but also to support the delivery tests of the actual flight 

versions of the FIELDS sub-instruments, their integration into the FIELDS central electronics box as well 

as their functional verification testing in fully integrated configuration.  

In this setup, the FIELDS instrument suite is in flight configuration and the test is therefore fully 

representative for the actual situation on the satellite. Unfortunately, this flight configuration did not 



40 
 

include any checkout connectors. The access to the internal clocks and time reference signal was 

therefore limited to the PPS signal, which was generated by a high precision frequency generator and 

provided to FIELDS via a central instrument data processor (CIDP) simulator unit. Two separate host 

PCs were used for control, as well as non-realtime data provision and retrieval for current generator 

and CIDP.  

The setup presented in figure 2–5 was modified during the process to simplify the required calculations 

(see chapter 2.3.2). 

PPS

FIELDS
CEB

SCM Preamp

DFG 
Electronics

AFG 
Electronics

Current Generator

DSP

Current
Signal

SCM

AFG

DFG

µ-Metal Can with
Coil System

CIDP
Simulator

Host PC Host PC

Data

Commands

PPS

Data & 
Commands

Data & 
Commands

 

Figure 2–5 Initial Design of FIT Campaign Setup 

2.2.2. Current Generator 
The MMS current generator (see figure 2–6) used in the FIT campaign is a mixed signal system 

(digital/analog) that provides an analog current, which is generated using a digital control signal that 

is synchronized to the FIELDS time standard (PPS, see 1.1.3.2). This current is converted to a magnetic 

field signal using the solenoid coil system. 

 

Figure 2–6 Front View of MMS Current Generator 

Generation of this current requires several hardware blocks in the digital and analog domains. This 

chapter explores the most relevant blocks and their functionality. 
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Figure 2–7 Block Diagram of Current Generator 

Figure 2–7 shows the basic blocks of the current generator. Test data and control signals are provided 

via the data and user interfaces. The input data is provided as waveform files that simply contain a 

series of samples. A field programmable gate array (FPGA) contains a Leon 3 CPU with modules for the 

interfaces and synchronization (PPS and GPS). Digital test data is converted to a voltage using a digital 

to analog converter (DAC). This voltage is in turn converted to a current. To overcome non-idealities 

along the signal path, both generated voltage output and current output are measured to retrieve 

information about the real quantities rather than the expected ones. This measurement is provided at 

a monitor output and is also sampled using an internal analog to digital converter (ADC). To ensure 

temperature changes do not influence the measurement, also temperature is measured and sampled.

  

A low noise floor is achieved by using a low noise power supply with galvanic isolation which allows 

establishing a grounding concept that avoids noise being induced by grounding loops.  

2.2.2.1. Design Targets 

The design target of the current generator is to generate a current within the solenoid coil. This current 

should have a known timing relation to the PPS signal and the subsequent FIELDS time stamps. 

Knowledge about the exact amplitude of the current is not necessary, as the frequency response 

estimation only requires knowledge about the relative changes over frequency. The connection to the 

absolute calibration can be established using data points from the reference calibration campaigns 

completed by the instrument teams. 

The required accuracy is in principle given by the design goals in chapter 1.3, but these goals are valid 

for the overall processing chain from measurement to modeling and application. The design target for 

the current generator was therefore to use only a part of the possible "error budget." 

With this in mind, the current generator was designed with the specifications outlined in table 2-1. 

 Merged data product goals Current generator goals 

Amplitude accuracy DC gain error <10-4 
AC gain error <2%  

≥16 bit digital resolution 
~90 dB signal-to-noise ratio 

Time/Phase accuracy Time stamping error <200 µs, 
with a goal of 1 µs 

1 µs 

Bandwidth 512 Hz ≥ 1,024 Hz 

Table 2-1 Top Level Requirements and Current Generator Design Goals 
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The digital to analog converter (DAC) is used to drive the current source, which in turn drives a current 

through a large coil. The achievable noise floor in such a system is not only a matter of part selection, 

but also of system size. The larger a system is, the larger the possibility of picking up other signals is. 

The large coil used for producing the magnetic field, in this case, also acts as pickup antenna for 

external noise and distortion. 

Although this distortion is uncorrelated to the test signal, it will still set a limit on the measurement 

quality. Signal-to-noise ratio is therefore limited by the instrument's measurement range on one side 

and the noise and distortion floor on the other side. Generating test signals with matching magnitude 

across the whole spectrum is therefore more important than the low quantization noise level of DACs 

with high resolution. 

2.2.2.2. Analog Frontend 

Voltage Controlled Current Source 

The magnetic field is generated by driving a current I through the solenoid coil. For a simplified 

geometry, neglecting boundary effects, the magnetic field along the center of a solenoid coil with N 

windings and length l can be expressed as a function of the current Icoil: 

𝐵 = 𝜇0𝜇𝑟

𝑁𝐼𝑐𝑜𝑖𝑙

𝑙
 

 

Equation 2-36 

The geometry and permeability of the used coil can be combined to the coil constant kcoil. The resulting 

field is 

𝐵 = 𝑘𝑐𝑜𝑖𝑙𝐼𝑐𝑜𝑖𝑙  
 

Equation 2-37 

The coil constant was measured as 

𝑘𝑐𝑜𝑖𝑙 = 1256.64
𝑛𝑇

𝑚𝐴
 

 

Equation 2-38 

The magnitude of the coil current is subject to the applied voltage U and the coil impedance Zcoil, which 

is in turn frequency dependent. 

𝐼𝑐𝑜𝑖𝑙 =
𝑈𝑐𝑜𝑖𝑙

𝑍𝑐𝑜𝑖𝑙
 

 

Equation 2-39 

The coil impedance is dependent on the coil inductivity L as well as as the ohmic resistance of the 

copper wire and a parasitic capacity between windings. This is modeled by the equivalent circuit in 

figure 2–8. 

Lcoil

Rcoil

Ccoil

 

Figure 2–8 Equivalent Circuit of Solenoid Coil with Parasitic Influence 

The impedance of this circuit is given in equation 2-40: 
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𝑍𝑐𝑜𝑖𝑙 =
𝑅𝑐𝑜𝑖𝑙 + 𝑗𝜔𝐿𝑐𝑜𝑖𝑙

1 + 𝑗𝜔𝐶𝑐𝑜𝑖𝑙𝑅𝐶𝑜𝑖𝑙 − 𝜔2𝐶𝑐𝑜𝑖𝑙𝐿𝑐𝑜𝑖𝑙
 

 

Equation 2-40 

with Rcoil = 120.7 Ω, Ccoil = 6 nF and Lcoil = 44 mH. The magnetic field is given by 

𝐵 = 𝑘𝑐𝑜𝑖𝑙 ∙
𝑈𝑐𝑜𝑖𝑙

𝑅𝑐𝑜𝑖𝑙 + 𝑗𝜔𝐿𝑐𝑜𝑖𝑙
 

 

Equation 2-41 

This generated field is frequency dependent. Precise knowledge of the magnetic field can be achieved 

either by controlling the current (rather than the voltage) or by measuring the generated current. 

The current generator employs a mixed approach that uses a voltage controlled current source and 

measures the real current generated by this source. The advantage of this dual approach is that the 

current is almost frequency independent, while any remaining non-ideal behavior of the current 

source is covered by the current measurement. Such non-idealities include problems like offset and 

gain drifts, frequency response of the current source itself and the limitation in current amplitude and 

slope caused by a limited supply voltage. 

The used current source is a standard non-inverting operational amplifier with ungrounded load (see 

figure 2–9, design from Tietze et al., 2002, pp. 795ff). This design has low output resistance and the 

resistor RM can also be used as the resistor for the current measurement. In addition, the number of 

used electronic parts is very small and does not require resistor matching like, e.g., the Howland 

current pump. The disadvantage of this current source is that the load is not referenced to ground. 

Fortunately, the grounding topology of the current generator in fact uses floating ground potentials 

and the current can therefore be referenced to an arbitrary potential. The used grounding topology is 

discussed later in this chapter. 

Uin

Lcoil

RM

Icoil

 

Figure 2–9: Basic Circuit of Current Source 

The theoretical current output of the selected current source is defined by: 

𝐼𝑐𝑜𝑖𝑙 =
𝑈𝑖𝑛

𝑅𝑀
 

 

Equation 2-42 

The resistor RM was implemented as switchable resistor array, which allows multiple current ranges. 

The values that were actually used are 511 Ω, 5,470 Ω and 34,096 Ω. With a maximum input voltage 

of ±2.048 V, this results in a generated magnetic field of ±5,036 nT (high output range), ±570 nT 

(medium output range) and ±75 nT (low output range). 

The actual current through the coil is influenced by the parasitic capacity of the coil, the non-idealities 

of the operational amplifier and the available supply voltage, which limits the current slope. 
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An approximate value for the slope limitation caused by the limited supply voltage can be calculated 

using 

 

(
𝑑𝑖

𝑑𝑡
)
𝑚𝑎𝑥

=
𝑈𝑠𝑢𝑝𝑝𝑙𝑦 − 𝐼𝑐𝑜𝑖𝑙𝑅𝑀

𝐿𝑐𝑜𝑖𝑙
 

 

Equation 2-43 

This relation introduces the requirement to limit changes in current, which in turn requires a reduction 

of the amplitude with increasing frequency and a limit to these changes while static currents are 

present. If the changes are not limited, the expected and actual current will not match. Although this 

mismatch is logged using the current measurement, this still means that higher frequencies might be 

attenuated and signal-to-noise ratio at these frequencies may degrade. 

The influence of parasitic elements can be derived by solving the equations for the complete circuit, 

which is shown in figure 2–10. 

Uin

Icoil

UFB

Lcoil

Rcoil

Uout

RM

 

Figure 2–10 Equivalent Circuit of the Non-ideal Current Source 

The current with this influence can then be expressed as 

𝐼𝑐𝑜𝑖𝑙 =
𝑈𝑖𝑛

𝑅𝑀(1 + 𝑗𝜔𝐶𝑐𝑜𝑖𝑙𝑅𝐶𝑜𝑖𝑙 − 𝜔2𝐶𝑐𝑜𝑖𝑙𝐿𝑐𝑜𝑖𝑙)
. 

 

Equation 2-44 

A further topic to examine is the possible instability of an operational amplifier in closed loop 

operation. This instability occurs, if the feedback of a sine signal has enough phase delay to cause 

positive instead of negative feedback. 

Stability analysis is done by calculating the frequency response of the feedback signal and analyzing 

gain and phase values in open loop condition. A stable system needs to have loop gains smaller than 

one for phase conditions that result in positive feedback, when the feedback signal is in phase with the 

input signal (Tietze et al., 2002, pp. 518ff). The phase of the input signal is influenced by the feedback 

circuit, the operational amplifier itself and the feedback sign, which causes another 180° shift if 

negative feedback is used. Since negative feedback is typically used in operational amplifier circuits, 

these 180° are already added to the stability condition. An operational amplifier is therefore stable 

when the feedback is not in anti-phase, meaning the phase shift is not at ±180°.  

The distances from unity gain and 180° phase shift are called gain and phase margin and give 

information about the stability and transient response of the feedback loop. Typically, a phase margin 

of 45° or more is desirable, as lower phase margins will result in overshooting step responses, also 

called "ringing." 
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For analysis of the gain and phase changes, also relevant influences by non-ideal parts within the circuit 

need to be taken into account. The major contributor to this non-idealities is the coil with its parasitic 

influences. 

The open loop feedback gain β is the relation between output and feedback voltage: 

𝛽 =
𝑈𝐹𝐵

𝑈𝑜𝑢𝑡
=

𝑅𝑀

𝑅𝑀 +
𝑅𝑐𝑜𝑖𝑙 + 𝑗𝜔𝐿𝑐𝑜𝑖𝑙

1 + 𝑗𝜔𝐶𝑐𝑜𝑖𝑙𝑅𝐶𝑜𝑖𝑙 − 𝜔2𝐶𝑐𝑜𝑖𝑙𝐿𝑐𝑜𝑖𝑙

 

 

Equation 2-45 

The influence of the operational amplifier itself is given by the open loop gain/phase diagram in the 

data sheet shown in figure 2–11. 

 
Figure 2–11: Open Loop Gain and Phase Curve of LTC1050 

(LTC1050 Data Sheet20) 

The phase curve in the data sheet shows the phase value with a negative sign and a delayed phase is 

therefore represented by a positive phase value. Unity gain of the operational amplifier is obtained at 

roughly 1 MHz with a phase shift of around -130°. Until 100 kHz, the phase shift is nearly constant at 

around -90°. 

An LTSpice circuit simulation of the feedback gain and the amplifier results in the overall gain/phase 

curves shown in figure 2–12. These curves are given for the operational amplifier itself, the external 

feedback circuit (UFB/Uout) and the sum of both. The black lines show the borders of the stability limit, 

where the gain must be below one if the phase is close to 180°.  

                                                           
20 LTC1050 data sheet revision fb, last retrieved 2018/03/08, http://www.linear.com/product/LTC1050 

http://www.linear.com/product/LTC1050
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Figure 2–12 Open Loop Gain and Phase of Current Source (unstable version) 

Although the circuit is stable for high frequencies, instability is possible due to the coil resonance at 

100 kHz. At around 50 kHz, the gain is well above 1, while the phase shift is almost 180°. With these 

conditions, the circuit will suffer from heavy output ringing. Furthermore, any additional parasitic 

capacity in cables, electronic parts or the circuit board could cause instability. 

The 90° phase contribution of the operational amplifier cannot be improved, as all frequency-

compensated amplifiers have low pass characteristics and show similar phase behavior. 

Uncompensated amplifiers have less phase influence at the resonance frequency, but have a lower 

gain drop-off and will therefore simply move the problem towards higher frequencies.  

The only possibility is therefore to modify the phase response of the feedback circuit to avoid a 180° 

shift at the coil resonance. A simple solution is to add another capacitor in parallel to the solenoid coil. 

Uin
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Lcoil

Rcoil

Uout

Ccoil

RM
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Icoil

 

Figure 2–13 Current Source with additional Capacitor 
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With this additional capacitor Ccomp (10 nF) the open loop feedback gain is 

𝛽 =
𝑈𝐹𝐵

𝑈𝑜𝑢𝑡
=

𝑅𝑀

𝑅𝑀 +
𝑅𝑐𝑜𝑖𝑙 + 𝑗𝜔𝐿𝑐𝑜𝑖𝑙

1 + 𝑗𝜔(𝐶𝑐𝑜𝑖𝑙 + 𝐶𝑐𝑜𝑚𝑝)𝑅𝐶𝑜𝑖𝑙 − 𝜔2(𝐶𝑐𝑜𝑖𝑙 + 𝐶𝑐𝑜𝑚𝑝)𝐿𝑐𝑜𝑖𝑙

 

 

Equation 2-46 

The resulting stabilized gain/phase curve with this capacitor is shown in figure 2–14. The phase margin 

for high output range is 40°, which results in some ringing at high frequencies. For the low output 

range, a phase margin of 15° is achieved, which results in acceptable ringing. In both cases, this ringing 

is also present in the current through RM and is therefore visible both in the magnetic field and in the 

current measurement. The amplitude of this ringing depends on the size of changes in the control 

signal. These changes can be reduced by introducing a limitation of amplitude for higher frequencies. 

This limitation was acceptable, since it is also needed to handle the high sensitivity of the SCM (see 

chapter 2.2.4). 

 

 
Figure 2–14 Stabilized Open Loop Gain and Phase with additional Capacitor 

Both, the parasitic and the additional capacitor will divert a part of the current generated by the source. 

The ratio of the remaining coil current vs. the control voltage Uin can be calculated using 

𝐼𝑐𝑜𝑖𝑙

𝑈𝑖𝑛
=

1

𝑅𝑀(1 + 𝑗𝜔𝑅𝑐𝑜𝑖𝑙(𝐶𝑐𝑜𝑖𝑙 + 𝐶𝑐𝑜𝑚𝑝) − 𝜔2𝐿𝑐𝑜𝑖𝑙(𝐶𝑐𝑜𝑖𝑙 + 𝐶𝑐𝑜𝑚𝑝))
 

 

Equation 2-47 

This causes a frequency dependent gain error and phase shift between the current in RM and the coil 

current Icoil that generates the magnetic field. The error influence was simulated in LTSpice and is 

shown in figure 2–15. The gain error is less than 1% across the complete frequency range and zero at 

DC. The phase shift corresponds to an almost constant group delay of 1.9 µs between coil and current 
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source current. Both gain and phase error are almost independent from the value of RM for lower 

frequencies and only differ at high frequencies in the MHz range. For these high frequencies, also the 

non-idealities of the operational amplifier (e.g., input capacities) would result in small differences. 

Since the current generator only operates in the kHz range, these limitations can be considered as 

irrelevant. 

 
Figure 2–15 LTSpice Simulation of Gain, Phase and Group Delay Error caused by additional Capacitor 

A further small circuit was needed for the protection of the current source, since accidental 

disconnection of the coil, power-off of the current generator or electromagnetic induction in the coil 

can result in high voltage spikes at the coil terminals. These spikes were suppressed by adding a set of 

transient voltage suppressor (TVS) and Zener Diodes in parallel to the coil contacts of the current 

generator. This multi-diode approach was necessary because Zener diodes are too slow to catch the 

faster spikes or onsets while TVS diodes are unsuitable to suppress higher energies due to their limited 

thermal capacity. In addition, the Zener diodes also limit the output voltage in case of failure in order 

to provide protection for the other devices used in the measurement setup. 

Current Measurement 

The voltage across the resistor RM is buffered using an instrumentation amplifier and the resulting 

signal is provided as external current measurement output and forwarded to an ADC for internal 

current measurement (see figure 2–16). 
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Figure 2–16 Current Measurement within the Current Generator 

The measurement output of the current generator was protected using the same combination of 

diodes used for the coil output. 

Power Supplies and Grounding Concept 

A precise frequency response measurement also requires high quality supply voltages as well as a well-

considered grounding concept. Both supply voltage and grounding can be a major source of noise and 

distortion.  

The amount of induced noise and distortion caused by grounding is directly connected to the 

grounding topology and the resulting loop area of any cable/connection meshes. The induced voltage 

in a loop is proportional to the enveloped area (see equation 1-1). It is therefore most beneficial to 

implement a star-like topology that avoids loops and meshes. If such loops cannot be avoided, cables 

need to be placed closely to the ground path of the involved pieces of equipment (see figure 2–17) to 

reduce the loop area. 

Device 1 Device 2

Device 3 Device 4

Central
Ground

Star Topology Mesh Topology
 

Figure 2–17 Star and Mesh Grounding Topologies 

The grounding concept for the frequency response measurements was therefore designed using a star-

like topology and one central grounding point with low ohmic connection to the FIELDS central 

electronics box. All other equipment was only connected to this central grounding point using a single 

ground connection. Data and signal connections were placed close to their respective ground 

connections to minimize the size of induction loops. Figure 2–18 shows the application of the star 

grounding topology in the initial FIT block diagram already presented in figure 2–5. The central point 

in this star grounding topology is the FIELDS CEB. 

The only problematic component in this diagram is the current generator, as it is connected to multiple 

other devices. Grounding loops can only be avoided if galvanic isolation between the different 

connections is maintained. 
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Figure 2–18 Grounding Topology for FIT Measurements 

This was already considered during the design phase of the current generator. The different domains 

of the current generator were therefore isolated using DC/DC converters and high-speed magnetic 

data couplers (see figure 2–19). With these domains, it was possible to connect to the other devices 

without creating additional grounding loops. In addition, also conducted emission between analog and 

digital circuitry was reduced, as only a reduced number of digital components are in the same ground 

domain as the analog components. 
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Figure 2–19 Grounding Domains of Current Generator 

The disadvantage of this method is the introduction of discrete frequency noise generated by the 

DC/DC converters which is caused by the switching frequency at 300 kHz. This was mitigated by 

selecting low noise DC/DC converters and adding buffering capacitors as well as voltage regulators for 

the analog supply voltages, which attenuate the effects in the measurement bandwidth below the 

regular measurement noise. 

2.2.2.3. Time Synchronization 

The synchronization of samples taken by the current generator and the FIELDS instrument suite is 

essential for determining the frequency response and delay. The available time references during 

ground testing were the GPS time and the PPS signal.  

Although the GPS time could in principle deliver a time signal with very high precision, its practical 

usability for this project was limited by the artificial limitation in time precision that is implemented in 

all commercial grade GPS receivers. High time precision can only be achieved by using military GPS 

receivers, but their price range was definitely above the financial limits of this project and they are also 

subject to export regulations, leading to significant complication.  

In addition, a pure GPS time based approach increases the complexity of comparing data, as data is 
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not only sampled at different rates, but also time stamped on different time bases (FIELDS PPS and 

GPS based time). Interpolation of the data to one common equidistant time grid would therefore 

require building an interpolation filter that compensates both the differences and drift of all involved 

sampling rates and time bases.  

The design of such a filter is dependent on the ratio and time shift between the different clock and 

time rates. This ratio cannot be considered as fixed, but slowly drifts due to temperature changes. 

Although this drift is negligible for short measurement times, it must be taken into account for a longer 

measurement campaign. If the drift is ignored, even a low drift may sum up to a larger error. For a 

sampling frequency of fS=2,048 Hz, a low clock drift ECLK of 1 ppm and a measurement duration Tmeas of 

5 minutes, the relative shift between sampling instants could be 

∆𝑁 = 𝑓𝑆 ∙ 𝑇𝑚𝑒𝑎𝑠𝐸𝐶𝐿𝐾 = 2,048𝐻𝑧 ∙ 300𝑠 ∙ 10−6 = 0.6144 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 
 

Equation 2-48 

Clock rate changes in this order of magnitude could be easily caused by temperature variations of a 

few degree Centigrade. It would therefore be necessary to re-estimate the required interpolation 

ratios for every measurement and to create a new interpolation filter for every data set during the FIT 

campaign. Although this approach would be possible, it is definitely not desirable and was therefore 

dismissed. 

Sampling Clock 

A more convenient approach is to synchronize the sampling of the current generator to the FIELDS 

time stamping using the PPS signal (see 1.1.3.2) and to use GPS time only as a coarse real-time 

reference. During ground testing, the PPS signal is generated by a high precision signal generator and 

is available at both the FIELDS instruments and the current generator with negligible time difference. 

The sampling frequency used for signal generation and measurements of the current generator can 

therefore be derived from the PPS signal using an all-digital phase locked loop (ADPLL). With this 

sampling frequency, the sampling of the current generator is synchronous to the time base of the 

CDPU, but not to the sampling of the instruments. 

In general, phase locked loops are used to generate a secondary clock with fixed phase relation to the 

primary clock using a regulation circuit. The phase of the two clocks is measured and then used as input 

for the regulator that accelerates or decelerates the secondary clock to match the primary clock, e.g., 

to generate a clock signal with double frequency. This principle is used in the analog domain (e.g., 

Tietze et al., 2002, pp. 1155ff) and has also been used in the digital domain with various approaches 

(Al-Araji et al., 2006) 

The current generator ADPLL uses an internal 225 Hz master clock fCLK (roughly 32 MHz) which is used 

both for operation and for uniformly sampling the PPS signal. Clock interpolation is done using a digital 

counter that is accelerated or decelerated dependent on changes in the sampled PPS signal.  

This method can be classified as a uniformly sampled version of a lead-lag (also called binary quantized) 

ADPLL, but includes a few modified elements that make it fit for a high interpolation rate. 

Figure 2–20 shows the ADPLL realization used in the current generator. It uses two counters, one for 

the measurement of the clock frequency (counter 1) and the other for generating the interpolated 

clock (counter 2). 
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Figure 2–20: Block Diagram of ADPLL 

The initial sampling of the 1 Hz PPS signal with fCLK adds an uncertainty of up to one fCLK cycle, as the 

edge of a PPS pulse might arrive just after sampling. 

The master clock drives two counters. The first counter is used to measure the number of master clock 

cycles between two PPS pulses. Ideally, for a synchronous PPS and fCLK configuration, the result would 

be 225. Any deviation from this number gives information about the difference between the two clocks. 

The second counter is used as an interpolated phase counter that generates the necessary sampling 

clocks for the ADCs and DACs by using one of the counter bits as its clock source. The counting rhythm 

of this counter is modified according to the deviation result of the first counter and is also changed by 

the arrival of a PPS pulse. 

The deviation result of the first counter is averaged over 16 PPS cycles. This averaged value is then 

rounded down and used to modify the second counter by extending or skipping counting cycles. This 

is based on the assumption that the clock rate deviation was estimated correctly and predicting that 

clock rates will change very slowly or not at all. We can, e.g., assume that the first counter delivers a 

value of 225+2. For this deviation of +2 cycles, one counting cycle is extended at 223 and 3·223 (see figure 

2–21 upper part). This way the deviation between the ideally interpolated PPS signal and the counter 

value is reduced to a half master clock period. 

0 1 ... ... 3·223+1

0 1 … 223 223+2 ... 3·223 3·223+2 3·223+3 ...

223 3·223

223+3

223+1 ...

225-1

225-1

1 PPS cycle

fCLK

 skip  skip 

extend extend

 

Figure 2–21: Interpolated Clock Counter for Extending (upper part)  
and Skipping 2 Cycles (lower part) 

The presented mechanism quantizes the PPS cycle with a precision of 1 fCLK cycle, using a round-down 

mechanism. Any deviation below this precision will result in an uncorrected error that is integrated 

over time and will eventually cause an additional cycle. With a clock rate of, e.g., 225+0.5 this would 

produce an alternating series of counter values switching between 225 and 225+1. This could be used 

for increasing clock sampling resolution, but this information cannot be used within the ADPLL, as no 

half clock cycles can be modified. Nevertheless, averaging can be used to reduce the effect of clock 

jitter. The averaged result is, in turn, simply rounded down so that the counter value typically lags 

behind the real clock rate. 
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To catch up with the remaining clock deviation and to track slow drifts, synchronization also needs to 

be done on the fly. For this purpose, the second counter is paused if the PPS pulse does not arrive at 

the expected time or accelerated (reset) if the PPS pulse arrives ahead of time (see figure 2–22). This 

instant synchronization mechanism, of course, causes a larger error, as the distance between the DAC 

clock and the PPS pulse is integrated over the course of one second and only corrected at the end. To 

minimize the need for this final instant synchronization, tracking and averaging of the first counter is 

continued in parallel. 

0 1 ... 0

0 1 … 225-4 225-3 0

225-1

225-2

225-2

1 PPS cycle

fCLK

pause

 skip 

 

Figure 2–22: Current Generator Instant Clock Synchronization 
for Late (upper part) and Early PPS Arrival (lower part) 

With these mechanisms, it is possible to create a counter that delivers an interpolated version of the 

PPS signal. The generated clock has a fixed deviation from the PPS signal that is defined by the 

processing delay of the ADPLL, which is subject to limitations in digital design resources (e.g., number 

of available clock networks). In the actual implementation, this delay was 4 fCLK cycles or 120 ns. 

In addition to this delay, there are clock deviations, often referred to as jitter. The sampling of the PPS 

cycle results in an uncertainty of one fCLK cycle. The extension/skip mechanism can cause another half 

fCLK cycle. In addition, the mapping of a clock deviation to an extension/skip pattern can create a small 

jitter, as inserting/skipping is only possible at discrete clock cycles. The possible error of this mapping 

is the total number of deviation cycles divided by 225, which is the amount of PPS deviation normalized 

to one fCLK cycle. The overall worst-case jitter is therefore between 1.5 and 2 fCLK cycles.  

However, all of these jitter considerations are only valid for pseudo-static clock relations. As soon as 

clock rate changes are too large, clock synchronization mainly happens based on instant 

synchronization, which causes much larger jitter. Fortunately, these kinds of fast clock changes are 

only possible during initial equipment warm-up phases and can be mitigated by merely switching on 

equipment at a set time before testing. 

The generated synchronization jitter is not the same as the usual randomly varying jitter, which is 

typically a normal distribution around the ideal sampling time, caused, e.g., by thermal noise within a 

quartz clock. Synchronization jitter is an accumulating time shift that persists for a longer time and 

parts of the signal are shifted by the currently accumulated value. The resulting amplitude error is 

defined by the maximum change of amplitude within the jitter time, but due to the longer persistence 

of the error, the resulting error energy can be larger than pulses generated by conventional jitter.

  

This kind of jitter is pseudo-periodic, as a fixed ratio between master clock and PPS would result in a 

periodic signal. In reality, this ratio is slowly drifting (e.g., due to temperature variation) and periodicity 

might not appear at all or last only for a few periods.  

The error caused by synchronization jitter should therefore not be considered as noise, but as a 

synchronization distortion signal. 
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The impact of this synchronization distortion can be analyzed by calculating the possible amplitude 

error. This maximum error is generated with a sine with maximum signal frequency (512 Hz) and an 

amplitude of ±0.5 full scale (FS). It appears around the zero crossings of this signal. With a jitter time 

of 

𝑡𝑗𝑖𝑡𝑡𝑒𝑟 = 1.5 ∙ 2−25𝑠 

 
Equation 2-49 

the amplitude error is 

𝐸𝑠𝑦𝑛𝑐 = 0.5 sin (𝜔𝑚𝑎𝑥

𝑡𝑗𝑖𝑡𝑡𝑒𝑟

2
) = 36 ∙ 10−6𝐹𝑆 

 

Equation 2-50 

Relative to the full-scale value FS, this error can be expressed in the form of an effective distortion free 

bit-resolution of 

log2𝐸𝑠𝑦𝑛𝑐 ≈ 14.76 𝑏𝑖𝑡 

 
Equation 2-51 

This distortion free bit-resolution was calculated for the worst-case scenario. In the FIT application, the 

amplitude of the signals was reduced for higher frequencies (see chapters 2.2.4 and 2.3.3) and so the 

distortion from the jitter and the synchronization was well below the 16-bit resolution. 

In general, synchronization distortion could be reduced by using a higher base clock fCLK, but this is in 

turn limited by the type of FPGA type and the complexity of the FPGA module design. High clock speeds 

and multiple clock domains result in design restrictions that allow less flexibility for module placement 

and result in lower possible utilization of FPGA resources. 

In addition to the effect of the jitter on conversion time, also conversion mechanisms in the ADCs and 

DACs need to be able to cope with these clock variations that are much bigger than the usual jitter of 

quartz oscillators (see chapter 2.2.2.4). 

Time Synchronization 

In addition to clock synchronization, the current generator also provides an internal real-time 24-hour 

clock for time stamping of samples as well as the occurrence of synchronization signals.  

This real-time clock can also be synchronized to external clock sources using the same mechanism as 

used for conversion clock synchronization. It is possible to select one of three different synchronization 

sources: GPS time, PPS time and internal time. If external synchronization is used (GPS or PPS), the 

expected time at the next sync impulse is calculated and set at the arrival of the sync pulse. 

Time Source 
Selection

ADPLL
Sync

GPS

PPS

Int. Clk

Time at Next Sync

Time

 

Figure 2–23 Real-Time Clock Synchronization of Current Generator 

The internal real-time source uses the internal clock frequency and receives initial time synchronization 

via Ethernet by a support PC or by GPS. 
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GPS time is acquired using an IT321 integrated module21 which is delivering both a time message and 

a one second time tick. The time tick is delivered at the full second with a precision of ±1 µs relative to 

the GPS time standard, while the time message arrives within 100 ms after the tick and gives the full 

GPS time at this tick. As this message is given in human readable format, a conversion to a common 

binary format (e.g., Unix time or TT2000) would require knowledge about leap seconds or years. As 

this would increase complexity in the software and would also require regular updates for leap 

seconds, it was decided to reduce the clock range to 24 hours and use additional date information 

added by the support PC. This additional date information is only added during data saving. In principle, 

also a network time server could be used for synchronization, but this was not implemented in the 

software. If the absolute time is not provided via GPS, initial time synchronization can also be provided 

by the support PC. 

2.2.2.4. Analog to Digital and Digital to Analog conversion 

The desired current signal is provided as a digital waveform via the host PC. This waveform is then 

converted to an analog voltage that is fed into the current source. The generated current is measured 

and converted to a voltage, which is then converted back to digital values that are in turn provided to 

the host PC. 

The process of conversion from digital to analog domain and back is influenced by clock jitter. The 

effect of this jitter on timing and amplitude is dependent on the converter architecture actually used 

and is discussed in the following paragraphs. 

Digital to Analog Conversion 

The main criteria for selecting the digital to analog convert (DAC) were a matching signal-to-noise ratio 

(see 2.2.1) and the ability to cope with the large jitter of the synchronized clock (see 2.2.2.3). 

The DAC that was chosen for this purpose is the 16 bit DAC8831ICD from Texas Instruments22, which 

is based on an R-2R network. This architecture does not use sub-clocks and is therefore impervious to 

clock jitter. In addition, this DAC achieves better than 15 bit accuracy for all common DAC quality 

measures as well as low drifts over large temperature ranges. Although an accuracy of 15 bit may 

appear low in this day and age, a more detailed examination reveals that most modern 24 bit DACs are 

only better in some aspects and cannot achieve better quality across the full parameter range. 

The low temperature drift of 0.1 ppm/°C allows combining two DACs to a cascade, using a secondary 

DAC with lower range as compensation (or even range extension) for the primary one. This requires a 

high precision ADC for calibrating the DACs. Although this possibility was foreseen in the design, initial 

tests showed that the added precision was not necessary for frequency response measurements and 

it was therefore deactivated. 

                                                           
21 IT321 data sheet, revision 1.2, retrieved 2009, no longer available in 2018 due to acquisition of fastrax by u-blox;  
SIRF NMEA Reference manual for IT321, revision 2.2, last retrieved 2018/03/08,  
https://www.element14.com/community/docs/DOC-13410/l/sirf-nmea-reference-manual 
 
22 DAC8831 data sheet revision SLAS449D, last retrieved 2018/03/08, http://www.ti.com/product/DAC8831 

https://www.element14.com/community/docs/DOC-13410/l/sirf-nmea-reference-manual
http://www.ti.com/product/DAC8831
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Figure 2–24: DAC Cascade for Improved Resolution 

DAC timing is mainly defined by the settling time which is specified with 1 µs for a full scale jump. As 

this settling time is mainly used for loading parasitic capacities, the settling time for lower jumps (at 

lower frequencies) is within the few 100 ns range and therefore sufficient for the desired timing 

accuracy. 

 
Figure 2–25: Settling Time of DAC8831 Output  

(DAC8831 Data Sheet, Revision SLAS449D) 

The DAC is using a zero order hold output stage which keeps the output value constant until the next 

value is set. This stage is impervious to jitter and the generated synchronization distortion is therefore 

equal to the one given in equation 2-51. 

Analog to Digital Conversion 

Most current high precision analog to digital converters (ADCs) with sampling frequencies in the kHz 

range are sigma-delta ADCs. Typically used resolutions are 24 bit, although the overall measurement 

precision, including temperature drift, is usually more in the 14-16 bit range. Higher precision ADCs are 

possible (see calibration ADC in this chapter), but are limited in sampling frequency. 

Using the sigma-delta conversion principle with the current generator's synchronized clock requires 

special consideration, since this type of ADC uses switched capacitor input stages. These stages are 

built on charge balancing and are therefore more sensitive to jitter. Since the implementation of these 

stages is different for each ADC type, the effect of jitter must be assessed for the actually selected ADC. 

The selected ADC was the ADS127123 built by Texas Instruments with an overall quality of roughly 16 

bit, excluding the expected temperature drift. The current generator operates this ADC at a 

synchronized clock frequency of 2 MHz that results in a sampling rate of fS=4,096 Hz. 

  

                                                           
23 ADS1271 data sheet, revision SBAS306F, last retrieved 2018/03/08, http://www.ti.com/product/ADS1271 

http://www.ti.com/product/ADS1271


57 
 

The switched capacitor at the input of this ADC is charged and discharged for an integration time that 

depends on this sampling frequency (from data sheet). 

𝑡𝑖𝑛𝑡 =
2

𝑓𝑆 ∙ 512
 

 

Equation 2-52 

The jitter caused by the ADPLL causes not only a synchronization distortion signal in the ADC (see 

2.2.2.3), but also a variation in the integration time. In a first approximation, the charging process of a 

switched capacitor can be considered as linear, as it does not approach exponential saturation. With 

this linearization, the charging process can be replaced by voltage averaging over the charging time. 

𝑈𝑎𝑣𝑔 =
1

𝑇𝑎𝑣𝑔
∫ 𝑢(𝑡)𝑑𝑡

𝑇

0

 

 

Equation 2-53 

The worst-case error is in this case generated by a constant signal at +0.5 full scale (FS). In this case, 

the error in the integrated voltage is: 

𝐸𝑠𝑦𝑛𝑐 = 0.5
𝑡𝑖𝑛𝑡 + 𝑡𝑗𝑖𝑡𝑡𝑒𝑟

𝑡𝑖𝑛𝑡
− 0.5 =

𝑡𝑗𝑖𝑡𝑡𝑒𝑟

2𝑡𝑖𝑛𝑡
= 1.5 ∙ 2−6𝐹𝑆 

 

Equation 2-54 

This error is then reduced by downsampling the oversampled data by a factor of 128. 

𝐸𝑠𝑦𝑛𝑐 𝑑𝑜𝑤𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑑 = 1.5 ∙ 2−13𝐹𝑆 

 
Equation 2-55 

Relative to full scale, this error caused by the ADPLL jitter can be expressed as a reduction of effective 

resolution to 

log2

𝐸𝑠𝑦𝑛𝑐

1
= 12.4 𝑏𝑖𝑡 

 

Equation 2-56 

This error will generate short spikes in the sampled signal and is added to the regular synchronization 

distortion from synchronization. These spikes have an impulse length of one 4,096 Hz sample and are 

therefore outside of the bandwidth of interest. Also here, the calculation was done for the worst case 

of a synchronization happening during the charging cycle while the signal has full scale value. 

For calibration purposes, an additional LTC241024 ADC was used. This low speed and high precision 

ADC runs asynchronously and can therefore only be used for DC calibration of both ADC and DAC. It 

achieves an analog precision of more than 18 bit in all parameters, including integral nonlinearity and 

temperature drifts.  

2.2.2.5. Temperature Measurement 

The case temperature of the current generator is monitored during operation using a PT100 

temperature dependent resistor in a Wheatstone bridge and an LTC2410 ADC. This was done to 

identify phases with high temperature drifts, which would result in changes of the quartz clock 

frequencies in the ppm range. During the measurement campaign, it turned out that only initial 

warmup drifts are relevant and the changes during operation phases are not large enough to cause 

relevant clock drifts. It was therefore decided to switch on the current generator at least 30 minutes 

before measurements to ensure a stable operating temperature of around 35°C at a room temperature 

of 20°C. 

                                                           
24 LTC2410 data sheet, last retrieved 2018/03/08, http://www.linear.com/product/LTC2410 

http://www.linear.com/product/LTC2410
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2.2.2.6. Digital Part 

The digital functionality of the current generator was implemented using a GR-XC3S-1500 field 

programmable gate array (FPGA) development board from Pender Electronics/Gaisler25. This board is 

designed to support the development of modular processors within FPGAs. It features a Xilinx 

XC3S-500 FPGA and peripheral components that support the development of embedded systems. 

Analog functionality was added using a piggyback board placed on the external connectors (I/O) of the 

FPGA board. 
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Figure 2–26: Block Diagram of GR-XC3S-1500 Development Board  

The current generator FPGA design is based on a softcore library by Gaisler Research26. This library 

provides the Leon3 Sparc V8 processor as well as predefined modules for all the peripherals and 

memories of the development board. Additional user-defined modules can either be directly 

connected to these modules or attached to the on-chip bus (Advanced Microcontroller Bus 

Architecture AMBA). The AMBA bus provides two interfaces for additional components, the AMBA 

host (AHB) and peripheral bus (APB). The host bus is typically used for applications with high data rate, 

as it provides bus-master direct memory access (DMA). The user-defined modules of the current 

generator were attached to the APB, as data rate is limited and communication overhead was reduced 

using buffering within the modules. 

  

                                                           
25 Gaisler/Pender GR-XC3S-1500 development board, last retrieved 2018/03/08, http://www.pender.ch/products_xc3s.shtml 
26 Leon3 Processor and GRLIB IP library by Gaisler Research (currently Cobham Gaisler), version 1.0.21-b3848, this obsolete version was 
removed from http://www.gaisler.com/index.php/downloads/leongrlib 

http://www.pender.ch/products_xc3s.shtml
http://www.gaisler.com/index.php/downloads/leongrlib
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An overview of the functional blocks and relevant connections is given in figure 2–27. Although this 

diagram shows many blocks, only the ones marked in red were implemented during this work and are 

explained briefly in the following paragraphs. All other modules can be found in the GRLIB IP reference 

guide. 
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Figure 2–27 Functional Blocks within the FPGA 

General FPGA Considerations 

FPGAs use special clock networks ("trees") for distributing clocks within the chip. These networks are 

optimized for low latency, but their number is limited. The design of the current generator required 

many different clock signals like the GPS time tick, the PPS signal and the various sampling clocks of 

ADCs and DACs. It was therefore necessary to switch from asynchronous clock networks to 

synchronized clocks using logic state signals, thus using a lower number of clock trees.  

All incoming clock signals are sampled using the master clock and converted to synchronous logic state 

clocks. All logic circuits that use additional clock signals (blue lines in figure 2–27) are operated using 

the master clock, but logic state updates are only permitted after a 0/1 transition of the respective 

synchronous logic state clocks.  

Using this method, logic state changes are still dependent on the relevant clock, but happen 

synchronously to the master clock. This allows the use of multiple independent clocks without using 

up all the clock trees. This introduces a known delay and a jitter, as both clock sampling as well as 

detection of the 0/1 transition requires some time. The delay is roughly 30 ns per FPGA clock cycle and 

the jitter is up to 30 ns. As the initial time precision target is in the µs range, both jitter and delay delay 

are considered acceptable. 

Sampling and Real-time Clock 

The functionality presented in chapter 2.2.2.3 is implemented within these modules. In addition, these 

modules provide time tags for the PPS signal as well as the clock offset and drift values per PPS cycle. 

These values are then used for averaging and slowly adapting the added/subtracted cycles to clock 

drifts using software. Furthermore, these values are forwarded to the host PC for storing.  

This module also includes a trigger module that is used to control the start of the actual sampling 
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operation. Sampling is started at the next PPS pulse after the trigger was armed by software or using 

a hardware button. 

ADC and DAC interfaces 

These interfaces take care of the various types of serial communication used by the ADCs and DACs. In 

addition, the sampling clock is reduced to the clocks needed for (over)sampling and communication. 

This interface provides measurement data at a rate of about 544 kbytes per second. 

Data Handling, Assembly and Real-time Data Buffering 

This module provides data to the DACs and takes care of assembly and time stamping of ADC and DAC 

data samples. Although DAC output and ADC measurements happen simultaneously, this data is not 

available at the same time due to processing times. The data-handling module uses intermediate 

buffering to collect the associated DAC and ADC samples as well as their time stamps to one data 

packet. The assembled sample packet is then buffered again and delivered to the processor in groups 

of 8 to 16 packets using interrupt-based communication. 

SD-Card and User Interface 

In combination with the serial ASCII display, these modules provide the basis for stand-alone 

operation. The user interface records the signals of the control wheel and passes them on to the 

software. The SD card interface is operated using the royalty-free serial peripheral (SPI) 

communication mode and provides a hardware basis for storing and retrieving data.  

Although these interfaces are present in hardware, they were not used in the software version 

employed for MMS tests, as VGA screen, keyboard and network interfaces provided sufficient 

functionality to control the current generator. Figure 2–28 shows a screenshot taken during one of the 

MMS tests. 

 

Figure 2–28 VGA Output of MMS Current Generator 
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2.2.2.7. Software 

The higher-level functions of the current generator are controlled using software running on the Leon 3 

processor. This software was written in C and uses simple state machines. An operating system was 

not considered due to the simplicity of the software and the fact that real-time operation with 

operating system usually requires higher effort. The main functionality blocks are shown in a simplified 

block diagram in figure 2–29. This block diagram only shows the main data path from current input 

and output samples, as an exact representation of all data paths would result in a quite confusing block 

diagram. 
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Figure 2–29 Current Generator Software Modules 

Time and Clock Handling 

The averaging of clock and time deviation is handled in software, as it only happens every second and 

is therefore not time critical. Furthermore, handling this in hardware would use valuable resources 

(e.g., the number of adders within an FPGA is limited). In addition, the control loop of the ADPLL can 

be adapted in software which requires considerably less effort than adapting FPGA firmware. 

The software routines also take care of the initial synchronization and provide a warning message if 

the clock drift increases during operation. Furthermore, the time at the next sync pulse is calculated 

dependent on the selected time source (PPS or GPS time). If the internal time source is used, no time 

update is provided. Information about the clock rate variation is provided in housekeeping data. 

Data buffering, delivery and retrieval 

These routines manage the retrieval and delivery of samples from and to the hardware buffers. This 

data is composed of current measurement samples, the corresponding output waveform samples as 

well as measurements of the temperature. The handling of these samples must be done with real-time 

priority to avoid overflow or empty buffers. It is therefore done using interrupt-based communication 

that triggers the software routines before such problems can occur. Buffer handling on the network 

side is done using a normal round-robin scheme.  

The allocated memory buffer size for measurement data is 32 Mbytes which is enough for about 

one minute of data. The buffer for waveform data uses 2 Mbytes of memory which is equivalent to 

about two minutes of output data. The output data buffer can be operated in loop configuration to 

repeat the output waveform. The fill status of the buffer is provided as housekeeping data via network 

and user interface. 

Command Handling Module 

Command handling interprets the commands received via user and network interface, triggers the 

required reactions and provides feedback about the executed commandos on both interfaces. Basic 

commands are, e.g., starting/stopping of signal generation, resynchronization and buffer clearing. 
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User Interface 

The user interface software controls the text mode VGA display and a keyboard interface. Information 

about the current operation status, such as buffer fill status, network status or clock synchronization, 

is provided on the VGA display.  

Network Communication 

During normal operation, the current generator is controlled using a host PC. Data communication to 

this PC is handled using a TCP/IP connection. The current generator acts as a server that provides a 

data stream to the connecting client PC and accepts commands as well as input waveforms. Input 

waveforms can only be uploaded in inoperational mode before the start of a measurement. During a 

measurement, all data as well as status information is provided to the support PC in buffered real-time 

communication. This means that measured data is provided to the support PC as fast as possible, but 

data is buffered if communication is too slow. 

TCP stack handling was done using the open source micro-IP stack (uIP27) which is optimized for small 

processors and memory footprints. Although this choice was not optimal for speed reasons (see 

below), the achievable data rate was high enough to support longer measurement times with 

intermediate buffering of unsent data. 

The TCP protocol handled by the uiP stack uses bidirectional communication to acknowledge the 

arrival of each packet at its destination. The uIP stack only permits one unanswered packet ("in-flight" 

packet) and therefore waits for an acknowledge message before sending another packet.  

This behavior limits the data rate, as packet sending is limited by the network latency (also called 

"ping"). This latency consists of the actual latency caused by low-level network communication and 

the processing time that is needed by each of the systems to handle and answer the involved packets. 

For low-end architectures (such as the current generator) this latency is typically in the order of 10-

30 ms. This results in a packet rate of less than 100 packets per second. Together with the maximum 

segment size (MSS) of 1500 bytes per network packet, this results in a maximum data rate of roughly 

150 Kbytes/second. 

In addition to this primary limitation, there are further issues resulting from another speed 

optimization present in most TCP stacks which is the TCP delayed acknowledgement technique 

(RFC 112228). The TCP delayed acknowledgement technique tries to reduce the protocol overhead of 

acknowledge messages by gathering them for 200 to 500 ms, dependent on the operating system, and 

sending all of them in one collective packet. 

In combination with the single in-flight packet limitation of the uIP stack, this means that packets are 

only acknowledged after this time and data throughput would be limited even more. Fortunately, most 

modern operating systems allow deactivating delayed acknowledgment per application or even 

globally. 

With immediate acknowledgement and a direct cable connection, it was possible to increase the data 

rate to roughly 450 Kbytes/second which means that some data could not be transferred as fast as it 

was generated and the internal buffers were slowly filled. This resulted in a limited measurement time 

of about 5 minutes until buffers were full. Fortunately, this time was more than enough for the 

measurements required for MMS.  

                                                           
27 uIP TCP/IP stack, version 1.0, last retrieved 2018/03/08, http://dunkels.com/adam/software.html 
https://github.com/adamdunkels/uip 
28 RFC1122, last retrieved 2018/03/08, https://www.rfc-editor.org/info/rfc1122 

http://dunkels.com/adam/software.html
https://github.com/adamdunkels/uip
https://www.rfc-editor.org/info/rfc1122
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For future applications, data transfer could be improved by using the lightweight IP stack (lwIP29) which 

supports a higher number of in-flight packets. This stack was already tested during this thesis, but the 

change was not applied since the current generator was already in use.  

Even with this higher number of in-flight packets, another common speed optimization technique will 

interact with communication: Nagle's algorithm (RFC 89630). This algorithm tries to reduce protocol 

overhead by combining TCP packets until the maximum segment size (= maximum packet size on 

network) is reached or until all in-flight packets have been acknowledged. This reduces the number of 

sent packets, the overhead by the packet header and the effort for the handling of packet lists. Also 

this algorithm is present in most modern operating systems. 

Together with delayed acknowledgement and a limited number of in-flight packets, this may again put 

a limitation on the data rate, as the allowed number of in-flight packets might be reached before the 

delayed acknowledgements are released. As a result, the application of delayed acknowledgement, 

Nagle's algorithm as well as the number of in-flight packets needs to be optimized for high throughput 

without creating large memory requirements for buffering.  

A possible alternative is the use of UDP instead of TCP, which does not use acknowledge packets for 

data transfer at all. The disadvantage of UDP is that data completeness and packet order is not 

guaranteed and has to be handled on application level, which would increase the complexity of the 

software. The idea of using UDP was therefore dismissed.  

Host PC Software 

The software on the host PC was written in LabVIEW by a colleague (see chapter D). It is therefore not 

part of this thesis and was only added for the sake of completeness. The software is responsible for 

commanding, status information and data saving. The available measurement data of the current 

generator is displayed to support preliminary analysis of the noise floor. Figure 2–30 shows a 

screenshot of the software. 

 

Figure 2–30 Screenshot of Current Generator Host PC Software 

  

                                                           
29 lwip TCP/IP stack, version 1.4, last retrieved 2018/03/08, http://dunkels.com/adam/software.html 
http://savannah.nongnu.org/projects/lwip/ 
30 RFC896, last retrieved 2018/03/08, https://www.rfc-editor.org/info/rfc896 

http://dunkels.com/adam/software.html
http://savannah.nongnu.org/projects/lwip/
https://www.rfc-editor.org/info/rfc896
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2.2.3. Sensor Configuration 
The sensors of all three instruments were mounted one above the other on a nonmagnetic rack (figure 

2–31). This rack was then placed in a 3-layer µ-metal can with an included solenoid coil (figure 2–32). 

The sensor mounting plates of the rack were tilted by about 45° so that every sensor axis was able to 

measure the magnetic field with almost identical amplitude. The remaining amplitude difference by 

orientation can be neglected, as the target of the measurements is not the absolute gain but frequency 

dependent changes of the gain. 

 

Figure 2–31 MMS Sensor Test Rack with SCM (top), AFG (center) and DFG (bottom) 

 

Figure 2–32 µ-Metal Can with Solenoid Coil and Sensor Test Rack 

Since the generated magnetic field of a solenoid coil is most homogenous at the center of the coil, the 

sensors closer to the top and the bottom are exposed to a less homogenous field. However, since this 

homogeneity condition is not dependent on frequency and only results in a different absolute 

amplitude, also this effect can be neglected. 
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2.2.4. Test Signals 
The quality of the frequency response determination is dependent on the signal-to-noise ratio (SNR) 

across the complete bandwidth. This SNR is in turn dependent on the instrument noise as well as the 

instrument gain, which both vary over frequency. The noise equivalent magnetic induction (NEMI) plot 

in 1.2.1 already includes the instrument gain and the SNR can therefore directly be found by relating 

the NEMI to the amplitude of a magnetic field test signal. 

Figure 2–33 shows the change in SNR of SCM and DFG when using sine test signals with constant field 

amplitude. For the SCM, the SNR change reaches 110 dB at 512 Hz when taking the reference point of 

0 dB at 30 mHz. The SNR of DFG changes by less than 20 dB. 

 
Figure 2–33 Variation of DFG and SCM SNR with Constant Amplitude Sine Signals 

While using a constant amplitude signal is acceptable for DFG, using the same signal would result in a 

problem at the analog output of the SCM. The sensitivity of the SCM changes with the same curve as 

the SNR and therefore the dynamic range of the output signal would also be 110 dB. This dynamic 

range is opposed by the dynamic range of the 16-bit ADC used in the DSP (Ergun et al., 2016) which is 

only 96 dB. It is therefore necessary to reduce the dynamic range by scaling the test signal amplitude 

with frequency. One possibility is to scale this amplitude with the inverse SNR curve from figure 2–33. 

This would result in constant SCM analog amplitude as well as a constant SNR.  

Unfortunately, this merely shifts the problem of the high dynamic range to the current generator which 

would then require a dynamic range of 110 dB or even more, if higher SNR were desired. Frequency 

dependent test signal scaling should therefore depend on the dynamic range and SNR of both 

instruments and current generator. 

The frequency dependent scaling of sine test signals can easily be established, since sine testing is done 

using one frequency at a time (see chapter 2.3.3). It is therefore possible to change both the current 

generator output range and the digital test signal amplitude. With this scaling, a total signal range of 

approximately 120 dB can be covered by changing the amplitude of the test signal (~80 dB) and by 

switching the hardware ranges (another 40 dB). This results in a worst-case SNR of 10 dB for the 

frequency range from 30 mHz to 512 Hz. 

For spectrum based and parametric estimation, all frequencies are applied at once and the switching 

of hardware ranges is impossible. Pink noise is a test signal that establishes an acceptable trade-off 

between SNR and dynamic range. This signal is generated by filtering white noise with a pink noise 

filter approximation (Smith, 2011, chpt. synthesis of 1/F Noise). This filter decreases the power of the 

noise inversely proportional to the frequency by scaling the noise amplitude changes with 1/√𝑓. For 

the frequency range of 0.05 to 512 Hz, the noise amplitude changes by about 40 dB, which means that 

the remaining current generator SNR is roughly another 40 dB. The overall SNR for a test with this 

signal is shown in figure 2–34. 
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Figure 2–34 Variation of SCM SNR with Pink Noise Signal 

A positive SNR can therefore only be guaranteed down to 0.5 Hz which is roughly the cutoff frequency 

of the SCM DC removal filter. The SNR for lower frequencies is negative and measurements can only 

be done with averaging, which reduces the noise floor. 

In addition to pink noise filtering, all noise signals were also filtered to the necessary bandwidth for 

the test, i.e., to the Nyquist rate of the different data products at 4, 8, 16, 64 and 512 Hz as well as for 

a special test with 1,024 Hz. This was done using a 16,385-tap sinc filter with the desired cutoff 

frequency. 

The test signals were generated at the current generator sampling frequency of 4,096 Hz and stored 

in waveform files. Sine data was designed to be used in a loop by cutting at zero crossings. Also pink 

noise data was used in a loop; therefore, special handling of the beginning and end of the data was 

required to avoid jumps. This was done by filtering three consecutive copies of the raw white noise 

signal with the pink noise and band limitation filter. The center copy was then used as output waveform 

signal. This approach avoids jumps when the waveform is played in a loop. 

  

10
-2

10
-1

10
0

10
1

10
2

-50

-25

0

25

50

d
B

f [Hz]



67 
 

2.3. Measurement Campaign 

2.3.1. Verification of Current Generator 
The properties of the current generator were measured using different test signals and timing sources. 

figure 2–35 shows the spectrum of the current measurement output while the generator was operated 

with a 32 Hz sine with 1.87 V peak, which is a little less than half the output range of ±4.096 V. 

 

 

Figure 2–35 Noise of Current Measurement Output for 32 Hz Sine Output 
in the Frequency Band 0-1kHz 

The signal-to-noise ratio in the bandwidth below 1 kHz can be approximated using an estimated 

average noise floor given by the marker line in figure 2–35. 

𝑆𝑁𝑅 =
𝑃𝑆𝑖𝑔𝑛𝑎𝑙

𝑃𝑁𝑜𝑖𝑠𝑒
= 10 log10

(1.87 𝑉)2

248.42 ∙ 10−12 𝑉2

𝐻𝑧
∙ 1000 𝐻𝑧

= 71.48 𝑑𝐵 

 

Equation 2-57 

With a full-scale sine output signal, this SNR would improve by another 6 dB to roughly 78 dB. This 

corresponds to a noise-free resolution of 13 bit (assuming no headroom and a crest factor of 1), which 

is a little more than the predicted jitter-free resolution of 12.4 bit (see chapter 2.2.2.4). 

The worst-case ratio between signal and distortion amplitude is 80 dB at the 8th harmonic of the test 

signal (at 256 Hz) and roughly 92 dB on average. With this distance, both sine and noise based 

measurements can be conducted with sufficient quality. 

The timing of the current generator was verified by comparing the DAC output and the current 

measurement to a PPS tick using oscilloscope measurements. Figure 2–36 shows the PPS tick (blue, 

channel 2), the DAC output (green, channel 4) and the current measurement (pink, channel 3). The 

delay between the PPS tick and the output signals is approximately 1.5 µs or 50 clock cycles of the 

current generator. This delay is composed of the digital delays in clock synchronization as well as the 

DAC delay.  

The analog transient response is caused by the anti-aliasing filter of the DAC. This response does not 

influence the measurements, as all later modeling processes are based on the real current delivered 

by the current measurement output. 



68 
 

 

Figure 2–36 Timing Accuracy of Current Generator 
 

Figure 2–37 shows a transfer function measurement of the current generator between the DAC output 

data and the current measurement data. This transfer function was calculated using equation 2-30 

with Welch's method using 16,384 FFT points. Gain and phase were corrected for the influence of the 

DAC anti-aliasing filter, the zero-order hold characteristic of the DAC and the ADC delay. The gain and 

phase delay are flat within the required tolerances (see chapter 1.3) and the ADC measurements 

roughly confirm the 1.5 µs delay of the DAC output.  

The increased variance in phase delay towards lower frequencies is a general property of phase delay 

calculation, as an almost constant phase noise is scaled by the division with the frequency in the phase 

delay calculation (see equation A-7). Thus, the standard deviation for lower frequencies becomes 

higher than that at high frequencies.  

The presented result only gives the transfer function of the current measurement. The coil current 

itself is in addition changed by the bypass capacitor as shown in figure 2–15. 
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Figure 2–37 Current Generator Gain and Phase Delay 

With these results, the current generator errors are far below the goals presented in chapter 1.3. The 

current generator can therefore be considered as a suitable tool for frequency response 

measurements of the MMS FIELDS instruments. 

2.3.2. Simplifications of Setup 
During the preparatory measurements it became evident that the measurements of the current 

generator are perfectly synchronous with the PPS signal, but different from the sampling clock of the 

FIELDS instruments which is in turn based on the master clock of the CDPU. It was therefore necessary 

to resample the current generator measurement data to the sampling grid of AFG, DFG and SCM which 

means high computational effort due to the large amounts of recorded data. 

Fortunately, an approach with lower computational effort was possible by using a DSP voltage channel 

for current measurements. The used channel is called E56 (see figure 2–39) and is normally used for 

differential measurements of the electric field. The E56 channel is sampled with a rate of 16,384 Hz 

and is only subject to the anti-aliasing filters at the input. It is therefore possible to sample the 

measurement output of the current generator using these channels without relevant impact on the 

frequency response measurements. The data is in this case sampled with a sampling grid that is 

isochronous to that of the FIELDS instruments. 

Naturally, this channel can only be used if its timing and frequency response relative to the 

measurement output of the current generator are well characterized. This characterization was done 

using a series of sine frequencies that was related to the current generator internal measurements. 

These measurements verified that the frequency response of the DSP voltage channel has almost flat 

gain and constant phase delay. The data of the voltage inputs can therefore be used with only a simple 

time correction.  

As timing and frequency response could possibly change for different DSP models and/or software 

0 100 200 300 400 500 600 700 800 900 1000
0.98

0.985

0.99

0.995

1

1.005

1.01

1.015

1.02

G
a
in

0 100 200 300 400 500 600 700 800 900 1000
-15

-10

-5

0

5

10

15

f [Hz

P
h
a
s
e
 D

e
la

y
 [
µ

s
]



70 
 

updates, the sine frequency test was repeated during every single test of the FIT campaign. This test 

was only done in a feedforward configuration, just using the output data of the current generator 

instead of the current measurement data of the generator. Figure 2–38 shows a comparison of the E56 

measurements and the expected gain and delays specified in the DSP design documents. 

 
Figure 2–38 Comparison of DSP E56 Gain and Delay with the Expected Values from Design documentation 

With this simplification, the measurement data was both generated with reference to the PPS signal, 

by the current generator and sampled synchronously to all instruments using sampling via the E56 

channel. All further calculations only required time shifting and either divisions or multiplications of 

the sampling frequency by powers of two. The modified setup with this simplification is shown in figure 

2–39. 
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Figure 2–39 Modified Block Diagram for FIT Campaign with Additional E56 Current Measurement 
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2.3.3. Conducted Measurements 
The measurements needed for the frequency response estimations were taken during the FIELDS 

integration and test (FIT) campaign. This campaign took place in the years 2012 to 2013 during the 

delivery of the four flight models for MMS 1 to 4. 

The test was started with an initial measurement of instrument background noise with the current 

generator operating at constant zero output. This measurement was used to reveal problems in the 

ground connection topology and cable placement which typically resulted in an increase of noise and 

distortion. When the noise floor of this measurement was below ±0.1 nT peak, the other tests were 

conducted. 

Different colored noise and sine signals were used to test the instruments in their various operational 

modes and sampling rates. These tests are summarized in table 2-2. In many cases, multiple outputs 

of the CDPU decimation chain were used and data was available at multiple sampling frequencies at 

the same time. SCM and DFG were not operated simultaneously, as the low separation in the µ-metal 

can and the sigma-delta feedback of the DFG would have caused noise within the SCM data. 

Test 
# 

Test Signal Curr. 
Gen. 

Range 

Fluxgate 
Range 

AFG 
ADC 

mode 

DFG 
filter 
mode 

SCM 
mode 

Sampling Frequency 

1 
Quiescent Noise 
Floor 

MR LR ADCA DEC32 DSP A 
AFG: 128 Hz 
DFG: 128 Hz 
SCM: 16 kHz 

2a Pink Noise 64 Hz 

MR 

LR ADCA DEC32 

Off 

all: 128 Hz 
2b Pink Noise 64 Hz LR ADCB DEC64 

2c Pink Noise 64 Hz HR ADCB DEC64 

2d Pink Noise 64 Hz HR ADCA DEC32 

3a Pink Noise 16 Hz LR ADCA DEC32 all: 32 Hz 

3b Pink Noise 8 Hz LR ADCA DEC32 all: 16 Hz 

3c Pink Noise 4 Hz LR ADCA DEC32 all: 8 Hz 

3d Sine 0.1 Hz 
MR 

LR 

ADCA DEC32 
all: 

128/32/16/8 Hz 

3e Sine 2 Hz LR 

3f Sine 2 Hz HR HR 

3g Sine 8 Hz 

MR 

LR 

3h Sine 32 Hz LR 

3i Square Wave 8 Hz LR 

4a Pink Noise 1,024 Hz 

LR - Off 

Off 

DSP A 16k/8kHz 

4b Pink Noise 512 Hz DSP A 16k/1kHz 

4c Pink Noise 1,024 Hz DSP B 16k/8kHz 

4d Pink Noise 512 Hz DSP B 16k/1kHz 

5a Pink Noise 16 Hz LR 

LR 

ADCA DSP A 

all: 32 Hz 

5b Pink Noise 8 Hz 

MR 

AFG: 16 Hz 
SCM: 32 Hz 

5c Pink Noise 4 Hz 
AFG: 8 Hz 
SCM: 8 Hz 

5d Sine 0.05 Hz MR 

AFG: 128/32 Hz 
SCM: 16k/8k/1k/ 

32 Hz 

5e Sine 2 Hz LR LR 

5f Sine 8 Hz 

5g Sine 32 Hz 

5h Sine 128 Hz 

Table 2-2 List of FIT Measurements and Respective Configurations  
(LR/MR/HR corresponds to low/medium/high range) 

  



72 
 

2.4. Model Development 
The measurement data generated during the testing campaign was used both immediately during the 

course of the measurements and in post-processing. Immediate processing was required to get a 

preliminary guess of the usability and credibility of measurement data. It resulted in the adjustment 

of both the used analysis methods and the measurements. The processes presented below have 

therefore not been developed in one shot, but are the result of a longer iteration process.  

All generated models were normalized to a maximum gain of one which is the DC gain for AFG and 

DFG and the gain at 512 Hz for the SCM. 

2.4.1. Sine Based Estimation 
The sine based frequency response estimations were only done with a limited number of frequencies 

to save measurement time. The results are therefore not useable for the generation of a system model 

that is suitable for merging data. Nevertheless, the gained results were a valuable tool to confirm the 

results of the other methods and to also ensure the unchanged properties of the E56 channel based 

measurements (see 2.3.2). The result of the sine measurements are therefore not presented in this 

paragraph, but are included in the spectrum based estimation results in the next chapter. 

2.4.2. Spectrum Based Estimation 
Initial estimation of the instrument models was already conducted during the course of the testing 

campaign. Software development in this phase was therefore driven by the need for quick results using 

the available limited calculation power.  

A boost in calculation power was achieved by using the graphic processor unit (GPU) that is supported 

via NVIDIA CUDA within the MATLAB environment. The GPU provides the possibility for massive 

parallel calculation that can, e.g., be used for FFT calculations. The drawback to these parallel 

architectures are restrictions in algorithm design and memory layout, e.g., not all operations available 

on a regular processor are also available on a GPU. Even if they are available, their execution times 

might be much larger.  

In addition, the massive parallel computation also requires feeding the GPU with enough input data to 

actually take advantage of the parallelism. This requires taking the memory architecture of the GPU 

into account which provides large memories with low speed and small memories with high speed. The 

available GPUs at the time of the testing campaign had several tens of kilobytes of fast first level cache 

memory which was approximately enough to store a single FFT data set with 16 bytes per complex 

64 bit floating point variable. Transferring any of these data sets to or from the larger GPU memory or 

even CPU memory increased the memory latency from a few to several hundred clock cycles. 

The target of algorithm design was therefore to use the available optimized algorithms in MATLAB, to 

avoid recalculation and to avoid data saving outside the cache. This required a modification of the 

spectrum based algorithm in equation 2-30. Instead of dividing averaged PSD estimates, the algorithm 

was changed to average single frequency response estimates based on periodograms. 

�̂�𝑠𝑖𝑛𝑔𝑙𝑒(𝑘) =
𝑌𝑛𝑜𝑖𝑠𝑦(𝑘)

𝑋(𝑘)
=

𝑌𝑛𝑜𝑖𝑠𝑦(𝑘) ∗ 𝑊(𝑘)

𝑋(𝑘) ∗ 𝑊(𝑘)
=

𝐹𝐹𝑇 (𝑦𝑛𝑜𝑖𝑠𝑦(𝑛) ∙ 𝑤(𝑛))

𝐹𝐹𝑇(𝑥(𝑛) ∙ 𝑤(𝑛))
 

 

Equation 2-58 

�̂�(𝑘) =
1

𝑀
∑ �̂�𝑠𝑖𝑛𝑔𝑙𝑒(𝑘)

𝑀−1

𝑖=0

 

 

Equation 2-59 

The advantage of this approach is that the need to either store or recalculate X* (used in SXX and SYX) is 

removed. The disadvantage is a change in the statistics of the frequency response estimate, as the 

order of division and averaging is interchanged in comparison to the PSD method.  
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In principle, with a Gaussian noise distribution for the periodogram estimates, the result of the division 

would be a Gaussian ratio distribution (see Hinkley, 1969). This distribution is both biased and 

asymmetric and influences the frequency response estimate. The amount of bias increases with the 

variance of dividend and divisor, therefore the FFT method suffers from an increased bias in 

comparison to the PSD based method. In addition, the division result is subject to a higher variance. 

However, practical application shows that the resulting errors are acceptable. Figure 2–40 shows a 

simulated comparison of the simplified method using only FFTs and the regular PSD based method. 

This plot was done using a 129 point hamming windowed sinc filter (fc= 16 Hz, fs= 1,024 Hz) as the 

identified system and 105 samples of white noise input. Both PSD and FFT were calculated with a length 

of 16,384 points and an overlap of 87.5%. The FFT method shows a higher noise floor which is visible 

at around 40 Hz. 

 
Figure 2–40 Comparison of the Noise Floor of FFT and PSD Based Frequency Response Estimation 

In addition to this simulated example, also the comparison of sine based, spectrum based and 

parametric models are in line with each other, which means that the generated errors by bias and 

variance changes are negligible in this case. 

The gain of the FFT method is a decrease in calculation time by 30% on modern computers. Table 2-3 

compares the calculation times using GPU and CPU for both the PSD and FFT method. The used data 

set for this benchmark is a single measurement of SCM data with approximately 5 million PSD averages. 
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CPU Core i7-3770K 
 
@ 3.5 GHz 

Core i7-2670QM 
 
@ 2.2 GHz 

Core 2 Quad 
Q9550 
@ 2.83 GHz 

Core 2 Duo 
SP9400 
@ 2.4 GHz 

GPU Nvidia Geforce 
GTX 560 Ti 

Nvidia Quadro 
1000M 

Nvidia Geforce 
GTX 560 Ti 

- 

Method Hardware Time 

FFT CPU 57 min 120 min 147 min ~250 min 

MATLAB 
PSD 

CPU 120 min - 441 min - 

tailored 
PSD 

GPU 29 min 110 min 35 min 

FFT 20 min 90 min 24 min 

Table 2-3 Required Calculation Time for Different Frequency Response Estimation Methods 

The resulting calculation times are highly dependent on the hardware type used. Furthermore, 

tailoring the algorithm to the actual problem results in a large improvement, as the tailored PSD 

algorithm is much faster than the MATLAB standard algorithm (version 2012b). The calculations during 

the initial measurements were done on even slower computers (Core 2 Duo) which resulted in even 

higher calculation times compared to the other CPUs.  

With this knowledge, the calculations during the actual test were done in two steps. An initial estimate 

with low averaging numbers was calculated using the available notebooks (Core 2 Duo T4300). When 

this estimate was satisfactory, the detailed estimate was calculated by transferring data to remote 

controlled desktop PCs to use the available higher calculation power. 

Figures 2–41 to 2–45 show the results of FFT based frequency response estimates from AFG, DFG and 

SCM. Also, these plots show the increase of phase delay noise towards lower frequencies discussed in 

chapter 2.3.1.  

In all presented plots, the results of the sine fit match those from the spectrum-based estimation 

within the required limits (see goals in 1.3). All gains have been normalized to a maximum gain of one 

to get to comparable gain scales. 
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Figure 2–41 shows the gain and phase delay of the DFG flight model 4 in DEC32 mode and low range, 

sampled at 128 Hz. The individual axes are almost identical in gain and only show a small difference in 

phase delay which is due to the individual tuning of the sensor axes. These differences are small also 

for all other operation modes. Thus, only a comparison of the x-axis is shown in figure 2–42 for visibility 

reasons. Gain and delay are mainly dependent on the decimation mode (red/green) but independent 

from the range (cyan/blue and red/green). The results from high range measurements have a slightly 

increased phase delay noise level due to the higher instrument noise level in this range.  

 
Figure 2–41 Gain and Phase Delay of DFG 128 Hz, DEC32, Low Range 

 
Figure 2–42 Comparison of Gain and Phase Delay for DFG X in Different Operating Modes 
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Figure 2–43 shows the frequency response of AFG flight model 4 using the primary ADC in low range 

with a sampling frequency of 128 Hz. Both gain and phase delay vary for the different axes which is 

caused by the tolerances of the analog parts and by the additional delay of the multiplexed ADC. All 

four possible modes of operation (low/high range, ADC A/B) show almost identical behavior (see figure 

2–44), as a range change is only a gain modification (see chapter 1.1.3.3). The phase delay noise is in 

this case less dependent on the range, as the noise floor of the AFG in high range is lower than that of 

the DFG. 

 
Figure 2–43 Gain and Phase Delay of AFG 128 Hz, ADC A, Low Range 

 
Figure 2–44 Comparison of Gain and Phase Delay for AFG X in Different Operating Modes 
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The frequency response of the SCM with a sampling frequency of 8 kHz is depicted in figure 2–45. In 

this case, the plot shows the phase rather than the phase delay, as the high pass property results in 

large changes of the delay over frequency that are less suitable for plotting. 

 
Figure 2–45 Frequency Response of SCM FM4 

2.4.3. Parametric Estimation 

2.4.3.1. Fluxgate Parametric Model 

The models for AFG and DFG were found using the Wiener filter method introduced in chapter 2.1.3.1. 
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an instrument model that converts the current measurements (input data x) to the generated fluxgate 

data (output data y), but a model that restores the current measurements (that are equivalent to the 
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the delay of the fluxgate instruments, as any filter that could work without this delay would be acausal, 

as the estimated current measurement would be based on future fluxgate data.  

The advantage of this inverse approach is that the resulting model can directly be used on the data 

regardless of the minimum phase property that would be required for an inverse filter (see chapter 

A.1.5). 

The data flow for the Wiener filter calculation is shown in figure 2–46. All used low pass filters in this 

diagram are 16,385 tap hamming windowed sinc filters. The E56 samples are filtered before 

decimation to avoid aliasing. Both datasets are resampled to a common sampling frequency of 1,024 

Hz and then filtered with a cut-off frequency of 64 Hz to remove any data that is above the Nyquist 

frequency of the fluxgate instruments.  
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Figure 2–46 Data Flow AFG and DFG Model Calculation 

The advantage of computing the Wiener filter at 1,024 Hz instead of the 128 Hz sampling rate is that 

delays can be chosen on a finer grid and that the relevant frequency band is, in this case, reduced to 

1/8th of the Nyquist frequency, meaning the transfer function of the filter for frequencies above 64 Hz 

is irrelevant. This gives some degrees of freedom for the optimization process, even if models with low 

order like the 128th order filter are used. 

Figure 2–47 shows examples of the filter coefficients for AFG and DFG. The calculated filters are not 

symmetric and therefore nonlinear phase, as the instruments either have non-linear phase (AFG 

analog transfer function) or include non-integer delays that require an asymmetric filter (DFG). 

 
Figure 2–47 FIR-Based Inverse Model Examples for AFG and DFG 

The gain and phase of the resulting models were then compared to the results of the spectrum-based 

estimation. Figures 2–48 and 2–49 show a gain ratio and phase delay difference plot. 
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Figure 2–48 Gain Ratio and Phase Delay Difference between AFG Spectrum Based and Parametric Models 

 
Figure 2–49 Gain Ratio and Phase Delay Difference between DFG Spectrum Based and Parametric Models 
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of the filter model. In principle, this could be solved by increasing the model order, but at the cost of 

more lost data in the final data product due to filter settling. As the data close to 64 Hz are not used in 

the final data product (see chapter 2.5), this small difference can be considered as irrelevant. 

Figure 2–50 shows the difference between the expected behavior of the DFG and the calculated model. 

The most prominent features of this difference are variations in gain and phase as well as a constant 

delay. The variations are definitely due to the model, as the CIC filter has constant phase delay and a 

monotonously decreasing gain within the passband.  

The regular variations in gain are therefore caused by the modeling process and could be reduced by 

choosing a higher order model. The origin of the large difference in phase delay below 10 Hz and the 

phase delay offset are unknown. However, all remaining differences are within the accuracy goal of a 

2% gain error and a 200 µs phase delay error and are therefore considered as acceptable. 

 
Figure 2–50 Comparison between DFG Model (M) and Theoretical Frequency Response (T) 
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2.4.3.2. Search-Coil Parametric Model 

The analog domain model of the search-coil transfer function is derived in Le Contel et al., 2016. The 

overall transfer function is composed of the second order transfer function of the sensor and three 

first order filters within the preamplifiers. The system can therefore be modeled using high and low 

pass filters with five different cutoff frequencies. The result of the spectrum based estimation in figure 

2–45 shows that only two of these five cutoff frequencies have a relevant impact on gain and phase 

within the bandwidth of interest for the merged data product. It is therefore possible to neglect the 

corner frequencies above 512 Hz and reduce the model to a second order high pass filter that is given 

as an analog transfer function in equation 2-60. 

ℎ(𝑠) =
𝑠

𝜔𝑐1
+ 𝑠

∙
𝑠

𝜔𝑐2
+ 𝑠

 

 

Equation 2-60 

Unfortunately, this transfer function is not minimum phase, as the solutions of the numerator 

polynomial are zero. If this model is used for compensation by inverting the transfer function, the 

resulting compensation filter is therefore unstable. This is also visible in the spectrum-based estimate 

in figure 2–45 that shows that the gain of the SCM approaches zero for DC inputs. The inverse gain 

would therefore be infinite and unstable. A simple solution for this problem is to increase the DC gain 

of the transfer function by adding a small positive constant k. The resulting compensation filter will 

therefore also have limited DC gain. 

ℎ(𝑠) =
𝑠 + 𝑘1

𝜔𝑐1
+ 𝑠

∙
𝑠 + 𝑘2

𝜔𝑐2
+ 𝑠

 

 

Equation 2-61 

The analog transfer function can then be transformed to the digital domain using the bilinear 

transformation (Oppenheim et al., 1998, pp. 450ff) with a sampling time Ts. Also, here the inverse filter 

is stable for any positive k, as the solutions of the numerator polynomial are inside the unit circle. 

ℎ𝑚𝑜𝑑𝑒𝑙(𝑧) =
𝑧 +

𝑇𝑠𝑘1 − 2
𝑇𝑠𝑘1 + 2

𝑧 +
𝑇𝑠𝜔𝑐1

− 2
𝑇𝑠𝜔𝑐1

+ 2

∙
𝑧 +

𝑇𝑠𝑘2 − 2
𝑇𝑠𝑘2 + 2

𝑧 +
𝑇𝑠𝜔𝑐2

− 2
𝑇𝑠𝜔𝑐2

+ 2

 

 

Equation 2-62 

The cutoff frequencies ωc in equation 2-62 were then found by minimizing the model error which is 

the difference between the complex frequency response of the model (Hmodel) and the result of the 

spectrum based estimation (HFFT). This was done in a minimum mean square error sense. 

𝜔𝑐1
, 𝜔𝑐2 = argmin

𝜔𝑐1 ,𝜔𝑐2 

(∑|𝐻𝑚𝑜𝑑𝑒𝑙(𝑘, 𝜔𝑐1
, 𝜔𝑐2 ) − 𝐻𝐹𝐹𝑇(𝑘)|

2

𝑘

∙ 𝑊(𝑘)) 

 

Equation 2-63 

The weighting factor W is needed to adjust the error criterion to the expected gain curve signal-to-

noise ratio. A gain dependent weight is needed to ensure an equal contribution of the model error 

regardless of gain, otherwise the parts of the model with high absolute gain would have a much higher 

influence on the error sum. An equal weight of all errors can be achieved by setting the weights 

proportional to the inverse of the squared gain of SCM which is approximately the FFT result. 

𝑊𝐺(𝑘)~
1

𝐻𝑆𝐶𝑀(𝑘)2
≈

1

𝐻𝐹𝐹𝑇(𝑘)2
 

 

Equation 2-64 

With this scaling, all parts of the frequency response would become equally important. However, in 

this approach, the quality of the estimation result was not taken into account. This quality is dependent 
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on the measurement noise. For the SCM this noise is approximately inverse to the gain response (see 

Le Contel et al., 2016); therefore, the noise based weight factor is proportional to the squared gain 

response. 

𝑊𝑁(𝑘)~
1

𝑁𝑆𝐶𝑀(𝑘)2
≈ 𝐻𝐹𝐹𝑇(𝑘)2 

 

Equation 2-65 

The gain and noise based weight factors are then multiplied to get the final weight factor: 

𝑊(𝑘)~𝑊𝐺(𝑘) ∙ 𝑊𝑁(𝑘) ≈
𝐻𝐹𝐹𝑇(𝑘)2

𝐻𝐹𝐹𝑇(𝑘)2
 

 

Equation 2-66 

The weight factor is practically one and could be removed from equation 2-63. Nevertheless, this 

simplification cannot be considered as universally valid as, e.g., cutoff frequencies in frequency bands 

with very high noise floor could still result in very low errors and could therefor, be ignored during 

optimization. This situation actually happened during the optimization of the model for SCM, as in 

some cases an optimal cutoff frequency was found close to the Nyquist frequency rather than its real 

value at around 0.6 Hz. This problem was solved by manual adjustment of the weight function, giving 

lower frequencies a little more weight. 

Figure 2–51 shows a comparison of the modeled transfer function, the results of the FFT estimate and 

the reference measurements taken by the SCM team (Le Contel et al., 2016). The phase reference 

measurements were corrected for the already known digital delays. Model, spectrum estimate and 

reference measurements show no visible difference in the logarithmic scale. The DC gain of the 

generated model was limited to -220 dB (using the constant factor k1 and k2) in order to enforce the 

minimum phase property. 

 
Figure 2–51 Comparison of Gain and Phase Shift using SCM Parametric Model, 

Spectrum based Estimates and Reference Measurements 
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The calculated differences are presented in figure 2–52 which shows the gain ratio and phase delay 

difference between the model and the reference measurements. The variations are due to noise in the 

reference measurements, as the model itself has smooth gain and phase curves. Furthermore, there 

is a large gain difference at 50 Hz due to the powerline tone in the reference measurements.  

These differences caused by noise and distortion reveal an advantage of the parametric model. The 

parametric model limits the changes in frequency response to those that are actually possible within 

the model. This restricts the influence of noise and distortion to a minimum in comparison to all higher 

order non-parametric approaches, such as spectrum-based estimates or the SCM reference 

measurements. 

 
Figure 2–52 Gain Ratio and Phase Delay Difference between Model (M) and Reference Measurements (R) 

In addition, there is a decrease in gain and an increase in phase delay for frequencies below 0.2 Hz. 

The origin of these changes is unknown and is actually hard to explain based on theory alone. It is not 

caused by the DC gain reduction for stability reasons nor by any possible change of cut-off frequencies 

in the model of the search-coil.  

Fortunately, this change of gain and phase delay is located in a frequency range that has almost no 

influence on the final data product (see chapter 2.5) and the differences in gain and phase delay above 

1 Hz (with more influence) are clearly due to the noise in the search-coil reference measurements. 

Despite the small differences previously discussed, the designed model matches both the results of 

the reference measurements and the spectral estimates with high accuracy. These results can 

therefore be considered as a successful independent verification of the SCM analog measurements as 

well as the expected digital processing delays of the FIELDS DSP. 
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2.5. Crossover Filter 
Data from AFG, DFG and SCM is merged with a crossover filter that weighs different spectral parts of 

the instrument signals according to their properties. An optimum crossover filter set would weigh the 

spectral components based on a comparison of instrument sensitivity, noise floor and possible 

distortion. These weights can be considered as a filter function with variations in the frequency 

domain.  

For initial testing of the merged data product, a set of finite impulse response (FIR) low and high pass 

filters was used which was based on a hamming windowed sinc function. These filters used DFG/AFG 

data up to 8 Hz (crossing of the noise floor in figure 1–31) and SCM data above. The sinc function also 

provides the advantage that the design of the respective complementary filter is a simple subtraction 

from z0=1. This means the sum of the two filters is unity gain. Furthermore, comparison to unfiltered 

signals is simple due to its constant group delay property.  

Unsurprisingly, this initial filter pair was only a first guess, as the optimum noise floor can be achieved 

by having a filter that is based on the actual noise floor and sensitivity. It is therefore interesting to 

compare the used filter with this optimal filter and to design an improved filter using the knowledge 

from this comparison. 

The principle of combining measurements with the purpose of getting a better data product is best 

explained by using multiple measurements of one quantity. Each measurement is defined by a 

measurement value and some assessment of the measurement uncertainty or noise. If the 

measurement noise is Gaussian, the distribution of the noise can be characterized using the mean 

value µ and the variance σ2. 

Assuming there are N noisy measurements of the same quantity, one can reduce the noise level by 

averaging the individual values xi to get the mean value �̅� 

�̅� =
1

𝑁
∑𝑥𝑖

𝑁

𝑖=1

 

 

Equation 2-67 

If the noise on each measurement is independent and identically distributed (i.i.d.) Gaussian noise, the 

variance after averaging is reduced to 

𝜎�̅�
2 =

1

𝑁2
∑𝜎𝑖

2

𝑁

𝑖=1

 

 

Equation 2-68 

Using this property, one can see that in the best case with identical measurement variance, the 

resulting variance of the averaged measurement versus the best individual measurements is reduced 

by a factor of N².  

This method can be employed for a non-identical variance by implementing a rough estimate of the 

noise levels for giving the "better" measurements a higher weight wi: 

�̅�𝑤 =
∑ (𝑤𝑖𝑥𝑖)

𝑁
𝑖=1

∑ (𝑤𝑖)
𝑁
𝑖=1

 

 

Equation 2-69 

The resulting variance will then be 

𝜎�̅�𝑊

2 =
1

(∑ 𝑤𝑖
𝑁
𝑖=1 )

2 ∑(𝑤𝑖𝜎𝑖)
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Equation 2-70 
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The optimal approach for this weighting is the maximum likelihood (ML) estimator (see Kay, 1993, pp. 

157ff) that uses the inverse variance as weight: 

�̅�𝑀𝐿 =
∑ (𝑥𝑖𝜎𝑖

−2)𝑁
𝑖=1

∑ (𝜎𝑖
−2)𝑁

𝑖=1

 

 

Equation 2-71 

The resulting variance is 

𝜎�̅�𝑀𝐿

2 =
1

∑ (𝜎𝑖
−2)𝑁

𝑖=1

 

 

Equation 2-72 

This method can now be expanded from the single sample probability perspective to the spectral 

perspective. We assume that the instruments deliver a sample series of a constant magnetic field value 

x with additive i.i.d. Gaussian noise. One can then apply a filter bank to extract tiny frequency bands 

by using a set of narrow band FIR filters. These filters do a convolution of the signal x and the filter 

function h to get the output signal  

𝑦[𝑛] = ∑ 𝑥[𝑚]ℎ[𝑛 − 𝑚]

∞

𝑚=−∞

 

 

Equation 2-73 

This equation is in fact a scaled version of the weighted average in equation 2-69, but here the samples 

are not from different instruments, but realizations from the same instrument at different times. The 

variance of the output is then 

𝜎𝑦
2 = ∑ (ℎ[𝑛]𝜎𝑥)

2 =

∞

𝑛=−∞

𝜎𝑥
2 ∑ (ℎ[𝑛])2

∞

𝑛=−∞

 

 

Equation 2-74 

which is simply a scaled version of the input variance, but this time the noise is limited in bandwidth. 

Going one step further, one can now apply the same filter bank on data from each instrument, 

calculate an ML average for every filtered sample based on the noise power in the respective band and 

sum up the bands using a reconstruction filter bank. This principle can now be refined by taking 

infinitesimally small filter bands for determining the weights which is equivalent to using the power 

spectral density Sxx of the instrument noise floor. 

Instead of using the filter bank and summing up, it is now possible to create a filter that directly applies 

the weights on frequencies, thus creating a frequency dependent ML averaging filter. Its filter response 

for instrument i of N different instruments can be calculated using 

𝐻𝑖(𝑒
𝑗𝜔) =

(�̂�𝑥𝑥𝑖(𝑒
𝑗𝜔))

−1

∑ (�̂�𝑥𝑥𝑖(𝑒
𝑗𝜔))

−1𝑁
𝑖=1

 

 

Equation 2-75 

This filter is then applied to the individual input signals before summing up: 

𝑋𝑀𝐿(𝑒
𝑗𝜔) = ∑𝑋𝑖(𝑒

𝑗𝜔) ∙ 𝐻𝑖(𝑒
𝑗𝜔)

𝑁

𝑖=1

 

 

Equation 2-76 

Given this formula, the design of an optimal merging filter seems quite easy, but of course this requires 

having exact knowledge of the noise floor and its statistical properties. The optimal merging filter 

based on this formula is equivalent to the complementary filter discussed in chapter 1.2.2.1. 
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The total noise of the magnetic field instruments aboard MMS is generated by various sources: sensor 

noise, magnetic stray field noise by the spacecraft, electronics noise and quantization noise. The noise 

floor from ground measurements, which does not include spacecraft noise, is shown in figures 2–53 

and 2–54. This noise floor was determined by placing the sensors in quiet field conditions (e.g., a 

shielding can) and measuring the instrument output. The following plots are limited to data from DFG 

and SCM, as this data is used in the merged burst product. The analysis for AFG can be done in the 

same way. 

 
Figure 2–53 DFG Qualification Model Noise floor, X-Axis, from Ground Measurements 

The noise floor of DFG (figure 2–53) is given in magnetic field units of nT/√Hz. This is due to the fact 

that fluxgate data is typically used without frequency response compensation. The sensitivity function 

is just a simple lowpass (see figure 2–41) that allows direct use of the data below 10 Hz with only small 

errors. 

SCM has a more complex bandpass like sensitivity function (see figure 2–45) and cannot be used 

without frequency response compensation. The raw noise floor (figure 2–54) can therefore not be 

interpreted as a magnetic field and is still given in raw measurement units of V/√Hz. 

 
Figure 2–54 SCM Flight Model 1 Raw Noise Floor, X-Axis, from Ground Measurements 

Data provided by O. Le Contel 

The significance of the raw instrument noise floors is limited, as it is modified by the compensation of 

the instrument frequency response. This compensation not only amplifies the desired signal at 

frequencies with low sensitivity, but also lifts the noise floor by the same amount. It is therefore no 

longer meaningful to talk of magnetic sensor noise, but rather noise equivalent magnetic induction 

(NEMI, Le Contel et al., 2016). The NEMI gives the noise level after frequency response compensation, 

which is directly comparable to magnetic field amplitudes. Using these NEMI noise levels, the 

maximum likelihood (ML) filter frequency response can be calculated (see figure 2–55). 
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Figure 2–55 NEMI of DFG and SCM and Resulting NEMI of ML Filtered Merging 

Even the smoothed NEMI curves still contain ripples from PSD calculation and measurement distortion 

(e.g., SCM NEMI at ~0.5 Hz). If this raw NEMI is used for estimating the ML filter, the ripples will also 

appear in the frequency response of the filter (see figure 2–56, e.g., between 15 and 20 Hz). One can 

get rid of these ripples by using a parametric PSD approach or by fitting a filter to the result of ML 

estimation. With this modeling approach, also further filter properties can be taken into account, like 

filter tap length (and the associated removal of filter settling times) and phase delay properties. 

Besides the topic of ML estimation, a further consideration is necessary for designing the optimal filter. 

Fluxgate data requires upsampling and anti-aliasing filters (see 2.6.1). These filters have an increasing 

influence on gain, the closer the signal frequency gets to the Nyquist frequency (i.e., 64 Hz for 

AFG/DFG). This influence can be reduced if the merging filters are designed with a crossover frequency 

well below 64 Hz. 

A compromise with good noise performance as well as high attenuation at 64 Hz is a windowed sinc 

filter with cutoff at 8 Hz. This filter is a symmetric FIR filter with constant phase delay which allows 

easy comparison and analysis of data sets without dispersion. Figure 2–56 shows a comparison of sinc 

filters with 129 and 513 coefficients with the ML filters. 
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Figure 2–56 Gain Comparison of ML Filter, Sinc Filter and Initially Used Filter 

Figure 2–57 shows the improvement in noise floor relative to the best noise floor if just a single 

instrument is used. The 129-tap filter delivers slightly more noise than the ML filter (e.g., a worst-case 

noise increase of 7% at 20 Hz). The low tap number of 129 also results in a low data loss due to filter 

settling (see filter basics in a.1). The 513-point filter delivers a better performance at the crossover 

frequency, but has a higher noise floor around it. This could, e.g., be further improved by using a Kaiser 

windowed filter, which includes a scaling parameter for the window shape that allows a better 

approximation o the ML filter function. 

 
Figure 2–57 Comparison of Noise Floor Amplitude Improvement by ML Filter and Sinc Filters 

in Relation to the Best Noise Floor of Single Instruments 

An alternative solution would be to approximate the ML filter by, e.g., least squares FIR filter design. 

In addition, an optimal method would not only use ground measured noise floors, but also attempt to 

estimate noise floors in orbit and adapt to possible onboard distortion sources, noise level change by 

temperature variations and more. This estimation of in-flight noise was outside the scope of this thesis 

and was researched by another member of the FIELDS team.  
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However, it should be noted that the improvement of using an optimal filter rather than a rough 

approximation is quite small. The differences between the 129-point sinc filter and the optimal filter 

are 7% in the worst case (20 Hz) which is in contrast to the noise improvement of 30% at 8 Hz granted 

by both filters. Furthermore, in both cases, the noise floor is increased by large numbers in comparison 

to using un-merged data (e.g., an improvement of 50 dB at 30 mHz or 20 dB at 60 Hz, see figure 2–55). 

With these numbers, the optimal design of a merging filter can be seen in a quite relaxed way, as the 

gain of merging with a rough estimate is much larger than the disadvantage of using a non-optimal 

filter. It is therefore more important to consider the other relevant properties of the filter, i.e., tap 

length and the resulting removal of samples during initial filter settling. For routine processing, it is 

therefore more beneficial to use the shorter filter than to gain those last small percent of signal-to-

noise ratio in a limited bandwidth window.  

However, an optimal merging filter could still be applied in special situations when the signal feature 

of interest is just above the noise floor in the frequency band that can be improved by optimal merging.   
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2.6. Elements of the Merging Process 

2.6.1. Resampling 
Data products of AFG, DFG and SCM are generated at different sampling frequencies, dependent on 

the mode of operation. The standard sampling frequencies for MMS are 8, 16 and 128 Hz for AFG/DFG 

and 8, 32 and 8,192 Hz for SCM. The combination of data requires bringing these different data 

products to a common sampling frequency before merging. 

Upsampling 

Data from AFG and DFG require upsampling from 128 Hz to reach the target frequency of the merged 

burst data product at 1,024 Hz. The upper panel in figure 2–58 shows the power spectral density (PSD) 

of in-orbit measured magnetic field (MMS1, DFG, 20150922 07:35:04 UTC), sampled at fs=128 Hz. The 

presented spectrum can be divided into different sections that are due to different effects in sampling 

and transformation. 

The section from zero to the Nyquist frequency (0-64 Hz) is equivalent to the frequencies that are 

present in the analog measurement of the magnetic field. This section will be referred to as "Nyquist 

spectrum" in the following paragraphs. 

Sampling is equivalent to a multiplication of the analog signal with a Dirac impulse train (Oppenheim 

et al., 1998, pp. 140ff). This multiplication is in turn equivalent to a convolution in frequency domain. 

As the Fourier transform of a Dirac impulse train is again a Dirac impulse train, spaced by the sampling 

frequency, this convolution introduces a periodic spectrum. The result of the Fourier transform of a 

sampled signal is therefore periodic and repeats at multiples of the sampling frequency. 

The Fourier transform used in PSD estimation also introduces the concept of negative frequencies, as 

the solution of the Fourier transform integral is done by splitting up sine signals using Euler's identity. 

The resulting Fourier spectrum has exponentials with positive and negative frequency, which are the 

Nyquist spectrum and its negative counterpart. Due to periodicity, this negative spectrum is also visible 

as a mirror spectrum between the Nyquist and sampling frequency (64 to 128 Hz). 

The process of upsampling is done by inserting zero samples between the existing ones until the 

desired sampling frequency is reached. This step simply increase the field of view on the same 

spectrum. For an upsampling factor of 8 (from fs=128 Hz to 1,024 Hz) both the old mirror spectrum and 

3 additional periods of the spectrum become part of the Nyquist spectrum (see middle panel panel of 

figure 2–58).  

The added frequencies are called aliasing frequencies, as they are interpretations of the ambiguity of 

the original spectrum. If a signal is sampled at 128 Hz, it cannot be known if a sample sequence was 

caused by a sine of 16 Hz or its aliases at 112 Hz, 144 Hz or 240 Hz (and so on), as the sequence is 

identical in all cases. The restriction to a unique interpretation (e.g., the band from 0 to 64 Hz) is in fact 

based on previous knowledge, e.g., the input bandwidth restriction in analog to digital conversion. 

Upsampling results in more room for interpretation, as the increased bandwidth (0 to 512 Hz) allows 

presence of frequencies of up to 512 Hz without ambiguity. The process of adding zeroes interprets 

this ambiguity by assuming that all possible alias frequencies were indeed present in the original signal 

with equal amplitude. The process of anti-aliasing then restricts the ambiguity by selecting a single 

frequency band with the original bandwidth of 64 Hz. Since fluxgate data was restricted between 0 

and 64 Hz, the ideal anti-aliasing filter removes all data outside this band. 

The ideal anti-aliasing filter is a rectangular filter in frequency domain (see lower panel of figure 2–58) 

and is discussed in chapter a.1.4. As this filter removes a part of the spectral energy (the alias 

frequencies), overall signal power can only remain constant if a scaling factor is introduced, which is 

equal to the upsampling ratio (a factor of 8 in the plotted example). 
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Figure 2–58 Upsampling in Frequency Domain 

In time domain, this filter is defined by the sinc function. For an upsampling factor L this filter is defined 

as 

ℎ[𝑧] = ∑ 𝐿 ∙ 𝑠𝑖𝑛𝑐 (
2𝑛

𝐿
) 𝑧−𝑛

∞

𝑛=−∞

 

 

Equation 2-77 

It is clear that this infinitely long filter cannot be realized and the ideal filter can only remain a 

mathematical concept. 

The real anti-aliasing filter needs to be designed having in mind both data properties and the 

application within the merged data product processing. Since no ideal filter is realizable, there will 

always be some influence on gain for frequencies close to the old Nyquist frequency. With the 

knowledge that these frequencies might be removed by the crossover filter regardless (see chapter 

2.5), this gives some degrees of freedom in anti-aliasing filter design. The usually desired unity gain 

and linear phase in the passband are less relevant in frequency bands with low crossover filter gain. 

Although the theoretical target is to remove all aliasing frequencies, in reality, it is only necessary to 

attenuate these frequencies below the noise floor of the SCM which is 20 fT/√Hz at the lowest point 

(see figure 1–31). Due to the low amplitude of the natural magnetic field at higher frequencies (see 

figure 2–58, upper panel), the requirements for attenuation can be relaxed for the frequency band 

between roughly 24 and 104 Hz, as amplitudes are already ~60 dB below the maximum level. 
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Figure 2–59 Selection Criteria for Anti-Aliasing Filter, Based on Signal Amplitude and Crossover Filter Gain 

Figure 2–59 shows the frequency response of the 129-tap crossover filter, the signal spectrum and the 

resulting bands with different importance for gain, phase and attenuation. The band from 0 to roughly 

20 Hz has a significant influence in the final data product and therefore unity gain and linear phase are 

important. From roughly 20 to 110 Hz both influence in the data product and signal amplitude are low, 

so gain and phase requirements can be relaxed. Above 110 Hz, the mirrored spectrum amplitude 

increases again, so high stop band attenuation is required.  

Although these frequency response criteria would be sufficient for the production of a merged 

product, also in-flight verification of the merging process and the instrument models need to be 

considered. This verification is done by comparing data from all instruments in the frequency range of 

1 to 60 Hz (see chapter 3.2). For this reason, the unity gain and linear phase criterion is desirable up to 

60 Hz. 

The requirement for unity gain and linear phase and the desire to reduce data loss due to filter settling 

(see filter basics in a.1) rules out IIR filters and only FIR filters are applicable. For FIR anti-aliasing filters, 

the desired properties of unity pass-band gain, steepness of transition region and stop band 

attenuation are dependent on the number of taps and the selected filter type (e.g., Schafer et al., 

1973). For a given tap number, a tradeoff is required, because not all properties can be improved at 

the same time. This is visible in figures 2–60 and 2–61 which evaluate differently windowed sinc filters. 

To improve stop band attenuation at 64 Hz, the corner frequency was shifted to 48 Hz for these plots. 
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Figure 2–60 Comparison of Differently Windowed Sinc Interpolation Filters with 257 Taps 

 
Figure 2–61 Comparison of Differently Windowed Sinc Interpolation Filters with 2049 taps 

The Chebyshev window with 257 taps provides a very flat pass band and high stop band attenuation, 

but the transition from pass to stop band is quite slow. The 257-tap Hamming window delivers the 
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steepest initial slope, but has a moderate increase of stopband attenuation in comparison to the Hann 

window. If tap length is increased to 2049, all properties are improved, but the basic properties of the 

different window types remain the same. 

The filter used for interpolation was selected depending on the application case. The preferred filter is 

the 2049 tap Chebyshev windowed sinc, which is most suitable for regular MMS operation with short 

burst periods. For the initial mission phases with longer burst periods, a 16,385 tap Hamming window 

was used, as the verification by comparison of instruments was more important during these initial 

phases and unity gain was desired up to a frequency of 60 Hz (see chapter 3.2). 

Downsampling 

SCM data at 8,192 Hz requires decimation before it is usable in the 1,024 Hz merged data product. 

When doing just decimation, all frequencies above the target Nyquist frequency of 512 Hz are folded 

into the remaining frequency band, similar to drawing the spectrum on a piece of transparent paper 

and folding it multiple times to achieve a desired width.  

To eliminate of this effect, the frequencies above the new Nyquist frequency need to be removed 

before decimation. The requirements for this filter are similar to that for down-sampling, but with one 

exception: A drop in gain towards the Nyquist frequency is part of all data products of this world (even 

the raw SCM data) and is therefore less critical than a gain drop by upsampling which would end up in 

the mid frequencies of the merged product. The main topic is therefore not to have constant gain until 

the Nyquist frequency, but rather to document what the gain is.  

The chosen filter in this case was a 16,385-tap sinc filter with Hamming window, as the raw data still 

have high sensitivity at 512 Hz and can be used until close to this frequency. The choice of this window 

is a tradeoff between transition band ripple, transition bandwidth and stop band attenuation. Due to 

the high sampling frequency, only 2 seconds of data need to be removed due to filter settling (see 

a.1.1). 

 
Figure 2–62 Hamming Windowed Sinc Filter for Downsampling 
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2.6.2. Time Shift 
Although the sampling of SCM and AFG/DFG is synchronized, the time relation is in fact only 

isochronous. This means the sampling grid is identical, but there is a small constant time shift between 

the individual sampling times. This time shift can be calculated using the difference between data time 

stamps. The worst-case time shift for burst data is ½ sample of SCM 8,192 Hz data, which is roughly 

122 µs. Before merging, it is therefore necessary to re-align data to the same time stamps by 

interpolation. 

Time shifting is in fact similar to interpolation, as data is "interpolated" to intermediate time steps. The 

only difference is that no upsampling step happens beforehand and data is kept at its original sampling 

frequency. This means that the phase delay of the interpolation filter is no longer an integer multiple 

of samples, but is an arbitrary fraction of a sample. It is therefore no longer possible to create filters 

with constant phase delay, as the required symmetry to achieve this property cannot be achieved 

(Oppenheim et al., 1998, pp. 298ff). 

One commonly used method for time shifting is the Lagrange filter which was published both by 

Waring and Lagrange (Waring, 1779, Lagrange, 1797). The Lagrange filter uses a polynomial 

interpolation scheme. If the order of this polynomial scheme is increased to infinity, the resulting 

interpolation function is again the sinc function. Its coefficients can be calculated (Smith, 2018, chpt. 

Lagrange Interpolation) using 

ℎ∆(𝑛) = ∏
∆ − 𝑘

𝑛 − 𝑘

𝑁

𝑘=0
𝑘≠𝑛

 

 

Equation 2-78 

The value Δ is the desired shift in samples, including a shift of N/2 samples caused by the length of the 

filter. The minimum deviation from unity gain and linear phase is achieved, when the distance from 

the center of the filter is minimized (e.g., for a filter with 17 taps, the delay should be between 8.5 and 

9.5 samples). All further integer shifts can be realized using simple shifting without filtering. 

The frequency response of this filter and its deviation from the ideal linear phase is dependent on the 

value of Δ and the number of coefficients. Since the shift itself is defined by the application, only the 

number of coefficients can be selected freely. A plot of the influence of different tap numbers on gain 

and phase delay is shown in figure 2–63. 
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Figure 2–63 Effects of Tap Number in Lagrange Filters 

The plot shows that the deviation from ideal behavior is small for low frequencies even for low tap 

numbers. The deviation is less than 10-3 from unity gain and less than 10 µs from constant group delay 

below 200 Hz. This already defines the way this filter should be used: As fluxgate data is only used at 

low frequencies, the non-ideal behavior of the Lagrange filter at higher frequencies is irrelevant. It is 

therefore beneficial to synchronize the AFG/DFG data to SCM time stamps and not vice-versa. 

Figure 2–64 shows the influence of the shift Δ on gain and phase delay. For a constant tap number, a 

bigger shift results in a higher gain change and the deviation from constant phase delay starts a little 

earlier. 
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Figure 2–64 Lagrange Filter: Influence of Δ 

The required shift is given by the time stamp distance between SCM and fluxgate data and cannot be 

selected, but it is possible to reduce the shift during downsampling from 8,192 Hz to 1,024 Hz. The 

sampling phase (the first remaining sample in the decimated product) needs to be chosen in a way to 

minimize the time distance to the first sample of fluxgate data. 

The chosen filter for merging was a 17-tap Lagrange filter, as its influence on gain (<10-3) and phase 

(<10 µs) is acceptable and therefore the decision was mainly driven by the low tap number that 

requires less data removal during filter settling (see chapter a.1). 
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2.7. Merging Process 
The data flow from raw instrument data to the final merged data products not only includes the 

processing steps discussed in the previous chapters, but also regular in-flight calibration. In-flight 

calibration adjusts the DC gain, the sensor alignment and the orthogonalization of the sensors. The 

order of processing steps including this calibration has some degrees of freedom, but the outcome 

both on the data product quality and on the verification possibilities needs to be taken into account. 

An optimized flow chart of the merged burst data process is presented in figure 2–65.  

Resample
128 > 1024Hz

Compensation 
Filter

Data 
Fragmentation 

Handling

Calibration
@1024Hz

Coordinate 
Transform

Timestamp 
Update

+Final Coordinate 
Transforms

Compensation 
Filter

Timestamp 
Update

Resample
8192 > 1024Hz

Data 
Fragmentation 

Handling

Calibration
@1024Hz

Coordinate 
Transform

Crossover Filter
Highpass

Model

Model

Merged 
Product

AFG/DFG

SCM

Integer
Sync of Data

Crossover Filter
Lowpass

Lagrange Delay

Fractional
Sync of Data

Cut

 

Figure 2–65 Flow Chart for Merging Burst Data 

Data fragmentation handling is used to combine contiguous burst data files into one large data 

stream. This is necessary since burst data is not downlinked in one large block, but separated in small 

chunks with different download priorities. As the merging process includes filters, this means that data 

at the beginning and end of each chunk would need to be removed to eliminate the influence of filter 

settling. With fragmentation handling, data from contiguous neighboring files can be used to preload 

filters, so no data removal is necessary. This step must be completed before all other processing steps. 

Resampling of data must be done in a way to ensure that the application of compensation filters 

happens at the data frequency these filters were designed for. For AFG and DFG, the compensation 

filters are applied at a sampling frequency of 1,024 Hz, for the SCM 8,192 Hz. The anti-aliasing filters 

for SCM need to be applied before resampling, those of AFG/DFG can be done at any position between 

resampling and merging, as all operations in between do not change their effect. 

Model application and time stamp updating compensates the frequency response and removes 

known fixed time shifts that were part of modeling. 

The target of integer synchronization is to reduce the amount of fractional sample time shifts in the 

Lagrange delay (see chapter 2.6.2). For a 1,024 Hz merged product, this shift is limited to ±0.125 
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samples by selecting the phase of decimation such that the remaining are the closest neighbors to 

AFG/DFG samples. 

Calibration applies a gain factor and rotates the sensor axes to a spin-axis aligned orthogonal 

coordinate system. This rotation is needed to remove the influence of unavoidable mechanical 

imprecision as well as the changes of the spin axis relative to the body frame of the spacecraft. The 

rotation causes a mixture of data from different axes, which would also mix up frequency responses. 

The correct way is therefore to apply models before this rotation. However, since both, the required 

rotations and the difference between frequency responses are small, it is worth considering neglecting 

and moving both resampling and model application to a position after calibration. The advantage of 

this move is that this allows the use of the regular calibration process that is already used for non-

merged data (see chapter 3.3). 

Before merging, a coordinate transform to a common coordinate system could be necessary. Since 

this transform could involve rotation by larger angles, the mixture of frequency responses cannot be 

neglected. Fortunately, the MMS orthogonal mounted boom (OMB) coordinate system is considered 

as identical for all instruments and no coordinate transform is required. 

The position of crossover filters in the processing chain depends on the type of selected filters. If a 

common filter is used for all axes, this filter can be applied at any position between data fragmentation 

handling and merging. If the filters are based on separate noise estimates for different axes, the filters 

need to be applied in the coordinate system in which the estimation was done. 

The Lagrange delay aligns AFG/DFG samples to those from SCM. The required fractional delay is 

calculated from the time stamps of the instruments. 

Merging becomes a simple addition of the resulting time series, using truncation to a common time 

frame. After addition, data that is influenced by filter settling times needs to be cut at the beginning 

and end of data. 

The final coordinate transform is then provides the data in the non-spinning coordinate systems 

Geocentric Solar Ecliptic (GSE) and Geocentric Solar Magnetospheric (GSM). This process applies the 

standard rotation routines used also for all MMS magnetometer data products (Russell et al., 2016). 
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3. Verification and Application 

3.1. Time Stamp Post-Processing 

3.1.1. Time Stamp Jitter on MMS 
Although the onboard time of MMS and the FIELDS CDPU is very accurate, there is still some remaining 

jitter on the time stamp. The sources of this jitter are the inaccuracy of the GPS time, the jitter 

introduced by onboard communication as well as jitter caused by clock differences. 

The onboard GPS time standard is provided by a GPS receiver. Although the accuracy of military GPS 

receivers is quite high (<40 ns with fixed location receivers), this accuracy is limited by the fact that the 

MMS satellites have high orbits (700,000 km to 1,500,000 km) and move quite fast in comparison to 

ground based objects. This introduces an error in position estimation and therefore also an error in 

time. Unfortunately, the resulting error is only specified as a maximum error of 325 µs (Tooley et al., 

2016) relative to TAI, but no information about the jitter is given. An estimate of jitter can be obtained 

using the accuracy of position determination, which is specified with 100 m. With the propagation 

speed of GPS radio waves (speed of light), this accuracy translates to a time jitter of 333 ns, which is 

much less than the specified overall accuracy of 325 µs. 

The GPS time is distributed onboard using the PPS signal (see 1.1.3.2), which is used to set the onboard 

time sources to the correct time at the PPS signal edge. This distribution is done using shared 

communication lines, which are subject to communication collisions caused by other messages. In case 

of collision, an ongoing transmission on these lines cannot be interrupted and the sending of the PPS 

pulse is delayed until the line is free again. The other messages on the shared communication line can 

cause a delay of 35 µs every 20 seconds and a delay of 20 µs that could in principle occur at every PPS 

signal. However, a coincidence of the PPS and the other messages for a longer time is highly 

improbable. 

The last source of jitter is the handling of the time within the CDPU. The CDPU sets its time to the 

specified value (the full second) at the arrival of the PPS signal. Between PPS signals, the CDPU clock 

drifts relative to the PPS standard dependent on the quartz clock frequency. This frequency is typically 

accurate to a few ppm and can change with temperature (a few ppm/K) and due to aging. The resulting 

jitter appears periodically, but has a constant jitter amplitude below 10 µs. 

The most prominent mechanism that is visible in the data is the 35 µs jitter caused by PPS distribution. 

3.1.2. Smoothing of Time 
Time stamp post-processing on ground is done to minimize the effect of time stamp jitter by generating 

interpolated timelines using packetized data. Each data packet generated by the FIELDS CDPU only 

contains a single time stamp from the first contained sample. The time stamp of all further samples is 

calculated either using the nominal sampling rate (for standalone packets) or by interpolating the time 

across sections of contiguous packets. 

One approach for interpolation is to calculate the sampling time ts using the difference between first 

and last time stamp of an interval and dividing it by the number of sampling intervals between these 

time stamps. 

𝑡𝑠 =
𝑡𝑁 − 𝑡0

𝑁
 

 

Equation 3-1 

The timeline can then be calculated using 

𝑡(𝑛) = 𝑡0 + 𝑡𝑠 ∙ 𝑛 
 

Equation 3-2 
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This approach generates a smooth timeline without jitter with an error that is dependent on the jitter 

of the first and last time stamp used for interpolation. Figure 3–1 shows the effect of jitter on a 

simulated time sequence. To increase the visibility of effects, a sampling frequency of 16,384 Hz was 

used. The upper panel shows the ideal interpolation using unjittered first and last time stamps. If, e.g., 

the first time stamp is jittered, this error is expanded across the complete timeline (see center panel) 

and the time stamp of all following samples is falsified by a decreasing amount. 

 
Figure 3–1 Simulated Effect of Jitter on Time Stamp Interpolation. 

A different approach is to interpolate the timeline using a linear least mean square error fit (see 

equation 3-3 and figure 3–1 lower panel).  

(𝑘, 𝑑) = argmin
𝑘,𝑑

(∑(𝑡𝑖 − (𝑘 ∙ 𝑖 + 𝑑))
2

𝑖

) 

 

Equation 3-3 

The time is then calculated using 

𝑡(𝑛) = 𝑘 ∙ 𝑛 + 𝑑 
 

Equation 3-4 

This approach is less sensitive to the single jitter values at the start and end of the interval, but is more 

sensitive to a bias (average delay) of the jitter. This bias can be caused by both collision jitter and clock 

drift. Collision jitter causes a positive bias (the average collision delay of the complete data set), while 

the clock drift bias can have both signs. 

A third approach includes jitter categorization. The jitter caused by clock drift is periodic and changes 

quite slowly, while the communication jitter varies in appearance and value. It is therefore possible to 

categorize time stamps as potentially more or less jittered. The previously presented methods of linear 

interpolation and least mean square error fit can then be applied using the less jittered samples only 

and the residual error in smoothing is reduced. 
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For MMS FIELDS data processing, it was decided to apply the first approach using first and last time 

stamps, as it is computationally less expensive.  

Any of the presented time smoothing methods generates a small residual error that is distributed 

across the complete data set. Unfortunately, this residual error can be different for data that is time 

stamped in the CDPU (AFG and DFG) and the DSP (SCM). This difference is either caused by data sets 

with different length (which could mean an additional PPS synchronization within the data) or by a PPS 

synchronization that occurs right between CDPU and DSP time stamping.  

In both cases, the difference in residual error appears as an erroneous time shift between AFG/DFG 

and SCM data. The worst-case value of this time shift is dependent on the residual value of collision 

jitter, as clock drift jitter changes slowly and is therefore almost identical in AFG/DFG and SCM data. 

The time shift caused by the residual error difference reduces the phase delay precision of the merged 

data product to the worst-case jitter amplitude of the collision jitter, which is 35 µs. This error was 

considered as acceptable. 
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3.2. Verification of Merged Data 
The developed instrument models as well as the complete merging process were verified using in-flight 

data from MMS. For this purpose, data from September to November 2015 was prepared for merging 

using a modified version of the process in figure 2–65. This process skips the crossover filters and stops 

just prior to merging. With this approach, the preprocessed data is fully compensated, time aligned 

and rotated to a common coordinate system, but is still available with its original bandwidth.  

This bandwidth is then restricted to a frequency band between 1 and 60 Hz using fourth order 

Butterworth filters. This common frequency band is available in the data set of both instrument types 

with acceptable noise floor.  

The following paragraphs give an overview of the verification approach. For simplicity, the plots only 

show the comparison of DFG and SCM on MMS 1. 

3.2.1. Gain Comparison 
Figure 3–2 shows a small interval of preprocessed DFG and SCM data (see above) as well as data from 

the MMS SCM L1b data product, which is an MMS standard data product prepared by the SCM 

instrument team. The main findings of this plot are that DFG and SCM gain are obviously different and 

that the differences between the two SCM data sets are minimal. 

 
Figure 3–2 Comparison of Band Limited DFG and SCM Data 

Further comparison of multiple data sets showed that the gain of SCM differs by about 13% from the 

DFG and the AFG in all data sets. This gain difference was also verified for frequencies down to 0.1 Hz, 

as it is visible even with the low signal-to-noise ratio of the SCM at these frequencies. This difference 

is therefore unaffected by the frequency response of AFG and DFG and is a real difference in gain. The 

AFG and DFG gain for DC and low frequency was verified by in-flight calibration to an accuracy of 10-4 

and is not affected by instrument models, upsampling or merging filters. The difference is therefore 

caused by a change in the SCM gain. The SCM team calculated a similar result and the gain calibration 

factor was adjusted accordingly for all SCM instruments. This adjustment was done by comparing the 
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SCM team results with the estimates of the gain that were calculated during orthogonality and 

alignment calibration (see chapter 3.2.3). 

3.2.2. Spectral Comparison 
The approach already applied in frequency response estimation (see 2.1.2) was also used for 

computing a "cross frequency response" between SCM and the fluxgate instruments. The data from 

SCM was considered as output data Y and the data from DFG was used as input data X. 

𝐻(𝑘) =
�̂�𝑆𝐶𝑀−𝐷𝐹𝐺(𝑘)

�̂�𝐷𝐹𝐺−𝐷𝐹𝐺(𝑘)
 

 

Equation 3-5 

The result of this frequency response estimation is the virtual filter that is needed to make the SCM 

data identical to that from DFG. If the complete modeling and merging process was done correctly, no 

further change should be required. The ideal frequency response result should have unity gain and 

zero phase, which corresponds to a time domain transfer function of 1. 

The frequency response estimation was done using the data preprocessing described in chapter 3.2.1 

on data segments with a length of approximately 10 minutes. The achievable quality of the estimate 

depends on the amplitude of the magnetic field in relation to the instrument noise floor. It was 

therefore necessary to restrict the used data to intervals with sufficiently high SNR. Figure 3–3 shows 

a comparison of the signal level in the selected intervals with the instrument noise floor. The selection 

criterion was an average signal level of more than 20 pT/√Hz in the frequency band from 30 to 50 Hz. 

This preselection reduced the useable intervals to about 10 % of the original data. Each blue dot 

represents one PSD bin of one of the 10-minute intervals. 

 
Figure 3–3 Power Spectral Density of Used Intervals for Cross Frequency Response Estimate 

Figure 3–4 shows the resulting cross frequency response estimates. The error bars of these estimates 

were calculated using an expected SNR, which is given by the average signal power in figure 3–3 in 

relation to the instrument noise floor (see figure 1–31).  

The gain error bar is directly dependent on the SNR, as the estimation treats the higher signal power 

of the noise as "higher" gain of the instrument. The phase error is based on the assumption that the 

worst-case noise signal with an amplitude given by the SNR is phase shifted by 90° relative to the 

natural signal. This results in a potential phase shift error of  

∆𝜑 = 𝑡𝑎𝑛−1(𝑆𝑁𝑅) 
 

Equation 3-6 
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Figure 3–4 Cross Frequency Response from SCM to DFG 

For comparison purposes, the same computation was repeated using the SCM L1b data from the SCM 

team (figure 3–5). This comparison shows a small increase in phase delay below 5 Hz, which is similar 

to that which was identified between FIT and SCM reference measurements (see figure 2–52). The 

correctness of the FIT based model is therefore verified by in-flight measurements and can even 

provide an improvement to the SCM calibration. 

 
Figure 3–5 Cross Phase Delay using Data from the SCM Team 

Conversly, the influence of this deviation on the merged data product is so small that both the FIT 

based and SCM reference calibration can be used without problems, as long as the gain correction of 

13% is applied (see 3.2.1). 

However, given the large error bars of in-flight estimation, the results are only representative in the 

frequency band from 5 to roughly 30 Hz, as, in this case, the mean values of gain and phase delay are 

within the specified goals for the merged data product (see chapter 1.3). In the other frequency bands, 

the verification is not possible due to insufficient magnetic field magnitude in the available data. 
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3.2.3. Cross Calibration of SCM Alignment and Gain 
With the preprocessed data, it was also possible to analyze the gain and alignment of the SCM. Usually 

gain, orthogonality and most alignment parameters of the fluxgate magnetometers are estimated in-

flight using the properties of the magnetic field measured on a spin-stabilized spacecraft (Kepko et al., 

1996, Khurana et al., 1996). Any deviation from a coordinate system that is not orthogonal and aligned 

to the spacecraft spin axis generates characteristic signals at DC, the spin frequency and its harmonics. 

Fluxgate in-flight calibration uses these characteristic signals to estimate a matrix that is used to rotate 

the sensor measurement data to the spin-aligned coordinate system. This method is infeasible for the 

SCM, as its signal-to-noise ratio at the satellite spin frequency (e.g., 50 mHz for MMS) is insufficient. 

Fortunately, the alignment and gain of the SCM can be estimated by comparing the preprocessed SCM 

dataset with the calibrated DFG data. This is done by estimating a suitable transformation matrix T 

using equation 3-7. This matrix gives the coordinates of the non-orthogonal SCM coordinate system 

(123) within the calibrated and orthogonal DFG coordinate system (XYZOMB, orthogonal mounted boom 

system). 

𝑇 = argmin
𝐶

(∑(𝑇 𝐵𝐷𝐹𝐺 − 𝐵𝑆𝐶𝑀)2

𝑘

) 

 

Equation 3-7 

The transformation matrix estimate T is then converted to a better understandable representation of 

spherical and Cartesian coordinates. The Cartesian coordinates are added to avoid the discontinuity of 

a spherical coordinate system around its poles, where small changes of a vector direction can result in 

angle changes of 180°. Figure 3–6 shows the different angles and vectorial components within the 

OMB coordinate system. These variables are then combined to get to a calibration matrix C that 

converts data from the SCM sensor coordinate system (123) to the DFG OMB system (XYZ). This matrix 

is composed of a rotation matrix R and a diagonal gain matrix G that contains the individual axis gains 

G1,2,3. 

𝑅 = (

sin 𝜗1 cos𝜑1 sin𝜗1 sin𝜑1 cos𝜗1

sin 𝜗2 cos𝜑2 sin𝜗2 sin𝜑2 cos𝜗2

𝑑3𝑋 𝑑3𝑌 √1 − 𝑑3𝑋
2 −𝑑3𝑌

2

) 

 

Equation 3-8 

𝐺 = 𝑑𝑖𝑎𝑔(𝐺1, 𝐺2 , 𝐺3) 
 

Equation 3-9 

𝐶 = (𝐺𝑅)−1 
 

Equation 3-10 
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Figure 3–6 SCM Coordinate Transformation 

Figure 3–7 shows the estimation results using a preprocessed 3-month long data set. Each dot 

represents a 16-second data segment. The x-axis gives the mean power of the magnetic field in the 

respective segment.   

 
Figure 3–7 Components of Rotation and Gain Matrix 

The matrix components converge to a smaller standard deviation for higher magnetic field power. 

Table 3-1 lists the average values of the components that were calculated using only segments with a 

magnetic field amplitude of more than 400 pTRMS within the 16-second data segment. 

ϕX ϑX GX ϕY ϑY GY d1Z d2Z GZ 

-0.9243° 0.7319° 0.8727 -0.6790° -1.1288° 0.9057 0.0092 -0.000487 0.8631 

Table 3-1 Averaged Components of SCM Rotation and Gain Matrix for MMS 1 
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The frequency dependency of orthogonality was examined, but no major changes were found in the 

frequency band from 1 to 30 Hz. The method used by Cornilleau-Wehrlin et al. (1997) can therefore 

be improved by determining the SCM alignment in a frequency band with a good signal-to-noise ratio. 

With this method, the SCM in-flight calibration can be improved by linking it to the otherwise 

inaccessible methods used for fluxgate instrument calibration. 

3.3. Final Application 
The original merging process presented in figure 2–65 was modified to simplify processing at the MMS 

science data center. This work was conducted in a common effort by the SCM team (Olivier Le Contel, 

Laurent Mirioni), the UNH FIELDS team (Matthew Argall, Mark Chutter) and myself.  

The modified flow reuses the fluxgate and search-coil standard calibration software, applies a different 

merging filter and is able to produce an 8,192 Hz data product. Figure 3–8 shows the modified data 

flow with major changes highlighted in blue and original blocks in black. 
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Figure 3–8 Modified Flow Chart for Merging Burst Data at the MMS Science Data Center 

In this modified data flow, the standard fluxgate calibration is executed before frequency response 

compensation is applied. This means that the coordinate transform within this calibration mixes data 

from different sensors axes with their respective frequency response, which are then compensated 

with a single frequency response. This was considered as acceptable, as the differences between the 

frequency responses of the individual axes are quite small (see figures 2–41 and 2–42). In addition, the 

contribution of other axes in the transformation matrix is only in the order of 5‰, since the sensor 

and orthogonal mounted boom coordinate system are almost identical. The change introduced by this 

axis mixture is therefore negligible. 

A further modification of the original data flow is the application of the SCM standard calibration and 

frequency response compensation. The gain adjustment found within this thesis (see 3.2.3) was 

merged into this calibration and the remaining differences in frequency response and timing (see 

figures 3–4 and 3–5) were considered as acceptable. 

The use of fluxgate and SCM standard calibration software has two major advantages. The first 

advantage is that there is no need for additional software features in the calibration software, which 

would result in a separate software branch that would need to be supported over the entire lifetime 

of the MMS mission.   



109 
 

The second advantage is that a separate software branch would require intermediate data files in the 

order of 700 GByte per year in both, the main and backup data servers. This data amount is further 

increased if multiple data versions are generated that could be caused by changes in calibration 

parameters and software. The process presented here reuses already existing intermediate files and 

does not require additional storage beyond the merged data product.  

In addition, the use of the SCM calibration software enabled a change of the merged data product 

sampling frequency from 1,024 Hz to 8,192 Hz. The original concerns of the MMS team that an 8 kHz 

product would only result in an unnecessary effort, both in storage and computation power for 

analysis, were no longer considered as valid at this time. The production of the merged data product 

is therefore done with the SCM standard calibration at 8 kHz. This calibration was verified for 

frequencies up to 512 Hz in this thesis. 

The last modification is the introduction of a merging filter that is based on in-flight estimation of the 

instrument noise floor. The work on this improved filter was done under the lead of Matthew Argall 

(UNH FIELDS team) which will presumably be published in 2018 and is available as preprint (Argall et 

al., 2018). 

The final process was implemented by the FIELDS team (Matthew Argall, Mark Chutter) who 

embedded the processing routines developed during this thesis in the framework required at the SDC. 

The produced software generates the fluxgate-search-coil merged (FSM) data product on a routine 

basis. The data is available for download at the SDC using the MMS standard data management 

software SPEDAS. 
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4. Conclusion 
The common effort of the MMS FIELDS team allowed the generation of a merged data product from 

search-coil and fluxgate instruments. The presented approach combines both instrument types to a 

virtual instrument with constant gain, linear phase and known timing as well as the best sensitivity and 

lowest noise floor. 

The virtual instrument is based on instrument models that were developed using data from a full end-

to-end on-ground calibration campaign. In this campaign, the instruments were excited using magnetic 

field test signals synchronized to the MMS time standard. These signals were generated with a coil 

system and a purpose-built current generator that is able to produce currents with arbitrary 

waveforms. Precise knowledge about the amplitude and timing of the current was provided by 

measuring the actually generated current relative to the instrument's time standard.  

The magnetic field measurements of the instruments and the current measurements were then used 

for the calculation of instrument models. The fluxgate instruments were modeled using finite impulse 

response filters based on a Wiener-Hopf solution, while the search-coil required an infinite impulse 

response model. The later model was based on a physical model of the search-coil which was needed 

to overcome the impact of high gain variation.  

The generated models were cross checked with the previous reference measurements as well as 

available technical documentation. This comparison shows more congruency than the initially targeted 

accuracy of 2% for AC gain and 200 µs for phase delay.  

The models were then applied in a carefully designed processing chain that merges data from both 

instrument types to a single product using a complementary filter approach. 

The accuracy of the instrument models and the quality of the processing chain was evaluated by 

comparing in-flight magnetic field data in the common frequency range of fluxgate and search-coil 

instruments between 1 and 60 Hz.  

This comparison of preprocessed data showed good agreement between the instruments and resulted 

in an updated absolute gain factor for the search-coil. Apart from this updated gain, the relative 

comparison shows a gain accuracy of 1% and a phase delay accuracy of 100 µs, both of which are better 

than the initially targeted accuracy levels. Strictly speaking, these accuracy levels are in fact not the 

real result, but simply a measure of the uncertainty in the accuracy estimate. This uncertainty is caused 

by the low signal-to-noise ratio in the compared frequency range, which is due to the low amplitude 

of the natural magnetic field signals. It is therefore only possible to conclude that the achieved accuracy 

is at least as good as the uncertainty of the result, but the actually achieved accuracy remains covered 

by noise.  

The remaining limitations of the in-flight comparison also give the justification for the high effort spent 

in ground calibration of delays and frequency response. Any in-flight estimation of these quantities can 

only deliver relative information and is further limited in accuracy by the available natural signal levels. 

The good relative agreement between the instruments gives confidence in the absolute accuracy of 

the instrument models used for frequency response compensation. This is supported by the fact that 

the independent calibration of the SCM team delivers identical results.  

The data processing chain for the merged data product was further improved in a cooperation within 

the FIELDS team and is now used in routine processing at the MMS science data center. The resulting 

data product is available for download using the SPEDAS software tools. 

Overall, the excellent design of MMS and FIELDS, the magnetic cleanliness level of the spacecraft, the 

quality of the instruments and their on-ground and in-flight calibration as well as the work done in this 

thesis allowed the generation of a new merged data product with unprecedented data quality. This 
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data product opens a new perspective on magnetospheric events has that already resulted in a number 

of publications (e.g., Plaschke et al., 2016, Vörös et al., 2017 and Yordanova et al., 2016), with many 

more to come. In addition to the data product itself, the steps toward this product also resulted in an 

improved understanding of the frequency and timing properties of both, search-coil and fluxgate 

instruments. 

The usefulness of the merged data product for magnetospheric science as well as in instrument 

understanding is visualized with an example in figure 4–1. It shows a blurred image that only reveals a 

rough color structure, similar to low-pass filtered data from the fluxgate instruments. This image is 

complemented by a sharp view that gives the details of all edges, but is missing background context, 

similar to high-pass filtered search-coil data. Only a merged image of both data sets gives a more 

detailed view of MMS, its instruments and the surrounding magnetosphere. 

 

Figure 4–1 Visualization of the Advantages of a Merged Data Product  
(Modified from Original Image, © NASA31) 

                                                           
31 © NASA, https://www.nasa.gov/feature/goddard/2016/nasas-mms-celebrates-a-year-in-space 

Fluxgate View Search-Coil View Merged View

https://www.nasa.gov/feature/goddard/2016/nasas-mms-celebrates-a-year-in-space
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5. Outlook 
Future Missions 

The data product generated during this thesis resulted in an increased interest in merged data 

products. Currently, merged data products are being considered for several current and future 

missions. This includes Bepicolombo MMO (a mercury mission, launch October 2018), JUICE (a Jupiter 

mission, launch 2022), Parker Solar Probe (a mission to the Sun, launch August 2018) and Solar Orbiter 

(a mission to the Sun, launch 2019). 

However, most of the aforementioned missions are already beyond the design phase that allow use of 

the approach presented in this thesis. In the case of MMO, Parker Solar Probe and Solar Orbiter the 

flight instruments are already integrated on the spacecraft and a measurement campaign like the MMS 

FIT measurements is no longer feasible. Furthermore, the approach to sampling and time 

synchronization used in these missions is quite different from that on MMS. 

With the experience gained from this thesis, we are confident that an acceptable level of accuracy can 

be achieved by conducting similar measurements on available ground reference models and 

augmenting the gained data from these measurements with an in-flight comparison. However, this 

accuracy level will of course be lower than that achieved with the MMS measurements and needs to 

be discussed on a case-to-case basis in accordance with the respective mission accuracy goals.  

Time Stamping in Synchronous Designs 

In future missions with similar instrument suite design like MMS FIELDS, the time stamp smoothing 

methods described in chapter 3.1 could be improved by using two different time standards: an 

instrument internal clock without synchronization and the external synchronization pulse. 

Measurement data would be time stamped using the internal clock and real time correlation would be 

established by also time-stamping the arrival of the synchronization pulse with the internal clock. 

With this mechanism, the information about sampling time and synchronization is preserved in its 

entirety without information loss thus avoiding problems such as those mentioned in chapter 3.1. The 

cost of this advantage is some change in hardware and/or software and a little data volume for sending 

the time stamps of the synchronization pulse. 

Feedback, Orthogonality and their Connection to Frequency Response 

Both, search-coil and fluxgate instruments use 3-axis sensors with magnetic feedback. This magnetic 

feedback causes crosstalk between the sensor-axes due to the unavoidable non-idealities in the sensor 

(e.g., small mechanical misalignments and magnetic crosstalk). Due to these non-idealities, the 

feedback of one axis will also appear in all other axes and results in an inter-axis dependency of the 

measurements. 

For DC magnetic fields, the crosstalk contributions of one axis to the other will reach a static 

configuration after some initial settling time. This configuration can be modeled with a simple change 

of the orthogonality matrix.  

For AC magnetic fields, these contributions are not constant, but result in a transfer function that spans 

across multiple axes. This can be modeled with a dynamic system with crosstalk as shown in figure 5–

1. 
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Figure 5–1: Dynamic Model of Feedback Crosstalk (left) and Model for Single Axis X (right) 

The feedback of any axis N will influence another axis M with a crosstalk factor kNM. The feedback 

crosstalk in axis M will result in some feedback in this axis, which will in turn influence the primary axis 

N. An exact modeling approach would therefore not only consider the scalar transfer function of one 

axis, but a matrix transfer function over all axes. A derivation of this matrix transfer function is provided 

in chapter A.2. 

The effect of the matrix transfer function is a frequency dependent orthogonality matrix as well as an 

influence on frequency response estimates. The frequency dependent orthogonality matrix changes 

the amplitude and phase of AC signals. This also affects the spin-modulated magnetic field on satellites. 

The change in amplitude is in this case negligible, but the phase change influences the result of in-flight 

calibration that relies on accurate phase information.  

The frequency response estimates in this thesis only used the scalar transfer function approach and 

measured the field in all axes in one go. The matrix contribution was neglected because the crosstalk 

factors are small (~1%) and the feedback bandwidth of all instruments is much higher than the 

bandwidth that was actually used in the merged data product. This means that the used frequencies 

in this product are “quasi-DC” in comparison to the feedback speed and the difference between scalar 

and matrix transfer function is strongly reduced. 

However, this situation could change in future missions with crossover frequencies that are closer to 

the feedback bandwidth. In these cases, the matrix transfer function could be measured by applying 

the test signals to single axes and switching the other axes on and off. Of course, this would result in 

an increased measurement time, a higher model complexity and more effort in calculation.  

A different approach is to reduce the influence of the matrix transfer function by hardware design. 

One way is, of course, the reduction of crosstalk, however, this is limited by mechanical and magnetic 

properties of the sensors. Another approach, previously hinted above, is to reduce the difference 

between matrix and scalar transfer function by using high feedback bandwidth.  

Actually, this approach fits nicely with the DFG design with its fast sigma-delta feedback, even though 

this topic was not even considered during the DFG design phase 

Another reduction can be obtained by using orthogonalized feedback. This feedback is no longer 

operated on a single axis, but is calculated using a transformation matrix that compensates some of 

the crosstalk and reduces the crosstalk factors knm. This requires simple matrix calculations before 

sending data to the feedback DAC.  

Temperature Dependencies of Frequency Response 

The change in SCM group delay (see figure 3–5) and gain (see figure 3–2) shows that there was a 

change in the frequency response of the SCM between reference calibration, FIT and in-flight situation. 

One possible reason for this change is a temperature dependency of the frequency response. This 

could be caused by mechanical changes in the sensor coil as well as the temperature dependency of 

the electronic components within the analog filters. 



114 
 

This influence of temperature on the frequency response is currently under investigation by the SCM 

team. For the fluxgate magnetometers, the change of the gain response was examined, but the phase 

was not measured in this configuration. It would be beneficial to include these measurements for all 

instruments in future campaigns for instrument modeling. 

Current Generator Design 

The presented current generator was well suited for conducting the FIT measurements. However, 

some improvements and new features are desirable for future application. 

 In addition to the PPS interface, an interface for ESA's SpaceWire communication standard 

would be desirable, as this standard includes a time synchronization interface for onboard 

clocks. 

 The jitter of the ADPLL could be reduced by using an increased FPGA master clock frequency. 

This can be done by changing to a faster FPGA family. 

 The architecture of the analog current source could be changed by using a transistor based 

output stage with higher current limits. This source could then be used to drive bigger coil 

systems. 

 The network interface should be changed to the lightweight IP stack to improve the speed of 

TCP/IP communication (see chapter 2.2.2.7) 

 The possibilities for stand-alone operation should be improved, so that host computers are no 

longer mandatory. 

Instrument Design 

The quality of frequency response estimates could be improved by a few minor design changes in 

future magnetometers.  

 The matrix transfer function can be measured, if all axes and their feedback can be operated 

independently. The intra-axis transfer functions can be measured by deactivating the other 

axis, while the inter-axis transfer functions can be measured by using programmable feedback 

signals in the other axes. 

 The operation of the current generator could be improved if high frequency clocks and all sync 

signals were available on the checkout connectors of the instruments and data processing 

units. These connectors could be realized using small daughter boards with isolated data 

couplers. The primary side of these couplers would be connected to the flight hardware and 

would just cause an additional load on the clock signals. Electric power is only required on the 

secondary side. This way the flight instruments would remain isolated from all other test 

equipment. 

 The DEC32/DEC64 data mode of the DFG should be replaced by a dual-path approach that 

provides one path with low group delay (to support other instruments) and another one with 

high quality anti-aliasing filtering (for regular instrument data). This would allow for high data 

quality and low delay at the same time. 
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A. Appendix 

A.1 Digital Filtering 
The text of this thesis uses many terms from the world of digital filters. This chapter shall therefore 

give an overview of this topic and introduce the necessary terms. More information can be found, e.g., 

in Oppenheim et al., 1989. 

Digital filters use a combination of digital samples to modify the properties of a sample series, e.g., by 

introducing frequency dependent gains or delays. The filters used in this thesis are a subset of these 

filters, as they are linear, time-invariant and causal. They can be described using a difference equation 

that can be used to calculate the current output value. 

𝑦(𝑛) = ∑𝑏𝑖𝑥(𝑛 − 𝑖)

𝑁

𝑖=0

+ ∑𝑎𝑗𝑦(𝑛 − 𝑗)

𝑀

𝑗=1

 

 

Equation A-1 

This current output value at time n is calculated using N past input and M past output values, which 

are weighted with the filter coefficients ai and bj. A different representation of the difference equation 

can be achieved by applying the z transform 

𝑦(𝑧) = ∑𝑏𝑖𝑋(𝑧)𝑧−𝑖

𝑁

𝑖=0

+ ∑𝑎𝑗𝑌(𝑧)𝑧−𝑗

𝑀

𝑗=1

 

 

Equation A-2 

and converting to a transfer function 

𝐻(𝑧) =
𝑌(𝑧)

𝑋(𝑧)
=

∑ 𝑏𝑖𝑧
−𝑖𝑁

𝑖=0

1 − ∑ 𝑎𝑗𝑧
−𝑗𝑀

𝑗=1

 

 

Equation A-3 

Equation A-1 uses past output values as input for the current output, which means past outputs are 

fed back into the filter. This type of feedback creates the possibility for instability, as a bounded input 

value could potentially result in a permanently growing (unbound) or oscillating output value. A filter 

can be analyzed for stability by finding the roots of the denominator polynomial. The roots of this 

equation are called "poles." If the absolute value of these values is below one, the causal filter is stable. 

One method for representing the poles and also the zeros (the roots of the numerator polynomial) is 

the pole-zero diagram in the z-plane. Stability is achieved if all poles are within the unit circle with 

radius one. 

 
Figure A–1 Pole Zero Plot of a 2nd Order Butterworth Low Pass Filter 
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The presented digital filters can be divided into two categories: Finite and infinite impulse response 

(FIR and IIR) filters. This categorization expresses the reaction of the filter to a single pulse. If the filter 

output becomes permanently zero after a finite time, the filter is an FIR filter.  

The simplest way of categorization is to look at the transfer function. If the numerator polynomial is 

finite and the denominator becomes one, the filter is an FIR filter. The inverse conclusion (identifying 

an IIR filter using the denominator) is not necessarily possible, as in some cases the polynomial division 

of the transfer function can be solved without remainder. In these cases, only a numerator remains 

and the transfer function can again be categorized as FIR filter. 

A.1.1. Filter Properties 
The desired functionality of a linear, time-invariant filter is to change signal properties like amplitude 

and phase, dependent on frequency. These properties are often illustrated using the frequency 

response which gives information about the effect of the filter on sinusoidal input signals. The 

frequency response can be calculated by evaluating the z-domain transfer function along the unit circle 

by setting 

𝐻𝑧 = 𝑒𝑗𝜔 
 
 

Equation A-4 

in equation A-3. The result is a comple  function of the input frequency ω that can be reformulated to 

give information about gain and phase shift. 

𝐻(𝑒𝑗𝜔) = |𝐻(𝑒𝑗𝜔)| ∙ 𝑒𝑗∡(𝐻(𝑒𝑗𝜔)) 

 
Equation A-5 

Measurement systems like the instruments on MMS should have minimal influence on the 

measurement signal within the bandwidth of interest and the signal shape should not change. This 

behavior can be guaranteed if two conditions are met: The filter features unity gain and linear phase 

within the bandwidth of interest. Unity gain ensures that amplitudes do not change, whereas linear 

phase guarantees that individual signal components are not shifted relative to one another. Linear 

phase means that the phase shift is dependent on the signal frequency and some constant factor. 

∡(𝐻(𝑒𝑗𝜔) = 𝑘 ∙ 𝜔 

 
Equation A-6 

The resulting phase shift can be considered as time delay by relating the shift to a complete period of 

the signal. 

𝜏𝜙 = −
∡(𝐻(𝑒𝑗𝜔)

𝜔
 

 

Equation A-7 

This delay is also referred to as phase delay. The negative sign is introduced since a negative phase is 

equivalent to a positive delay. For a linear phase system, this equation changes to 

𝜏 = −
𝑘 ∙ 𝜔

𝜔
= −𝑘 

 

Equation A-8 

This means the delay is constant and not dependent on frequency. A signal passing through the filter 

is only delayed in total and its subcomponents are not shifted relative to one another. 

Another representation of the filter delay is the group delay, which does not look at the delay of single 

frequencies, but at the delay experienced by a wave packet that passes the filter. 
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𝜏𝑔(𝜔) = −
𝑑∡(𝐻(𝑒𝑗𝜔)

𝑑𝜔
 

 

Equation A-9 

For linear phase filters, group and phase delay are identical and constant. These filters are therefore 

also called filters with constant group (or phase) delay. 

Dependent on their frequency response, filters are categorized in low pass filters, high pass filters, 

band pass filters and band stop filters. The different characteristics are shown in figure A–2. 

 
Figure A–2 Different Filter Frequency Response Categories 

Figure A–3 shows the different frequency bands of a low pass filter, which are divided in pass band 

(the desired frequencies), stop band (the undesired frequencies) and transition band (the frequency 

region in between). 

 
Figure A–3 Different Bands of a Low Pass Filter 
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A.1.2. FIR Filters 
The most obvious property of an FIR filter is its limited length impulse response, which is due to the 

absence of feedback (with a few exceptions in a handful of special cases, see chapter A.1). A block 

diagram of an FIR filter structure is shown in figure A–4. Delay blocks are labeled with z-1. 

+ + +

z-1 z-1 z-1z-1

+ yx

b1 b2 b3 bN

+
b0

 

Figure A–4 Structure of FIR Filters 

This impulse response length is N+1 and any reaction ends N samples after the last input excitation. 

The advantage of this limited impulse response is that the influence of any past input value will vanish 

completely after N+1 output values. This number of N+1 is also called the tap number. This limited 

impulse response is important in the context of missing data, which can appear, e.g., at the beginning 

of calculation (e.g., start of a data file or power-on of an instrument), in between (e.g., missing data, 

data corruption) or at the end (end of file or power-off of an instrument). In all these cases, only N+1 

samples around the occurrence of missing data are influenced. This time of influence is also called 

"filter settling time."  

This influence is not tolerable for measurement data, especially since MMS data is used by a wider 

audience that could perhaps be unaware of it. It is therefore necessary to remove this data, either by 

deleting it or replacing it with "not a number" (NaN) flags.  

In the end, this means that the filter order gives information about potential data loss. It is therefore 

beneficial to use filters with the lowest possible order for a given task to reduce the amount of lost 

data and to keep computational complexity low.  

A further result of this limited impulse response is that any FIR filter can be made causal by shifting it 

in time by adding a delay in front of it so that "future" values become available using this delay. 

Acausal FIR
z+M...z-Nz-M yx

 

Figure A–5 Converting an Acausal FIR Filter 

Another property of FIR filters is that they are always stable, since the denominator polynomial is 

always one and there is only a pole at z=0. Furthermore, FIR filters have a linear phase, if their 

coefficients are either symmetric or anti-symmetric around a center (see figure A–6). 
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Figure A–6 FIR Filter Symmetry Examples 

Naturally, having all these positive properties gives rise to the suspicion that there are also negative 

properties. For a given order, FIR filters deliver less flexibility in the design of the frequency response. 

This means FIR filters typically require higher order to achieve comparable attenuation or gain 

characteristics in comparison to IIR filters. This higher order results in higher computation power and 

memory requirements, as both the number of operations per output sample and the required memory 

for storing past samples are directly proportional to the filter order.  

Some of this effort can be omitted by using fast convolution (Oppenheim et al., 1989, pp. 582 ff)) and 

by skipping zero coefficients. A further possibility for optimization is to use a feedback structure with 

finite impulse response (e.g., the CIC filter in figure 1–24). 

A.1.3. IIR Filters 
As their name implies, IIR filters have an infinitely long impulse response. This response is a result of 

their feedback structure, which uses previous output values. 
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Figure A–7 Structure of IIR Filters 

The advantage of IIR filters is a higher flexibility in frequency response design. Figure A–8 shows a 

comparison of 4th order IIR filter with a 4th and 8th order FIR filter. The IIR filter has a flatter passband, 

a steeper transition from passband to stopband and a higher stopband attenuation than the FIR filter. 
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In practical applications, IIR filters can therefore achieve good performance with low orders and the 

connected lower computational resources. 

 
Figure A–8 Comparison of FIR and IIR Low Pass Filters with Cutoff at 0.125 fs 

The disadvantages of IIR filters are their non-linear phase, the possibility for instability and their infinite 

impulse response. Past input values will influence the output for an indefinite time. Any data error 

(e.g., a gap or the beginning of a file) will influence the output for its entirety and the filters will 

(theoretically) have infinite filter settling time. 

Fortunately, the requirement for stability and the property of an infinitely long impulse response 

interact if IIR filters are used in practical applications. A stable IIR filter will always have a decaying 

impulse response. In theory, the output value after an impulse input will continue decaying forever. 

However, in real signal processing systems, numerical precision is limited. This means at some time 

quantization will either result in a zero output value or the output will oscillate in a pattern defined by 

numerical precision that is more connected to the filter itself than the initial input pulse. In practical 

applications with real input signals, even the oscillation will vanish in general numerical noise. As a 

result, the influence of data errors will vanish after some time.  

It is even possible to convert IIR filters to FIR filters by calculating the IIR impulse response to a certain 

extent and limiting its length by fading out to zero once the value of the impulse response approaches 

numerical precision limits. The disadvantage of this approach is an increase in computational 

complexity. 

A.1.4. Ideal Low Pass Filtering 
One of the filters used in this thesis is the Sinc-filter. This filter is based on an ideal rectangular transfer 

function in frequency domain. 

|𝐻(𝑗𝜔)| = {
 1 −2𝜋𝑓𝑐 ≤ 𝜔 ≤ 2𝜋𝑓𝑐
 0 𝑒𝑙𝑠𝑒

 

 

Equation A-10 

The transform of this filter to the time domain results in the following function 

ℎ(𝑡) = 2𝑓𝑐sinc (𝜋𝑓𝑐𝑡) 
 

Equation A-11 

or its digital representation 

ℎ(𝑛) = 2𝑓𝑐sinc (𝜋
𝑓𝑐
𝑓𝑠

𝑛) 

 

Equation A-12 

The disadvantage of this filter is that this filter has infinite order, as h(n) approaches zero only for 

infinite n. This can be changed by multiplying the filter with a window that limits the number of filter 

coefficients. Figure A–9 shows the results of applying a Chebyshev window to a sinc-filter. 
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Figure A–9 Windowing of Sinc-Filter in Time Domain 

This windowing in time domain is equivalent to a convolution in frequency domain. The filter is 

therefore no longer an ideal rectangular filter. The type of used window influences the properties of 

the non-ideality, e.g., stop band attenuation or pass band ripple. A few examples are shown in figure 

A–10. 

 
Figure A–10 Frequency Response of Windowed Sinc-Filters 
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A.1.5. Minimum Phase Filters 
A minimum phase filter is a causal and stable filter with invertible transfer function. This means that 

numerator and denominator in equation A-3 can be swapped without running into stability problems 

by having poles outside the unit circle. A causal minimum phase filter will therefore have all poles and 

zeros within the unit circle. 

The advantage of a minimum phase filter is that its frequency response can be compensated by an 

additional filter with swapped numerator and denominator. For causal filters, the convolution of the 

original filter H(z) and its inverse equivalent G(z) results in a pure delay function. 

𝐻(𝑧) ∗ 𝐺(𝑧) = 𝑧−𝑛 
 

Equation A-13 

Unfortunately, not all systems that require frequency response compensation are minimum phase 

systems. The design of a filter that perfectly restores gain and phase is therefore not always feasible. 

Nevertheless, partial restoration can be achieved using all-pass filters (Oppenheim et al., 1998, pp. 

280ff) or by designing compensation filters that only compensate the frequency response within a 

reduced bandwidth. 
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A.2 Matrix Transfer Function Derivation 
The matrix transfer function of magnetic field sensors with feedback is set up using the block diagrams 

presented in figure 5–1. In this model, each axis influences the others with a crosstalk factor kNM. This 

factor is in fact not a scalar value, but a complex transfer function that models magnetic and electric 

properties. 

The following calculation uses s-domain transfer functions H(s), superposition and feedback across 

multiple axes to set up the matrix transfer functions. This calculation would also be possible in the z-

domain, but in this case, all multiplications must be replaced with convolution operations. 

The simple feedback transfer function for a field that is perfectly aligned to one ideal coil system is 

given by: 

𝐹𝐵𝑥𝑥 = 𝐵𝑥

𝐻𝑥

1 − 𝑘𝑥𝑥𝐻𝑥
 Equation A-14 

 

In a situation with crosstalk across multiple axes, the feedback of axis x on itself (FBxx) is subject to a 

feedback path across all other axes (see figure A–11). 
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+
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-
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-
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Figure A–11 Full Crosstalk Diagram for one Axis 

Applying a similar structure for all axes, the feedback of every axis on itself can be expressed using 

𝐹𝐵𝑥𝑥 = −𝐵𝑥𝐻𝑥

 (𝐻𝑦𝐻𝑧𝑘𝑦𝑧𝑘𝑧𝑦 − 1)

𝐻𝑥  𝐻𝑦  𝑘𝑥𝑦𝑘𝑦𝑥 + 𝐻𝑥𝐻𝑧𝑘𝑥𝑧𝑘𝑧𝑥 + 𝐻𝑦𝐻𝑧𝑘𝑦𝑧𝑘𝑧𝑦 + 𝐻𝑥𝐻𝑦𝐻𝑧𝑘𝑥𝑦𝑘𝑦𝑧 𝑘𝑧𝑥 + 𝐻𝑥𝐻𝑦𝐻𝑧𝑘𝑥𝑧𝑘𝑦𝑥𝑘𝑧𝑦 − 1
 

𝐹𝐵𝑦𝑦 = −𝐵𝑦𝐻𝑦

(𝐻𝑥𝐻𝑧𝑘𝑥𝑧𝑘𝑧𝑥 − 1)

𝐻𝑥  𝐻𝑦  𝑘𝑥𝑦𝑘𝑦𝑥 + 𝐻𝑥𝐻𝑧𝑘𝑥𝑧𝑘𝑧𝑥 + 𝐻𝑦𝐻𝑧𝑘𝑦𝑧𝑘𝑧𝑦 + 𝐻𝑥𝐻𝑦𝐻𝑧𝑘𝑥𝑦𝑘𝑦𝑧 𝑘𝑧𝑥 + 𝐻𝑥𝐻𝑦𝐻𝑧𝑘𝑥𝑧𝑘𝑦𝑥𝑘𝑧𝑦 − 1
 

𝐹𝐵𝑧𝑧 = −𝐵𝑧𝐻𝑧

(𝐻𝑥𝐻𝑦𝑘𝑥𝑦𝑘𝑦𝑥 − 1)

𝐻𝑥  𝐻𝑦  𝑘𝑥𝑦𝑘𝑦𝑥 + 𝐻𝑥𝐻𝑧𝑘𝑥𝑧𝑘𝑧𝑥 + 𝐻𝑦𝐻𝑧𝑘𝑦𝑧𝑘𝑧𝑦 + 𝐻𝑥𝐻𝑦𝐻𝑧𝑘𝑥𝑦𝑘𝑦𝑧 𝑘𝑧𝑥 + 𝐻𝑥𝐻𝑦𝐻𝑧𝑘𝑥𝑧𝑘𝑦𝑥𝑘𝑧𝑦 − 1
 

Equations A-15 

In addition, every axis will receive crosstalk that is generated by the feedback field of other axes: 

𝐹𝐵𝑧𝑥 = 𝐹𝐵𝑥𝑥

𝐻𝑧𝑘𝑥𝑧 + 𝐻𝑦𝐻𝑧𝑘𝑥𝑦𝑘𝑦𝑧

1 − 𝐻𝑦𝐻𝑧𝑘𝑦𝑧𝑘𝑧𝑦
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𝐹𝐵𝑦𝑥 = 𝐹𝐵𝑥𝑥

𝐻𝑦𝑘𝑥𝑦 + 𝐻𝑦𝐻𝑧𝑘𝑥𝑧𝑘𝑧𝑦

1 − 𝐻𝑦𝐻𝑧𝑘𝑦𝑧𝑘𝑧𝑦

 

 

𝐹𝐵𝑥𝑦 = 𝐹𝐵𝑦𝑦

𝐻𝑥𝑘𝑦𝑥 + 𝐻𝑥𝐻𝑧𝑘𝑦𝑧𝑘𝑧𝑥

1 − 𝐻𝑥𝐻𝑧𝑘𝑥𝑧𝑘𝑧𝑥

 

𝐹𝐵𝑧𝑦 = 𝐹𝐵𝑦𝑦

𝐻𝑧𝑘𝑦𝑧 + 𝐻𝑥𝐻𝑧𝑘𝑦𝑧𝑘𝑧𝑥

1 − 𝐻𝑥𝐻𝑧𝑘𝑥𝑧𝑘𝑧𝑥

 

 

𝐹𝐵𝑦𝑧 = 𝐹𝐵𝑧𝑧

𝐻𝑦𝑘𝑧𝑦 + 𝐻𝑥𝐻𝑦𝑘𝑥𝑦𝑘𝑧𝑥

1 − 𝐻𝑥𝐻𝑦𝑘𝑥𝑦𝑘𝑦𝑥

 

𝐹𝐵𝑥𝑧 = 𝐹𝐵𝑧𝑧

𝐻𝑥𝑘𝑧𝑥 + 𝐻𝑥𝐻𝑦𝑘𝑥𝑦𝑘𝑧𝑥

1 − 𝐻𝑥𝐻𝑦𝑘𝑥𝑦𝑘𝑦𝑥

 

Equations A-16 

This can now be simplified into a matrix transfer function by moving the loop transfer function to the 

front and by collecting common terms. The matrix transfer function is given by 

 

𝐹𝐵⃑⃑⃑⃑ ⃑⃗ = �⃑⃗� ∙ [𝐻𝑥 𝐻𝑦 𝐻𝑧] ∙ 𝐻𝑙𝑜𝑜𝑝 ∙ [

(1 − 𝐻𝑦𝐻𝑧𝑘𝑦𝑧𝑘𝑧𝑦) 𝐻𝑦(𝑘𝑥𝑦 + 𝐻𝑧𝑘𝑥𝑧𝑘𝑧𝑦) 𝐻𝑧(𝑘𝑥𝑧 + 𝐻𝑦𝑘𝑥𝑦𝑘𝑦𝑧)

𝐻𝑥(𝑘𝑦𝑥 + 𝐻𝑧𝑘𝑦𝑧𝑘𝑧𝑥) (1 − 𝐻𝑥𝐻𝑧𝑘𝑥𝑧𝑘𝑧𝑥) 𝐻𝑧(𝑘𝑦𝑧 + 𝐻𝑥𝑘𝑦𝑧𝑘𝑧𝑥)

𝐻𝑥(𝑘𝑧𝑥 + 𝐻𝑦𝑘𝑥𝑦𝑘𝑧𝑥) 𝐻𝑦(𝑘𝑧𝑦 + 𝐻𝑥𝑘𝑥𝑦𝑘𝑧𝑥) (1 − 𝐻𝑥𝐻𝑦𝑘𝑥𝑦𝑘𝑦𝑥)

] 

Equation A-17 

 and the loop transfer function is  

𝐻𝑙𝑜𝑜𝑝 ==
1

𝐻𝑥  𝐻𝑦  𝑘𝑥𝑦𝑘𝑦𝑥 + 𝐻𝑥𝐻𝑧𝑘𝑥𝑧𝑘𝑧𝑥 + 𝐻𝑦𝐻𝑧𝑘𝑦𝑧𝑘𝑧𝑦 + 𝐻𝑥𝐻𝑦𝐻𝑧𝑘𝑥𝑦𝑘𝑦𝑧 𝑘𝑧𝑥 + 𝐻𝑥𝐻𝑦𝐻𝑧𝑘𝑥𝑧𝑘𝑦𝑥𝑘𝑧𝑦 − 1
 

Equation A-18 

The measurement value of the fluxgate sensor is calculated by replacing the vector transfer function 

[Hx Hy Hz] in equation A-17 with the respective output transfer functions Hout. 

 

�⃑⃗⃑� = �⃑⃗� ∙ [𝐻𝑥𝑜𝑢𝑡 𝐻𝑦𝑜𝑢𝑡 𝐻𝑧𝑜𝑢𝑡] ∙ 𝐻𝑙𝑜𝑜𝑝

∙ [

(1 − 𝐻𝑦𝐻𝑧𝑘𝑦𝑧𝑘𝑧𝑦) 𝐻𝑦(𝑘𝑥𝑦 + 𝐻𝑧𝑘𝑥𝑧𝑘𝑧𝑦) 𝐻𝑧(𝑘𝑥𝑧 + 𝐻𝑦𝑘𝑥𝑦𝑘𝑦𝑧)

𝐻𝑥(𝑘𝑦𝑥 + 𝐻𝑧𝑘𝑦𝑧𝑘𝑧𝑥) (1 − 𝐻𝑥𝐻𝑧𝑘𝑥𝑧𝑘𝑧𝑥) 𝐻𝑧(𝑘𝑦𝑧 + 𝐻𝑥𝑘𝑦𝑧𝑘𝑧𝑥)

𝐻𝑥(𝑘𝑧𝑥 + 𝐻𝑦𝑘𝑥𝑦𝑘𝑧𝑥) 𝐻𝑦(𝑘𝑧𝑦 + 𝐻𝑥𝑘𝑥𝑦𝑘𝑧𝑥) (1 − 𝐻𝑥𝐻𝑦𝑘𝑥𝑦𝑘𝑦𝑥)

] 

Equation A-19 

As already discussed in chapter 5, an application of this concept did not fall within the scope of this 

thesis, but could bring frequency response identification for future missions to an even more accurate 

level.  
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B. Open Source Contributions 
During the design of the current generator, several open source libraries were used and modified. 

Since the current generator was and is still property of the IWF Graz, this was for internal use only and 

the software was not distributed to the public or customers. 

Nevertheless, the used libraries should be mentioned, as they were of great use and greatly eased the 

work for this thesis. 

 The GRLIB IP library by Gaisler Research 

 The uIP TCP/IP by Adam Dunkels 

 The lwIP TCP/IP stack by Adam Dunkels 
 
In addition to the current generator software and VHDL code, also a few other open source software 
toolsets were also used during the development: 

 The Eclipse Development Environment for C and C++ 

 The Leon C/C++ plugin for Eclipse 

 Tortoise SVN for software version management 

 The GNU C compiler for Leon3 
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E. Acronyms 
AC  Alternating Current (or other quantities that change with a frequency) 
AD/DA  Analog to Digital/Digital to Analog 
ADC  Analog to Digital Converter 
ADP  Axial Double Probe 
ADPLL  All Digital Phase Locked Loop 
AFG  Analog FluxGate magnetometer 
AM  Amplitude Modulation 
ASCII  American Standard Code for Information Interchange 
ASPOC  Active Spacecraft Potential Control system 
CDPU  Central Data Processing Unit 
CEB  Central Electronics Box 
CIC  Cascaded Integrator Comb Filter 
CIDP  Central Instruments Data Processor 
CLUSTER actually no acronym  
CPSD  Cross Power Spectral Density 
CPU  Central Processing Unit 
DAC  Digital to Analog Converter 
DC  Direct Current (or other quantities that are constant) 
DEC32/64 DFG Decimation Modes  
DES  Dual Electron Spectrometer 
DFG  Digital FluxGate magnetometer 
DFT  Discrete Fourier Tranform 
DIP  Dual In-line Package, a chip package size in electronic board design 
DIS  Dual Ion Spectrometer 
DMA  Direct Memory Access 
DSP  Digital Signal Processor 
E56  Electric Field Input E56 of DSP 
EDI  Electron Drift Instrument 
EFW  Electric Field and Wave experiment (CLUSTER instrument) 
EIS  Energetic Ion Spectrometer 
EPD  Energetic Particle Detector 
FEEPS  Fly's Eye Energetic Particle Sensor 
FFT  Fast Fourier Transform 
FG  Fluxgate 
FGM  Fluxgate Magnetometer 
FIELDS  actually no acronym 
FIR  Finite Impulse Response 
FIT  FIELDS Integration and Test 
FLASH  No acronym, a term how fast writing this non-volatile memory is. 
FPGA  Field Programmable Gate Array 
FPI  Fast Plasma Investigation 
FS  Full Scale 
FSM  fluxgate-search-coil-merged data product at the MMS science data center 
GNU  GNU is not Unix, Term for free software 
GPS  Global Positioning System 
GPU  Graphics Processing Unit (of a PC) 
GRLIB  Gaisler Research Library 
GSE  Geocentric Solar Ecliptic coordinate system 
GSM  Geocentric Solar Magnetospheric coordinate system 
HPCA  Hot Plasma Composition Analyzer 
HR  High Range 
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I/O  Input/Output Connectors 
IDPU  Instrument Data Processing Unit 
IIR  Infinite Impulse Response 
IP  Intellectual Property (in GRLIB) or Internet Protocol (Network) 
IWF  Institut für Weltraumforschung 
JTAG  Joint Test Action Group, a connector standard for hardware debugging 
LabVIEW A graphical programming language  
LED  Light Emitting Diode 
LR  Low Range 
LVDS  Low Voltage Differential Signalling 
LVPS  Low Voltage Power Supply 
lwIP  light-weight IP stack 
MATLAB A data processing environment  
ML  maximum likelihood 
MMS  Magnetospheric Multiscale 
MR  Medium Range 
MSS  Maximum Segment Size for TCP packets on a given network 
NaN  Not a Number, flag for marking invalid data 
NASA  National Aeronautics and Space Administration 
NEMI  Noise Equivalent Magnetic Induction 
NVIDIA  Name of a Graphics Card Manufacturer 
OMB  Orthogonal Mounted Boom, a coordinate system of MMS 
OSC  Oscillator 
PC  Personal Computer 
PHY  Physical Layer Tranceiver 
PPS  Pulse Per Second, the MMS time standard signal 
Preamp  Pre-Amplifier 
PSD  Power Spectral Density 
PT100  Resistor with positive temperature coefficient and nominal value of 100 Ω 
RBSP  Radiation Belt Storm Probe, NASA mission for research in the Van-Allen belts 
RFC  Request for Comment (many of them have become network standards) 
RFID  Radio-Frequency Identification 
RJ45  Registered Jack 45, the standard jack for network cables 
ROI  Region of Interest 
RS232  Recommended Standard 232, a serial standard interface 
SCM  Search-Coil magnetometer 
SDP  Spin plane Double Probe 
SDRAM  Synchronous Dynamic Random Access Memory 
SITL  MMS Scientist in the loop, responsible for selecting burst data for download 
SNR  Signal-to-Noise Ratio 
SPEDAS  Space Physics Environment Data Analysis Software, used for download and analysis of 

MMS data 
SRAM  Static Random Access Memory 
STAFF  Spatio-Temporal Analysis of Field Fluctuations (CLUSTER instrument) 
TAI  Temps Atomique International (world-wide Atomic Clock Standard) 
TCP  Transmission Control Protocol (network protocol for the internet) 
TCP/IP  Transmission Control Protocol/Internet Protocol 
THEMIS  Time History of Events and Macroscale Interactions during Substorms 
TVS  Transient Voltage Supressor 
UDP  User Datagram Protocol (another network protocol) 
uIP  micro IP stack 
UNH  University of New Hampshire 
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USB  Universal Serial Bus 
UTC  Coordinated Universal Time 
VGA  Video Graphics Adapter 
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