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ABSTRACT 

Where 3D-printing meets the ongoing trend for miniaturization of structural elements, novel direct-

write nanofabrication techniques are in demand. Focused Electron Beam Induced Deposition (FEBID) 

is a promising candidate as it allows the fabrication of freestanding geometries with structure sizes at 

the nanoscale. Furthermore, these 3D objects can have various functionalities and can be printed on 

almost any substrate material and morphology in a single-step process. However, in the past the 

fabrication of complex geometries was compromised due to unwanted side effects, lack of reliability 

and cumbersome processing. 

This doctoral thesis shows the research route towards the predictable 3D-nanoprinting of functional 

multi-branch structures via FEBID. Therefore, first an understanding of the dynamically changing 

working regime for one- and two-dimensional deposits is derived by considering precursor 

replenishment mechanisms and patterning parameters. In this context, the influence of the patterning 

sequence on morphology and chemical composition is uncovered as well as shadowing effects by the 

growing deposit. 

Using this knowledge, a reliable approach to fabricate high-fidelity 3D nanoarchitectures is established 

to upgrade fabrication possibilities of the past. A comprehensive study of process parameters and 

simulations of the 3D-growth reveal a stable process window for reproducible and artefact-free 3D-

nanoprinting. In this context and in particular to fabricate complex 3D geometries, it is suitable to use 

highest primary beam energies, lowest beam currents, electron limited working conditions and an 

alternating point sequence at patterning velocities in the range of tens of nm/s. As a representative 

application, plasmonic activity of such freestanding structures is demonstrated after a successful 

electron beam assisted purification treatment in water vapor. 

In summary, the progress reported in this doctoral thesis significantly expands the 3D-printing 

capabilities of FEBID and enables a controlled, predictable and reliable fabrication of freestanding, 

functional and highly complex nano-architectures. 

  



 

 

KURZFASSUNG  

Wo 3D-Druck auf den anhaltenden Trend zur Miniaturisierung von Bauteilen trifft, sind neue direkte 

Schreibverfahren auf dem Gebiet der Nanofabrikation gefragt. In diesem Umfeld stellt die direkte 

Abscheidung mittels fokussierter Elektronenstrahlen (engl. Focused Electron Beam Induced Deposition, 

FEBID) eine vielversprechende Methode dar, da sie die Herstellung von freistehenden Geometrien mit 

Strukturgrößen im Nanometerbereich ermöglicht. Des Weiteren können solche 3D Objekte 

verschiedene Funktionalitäten aufweisen und in einem einstufigen Prozess auf nahezu jedem 

Untergrundmaterial und jeder Oberflächenform gedruckt werden. Die Herstellung von Geometrien mit 

höherer Komplexität war jedoch in der Vergangenheit aufgrund unerwünschter Nebenwirkungen, 

mangelnder Zuverlässigkeit und aufwendigen Prozessierens beeinträchtigt.  

Diese Dissertation präsentiert die Forschungsergebnisse in Richtung vorhersagbarer 3D-Fabrikation 

von komplexen, funktionellen Nanostrukturen mittels FEBID. Dafür wird zunächst bei ein- und 

zweidimensionalen Abscheidungen ein Verständnis für das sich dynamisch verändernden 

Arbeitsregime mittels fundamentaler Überlegungen zu Precursor-Bedeckung und 

Elektronenstrahlführung erworben. In diesem Zusammenhang werden außerdem der Einfluss der 

Punktsequenz auf die Morphologie und die chemische Zusammensetzung sowie Abschattungseffekte 

durch die wachsende Abscheidung aufgedeckt.  

Auf dieser Basis wird im Anschluss eine zuverlässige Vorgehensweise zur Fabrikation von 3D 

Nanoarchitekturen eingeführt, welche die bisherigen Herstellungsmöglichkeiten wesentlich erweitert. 

Eine umfassende Studie zu Prozessparametern sowie Simulationen zum 3D-Wachstum ermitteln ein 

stabiles Prozessfenster für reproduzierbares und Artefakt-freies 3D-Nanodrucken. Im Wesentlichen 

erweisen sich, insbesondere für die Herstellung komplexer 3D Geometrien, höchste 

Beschleunigungsenergien, niedrigste Strahlströme, Elektronen-limitierte Arbeitsbedingungen und eine 

abwechselnde Punktfolge bei vergleichsweise hohen Schreibgeschwindigkeiten im Bereich von einigen 

zehn nm/s als geeignet. Als repräsentative Anwendung wird die plasmonische Aktivität solcher 

freistehenden Strukturen nach einer erfolgreichen Elektronenstrahl-unterstützten 

Aufreinigungsbehandlung mittels Wasserdampf demonstriert.  

Zusammenfassend hat der Fortschritt, über den diese Doktorarbeit berichtet, die 3D-Druck-

Möglichkeiten von FEBID signifikant erweitert und somit die kontrollierte, voraussagbare und 

verlässliche Herstellung von freistehenden, funktionalen und hochkomplexen Nanoarchitekturen 

ermöglicht. 
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1 INTRODUCTION 

1.1 OUTLINE 

This doctoral thesis “Fabrication of Functional and Freestanding 3D Nano-Architectures via Focused 

Electron Beam Induced Deposition” describes the route and exploratory work to establish reliable 3D-

nanoprinting of complex structures as graphically summarized in Figure 1. 

The introduction section gives a general overview of the Focused Electron Beam Induced Deposition 

(FEBID) technique and surveys the status quo of the most relevant aspects for this doctoral thesis. 

Furthermore, this chapter outlines how the presented results relate to a larger context in the field of 

additive, direct-write nanofabrication. Particular focus was put on previous findings concerning the 

main precursor materials used during this study (MeCpPt(IV)Me3 and Me2Au(acac)). 

 

Figure 1: Overview of the development steps to 3D-nanoprinting via FEBID. Publication 1–3 build the 
groundwork by fundamental studies on important aspects1–3 in 2D. Publication 44 shows the influence of the 
process parameters on the fabrication of freestanding structures, publication 55 simulates the 3D-growth. As 
application of 3D-nanoprinting the plasmonic activity of purified 3D gold geometries was demonstrated 
(Publication 66). Figures are taken from the respective publication. 

Section 1.2 starts with the basic principle of FEBID, discusses the advantages of this technique and 

introduces important process parameters. Subsequently, the concept of the working regime that 

characterizes the balance between electrons and precursor molecules is discussed together with a 

mathematical model (continuum model) to describe the FEBID process (1.3). Pursuant to the title of 

this thesis, chapter 1.4.1 reviews potential functionalities of FEBID materials. In this context, several 
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possibilities to modify the functionalities of as-deposited material using post-deposition procedures 

are reviewed (1.4.2). Finally, section 1.5 compares previous studies on freestanding 3D FEBID 

structures and introduces 3D-nanoprinting as developed in the course of this doctoral thesis.  

Finally, the most important findings and achievements gathered in this thesis are collected in a 

summary and complemented by an outlook, including pending questions as well as ideas for future 

studies and applications.  

The appendix contains six journal articles1–6 written or co-authored by the author of this thesis, which 

contributed to the development of the discussed 3D-nanoprinting technique. In addition, further 

important contributions with co-authoring character7–17 are discussed at appropriate position. 

  

1.2 BASIC PRINCIPLE OF FEBID 

Focused Electron Beam Induced Deposition is a direct-write nanofabrication technique in (scanning) 

electron microscopes, where electrons are used to locally dissociate precursor molecules. The basic 

principle is illustrated in Figure 2: a gaseous precursor is injected into the vacuum chamber via a gas 

injection system (GIS). The gaseous molecules adsorb and diffuse on the surface followed by 

desorption after a condition dependent mean residence time. Using an electron beam, the electrons 

interact with the physisorbed precursor and split the molecules into volatile and non-volatile 

fragments. While the volatile fragments are pumped out of the chamber, the non-volatile products 

locally remain on the surface and build up a deposit.  

 

Figure 2: Basic principle of Focused Electron Beam Induced Deposition (FEBID). A gas injection nozzle provides 
a continuous flow of precursor molecules. The molecules physisorb on the substrate surface where they can 
diffuse and desorb again. A focused electron beam splits the molecules into volatile fragments, which are 
pumped out of the chamber, and non-volatile fragments, which stick to the substrate and build up a solid 
deposit. 
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As the electron beam can be focused to a spot diameter on the lowest nanoscale, structural dimensions 

in the sub-10 nm regime can be achieved18. Because of the direct-write character of this method, many 

applications become possible, where other techniques, like lithography, cannot be applied. 

Furthermore, it is possible to deposit nanostructures on challenging surface morphologies (see 

publication (P) P6) and substrate materials19. In contrast to the related Focused Ion Beam Induced 

Deposition (FIBID) technique, the deployment of electrons instead of ions eliminates typical problems 

like unwanted ion implantation, sputtering effects, and sample heating8,20. One of FEBID’s unique 

selling points is the capability to fabricate freestanding 3D geometries on the nanoscale21, which will 

be discussed in detail in section 1.5. 

Although simple in principle, the FEBID process exhibits a complex interplay between numerous 

parameters. Those can be categorized into beam, gas, patterning, and other parameters as listed in 

Table 1 without any claim to completeness.  

Table 1: Important parameters during the FEBID process. 

beam parameters gas parameters patterning parameters other parameters 

primary electron 
energy 

precursor type dwell time  substrate type 

beam current GIS alignment (X, Y, Z) pixel-to-pixel distance  surface temperature 

convergence angle precursor flux patterning sequence stage stability 

beam diameter GIS type patterning direction surface morphology 

lens abberations precursor temperature total exposure time … 

… chamber pressure precursor refresh time   

 … …  

 

Before we discuss the most important parameters in more detail, we have to take a closer look at the 

electron/solid interactions. Figure 3 shows possible paths and scattering events for electrons after 

impinging a solid pillar. As the precursor molecules are located at the surface, only electrons at those 

areas are contributing to the deposition process. Furthermore, most of the precursor materials are 

preferentially decomposed by low-energy electrons, therefore, secondary electrons are 

predominantly responsible for the deposit growth22 (see also section 1.3). Following the considerations 

above, the effect of different primary electron energies, which are typically between 1 keV and 30 keV, 

can be examined. Highest growth efficiency is found for low primary electron energies as the reduced 

penetration depth of the electrons results in a high number of secondary electrons close to the surface. 

Thus, a variation of the primary electron energy has consequences on volume growth rate (see P1), 

resolution23 and the amount of unwanted deposition at surrounding areas (proximity deposition)10 due 

to scattered electrons. P1 demonstrates that the primary electron energy and beam current have also 

an implication on the deposit chemistry and by that on the final functionality. 
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Figure 3: Illustration of electron trajectories after impingement of an electron beam on a pillar24. Primary 
electrons (PE) are scattered in the solid (the blue dots indicate scattering events). Elastically scattered 
electrons that exit the pillar at the side walls in forward direction are denoted as forward scattered electrons 
(FSE); reflected electrons (either from the deposit or the substrate) are called backscattered electrons (BSE). 
All three types (PE, FSE, and BSE) are scattered inelastically on their path through the solid, resulting in the 
emission of low-energy secondary electrons (SE). Depending on the initiating high-energy electrons, they are 
called SE-I (triggered by PE), SE-II (triggered by BSE) and SE-III (triggered by FSE). Please note, deposition can 
only take place at surface areas, which are indicated as red areas in the figure.  

Another important beam parameter is the beam current. By definition, higher beam currents lead to 

a higher number of electrons available for dissociation. However, there is no linear relationship 

between beam current and volume growth rates per se, but mostly a saturation tendency for high 

beam currents because of the strong precursor depletion and limited precursor replenishment. For the 

reliable fabrication of freestanding 3D FEBID structures, high beam currents turned out as unsuited as 

shown in detail in P4. In most cases, the growth-limiting factor is the replenishment with new precursor 

molecules. 

Therefore, a detailed look at the gas parameters (see Table 1, 2nd column) is essential. As discussed in 

literature25,26 and in particular in P2, the alignment of the gas injection nozzle has a major implication 

on the growth rate. In this context, the direction of patterning in relation to the orientation and 

position of the GIS is also of importance for both morphology and chemistry (see P1–P3).  

From a practical point of view, the patterning parameters (see Table 1, 3rd column) are more accessible 

than other parameters. The most important patterning parameters are the pixel-to-pixel distance 

(point pitch, PoP) and the dwell time (DT), which play an essential role in particular for 3D-fabrication 

(see 1.5). As a central element of this thesis, the patterning strategy has been studied in detail. The 

effects of different patterning sequences shown in Ps 1–6 build the fundament for high-fidelity 

deposition in 2D, as well as in 3D.  

Due to the high number of interdependent process parameters, it is advantageous to describe the 

FEBID process by more general concepts (working regime, continuum model) explained in the 

following section.  
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1.3 WORKING REGIME AND CONTINUUM MODEL 

As mentioned in the previous section, the interdependence of numerous process parameters makes it 

difficult to decouple all influences. As most parameters locally change either the number of electrons 

and / or the number of precursor molecules, the overall system can be described as the ratio between 

both, defining the respective working regime. Three different regimes can be distinguished27: 

1) electron limited regime (ELR, also called reaction rate limited), where the number of electrons limits 

the growth. This in turn implies that sufficient precursor molecules are available. 2) molecule limited 

regime (MLR, also called mass transport limited regime, adsorbate limited regime28) describes working 

conditions, where the local amount of precursor molecules limits the growth. Consequently, this 

implies an excess of electrons compared to precursor molecules. In the transition between ELR and 

MLR conditions, the so called 3) diffusion enhanced regime (DER) evolves. This regime arises, when 

surface diffusion significantly contributes as replenishment mechanism because of a strong precursor 

gradient. As shown by Utke et al.29, a single dot fabricated in ELR condition exhibits a Gaussian shape, 

therefore mimicking the beam profile. A single dot fabricated in MLR exhibits a flat top shape as the 

surplus of electrons in the center of the Gaussian beam profile do not find any new precursor 

molecules apart from those directly adsorbing from the gas flux. In other words, the flat top directly 

reflects the gas adsorption rate, which is laterally constant. In DER, molecules outside of the beam spot 

diffuse towards the heavily depleted areas, but are dissociated on their way to the beam center by 

electrons from the beam tails. This results in an indent shape. Typical FEBID setups usually provide 

MLR conditions, as a high precursor coverage is complicated to achieve. Mathematically, the change 

of local precursor molecules 𝑛(𝑟, 𝑡) over space r and time t is described via a continuum model29–31  

 

𝜕𝑛(𝑟, 𝑡)

𝜕𝑡
= 𝑠𝐽 (1 −

𝑛(𝑟, 𝑡)

𝑛0
)

⏟          
𝑎𝑑𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛

−
𝑛(𝑟, 𝑡)

𝜏⏟  
𝑑𝑒𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛

− 𝜎𝑓(𝑟)𝑛(𝑟, 𝑡)⏟        
𝑑𝑒𝑐𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛

+ 𝐷(
𝜕2𝑛(𝑟, 𝑡)

𝜕𝑟2
+ 
1

𝑟

𝜕𝑛(𝑟, 𝑡)

𝜕𝑟
)

⏟                
𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛

 

 

The number of locally available precursor molecules 𝑛(𝑟, 𝑡)  changes due to four processes:  

1) adsorption, 2) desorption 3) decomposition, and 4) diffusion.  

1) The first term takes adsorption of precursor molecules via the sticking probability s into account, 

which depends on the interaction of precursor and substrate. The molecular flux J describes the direct 

delivery of new molecules from the GIS nozzle. This value already combines several process 

parameters like GIS alignment, crucible temperature and base pressure in the vacuum chamber. The 

term with the number of molecules in a complete monolayer 𝑛0  in the denominator furthermore 

accounts for the maximum coverage of precursors.  

2) The second term 
𝑛(𝑟,𝑡)

𝜏
 reduces precursor coverage as it considers that molecules desorb after a 

specific average residence time 𝜏. In P2, 𝜏 was calculated to 60 – 100 µs for MeCpPt(IV)Me3 for our 

setup. Please note that desorbing molecules can re-adsorb at the region of interest (see Figure 8c in 

P2). Assuming isotropic desorption directions, this leads to a diffuse gas pressure component as used 

for example in P5 to match experiments and simulations.  
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3) The decomposition term describes the electron induced deposition process itself. The beam 

distribution 𝑓(𝑟) represents the electron flux profile and is a combination of various beam parameters 

(primary energy, beam current, beam diameter, …). Electrons with an energy E dissociate a precursor 

molecule with a specific probability, described by the net cross section 𝜎. Data for dissociation cross 

sections as a function of electron energy are of high importance (e.g. for simulation of the evolving 

structure), but complicated to extract as the results depend on the precursor chemistry and 

environmental conditions. For MeCpPt(IV)Me3, the highest dissociation cross section was found around 

150 eV32,33. However, taking the significantly higher number of secondary electrons (SE, energy < 50 

eV), as a consequence of inelastic electron-solid interaction, into account34, the SE can be considered 

as dominant species for the deposition process22. Nevertheless, primary electrons (PE), backscattered 

(BSE) and forward scattered electrons (FSE) also contribute to some extent. Among others35, the most 

important electron stimulated reaction pathways are dissociative electron attachment (DEA) and 

dissociative ionization (DI). For MeCpPt(IV)Me3, DEA leads to a loss of preferentially one, DI to a 

dissociation of 2–3 methyl ligands, respectively22. Exposing the precursor to electrons below 30 eV 

already immobilize the platinum containing fragment36, leaving behind a deposit with high carbon 

content. The low metal content is also a problem for Me2Au(acac) and for metal-acetylacetonates in 

general37.  

4) The last term of the continuum model considers the precursor replenishment path via surface 

diffusion with the surface diffusion coefficient D. In P2 values from 0.09 – 0.65 µm²/s are calculated for 

MeCpPt(IV)Me3, recently a confined value of 0.42 µm²/s38 was reported, where D is a function of the 

substrate temperature38. Under strong ELR conditions, almost no precursor coverage gradients 

emerge. As a result, the last term can be neglected and by that diffusive contribution38 in such regime 

conditions, which obviously simplifies both, real experiments and mathematical description.  

Because the experimental conditions are different for each system (precursor type, GIS alignment, …) 

the universal concept of the working regime is necessary to give a more general description of 

individual results. In this thesis, the concept of the working regime was applied to explain growth rates 

(P1 – P4), chemical composition (P1), resolution (P4), morphologies (P1 – P3), and local effects (P2 – 

P4).  

 

1.4 FEBID MATERIALS 

Another aspect of this thesis concerns the material properties of the deposited structures. The 

following section reviews the relevant functionalities of FEBID materials together with respective 

applications demonstrated in the past.  

 

1.4.1 FUNCTIONALITY 

The precursor chemistry determines the final material properties of FEBID deposits. Depending on the 

demands, the various properties of FEBID materials (e.g. insulating, metallic) can be used to realize 

different applications as discussed below.  



Introduction  14 

 

 

For some application fields the properties of FEBID materials are of minor importance and only the 

precise morphology is of relevance. For example, in Dual Beam Microscopes (DBM), FEBID is typically 

used for the preparation of lamellas for Transmission Electron Microscope (TEM) investigations39. 

Firstly, to provide a protection layer for the region of interest and secondly, to solder the lamella for 

the lift-out. Other important applications are repairing lithographic masks40 or modifying tips for 

Atomic Force Microscopy (AFM) 41,42. Another approach is to use FEBID structures as a template, 

followed by a coating with the material of the desired functionality. Examples are Atomic Layer 

Deposition (ALD) coatings of freestanding FEBID geometries to enhance mechanical stiffness43 or a 

coating/decoration of FEBID-antennas with silver or gold to achieve plasmonic activity44,45. Coating 

FEBID surfaces with bio-molecules might also allow interesting sensing applications in future as it could 

introduce a variable specificity concerning the target species. 

In contrast to the examples discussed so far, many applications require conductive FEBID materials, 

e.g. for circuit repair in the semiconductor industry46. The capability to electrically contact nanowires 

or carbon nanotubes in a direct-write fashion with nanoscale resolution is one of FEBID’s unique selling 

points47. Unfortunately, FEBID materials typically suffer from low purity and their resistivity is usually 

orders of magnitude higher than that of the corresponding bulk metals. This issue is addressed in 1.4.2, 

in P1 and P6, including workarounds by using suitable post-processing methods. 

While typical carbon incorporations are problematic for some applications, the resulting nanogranular 

composition of FEBID materials can also be used as advantage. For example, a stress/strain induced 

change in the grain-to-grain distance can be used as a strain sensor48. Kolb et al.49 demonstrated a 

humidity sensor based on the separation of platinum grains in a carbon matrix that acts as a 

transducer. For a thin platinum/carbon deposit, the presence of polar molecules on the surface 

changes the electrical field within the matrix. That improves the hopping probability of electrons from 

one platinum grain to the next, resulting in a detectable current increase through the device. 

FEBID with magnetic materials is also very promising for applications. Gavagnin et al.50 demonstrated 

magneto-logic modules with ferromagnetic elements from the Fe(CO)5 precursor, and very recently, 

Keller et al.14 showed an artificial spin ice system using the precursor HCo3Fe(CO)12. As no magnetic 

material was used during this thesis, I refer to the literature for further information51–57. 

FEBID materials can also be used for optical applications58. For example, insulating SiOx has the suitable 

dielectric constant for the fabrication of a spiral phase plate for vortex beams11. In addition, arranging 

FEBID structures in an array enables interesting photonic applications59,60. Finally, as shown in P6, 

single purified gold structures exhibit plasmonic behavior6. By demonstrating plasmonic activity for 

FEBID materials, the developments in this thesis have added a new functionality to the FEBID portfolio. 

 

1.4.2 MATERIAL PROPERTY TUNING  

As mentioned in the previous section, FEBID materials in the as-deposited state often do not comply 

with the required functionalities. Especially organometallic precursors, which are used throughout this 

thesis, exhibit a massive incorporation of carbon in the deposited material due to the incomplete 

dissociation of precursor molecules. The desired element is deposited together with ligand groups, 

typically forming a carbonaceous matrix with nanometer-sized metal grains6,7,61,62.  
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The development of suitable precursors for FEBID is a challenging task, as they have to fulfill several 

requirements. On one hand, high purity of the final deposit is desired. On the other hand, the precursor 

should also be volatile under reasonable conditions and dissociable via an electron induced process. 

Furthermore, handling, shelf stability, price and toxicity have to be considered for general use. Most 

carbon-free precursors63 have not gained relevance yet because of such restrictive criteria. 

Another approach is to change the material property in a second step after deposition. For instance, 

electron-beam curing is a simple post-processing method48,64. In absence of new precursor gas, the 

deposit is irradiated with electrons. By this, further ligands are detached from the incompletely 

dissociated precursor molecules. As a result, the metal grains are slightly growing65, and a 

graphitization of the carbon matrix takes place with increasing curing dose48. With that method, the 

resistivity can be improved by about three orders of magnitude65 and mechanical stability of 

freestanding structures is notably improved66.  

For higher material purity, several purification methods for different precursor types have been 

proposed. A comprehensive review is found in Botman et al.63. In the following, some purification 

approaches for the very common FEBID precursors MeCpPt(IV)Me3 and Me2Au(acac) are compared, as 

these precursors are used in this thesis. 

For both precursors, thermal annealing (500 °C) under O2 atmosphere increases the metal content to 

60 at% (Au) and 70 at% (Pt), respectively67. In 2012, Riazanova et al. reported a gold content of 92 at%68 

by annealing for 1 hour in air at 600 °C, Höflich et al. purified freestanding Au-C structures in ozone for 

3 hours at a temperature of 175 °C69. Please note that heating the whole substrate to such high 

temperatures might be critical for many applications. A combination of O2 exposure, electron 

irradiation and temperatures of 120 °C was introduced by Mehendale et al., resulting in high Pt 

content, but also porous structures if applied on thick deposits70.  

An approach at low temperatures (50 °C) under electron beam exposure and O2 injection, reported by 

Plank et al.71, revealed compact and pure platinum deposits. This study suggests that the electron 

beam dissociates the O2 molecules into atomic oxygen, which removes the carbon from the Pt-CX 

structure. This assumption was confirmed recently15 directly by injecting atomic oxygen. The 

purification takes place only at the surface layers (around 15 nm) in agreement with the previously 

mentioned study71. Atomic hydrogen does not show significant purification effects for MeCpPt(IV)Me3
15. 

In contrast, for Me2Au(acac) a sequential combination of atomic oxygen and atomic hydrogen 

treatment is capable to fully remove carbon and oxygen72 from the deposits.  

The purification towards compact metal structures has the consequence that all structures lose about 

2/3rd of the initial volume6,7. Performing a simultaneous purification during the FEBID writing process 

has the advantages that this volume loss does not need to be considered upfront and a quasi-1-step 

process can be maintained. Laser annealing is a possible in situ process, for which a laser pulse in 

between each FEBID step leads to a thermal desorption of residual fragments73. Combining this 

procedure with O2 co-flow further improves the purity of the deposit9,74,75. This Laser Assisted Electron 

Beam Induced Deposition (LAEBID) approach is also applicable for 3D structures12. However, for 

LAEBID locally high temperatures can occur, which are problematic for sensitive substrates.  

In 2014 Geier et al.7 demonstrated a purification method at room temperatures for MeCpPt(IV)Me3. In 

this approach, the FEBID structure is exposed to water vapor at a pressure of 10 Pa in an Environmental 



Introduction  16 

 

 

Scanning Electron Microscope (ESEM) and further irradiated with electrons. It is assumed that the H2O 

molecules permeate the nanogranular deposit and are dissociated by the scanning electron beam. 

Radicals are formed, which attack the remaining carbon in the structure7. With this electron-beam 

assisted water purification method pure and compact platinum structures with excellent shape 

retention were achieved. While the electron-beam assisted O2 purification is limited to the surface 

layers due to the limited permeability depth of oxygen, the Pt-CX soaks up H2O like a sponge and thicker 

deposits can be purified9 as well. P6 shows that deposits fabricated from the Me2Au(acac) precursor 

can also be treated with this electron-beam assisted H2O process, resulting in pure and compact gold 

2D as well as 3D structures.  

 

1.5 3D-NANOPRINTING 

1.5.1 DEFINITION OF 3D 

One of the most striking advantages of FEBID is the possibility to create freestanding structures on the 

nanoscale. There is an ambiguity in the perception of “3D” in literature, therefore, we first have to 

clarify the terminology.  

In some instances, “non-flat” deposits with geometric expansions in all three dimensions (X, Y and Z) 

are denoted as “3D structure”. As in principle all FEBID structures have more or less a physical 

expansion in height, this definition is only justified for layer-by-layer printing of a desired 3D 

morphology, e.g. a FEBID miniature model of the Matterhorn13. We do not follow this interpretation 

of 3D in this thesis, and add the criterion “freestanding” or “meshed-style” to exclude bulky structures.  

Other FEBID studies entitled “3D” are describing a straight pillar geometry50,76–78. The fabrication of 

such pillars is comparably straightforward by using spot exposure. Single pillars or pillar arrays are still 

of high interest for applications50,59,66,79, as one can take advantage of the enormous aspect ratios and 

the flexibility to synthesize those site-specifically. Furthermore, this simple 3D geometry is perfectly 

suited for fundamental studies1,77,80–83. An important study on pillars with respect to 3D-fabrication 

was reported by Burbridge et al.80. Bending of previously prepared pillars occurs due to proximity 

effects by scattered electrons from subsequent fabricated structures. This problem explains the 

difficulties in printing of multi-branch 3D geometries in the past and emphasizes the importance of an 

appropriate patterning sequence. To circumvent this intrinsic problem and to enable 3D-nanoprinting 

of structures with higher complexity it is therefore necessary to use a 3D-interlacing patterning 

strategy presented in detail in P4, P5 and P6, as well as in chapter 1.5.3. 

Another possibility to manufacture quasi-3D structures is to deposit a straight pillar on an inclined 

surface. With a combination of subsequent stage tilts and rotations, freestanding geometries can be 

realized44,84. In contrast to 3D-nanoprinting as introduced in the following, the branches show a typical 

cylindrical cross section. Furthermore, this “stationary beam on inclined surfaces” - method is 

restricted to simple geometries with only a few and straight branches. 

To delimit from the above-described definitions of 3D-nanoprinting via FEBID, the name “3BID”  

(3-dimensional Focused Electron Beam Induced Deposition) is introduced throughout this doctoral 

thesis for the following 3D-printing approach, schematically depicted in Figure 4. 3BID uses a non-

stationary, moving electron beam. To realize the beam guidance, a patterning generator controls 
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deflection coils. The patterning velocity (PV, also called (lateral) scan(ning) speed5,85–87, horizontal 

speed84, scan rate47) is defined by the ratio of the pixel-to-pixel distance (point pitch, PoP) and the 

dwell time per pixel (DT).  

 

 

Figure 4: Basic principle for the fabrication of freestanding, 3-dimensional nanostructures via Focused Electron 
Beam Induced Deposition (3BID). (1) A gas nozzle continuously injects precursor molecules during the whole 
fabrication process. (2) The focused electron beam is turned on for a short dwell time and converts precursor 
molecules into a solid deposit. (3) Subsequently, the electron beam is shifted for a small distance Δx (point 
pitch) and the next electron beam exposure starts. (3D) By continuing this procedure, a segment with a certain 
inclination angle α grows. By adjusting the patterning velocity (PV = point pitch/dwell time), the inclination 
angle can be varied ( flexibility). 

The following chapter gives a comprehensive review of 3BID studies. 

1.5.2 REVIEW ON 3BID PUBLICATIONS 

This chapter lists, to my best knowledge, all publications on 3BID in Table 2 and Table 3. Although 

similar in basic principle, studies on freestanding 3D structures fabricated in Transmission Electron 

Microscopes88–90 are excluded as the process parameters and growth characteristics significantly differ 

from the typical FEBID process in Scanning Electron Microscopes (SEM), ESEMs or Dual Beam 

Microscopes . Because of the different fundamental growth characteristics and material properties, 

3D-printing with ion beams (FIBID) is not discussed at this point either. In this context, Igaki et al.91 and 

Esposito et al.60 demonstrated the differences between 3D-nanoprinting via FEBID and FIBID in a direct 

comparison of both techniques with identical setup and test structure. Beside thicker wire diameter 

(130 nm vs. 50 nm for FIBID and FEBID, respectively), the implantation of ions can cause major changes 

in material functionality60. Nevertheless, I want to refer to some FIBID publications, showing 

remarkable 3D structures92–96. 

Table 2 lists journal articles of other work groups in which freestanding 3D FEBID structures are 

fabricated. Beside different precursor materials, a large variety of combinations concerning the 

process parameters (primary beam energy, beam currents, patterning velocities) is used. The number 

of individual segments reflects the complexity of these 3D structures. Many publications show only 

one inclined branch97–104. This relatively simple single element is suitable to extract fundamental 

growth characteristics47,105 or to connect two electrodes with a suspended nanowire101–104. In the 

following, important findings concerning 3D-fabrication are highlighted. 
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Several articles investigate the influence of the patterning velocity on the inclination angle47,99,105–107. 

The reported values are typically in the range between 2 nm/s and 50 nm/s. These patterning velocities 

are relatively low, compared to those gained in our experiments (see Table 3 and P4), even if identical 

precursor material is used. Furthermore, most of the studies apply high beam currents, which results 

in unwanted co-deposition and side branching47,98,99,106. 

Mølhave et al.47 and Gazzadi et al.105 performed a variation of primary beam energy (5–20 keV), and 

both noted an increase of structural width of the freestanding nanowires in top view for lower beam 

energies. Due to that fact and because of less unwanted side branching below the intended wire, the 

first study concludes that higher primary energies might be beneficial for 3BID. The study of Gazzadi 

et al.105 also considers different beam currents by normalizing the patterning velocity with the electron 

dose. As shown, a lower value of the electron charge deposited per unit length results in smaller branch 

dimensions. 

Throughout a series of three studies99,107,108 Bret et al. investigated the electron trajectories when 

impinging on a freestanding element. The findings explain the evolution of co-deposition below an 

inclined branch as well as the current drop in the sample stage current signal for growing structures 

due to wide-angle scattered electrons99. With these considerations, a correlation between sample 

current signal and 3D-growth becomes possible. Monitoring the stage current is very helpful to 

evaluate whether a branch is still growing or has already collapsed (see 1.5.3). One of these studies 

furthermore revealed a strong influence of the beam scan direction107 in relation to the GIS orientation. 

Higher growth rates were reported by patterning towards the gas flux. The same article demonstrated 

that this behavior compromises the fabrication of more complex 3D structures for the used setup. In 

numerous dedicated experiments, no such significant influence of the gas flux and patterning direction 

has been observed (see supplement 3 in P4) for our typical setting as it has already been optimized. 

Nevertheless, P5 (Supplement 10 and 11) mimicked the described behavior in simulations by taking 

the major differences compared to our 3BID setup (beam current, precursor material, surface 

coverage) into account. 

In 2004, Ueda and Yoshimura109 reported an unorthodox approach to fabricate 3D meshed structures. 

Instead of injecting a precursor gas, residual gas (hydrocarbon) is used to deposit nanowires by moving 

the focused beam manually from a protrusion into the vacuum. Despite the by far highest number of 

single elements in Table 2, the manual fabrication character is probably critical in terms of reliability.  

In several studies47,60,91,107,110–112 helical structures were fabricated. In 2015, Esposito et al.60 pointed 

out that there are problems with proximity effects within one helix, resulting in a thickening of lower 

parts due to transmitted and forward scattered electrons. Arranged in an array, this problem, together 

with lateral precursor coverage gradients and shadowing effects, led to inhomogeneous vertical 

growth rates. Despite the high carbon content in the fabricated structures, the promising 

measurements clearly demonstrate 3BID’s potential for optical applications. 

Other application ideas for 3BID structures (discussed or already demonstrated in literature) are field 

emitter tips or special shaped tips for STM and AFM probes61,113. Due to the nearly independency in 

choice of substrate material or morphology, the latter can be easily pinpointed on a cantilever. Edinger 

et al.114 and Rangelow et al.41 used this flexibility to fabricate a 3BID bridge as a scanning thermal probe, 

a concept that we are already pursuing at our institute. 
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Table 2: List of journal publications on 3D-nanoprinting via FEBID from other work groups. In some studies, 
primary beam energy (U), beam current (I) or patterning velocity (PV) were not specified (n.a., not available). 
The last column shows the maximum number of individual segments of the 3D object.  

year first author precursor U [keV] I [pA] 
PV 

[nm/s] 
segments 

1993 Koops110 Me2Au(tfac) 10 1000 2–18 2 

1994 Koops61 CpPtMe3 20 400 n.a. 8 

1994 Kretz113 Me2Au(tfac) 25 n.a. n.a. 3 

1995 Koops115 CpPtMe3 20 660 n.a. 2 

2001 Edinger114 MeCpPtMe3 n.a. n.a. n.a. 4 

2001 Rangelow41 MeCpPtMe3 n.a. n.a. n.a. 3 

2002 Lau116 Co2(CO)8 25 183–10700 n.a. 2 

2002 Utke106 (hfac)Cu(VTMS) 25 500 
11.6–
23.2 

1 

2003 Fujita117 C14H10 15 60 10–20 4 

2003 Mølhave47 
Me2Au(acac) 

Mo(CO)6 
5, 10, 20 200 50 1 

2004 Ueda109 residual gas 5, 10, 15 n.a. n.a. 113 

2004 Bret99 (hfac)Cu(VTMS) 25 500 15–50 1 

2004 Luisier98 

Cu(hfac)2 
(hfac)Cu(VTMS) 
(hfac)Cu(MHY) 
(hfac)Cu(DMB) 

25 500 35 1 

2005 Takeguchi118 Fe(CO)5 30 800 2–3 5 

2005 Okada100 C14H10 15 50 2.5–13 1 

2005 Bret107 (hfac)Cu(VTMS) 25 500 10–30 1 

2006 Frabboni102 TEOS 15 45 n.a. 1 

2006 Frabboni101 MeCpPtMe3 15 90 25–83 1 

2006 Igaki91 C14H10 5 160 n.a. 1 

2006 Bret108 
(hfac)Cu(VTMS) 

[RhCl(PF3)2]2 
25 

500           
100 

n.a. 3 

2007 Gazzadi105 
MeCpPtMe3 

TEOS 
5, 10, 15 24, 32, 42 3–27 5 

2009 Gazzadi103 MeCpPtMe3 15 90 40 1 

2011 Höflich111 Me2Au(acac) 15 140 n.a. 1 

2013 
Fernandez-
Pacheco112 

Co2(CO)8 3 21 n.a. 1 

2015 Esposito60 MeCpPtMe3 10 17 n.a. 1 

2015 Gazzadi104 Co2(CO)8 15 67 143–500 1 
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Application ideas by using magnetic 3BID geometries are collected in a review by Fernández-Pacheco 

et al.77 and already topic of intensive research14.  

In a historical context, one can observe from Table 2 that there has been a high interest in 3BID in the 

years 2001–2006 (16 journal articles), while there were only 6 articles published on this topic in the 

years 2007–2015. Furthermore, about 2/3rd of the 3BID publications are linked with four 

workgroups/scientists: 4 publications by Koops/Kretz/Weber et al. (1993, 1994, 1994, 1995), 

5 publications by Utke/Bret/Luisier/Hoffmann et al. (2002, 2004, 2004, 2005, 2006), 3 publications by 

Matsui/(Fujita/Okada/Igaki) et al. (2003, 2005, 2006) and 5 publications by Gazzadi/Frabboni (2006, 

2006, 2007, 2009, 2015). Beside the journal articles in Table 2, the 3D works of the mentioned groups 

(except Matsui) are summarized and expanded in the book by Utke, Moshkalev and Russell31 in the 

sections Introduction 1 (Utke and Koops), chapter 22 (Gazzadi), and chapter 12 (Utke et al.). 

Table 3 expands the list of 3BID publications with articles from our workgroup and cooperation 

partners, which are based on the development of this doctoral thesis to some extent. While much less 

has been reported in the previous ten years on this topic (6 articles), the recent evolutionary 

development steps have led to a renaissance in this area with 6 articles already 2017; more will follow 

soon. 

Table 3: Journal publications on 3BID with contributions by the author of this thesis. For each, the range of the 
fabrication parameters primary beam energy (U), beam current (I) and patterning velocity (PV) are listed. The 
last column shows the maximum number of individual segments for the respective meshed 3D architecture. 

year 
first author  

(contribution of thesis author) 
precursor U [keV] I [pA] PV [nm/s] segments 

2016 
Fowlkes5 

(P5, co-author) 

Me2Au(acac) 
MeCpPtMe3 

W(CO)6 
30 21 20–333 90 

2017 
Winkler6 

(P6) 
Me2Au(acac) 
MeCpPtMe3 

30 21 11–250 1296 

2017 
Lewis12  

(co-author) 
MeCpPtMe3 

W(CO)6 
30 21. 10–96 20 

2017 
Winkler4 

(P4) 

Me2Au(acac) 
MeCpPtMe3 

W(CO)6 

TEOS 

1, 2, 5, 
10, 15, 
20, 30 

1.4–150 20–333 360 

2017 
Keller14 

(co-author) 
HCo3Fe(CO)12 
MeCpPtMe3 

20 13 100 88 

2017 
Lewis43 

(cooperation partner) 
MeCpPtMe3 30 21 

not 
specified 

64 

2017 
Fowlkes16 

(co-author) 
MeCpPtMe3 30 31 20–200 51 

 

Our 3BID approach differs in several aspects in comparison to previous reported studies. Therefore, 

the next section gives a detailed description of the 3BID methodology, established in this thesis. This 

approach may also act as guide how to fabricate 3D nanostructures in a reliable way.  
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1.5.3 3BID METHODOLOGY  

Although there are dedicated method sections in each of the enclosed publications, this section 

expands and explains in more detail how 3BID – as developed during this doctoral thesis – was 

performed. In particular, aspects that are not explicitly discussed in the publications are addressed. 

Furthermore, this section should point out, which evolutionary steps in 3D-nanoprinting were taken 

compared to previous studies (see 1.5.2), resulting in highly complex, reliable, and tunable 

architectures.  

First, some technical issues have to be considered to ensure reproducible results. In this context, it is 

very important to establish conditions close to the electron limited regime (see in particular P4). This 

can be achieved by using low beam currents, high precursor coverage and strong dynamic 

replenishment. The two latter points are maximized with an appropriate GIS setup, which is discussed 

in detail in P1–P4. In summary and as illustrated in Figure 5, it is beneficial to bring the GIS nozzle at a 

steep angle to the substrate (a), to reduce the distance between nozzle and surface (b) and to minimize 

the  lateral distances to the deposition area in X and Y direction (c). The gas flux is linked to the 

temperature of the precursor crucible. Except for demonstration purposes in P4, the crucible was 

heated to 45 °C for the Pt precursor and to 30° for the Au precursor for at least 2 hours in all 

experiments. Furthermore, the gas valves were opened for at least 3 minutes prior to any deposition 

in order establishes equilibrium gas conditions. 

 

Figure 5: Steps for an optimized alignment of the gas injection nozzle.  

Please note that stage drift can compromise a stable 3D-fabrication (see Figure 7 left) especially for 

structures with long exposure times (see for example Figure S5 in P4). While a stage settling time of 

about 15 minutes after stage movements is required at the FIB Nova 200 at the FELMI-ZFE (AUT), no 

problematic stage drift was observed at a FIB Nova 600 at the Oak Ridge National Laboratories (US). It 

is not recommended to use the electronic beam deflection via the beam shift coils (beam shift option) 

because it led to unpredictably lowered growth rates on both microscopes, most likely due to 

unwanted beam distortion (P4). 

Beside a proper technical setup, a reliable beam alignment is indispensable to ensure reproducible 

results. For that, a two-step alignment procedure is recommended. In a first step, a pillar is deposited 

in spot mode for five seconds. Thereafter, the test spot can be inspected in top view, followed by 

careful optimization of beam focus and correction of astigmatism. The pillar diameter inevitably grows 

during inspection because of residual gas deposition; therefore, a new pillar has to be fabricated from 

time to time until the pillar diameter falls below a certain value. The second alignment step is shown 

in Figure 6. An array of several diving board structures (pillar + segment, see Figure 6a) is fabricated 
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using a critical range of patterning velocities for the growth of horizontal segments. During deposition, 

the current through the sample stage is monitored to determine, which segments are growing on top 

of the pedestal (Figure 6c). In this way, the critical patterning velocity can be determined, which 

corresponds to the highest possible patterning velocity for stable segment growth. Above that critical 

patterning velocity, 3D-growth cannot be guaranteed for these focal settings. To retain the same 

conditions in all experiments, one has to ensure that the same segment is always stable. If that is not 

the case, step 1 (spot optimization) has to be repeated. This alignment procedure can be quite time-

consuming but establishes almost identical conditions for each experiment.  

 

Figure 6: Setup procedure to establish reproducible conditions for 3D-fabrication. Diving board structures are 
deposited as shown in 52° tilted view in (a), and in top view in (b). The vertical pillars are fabricated in spot 
mode for 8 seconds. For the segment growth a point pitch of 1 nm and dwell times between 2 ms and 6 ms are 
used, resulting in patterning velocities between 167 nm/s and 500 nm/s. During fabrication, the stage current 
signal can be monitored (c) to evaluate, if a segment (red triangles) is connected to the pillar (blue squares). 
The vertical dashed lines mark the start of a new diving board.  

With such a reproducible setup, one has to evaluate the inclination angles of segments fabricated with 

different patterning velocities once, resulting in a calibration curve (see P4 – Figure 3, P4 – 

Supplement 1 and P5 – Figure 4b). With that, a reliable growth of desired segment angles, specified in 

this calibration curve is ensured. For highest reliability the conditions have to be as close as possible to 

the calibration conditions (precursor flux, temperature, PoP, ...). Furthermore, it should be mentioned 

that we recently developed a CAD-based 3BID-generator16 as an essential part of our publication series 

on 3BID, which has already included compensation mechanisms for several growth peculiarities (i.e. 

proximity deposition, growth rate differences for long branches). Please note, each change of the 

system (primary beam energy, beam current, precursor type, GIS alignment) results in an individual 

calibration curve and consequently in an individual critical patterning velocity and test spot size.  

The deposition specification for our system at 30 keV, 21 pA and the platinum precursor are for 

example: critical patterning velocity = 333 nm/s; test spot size = 52 nm. The segment angle is sensitively 

affected by any deviation of beam focus (P4 – Figure 4), astigmatism or precursor supply, in particular 

close to the critical patterning velocity. In general, the alignment procedure proposed here is perfectly 
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suited for any FEBID experiment. Reporting for example the critical patterning velocities will facilitate 

the reproducibility of results and provides a practical number to describe beam and precursor 

conditions.  

A comparison of Table 2 and Table 3 shows that we were able to increase the complexity of 3BID 

structures dramatically. The most important aspect in this context was the implementation of an 

alternating point sequence. This patterning strategy is named “3D-interlacing”, referring to the 

interlacing strategy, which was successfully applied for ion milling of polymers8 and higher deposition 

rates of 2-dimensional FEBID pads119. Instead of a continuous point sequence, the beam alternates 

between individual segments of a multi-branch structure. As discussed and demonstrated in more 

detail in P6, this is advantageous for printing of complex 3D geometries in three aspects: 1) non-

isotropic bending due to proximity effects is minimized; 2) drift problems at merging points are 

reduced; 3) additional refresh times shift the working regime towards electron limited conditions while 

the beam is processing the other branches. Figure 7 displays the different outcome by rearranging the 

point sequence from continuous to 3D-interlaced. 

 

Figure 7: Advantages of the interlaced (b) in contrast to a continuous patterning sequence (a) on the same 
tetragonal-bipyramid geometry. The top row schematically shows the differences in the point sequence, the 
SEM images display the results of both strategies. Despite on-purpose drift, the branches merged at the final 
point by using the 3D-interlacing strategy. Images are taken from P6 (Figure 2). 

To realize such an advanced 3D-interlacing point sequence, the integrated patterning possibilities of 

the microscope software are not sufficient. One gains the necessary flexibility by loading a list of pixel 
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coordinates and exposure times in a so-called “stream file”. For that purpose, a code in C++ was 

written, to enable complex 3D geometries with such an alternating patterning sequence (see for 

example Figure S5b, d, e, f, j in P6). During the course of P5, a Matlab based graphical user interface 

was introduced to gain flexibility, reliability and simple generation of a stream file. This 3D-generator 

was then tested and improved, resulting in a user-friendly computer-aided-design software package 

called “3BID” (Fowlkes et al.16) that calculates the appropriate coordinates and dwell times for such 

3D-interlaced 3BID exposure files for even highly complex architectures (see e.g. Figure 9 and cover 

page in P6). 

Of high importance for 3BID is the selection of the primary beam energy and the beam current. While 

almost the whole range of possible values were used in the past (see Table 2), P4 elaborated the 

advantages of high beam energies and low beam currents, resulting in high patterning velocities and 

thinnest, artifact-free 3D structures at the same time (P4 – Figure 2). Low primary energies lead to 

thicker, however more symmetrical branches as demonstrated in Figure 8.   

 

Figure 8: Shape analysis of 3BID elements fabricated at a primary electron energy of 5 keV (a, b) and 30 keV 
(c). The SEM image in (a) shows a diving board geometry in 52° tilted view. The yellow arrows indicate the 
inspection direction for the cross section shape analysis in (b) and (c). The green and red arrows display the 
height and the width, respectively, of the inclined segments. A blade-like cross section shape with a height-to-
width ratio of 2.9 was found for 30 keV (c), while the cross section shape for 5 keV is almost circular (height-
to-width ratio = 1.1).  

To fabricate segments with a defined inclination angle one has to record a calibration curve for a given 

setup (primary energy, beam current, precursor type, GIS alignment) upfront (see P4 and P5). With 

that, a certain segment angle is achieved by using a certain patterning velocity. This velocity is defined 

as ratio of point pitch and dwell time. P4 validates that it is not only reliable but also more precise to 

keep a fixed value for the PoP and to vary the DT accordingly. To give numbers for our setup (30 keV, 

21 pA, Pt-precursor), for the most of the experiments in this thesis typically a PoP of 1 nm and DTs 

starting from 3 ms upwards were used, resulting in patterning velocities of 333 nm/s or lower. A more 

detailed discussion and interpretation can be found in the subsequent publications.  

To sum up this section, by considering the manifold influences during 3D-growth (P4, P5) a reliable 

methodology has been demonstrated to establish reproducible 3BID experiments. Even further, a 

user-friendly software package16 for general use has been presented to enable the construction of 

highly complex 3D architectures.   
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2 PUBLICATIONS 

In this chapter, the enclosed publications for this cumulative doctoral thesis are briefly summarized. 

How the articles correlate to each other is shown in a general overview (2.1). Furthermore, Table 4 

and Table 5 give a quick survey of the topics. Basic data about title, authors and journal are mentioned 

in this chapter, while the original journal articles are attached in the appendix. An executive summary 

conflates the experiments and results briefly and concisely. Furthermore, an author’s contribution 

section is provided for each publication with emphasis on the contributions by the author of this thesis. 

A final summary and conclusion of all papers is given in chapter 3 and 4, summarizing the novel and 

relevant aspects. 

Table 4: Overview of the enclosed publications concerning research area, precursor type, material tuning, used 
methods and dimensionality of the fabricated FEBID structures. Furthermore, the essential output of each 
publication is listed briefly. Abbreviations and microscopes: FIB…Focused Ion Beam (FEI Nova 200, FEI Nova 
600); AFM…Atomic Force Microscope (Bruker Dimension 3100, Bruker Fast Scan Bio), EDXS…Energy Dispersive 
X-ray Spectroscopy (Bruker Xflash 4010, EDAX XL-30); 3BID…CAD-Software for 3D-nanoprinting16; 
EBL…Electron Beam Lithography (Raith e-line); ESEM…Environmental Scanning Electron Microscope (FEI 
Quanta 200); TEM/BF…Transmission Electron Microscopy/Bright Field imaging mode (FEI Technai TF20); STEM-
EELS…Scanning Transmission Electron Microscopy based Electron Energy Loss Spectroscopy (FEI Technai TF20 
+ Gatan Imaging Filter). 

 publication 

 1 2 3 4 5 6 

research area fundamental fundamental fundamental fundamental simulation application 

precursor 
material 

MeCpPtMe3 MeCpPtMe3 MeCpPtMe3 

MeCpPtMe3 

Me2Au(acac) 
W(CO)6                 

TEOS 

MeCpPtMe3 

Me2Au(acac) 
W(CO)6 

Me2Au(acac) 
MeCpPtMe3 

TEOS 

chemistry 
tuning 

via 
parameters 

    
purification 

(H20 + electron 
beam) 

methods 
FIB,  

AFM,  
EDXS 

FIB,  
AFM,  
finite 

differences 
simulations 

FIB, AFM, 
finite 

differences 
simulations, 
continuum 

model 
calculations 

FIB 

FIB, 
AFM 

hybrid 
Monte-Carlo 
continuum 
simulations 

3BID, 
FIB,  
EBL,  

ESEM,  
TEM-BF,  

STEM-EELS 

dimensionality 
footprint 

1D, 2D 2D 2D 3D 3D 3D 

essential  
output 

role of 
fabrication 
parameters  
on chemical 
composition 

shadowing 
effects and 

optimization  
of the GIS 

alignments 

top surface 
morphologies 
for different 
patterning 
strategies 

/parameters 

evaluation of 
numerous 

process 
parameters  
and growth 

characteristics 
for 3BID 

mimicking 
and 

describing   
3D-growth  

in 
simulations 

showing 
plasmonic 
activity of 

FEBID material 
in 2D and 3D 

after 
purification 
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2.1 OVERVIEW 

In the following, six peer reviewed journal articles are presented, which constitute the fundament for 

reliable 3D-nanoprinting of functional nanostructures via FEBID. Simulations and calculations from our 

cooperation partners (Oak Ridge National Laboratories, University of Tennessee and EMPA) 

complemented the experimental results. In short, P1 – P3 discuss one- and two-dimensional deposits 

and not freestanding 3D structures per se, but they revealed highly important findings, enabling 

reliable 3D-nanoprinting. Therefore, those publications serve as gateway to a more fundamental 

understanding of diffusion processes, dynamically changing working regimes, chemical tuning of 

deposits, as well as technical aspects like GIS alignments and patterning challenges. P4 

comprehensively evaluates the influence of numerous process parameters on the 3BID process and is 

the central 3BID publication in this thesis. P5 introduces a simulation of the 3D-growth, which enables 

predictability and a simplified generation of FEBID exposure files. P6 finally demonstrates the 

plasmonic activity of 3BID geometries and thus fulfills a long lasting promise in this field. Briefly, the 

presented approach demonstrates how to leverage classical and more planar plasmonics into the third 

dimension with an enormous degree of design flexibility beyond previous limitations.  

Table 5: Overview of investigated/varied process parameters in each publication. The parameters are 
categorized into the four topics beam parameters, gas parameters, patterning parameters and other 
parameters. 

 publication 

 1 2 3 4 5 6 

beam 
parameters 

primary 
energy, 

beam current 
beam current beam current 

primary energy,  
beam current, 

beam 
 quality, 

convergence 
angle,  

beam shift 

 

purification: 
primary 
energy, 
beam 

current and  
dose 

gas 
parameters 

GIS 
alignment 

gas flux  

GIS alignment, 
precursor 

temperature, 
precursor type 

precursor 
type,  

diffuse and 
directed 

gas 
component 

purification: 
H2O 

pressure 

patterning 
parameters 

dwell time, 
patterning 
strategy, 
pattering 
direction, 

loops 

dwell time, 
patterning 
strategy, 

patterning 
direction,  

loops 

dwell time, 
patterning 
strategy, 

patterning 
direction, 

loops 

PoP, 
dwell time, 
patterning 
direction, 

refresh time, 
patterning 

engine accuracy 

dwell time, 
patterning 
direction 

patterning 
strategy, 

purification: 
PoP, dwell 

time 

other 
parameters 

   drift 

voxel size, 
number of 
sampled 
electron 

trajectories 

disk size 
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2.2 PUBLICATION 1 

2.2.1 ARTICLE DETAILS 

 Spatial Chemistry Evolution during Focused Electron Beam-Induced Deposition: Origins and 

Workarounds. 

 Winkler, R.; Geier, B.; Plank, H.  

 Appl. Phys. A Mater. Sci. Process. (invited) 2014, 117 (4), 1675–1688. 

 Full article can be found in appendix 1 

2.2.2 EXECUTIVE SUMMARY 

Incomplete dissociation of MeCpPt(IV)Me3 precursor molecules results in an incorporation of carbon in 

FEBID materials. In this article, we show that by using different process parameters the amount of 

carbon can vary within the deposit. Interpreting previously reported data on growth rates and chemical 

composition for quasi-1D pillar structures81, lowest carbon content was found for working conditions 

between the electron limited regime (ELR) and the molecule limited regime (MLR). While less electrons 

(ELR) support an incomplete dissociation, excess of electrons (MLR) leads to polymerization of 

fragments81. On that base, the origins of the observed spatially differing metal contents for pads with 

4x4 µm²-footprint via EDXS analysis are discussed. Within the first 100 nm deposit height, the electron 

interaction volume shifts from the substrate into the deposit. In consequence of the higher density of 

the FEBID material a greater number of electrons is generated locally and the Pt content increases. A 

variation of the beam current shows that higher beam currents result in higher metal content. This 

statement seems to be in contradiction to results for 1D pillars but is explained by including 

considerations of the very different precursor replenishment times in both cases. To evaluate the 

influence of replenishment mechanisms, the scan strategy is varied as well as the scan direction in 

relation to the gas injection system. As result, a higher metal content and higher growth rates are 

found by patterning with the slow scan axis in the direction of the gas flux. These findings emphasize 

the importance of a suitable scan strategy and a proper alignment of the gas injection system. Finally, 

to correlate the chemical composition with material properties, the resistivity of deposits fabricated 

at different working regimes is measured in the as-deposited state and after electron beam curing. 

2.2.3 AUTHOR CONTRIBUTIONS 

R.W. and H.P. designed this study to resolve arising questions and to prove assumptions from previous 

findings of both authors concerning a correlation of process parameters and deposit chemistry. H.P. 

supervised the work, performed and analyzed all experiments on 1D pillars (section 2.1) and did the 

electrical resistivity measurements (section 2.2.4). For all 2D footprints (section 2.2 – 2.2.3), R.W. 

carried out stream file preparation, fabrication via FEBID, characterization with EDXS as well as AFM 

and data analysis. R.W. executed Monte-Carlo simulations to evaluate electron interaction volumes 

and BSE coefficients via CASINO. B.G. helped with EDXS data quantification as well as with calculation 

of Pt/C ratio by providing a Matlab script. R.W. and H.P. discussed and interpreted all data. R.W. 

drafted the manuscript, which was improved in several iterations with H.P. and the final feedback by 

B.G.  
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2.3 PUBLICATION 2 

2.3.1 ARTICLE DETAILS 

 The Nanoscale Implications of a Molecular Gas Beam during Electron Beam Induced 

Deposition. 

 Winkler, R.; Fowlkes, J.; Szkudlarek, A.; Utke, I.; Rack, P. D.; Plank, H.  

 ACS Appl. Mater. Interfaces 2014, 6 (4), 2987–2995. 

 Full article and Supporting Information can be found in appendix 2 

2.3.2 EXECUTIVE SUMMARY 

This study reveals the effects of a directed gas beam on deposition rates. To describe the precursor 

flux from the gas injection system (GIS), we first introduce the gas flux vector (GFV). We prove through 

experiments, calculations and simulations that the growing nanostructure itself is able to cast a 

shadow for the directed gas flux. Replenishment in the shaded area is only driven by surface diffusion 

(from substrate or deposit) and re-adsorption, resulting in lower growth rates. The impact of the 

shadowing effect is then demonstrated for several patterning strategies/directions and pattern 

rotations in relation to the GFV. Performing experiments with variations of beam currents and dwell 

times at constant total exposure times show that, for higher currents and/or higher dwell times, the 

deposits also increase and the shadowing effect is therefore more pronounced. A comprehensive 

supplementary section expands the main findings with further simulations, calculations and 

experiments. In summary, this study demonstrates the need for 1) an optimized GIS alignment, 2) the 

selection of a suitable patterning strategy (serpentine towards the GFV) and 3) balanced dwell 

time/beam current settings. 

2.3.3 PREAMBLE – AUTHOR CONTRIBUTIONS 

H.P. and I.U. initiated this study to evaluate the impact of different patterning strategies. H.P. 

supervised the project. R.W. wrote a C++ code for flexible stream file generation, performed all 

deposition experiments and did the characterization via Atomic Force Microscopy. R.W. hypothesized 

a shadowing effect as origin for the unexpected deposit morphologies. Following the joint discussion 

between H.P., P.D.R., J.D.F., and R.W. about the experimental findings, J.D.F. conducted finite 

differences simulations to support the hypothesized model (Figure 2c, 3b,c, 8d,e, Supplement 4 and 

7). A.S. calculated the ratio of diffusive replenishment vs. directed gas flux adsorption replenishment 

(Figure 7c) and wrote Supplement 8. I.U. supervised the work of A.S. and provided the Gas flux 

simulator, which R.W. used for the interpretation of the precursor gradient experiments in Supplement 

1. R.W. performed single dots deposition experiments needed for the calibration of the calculations in 

Supplement 8. H.P. wrote the first draft of the main manuscript, R.W. drafted the Supplement section. 

Together, H.P. and R.W elaborated the final manuscript, which was commented by all co-authors. 
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2.4 PUBLICATION 3 

2.4.1 ARTICLE DETAILS 

 Toward Ultraflat Surface Morphologies During Focused Electron Beam Induced Nanosynthesis: 

Disruption Origins and Compensation. 

 Winkler, R.; Szkudlarek, A.; Fowlkes, J. D.; Rack, P. D.; Utke, I.; Plank, H.  

 ACS Appl. Mater. Interfaces 2015, 7 (5), 3289–3297. 

 Full article and Supporting Information can be found in appendix 3 

2.4.2 EXECUTIVE SUMMARY 

This study reveals that during deposition of 2-dimensional pads locally different growth rates occur, 

which can lead to distortion of the top surface morphology. Firstly, we test several patterning 

strategies (raster, spirals and serpentine) and analyze the evolving morphology via AFM. This reveals 

patterning related instabilities (chair-type, trenches, tunnel-shape), with the best and most 

symmetrical results being achieved with serpentine strategies. For interpretation, the dynamically 

changing working regime at the respective patterning pixel is considered, which consistently explains 

the significant differences for the investigated patterning sequences. Exploring the parameter space 

with a dwell time and beam current variation for the beneficial serpentine strategy (raster is shown in 

the supplements), four characteristic top surface shapes were found. The concave shape for low dwell 

times and low beam currents evolves due to preferential coverage at the pad borders because of 

surface diffusion. A tunnel shape arises for short DT/high currents due to depletion at turning points. 

Proximity deposition of forward scattered electrons at high DT and high currents is responsible for the 

slanted morphology. Flat shapes are obtained for low beam currents and high DT. Continuum model 

calculations confirmed the interpretations. A closer look at the edges and corners of a flat shaped 

deposit reveals rounded edges/corners as a consequence of a reduced number of adjacent patterning 

points. The thereby lower number of electrons can be compensated by a suitable dwell time 

correction, resulting in almost perfectly flat top surfaces with steep side walls.  

2.4.3 PREAMBLE – AUTHOR CONTRIBUTIONS 

H.P. and R.W. devised the conceptual ideas in this manuscript that based on morphological 

peculiarities. Such unexpected surface features were found in preliminary experiments by R.W. All 

deposition experiments, AFM characterizations and data analysis, as well as advanced stream file 

generation (special patterning strategies, edge/corner compensation) were executed by R.W. All 

authors critically reviewed H.P.’s and R.W.’s interpretation of the data. A.S. mimicked the experimental 

shapes with continuum model calculations (Fig. 4a–c) and I.U. supervised her results. J.D.F. performed 

Monte-Carlo simulations at deposit borders (Fig. 4d). R.W. elaborated the idea of edge/corner 

compensation strategy. H.P. supervised the whole study, reviewed all results and performed 

supplementary Monte-Carlo simulation with CASINO software package. R.W. wrote the first version of 

the manuscript and the supplements; H.P. and R.W. discussed and improved the paper together. All 

authors contributed to the final version with their critical comments. 
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2.5 PUBLICATION 4 

2.5.1 ARTICLE DETAILS 

 High-Fidelity 3D-Nanoprinting using a Focused Electron Beam: Growth Characteristics. 

 Winkler, R.; Lewis, B. B.; Rack, P. D.; Fowlkes, J. D.; Plank, H.  

 ACS Nano 2017, in review 

 Full article and Supporting Information can be found in appendix 4 

2.5.2 EXECUTIVE SUMMARY 

This article comprehensively elaborates the role of numerous process parameters for 3D-nanoprinting. 

As test structure we use a diving board geometry where the inclination angle is measured. A variation 

of beam parameters reveals that high primary beam energies and low beam currents are 

advantageous. In addition, the beam focal settings turn out to be crucial. Next, the patterning velocity 

is deconvolved in point pitch and and dwell time. In this context, a better reproducibility of a certain 

segment angle was achieved by fixing the point pitch and changing the dwell times accordingly. While 

the patterning direction does not have major impact on the angles, additional refresh times and other 

actions to shift the working regime towards electron limited conditions (GIS alignment, temperature 

increase of the crucible) increase the vertical growth rate. Furthermore, several precursor materials 

are compared, results for different convergence angles are analyzed and technical issues (beam shift, 

thermal equilibrium conditions and drift, patterning accuracy) are covered. The experimental data are 

then interpreted in particular in the context of the working regime and a strategy for reliable 3D-

nanoprinting is given in the end.  

2.5.3 PREAMBLE – AUTHOR CONTRIBUTIONS 

R.W. and H.P. conceived the study, H.P. supervised the whole project. R.W. designed the experiments 

in accordance with H.P., prepared the samples, generated the stream files, fabricated all 3D-FEBID 

structures and analyzed the results. J.D.F. and P.D.R. were involved in planning and supervising the 

work at Oak Ridge National Laboratories. B.B.L. did the tungsten deposition in Figure 9 and assisted 

R.W. during 3D-fabrication and the analysis of the data for Figure 7, Figure 9 and Supplement 5 at the 

Nova 600 Dual Beam Microscope at the CNMS/ORNL. R.W. and H.P. primarily interpreted all data, 

J.D.F., B.B.L. and P.D.R. contributed to the discussion. J.D.F. provided a CAD-based 3D-software (3BID16) 

for the generation of the 3D-FEBID exposure file for the pyramid structures shown in Figure S5. R.W. 

summarized the results and wrote the main draft and supplements. H.P. critically reviewed and refined 

the manuscript; both H.P. and R.W. iteratively improved the paper for the final version after critical 

review from all authors. 
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2.6 PUBLICATION 5 

2.6.1 ARTICLE DETAILS 

 Simulation-Guided 3D Nanomanufacturing via Focused Electron Beam Induced Deposition. 

 Fowlkes, J. D.; Winkler, R.; Lewis, B. B.; Stanford, M. G.; Plank, H.; Rack, P. D.  

 ACS Nano 2016, 10 (6), 6163–6172. 

 Full article and Supporting Information can be found in appendix 5 

2.6.2 EXECUTIVE SUMMARY 

In this article hybrid Monte-Carlo – continuum-model simulations are presented to describe the 3D-

growth via Focused Electron Beam Induced Deposition. Starting with a Monte-Carlo simulation of the 

electron trajectories the interaction volume is superimposed with the evolving 3D-object. In the next 

step, the evaluation of surface electrons is combined with a rate equation solver, which also includes 

directional and diffuse precursor replenishment separately. This hybrid simulation of Monte-Carlo and 

continuum model is then successfully tested on its robustness on a 2-dimensional deposit, for which 

the experiments revealed morphological peculiarities due to shadowing effects. Proceeding to three-

dimensional objects, the simulation is calibrated with a set of diving board structures for different 

precursors. After its successful calibration, a CAD-based software is introduced that enables the 

comfortable creation of exposure files including an alternating point sequence. That allows the 

predictable fabrication of 3D FEBID geometries beyond trial-and-error approaches. As examples, highly 

complex meshed nanoarchitectures (cubic frame, truncated icosahedron) are simulated and 

successfully fabricated afterwards with remarkable conformance of predictions and experiments. In 

addition, a comprehensive supplementary section describes in detail the development of the 3D-code 

and previously reported 3D-experiments107 are reproduced via simulations. 

2.6.3 PREAMBLE – AUTHOR CONTRIBUTIONS 

J.D.F., H.P. and P.D.R. created the idea to mimic the 3D-growth of freestanding FEBID structures via 

simulations. R.W. proposed the segment geometries for proper calibration of the simulations and 

introduced B.B.L., M.G.S. and J.D.F. to 3D-nanoprinting during the visit at ORNL. J.D.F. developed 

hybrid Monte-Carlo – continuum-model simulations to replicate experimental FEBID segments. On 

that base, J.D.F. wrote a Matlab based CAD-program to simplify the stream file generation for complex 

3D structures, which was tested by R.W. and B.B.L and iteratively improved by their inputs. H.P. 

supervised the work of R.W. and both were involved in the discussion and interpretation during the 

whole process. Based on preliminary work, R.W. suggested beam- and patterning parameters and 

fabricated the calibration segments for the MeCpPt(IV)Me3 and Me2Au(acac) precursors (Figure 3), 

B.B.L. showed responsible for similar segments from the W(CO)6 precursor (Figure 3 inset). J.D.F. tested 

the applicability of the 3D-simulation code to 2D structures (Figure 2), and R.W. performed the 

fabrication, characterization and analysis of the spiral-out prism shown in Figure 2a and 2d. R.W. also 

printed the cube-structure shown in Figure 5a. R.W. and B.B.L. performed several rotation experiments 

to evaluate the influence of patterning direction in relation to the gas supply, leading to the discussion 

shown in supplement 11. J.D.F. wrote the manuscript with input from all authors.  
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2.7 PUBLICATION 6 

2.7.1 ARTICLE DETAILS 

 Direct-Write 3D Nanoprinting of Plasmonic Structures. 

 Winkler, R.; Schmidt, F.-P.; Haselmann, U.; Fowlkes, J. D.; Lewis, B. B.; Kothleitner, G.; Rack, P. 

D.; Plank, H. 

 ACS Appl. Mater. Interfaces 2017, 9 (9), 8233–8240. 

 Full article and Supporting Information can be found in appendix 6 

2.7.2 EXECUTIVE SUMMARY 

This article combines previous achievements in terms of 3D-nanoprinting and purification to 

demonstrate FEBID’s first plasmonically active, pure gold nanostructures. In detail, we report the 

strong plasmonic activity of FEBID gold structures in 2D and 3D after the introduction of a suitable 

purification step for Me2Au(acac). For that, we adapt our electron beam assisted purification approach 

in water vapor at room temperature7 to gold FEBID deposits, resulting in pure and compact gold disks. 

STEM-EELS measurements on such disks with different diameters reveal all expected surface plasmon 

modes in well agreement with Electron Beam Lithography based reference disks. Next, we 

demonstrate new possibilities in 3D-nanoprinting via FEBID and discuss the required alternating 

patterning sequence. The here shown nano-architectures exhibit the highest degree of complexity for 

FEBID structures to date. To facilitate plasmonic activity, the above-described purification approach 

has been adapted to freestanding 3D-printed structures to prevent their collapse. The finally achieved 

3D structures maintain their shape, consisting of pure and compact gold branches that were shrunken 

in thickness. The measurements of spatial electron energy losses via STEM-EELS confirm high 

plasmonic activity, with electron energy loss peaks visible even in the raw data and enhanced 

plasmonic behavior especially at the tip and merging regions. 

2.7.3 AUTHOR CONTRIBUTIONS 

H.P. conceived the idea to this study that was refined in discussion with R.W., P.D.R. and G.K.. H.P. 

supervised the investigations. R.W. installed the gold precursor and supported U.H. during FEBID-disk 

synthesis at the FIB and during the water assisted purification at the ESEM. F-P.S. carried out all 

investigation at the TEM (STEM-EELS measurements) under participation of U.H. (for FEBID-disks) and 

R.W. (for tetragonal-bipyramids). F-P.S. synthesized and characterized the EBL-disks (bottom row in 

Figure 3a and Figure 3c right graph) and executed a careful deconvolution of STEM-EEL maps (in Figure 

3a, 5 and 6, Supporting video) via a self-made analysis program. U.H. fabricated all 2D FEBID deposits, 

while R.W. printed all freestanding 3D structures. For the design of the 3D architectures in Figure 1a,e 

as well as for the structures in Supporting Figure 5c,d,g,h R.W. utilized a CAD-software provided by 

J.D.F.. Otherwise, R.W. created and manipulated the stream files with a self-written C++ code. For 2D 

FEBID structures, U.H. performed purification experiments, EDX and AFM analysis (Figure 1i,j; Figure 

3a, Supplement 3). R.W. did purification pretesting, optimization and fabrication of tetragonal-

bipyramids on a TEM-grid. R.W. evaluated the EEL spectra under guidance from F-P.S.. Under the lead 

of H.P. all authors discussed the results and contributed to the interpretation. R.W. wrote the 

manuscript and Supporting Information with consultation of U.H. and F-P.S. The final version was 

optimized and jointly prepared by H.P. and R.W. and commented by all authors in the end. R.W. 

created the cover art graphic for the journal cover page. 
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3 SUMMARY 

The achievements of this doctoral thesis contribute to the field of Focused Electron Beam Deposition 

(FEBID) based 3D nanofabrication especially in two aspects: 1) a deeper fundamental understanding 

of the interdependencies of process parameters during FEBID; and 2) the development of reliable 3D-

nanoprinting via FEBID further called 3BID. In the following summary, the most important results from 

the enclosed publications are highlighted.  

Starting from a technical point of view, one necessary requirement was the creation of a program code 

to generate FEBID process files (stream files) beyond the limitations of the integrated software 

solutions of the microscopes. The code was written in C++ and improved stepwise including proper 

3D-interlacing point sequence for 3BID.  

This acquired flexibility in patterning allowed the study of influences that occurred with different 

scanning strategies. The assumption that the point sequence has an implication on growth rates was 

hypothesized and calculated upfront. However, the conducted experiments revealed unexpected 

effects on the deposit morphology. Here, P2 demonstrated in a comprehensive experimental study 

that the growing deposit itself is able to shadow the directed precursor flux from the GIS nozzle. This 

shadowing effect was more or less prominent, depending on the used patterning strategy, direction 

and pattern rotation in relation to the gas nozzle. In particular, for spiral scan sequences, the 

implications are obvious as these strategies combine four scan directions within one pad. 

Consequently, the importance of the GIS-alignment became evident and on that basis, rules for a 

proper nozzle setup were deduced. Furthermore, a variation of dwell time revealed that, despite 

identical total pixel doses, different effects can lead to unexpected deposit morphologies. This is a 

consequence of inhomogeneous growth rates in a single pad due to variations in precursor coverage 

and different replenishment paths. Cooperation partners from Thun (EMPA; CH), Oak Ridge and 

Knoxville (ORNL, UT; US) supported the interpretations with calculations and simulations. Beside 

several other aspects, the main take-away messages are the benefits of an improved GIS alignment (as 

close as possible, high angle port, on-axis setup) and a patterning in serpentine lines towards the GIS 

nozzle for highest volume growth rates. 

P1 demonstrated that these varying growth rates are accompanied by a change of chemical 

compositions within the deposit as well. EDXS characterization revealed a higher platinum content by 

patterning towards the gas nozzle. For the discussion of the working regime, considerations of BSE 

yields during early growth stages were included, in particular to explain the decreasing and then 

saturating behavior of volume growth rates and C / Pt ratios, respectively. Changes in working regime 

conditions during pillar growth are responsible for changes in composition and growth rates especially 

during the deposition of the first few nanometers. For 2D pads, a platinum content of 12 – 18 at% was 

found, depending on the fabrication parameters. 

P3 utilized different pattern strategies to elaborate the dynamically changing working regime within 

one pad. Because of spatial precursor coverage inhomogeneity during patterning of 2D pads, different 

types of top surface morphologies evolved. The responsible disruption effects that cause deviations 

from the ideal flat top shape were investigated in detail. For interpretation, precursor replenishment 

channels were analyzed for each patterning strategy. As practical guide to the fabrication of flat 

deposit surfaces, the serpentine patterning strategy was proposed and studied in detail by varying the 
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dwell time and beam current. The results were summarized in a parameter map and an ideal 

parameter space for flat deposits was found. The change in either the dwell time or the beam current 

resulted in different top surface shapes (tunnel, concave, slanted). Although an unfavourable strategy, 

a discussion of unwanted surface features for spirals and raster strategies was provided in the 

supplements of P3. Finally, in order to compensate rounded edges and corners even at optimal 

settings, a correction approach via adaption of dwell times was demonstrated. 

The first three publications paved the way for 3BID as they provided several essential components. 

Firstly, they enabled a flexible patterning via stream file generation and manipulation. Secondly, an 

optimized GIS setup was elaborated, advantageous for reproducible 3D-nanoprinting. Most 

importantly, a deeper understanding of changes in the working regime was achieved. 

P4 – P6 are part of our overall strategy to leverage 3BID into the status of a reliable and user-friendly 

3D-printer for complex nanostructures. Together with our scientific partners in the US we cover several 

complementary aspects, starting with a comprehensive experimental parameter study (P4), continuing 

with fundamental simulations concerning the growth characteristics (P5), demonstration of plasmonic 

3BID structures for optical applications (P6), laser assisted purification of 3D structures12, to a user-

friendly CAD based design package to create exposure files16. 

P4 evaluated the implications of numerous process parameters on the 3D-growth characteristics in a 

comprehensive manner. A diving board geometry was used as test structure, which can be considered 

as fundamental building block for more complex 3D structures. Best results were found for high 

primary energies (30 keV) and low beam currents (21 pA) as these beam settings avoid many 

disadvantages reported in the past (side branching, co-deposition, strong scan direction dependency). 

In addition, influences of further beam parameters (focus, astigmatism, beam shift, convergence 

angle), gas parameters (GIS alignment, precursor type and temperature), patterning parameters (point 

pitch, dwell time, patterning direction, refresh time) and other aspects (drift, patterning engine 

accuracy, thermodynamic equilibrium of the crucible) were investigated and discussed in particular in 

the context of the working regime. The generic description via the working regime, the comprehensive 

consideration of the process parameters and complementary experiments on different microscopes 

led to a strategy guide for reliable 3D-nanoprinting.  

P5 simulated the growth process in 3D via a Monte-Carlo simulation of the electron trajectories in 

combination with the finite differences method to calculate the evolving 3D deposit. The simulations 

were first calibrated with experiments. In addition, key aspects such as proximity deposition and 

dynamically changing precursor coverages were implemented in the calculations. Then, the 

simulations predicted specific 3D geometry, which were validated in 3BID experiments afterwards. 

Although the 3D-code was developed specifically for 3D structures, it is also applicable for 2D 

fabrication. P5 also discussed the 3D-interlacing patterning strategy, as this is the key for complex 3D 

manufacturing, as demonstrated in P6. 

P6 indicated the potential of 3BID for plasmonic applications. To get to this point, several hurdles had 

to be overcome first. For plasmonic activity, pure gold deposits are required. Here, we demonstrated 

the purification of Me2Au(acac) in H2O vapor of 10 Pa with the same approach as we reported 

previously7 for MeCpPt(IV)Me3. Using an electron dose of 28 C/cm² for purification, compact and pure 

gold disks were obtained, which was confirmed by EELS measurements. Mapping the spatial electron 

energy losses, plasmonic modes (dipole, quadrupole, hexapole, and breathing mode) of FEBID deposits 
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were shown. For 3D architectures, adapted purification parameters were elaborated (purification 

doses about 3–8 times higher, low purification currents), leading to compact and pure, but still stable 

tetragonal bi-pyramid geometries. STEM-EELS confirmed their plasmonic activity, with strong 

plasmonic peaks already visible in the raw data. With this publication, plasmonic activity can be 

included in the list of FEBID functionalities for 2D structures but also for freestanding 3D geometries 

that cannot be fabricate with other techniques. Finally, the unique 3D-printing capabilities of 3BID 

were illustrated in a set of SEM-images showing complex multi-branch architectures. 
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4 CONCLUSIONS AND OUTLOOK 

4.1 CONCLUSIONS 

The developments described in this doctoral thesis enabled the reliable fabrication of functional and 

freestanding 3D nanoarchitectures via Focused Electron Beam Induced Deposition.  

In short, publication 1 revealed a spatial varying chemical composition in dependency on the local 

working regime, publication 2 revealed shadowing effects of the growing deposit arising due to the 

directional nature of the gas flux, and publication 3 interpreted characteristic top surface shapes as 

consequence of pattern or parameter related issues. Beyond that, P1 – P3 provided the essential 

foundation for 3D-nanoprinting by the following achievements: 1) a deeper understanding of the 

dynamic changes in the working regime has been gained, 2) the effects of gas replenishment 

mechanisms have been uncovered; 3) an optimized GIS alignment has been proposed, 4) full control 

and flexibility regarding the electron beam movement has been achieved, and 5) the required 

experimental expertise has been obtained.  

In particular, publications 4–6 have significantly improved FEBID’s 3D-nanoprinting capabilities. In this 

context, publication 4 acts as central study, as it comprehensively evaluates the involved process 

parameters and provides a strategy guide for reproducible 3D-nanofabrication. In publication 5, the 

3D-growth was simulated consistently, and a CAD-based design simplified the generation of process 

files for complicated 3D architectures. After demonstrating a purification method for 2D and 3D FEBID 

gold structures at room temperature, those structures exhibited plasmonic activity (publication 6).  

Summarizing all advancements, an evolutionary step forward towards a unique 3D-printer for highly 

complex architectures on the nanoscale has been taken. Novel aspects are in particular 1) the 

complexity of the fabricated 3D geometries, 2) the fundamental insights into the 3D-growth 

characteristics, 3) the comprehensive evaluation of process parameters, 4) the deduction of a practical 

guide for reliable 3D-nanoprinting, 5) the full purification of 3D structures, and 6) the demonstration 

of their plasmonic activity.  

4.2 OUTLOOK 

While a huge step for reliable 3D-printing of complex nanostructures via FEBID has been taken, there 

are still many interesting fundamental questions open for future investigations.  

Already work in progress is the analysis of cross sectional shapes of freestanding elements. In this 

context, Figure 8 showed a strong dependency on the primary electron energy. Simulations by our 

collaboration partners will complement this study, with the aim to extract design rules and strategies 

to tune the branch thicknesses arbitrarily.  

Furthermore, we observed a change of growth rates with increasing structure height. There are 

indications that surface diffusion and depth of focus play a central role, but also re-adsorption and 

heating effects are under suspicion. A separation of the mentioned aspects is planned in the near 

future and is expected to improve reliability of the fabrication of very high 3D structures. 

Future applications for 3BID also depend on the functionalities of the available precursor material. In 

this context, the 3D-growth characteristics for many precursors are still an open task. Furthermore, 
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different purification approaches for 3D structures have to be tested. As shown by Shawrav et al.120 for 

a different gold precursor (Me2Au(tfac)), it is possible to implement the water vapor purification step 

already during the fabrication for flat deposits. Adapting this approach, pure metal deposition in one 

single step might get possible also for 3D structures. That would furthermore eliminate issues with 

shrinking or collapsing 3D architectures or temperature induced problems during 3D-LAEBID12. 

As discussed in 1.5.2, the sample stage current signal provides live information about the 3D-growth121. 

As already successfully demonstrated for FIBID95, this can be used as feedback to adapt the deposition 

process right during fabrication. The development of such a feedback control is already work in 

progress and should allow defined growth even for long and high structures.  

Beside such fundamental studies, 3BID has a high potential for novel application concepts or 

miniaturization of existing devices. The direct-write fabrication of freestanding, complex 3D structures 

with structural dimensions on the nanoscale is one of FEBID’s unique selling points21. With the help of 

the published work on 3BID4–6,12,14,16 in the course of this thesis and last but not least with the release 

of the 3BID CAD software16, a major impulse on the FEBID community is expected in near future.  

Especially, applications of 3D structures with magnetic materials could be of high interest. For example, 

Keller et al.14 already demonstrated an artificial spin-ice system on magnetic 3D FEBID structures. In 

addition, mechanical properties of designed 3D architectures43 are promising for diverse applications. 

Our working group already showed the proof of principle of a thermal nanoprobe via a 3D tetrapod, 

fabricated on an AFM tip. We will pursue this route in a national laboratory starting in 2018.  

As shown in P6, plasmonic applications are another promising field for 3BID. The fabrication of 

designed structures for TERS (Tip-enhanced Raman spectroscopy) might provide completely new 

possibilities.  

Assuming that many application fields are still not foreseeable, I hope that 3BID can provide important 

impulses for the nanofabrication community in the future. And I would be delighted, if I were able to 

make a modest contribution to that. 

 

Figure 9: 3BID Pt-CX model of the glass pyramid of the Louvre on a FIB structured silicon surface.
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Abstract The successful application of functional nano-

structures, fabricated via focused electron-beam-induced

deposition (FEBID), is known to depend crucially on its

chemistry as FEBID tends to strong incorporation of car-

bon. Hence, it is essential to understand the underlying

mechanisms which finally determine the elemental com-

position after fabrication. In this study we focus on these

processes from a fundamental point of view by means of

(1) varying electron emission on the deposit surface; and

(2) changing replenishment mechanism, both driven by the

growing deposit itself. First, we revisit previous results

concerning chemical variations in nanopillars (with a

quasi-1D footprint) depending on the process parameters.

In a second step we expand the investigations to deposits

with a 3D footprint which are more relevant in the context

of applications. Then, we demonstrate how technical setups

and directional gas fluxes influence final chemistries.

Finally, we put the findings in a bigger context with respect

to functionalities which demonstrates the crucial impor-

tance of carefully set up fabrication processes to achieve

controllable, predictable and reproducible chemistries for

FEBID deposits as a key element for industrially oriented

applications.

1 Introduction

During the past decade focused electron-beam-induced

deposition (FEBID) has attracted increasing attention due

to its capability to fabricate functional nanostructures with

sub-10 nm spatial resolution [1–4]. Furthermore, FEBID

allows fabrication on even non-flat surfaces without any

pre- or post-processing steps giving this technique a direct-

write character as one of the major advantages compared to

classical lithographic structuring methods. FEBID is based

on the electron-induced, local decomposition of gaseous

precursor molecules which are injected into the vacuum

chamber of scanning electron or dual-beam microscopes

via a localized gas injection system (GIS) [1]. More spe-

cifically, the precursor molecules adsorb and diffuse on the

surface for a typical residence time after which the again

desorb from the surface if they are not dissociated via

appropriate electron species. The balance between precur-

sor molecules on the surface and available electrons,

denoted as precursor working regime, can influence growth

rates, deposit shapes and the deposit chemistry [1–3, 5–7].

Based on the precursor chemistry a variety of functional-

ities can be achieved ranging from insulating, semi-con-

ducting and conductive towards magnetic [8]. After a

period of more fundamentally oriented investigation, a

diverse range of applications has been demonstrated during

the past years such as magnetic storage or sensing [9–13],

nanooptics [14, 15], (nano)lithography [16, 17], lithogra-

phy-mask repair [18–20], atomic-layer-deposition seeding

[21], stress–strain nanosensors [22, 23], nanoscale gas

sensors [24] and others [10–13]. One of the main issues for

FEBID applications, however, are chemical impurities as

electron-induced depositions typically suffer from severe

carbon contents up to 90 at.%, often reducing or even

masking the intended functionalities [1, 8, 22–24]. Hence,
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in context of applications, these impurities can be the

knock-out criteria since defined, predictable and repro-

ducible chemistries are not only a benefit but absolutely

necessary for industrial oriented applications. A straight-

forward solution is the application of precursor allowing

pure deposits such as carbon-free precursor or ideally

dissociating molecules [25–28]. Although a few examples

of pure materials after deposition have been demonstrated

[29, 30] most efforts have focused on additional in situ and/

or post-growth purification processes including: fabrication

on hot substrates [31, 32], co-flow with reactive gases [33],

synchronized laser assisted FEBID [34, 35], or other in-

situ/ex-situ processes [9, 36–43]. Latest breakthroughs use

e-beam assisted post-growth treatments together with room

temperature H2O vapour which allow entire carbon

removal at very high purification rates of better than

5 min nA-1 lm-2 [44]. This approach is furthermore

capable of maintaining the original footprint (minimal

lateral shrinking) of even 3D surface features which is

absolutely essential considering high-performance FEBID

devices on the lower nanoscale. From these developments

it can be concluded that highly pure, FEBID-based nano-

deposits can be achieved via post-growth treatments and

the problem seems to be solved. At this point, however, the

authors would like to draw the attention to the very special

internal structure of FEBID deposits: typically, such

structures show a metal-matrix composition consisting of

nano-sized metal grains (1–5 nm) which are homoge-

neously embedded in an insulating (hydro)carbon matrix

[1, 3, 6–8, 23, 24, 40, 41]. Although often considered as

highly unwanted in the FEBID community many other

research fields put much effort into the fabrication of such

composites. Some FEBID activities already used these

special properties as advantage by means of tunable metals

[22–24, 38, 39, 41] for fundamental physics or as nano-

sized gas sensors where the carbon matrix acts as variable

tunnelling barrier to detect adsorbed species [24]. Fur-

thermore, current activities of the authors comprise this

special metal-matrix structure to achieve tunable mechan-

ical properties of electrodynamically driven (nano)sensor

concepts [45]. For such applications, as well as for situa-

tions in which the above-mentioned post-growth purifica-

tion cannot be applied, it is crucial to understand the

evolving chemistry depending on the process parameters

from a fundamental point of view. Furthermore, only little

attention has been placed on the spatial evolution of the

chemistry during growth which is expected to vary based

on the complex interplay between available surface elec-

trons and precursor molecules.

In this article, we focus, therefore, on the spatial

chemistry distribution in FEBID deposits using

(MeCpPtIVMe3) precursor as test vehicle to demonstrate

possible effects. In more detail, this study first summarizes

previous findings of the authors concerning chemical

variations in nanopillars with a quasi-1D footprint [7].

Based on these results we then expand the investigations to

micrometer-sized 3D footprints and demonstrate how the

chemistry vertically varies within the first 200 nm height

growth. Next we provide a systematic parameter variation

including beam current, beam energy, dwell times and

patterning strategies which allow to attribute varying

chemistries mainly to (1) the increasing number of elec-

trons on the surface caused by the traversing interaction

volume from the substrate to the deposit; and (2)

decreasing surface coverage by means of diffusive

replenishment from surrounding areas as the growing

deposit represents a dynamically increasing morphological

barrier. Finally, the results are put in context to the func-

tionality of Pt based deposits derived from previous studies

[22–24, 38, 39, 41]. This will demonstrate that the varying

chemistry can entail an electrical resistivity variation up to

one order of magnitude within the first 100 nm. The study

is complemented by a comprehensive discussion of all

results revisited and presented here involving counteracting

strategies for more constant spatial distribution of che-

mistries/functionalities during deposition. The study spans

from fundamental considerations determining final chem-

istries towards applicable workarounds providing more

homogeneous functionalities in all three deposit dimen-

sions as a crucial element towards more defined, predict-

able and reproducible properties. As this article is a semi-

review on previous results but also presents new findings,

we conclude each section individually for more clarity. A

final discussion section is then given to put the found

results in a bigger context for combination of previous and

new findings.

2 Morphology-induced chemical variations

In the following we focus on spatial chemistry variations of

Pt based FEBID deposits depending on its geometry and

the process parameters used. As we will show the growing

deposit itself is responsible for the chemical variation as it

can be considered as dynamically changing morphological

barrier. The consequence is a variation of surface diffusion-

related replenishment (SDR) components which shifts the

precursor working regime. As a result the chemistry also

changed which demonstrates the importance of careful

parameter setup including patterning alignment to achieve

spatially homogeneous and predictable chemistries.

In the following we start with nanopillars, exhibiting a

quasi-1D footprint, to demonstrate the regime shifts and its

chemical consequences. Subsequently, we expand the

considerations to more complex deposits with three-

dimensional footprints and derive the correlation between
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working regime and the growing deposit in a more general

way. Finally, we discuss the findings in the context of

functionality on Platinum-based FEBID deposits.

2.1 Quasi-1D

As starting point, the chemical composition of MeCpPtIVMe3

based quasi-1D nanopillars is re-visited, discussed in detail by

Plank et al. [7]. The main essence of the study is (1) varying

chemistry during vertical pillar growth, (2) strong chemical

variations depending on the main process parameters beam

current, dwell time, replenishment time and (3) the existence

of two types of carbon matrices mainly consisting of incom-

pletely dissociated precursor molecules or polymerized car-

bon fragments stemming from precursor fragments and

chamber residue [7, 41].

As presented in Fig. 1a, the volume growth rate (VGR)

shows an initial increase caused by the traversing interac-

tion volume from the substrate into the Pt–C nanopillar. As

the densities are strongly different (1.74 ? 7.96 g/cm3 for

SiO2 and PtC5, respectively) the according interaction

volume is considerably reduced within the deposit [46, 50,

52]. The consequence is a stronger areal reemission of all

electron species, namely back-scattered-electrons (BSE),

forward-scattered-electrons (FSE) and secondary electrons

type-I [SE-I, primary electron (PE) related], type-II (SE-II,

BSE related) and type-III (SE-III, FSE related). This in turn

leads to increasing dissociation rates which explain the

initial VGR increase. In order to simplify further discus-

sions we collectively denote reemitted electrons as surface

electrons. Once the interaction volume is entirely within

the quasi-1D Pt–C nanopillar the total emission of surface

electrons is widely constant which seems to be in contra-

diction with the subsequent VGR decay in Fig. 1a. At this

point we need to consider the precursor working regime.

Local replenishment of precursor molecules basically

occurs via two processes: (1) gas flux-related replenish-

ment (GFR) by means of direct adsorption from the gas

phase; and (2) SDR from the surrounding regions. As it

will be important for discussions later, we further split the

latter into SDR components from (i) the substrate (SDR-S);

and (ii) from deposit regions (SDR-D) which is closely

related to the GFR component at respective areas. As the

quasi-1D nanopillar grows, GFR is practically constant for

all heights while SDR-S contributions are strongly decay-

ing. This is the consequence of the very narrow pathway

from the substrate to the pillar tip (\100 nm in diameter

but several microns long) together with the comparable

short mean free path of about 25 nm [1, 47]. Therefore, the

replenishment mechanism for a growing nanopillar chan-

ges from GFR ? SDR at the beginning towards GFR

(including low SDR-D contributions). This explains the

decaying VGR Fig. 1a as well as the saturating and non-

zero VGR for high pillar which has also been predicted via

simulations in the past [6, 7, 56]. This transition can also be

understood as shift towards more molecule-limited regime

(MLR) conditions describing a lack of precursor molecules

compared to available surface electrons. As a consequence,

the local chemistry is affected similar to the VGR as shown

in Fig. 1a (lower panel) by C/Pt intensity ratios accessed

via scanning transmission electron microscopy based

electron energy loss spectroscopy (STEM-EELS) as dis-

cussed in detail by Plank et al [7]. The essential result,

however, is that the carbon content increases due to

reduced precursor coverage. The study comprised then a

systematic parameter variation performed at pillar heights

predominantly replenished via GFR components. It was

found that lowest carbon contents can be achieved neither

Fig. 1 a Normalized vertical volume growth rate (VGR, upper

panel) for a nanopillar fabricated at 5 keV, 98 pA, 100 ls DT and

100 ls refresh time in between subsequent beam pulses. The small

inset gives a SEM side view image. The lower panel gives the

intensity ratio IC/IPt determined by STEM EELS measurements

visualizing the chemical evolution during pillar growth. b correlated

VGR and IC/IPt variation (taken at a pillar height of 2.7 lm) during a

beam current sweep while DT and refresh time were kept constant [7]

Spatial chemistry evolution during focused electron beam-induced deposition 1677
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for strong molecule limited (MLR) nor for strong electron

limited regimes (ELR) as representatively shown for a

beam current sweep in Fig. 1b (bottom). Lowest carbon

contents are always found for regime conditions in between

ELR and MLR where an ideal balance between surface

electrons and precursor coverage is established (see indi-

cations of Fig. 1b). Lack of electrons (ELR) leads to a high

number of incompletely dissociated precursor molecules

while an excess of electrons (MLR) polymerizes precursor

fragments and possible chamber residue. Hence, both

extremes lead to an increased carbon content, however, due

to different reasons which also affect the functionality of

the deposit as will be shown later. As a more practical

result of this study it was found that the balanced situation

can roughly be identified via the VGR behaviour revealing

strongest curvature in the respective parameter range

(compare upper and lower panel in Fig. 1b and also Plank

et al [7] for full-parameter investigation). As essence it can

be concluded that lowest carbon contents are found for a

balanced precursor working regime in between ELR and

MLR conditions. The existence of two different carbon

types in the matrices is also important for the discussion

later.

2.2 3D

In a second step we expand our investigations to more

relevant deposits with a 3-dimensional footprint. We start

the discussion with the vertical evolution of deposit

chemistries and investigate then the influence of process

parameters which influence the precursor working regime.

Afterwards, we focus on the influence of patterning strat-

egies which will turn out as important parameter often

considered as less significant in the past. Finally, we con-

nect the chemical variations to the deposit functionalities

which will reveal how strong the properties can change

during growth of the first 200 nm.

2.2.1 Vertical chemistry evolution

For further experiments we increased the deposit footprint

from quasi-1D (/ \100 nm) to a micrometer-sized 3D

footprint (4 9 4 lm2) keeping in mind the (1) traversing

interaction volume from the substrate into the Pt–C deposit

followed by (2) decreasing precursor coverage on deposit

surfaces due to more complicated diffusive replenishment

from the surrounding substrate (SDR-S) as the growing

deposit represents a morphological barrier. Figure 2a shows

the atomic force microscopy (AFM) based VGR evolution

(blue squares, left axis) for FEBID deposits fabricated at

5 keV, 400 pA with 13 nm pixel point pitch (further denoted

as PoP), 50 ls dwell time (DT) and a serpentine patterning

strategy (SP). Figure 2b gives the according chemical

analyses via energy dispersive X-ray spectroscopy (EDXS).

As absolute quantification is complicated for thin layers [46]

we follow an approach introduced by Mehendale et al. [42]

and further used by Plank et al. [43], and Geier et al. [44] by

monitoring the areal peak ratio C/Pt (see also methodology).

While as-deposited FEBID Pt–C structures typically give

C/Pt ratios between 0.6 and 2 (depending on the exact

chemistry) pure Pt shows a ratio of 0.08 as the Pt N-peak

overlaps with the C–K peak [42–44]. Nevertheless, to esti-

mate the absolute Pt contents we have performed ZAF cor-

rected quantification [46] on sufficiently thick FEBID

deposits fabricated at strongly different parameters. The

correlation between Pt contents and C/Pt ratios is shown in

Fig. 2c for the relevant range in this study while the inset

shows the entire range up to pure Pt. According curve fitting

gives a correlation function of cPt ¼ 12:04� r�0:879
C=Pt

with the

Pt concentration cPt in at.% and the C/Pt ratio rC/Pt deter-

mined via EDXS based areal ratios. As shown by red circles

Fig. 2 Vertical evolution of volume growth rate VGR (a) and EDXS-

based C/Pt area ratios (b) together with Monte-Carlo based BSE yield

variation (black triangles in a and b) during growth of a Pt–C deposit

fabricated at 5 keV, 400 pA, 50 ls DT, 13 nm PoP via serpentine

patterning. c correlation between EDXS-based C/Pt area ratios and

ZAF corrected quantification on sufficiently thick Pt deposits

fabricated at different process parameters. The inset gives the

overview towards pure Pt at C/Pt values of 0.08
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in Fig. 2b, the C/Pt ratio is around 1.05 (*12 ± 1 at.% Pt) at

the beginning followed by a quick decrease towards a stable

value around 0.65 (18 ± 1 at.% Pt) after the first 100 nm

growth. In a general picture, this decreasing carbon content

can be explained by more ELR conditions at the beginning

leading to incorporation of incompletely dissociated pre-

cursor molecules as discussed in the quasi-1D section [7]. As

the interaction volume traverses from the substrate into the

deposit, the number of surface electrons increases due to the

smaller interaction volume. To investigate this effect in more

detail, we have conducted Monte Carlo simulations

(CASINO [48]) assuming differently thick Pt–C layers on

the substrate with respective chemistries found via EDXS.

The key parameter is the thickness dependent BSE yield

which is overlaid in Fig. 2a and b by black triangles. Please

note, as the cross section for the used Pt precursor molecule is

known to be highest for low energies [1–3, 5, 7, 49–58], we

expect PE-related SE-I and more importantly BSE-related

SE-II as predominant electron species during dissociation as

described by van Dorp et al. and Arnold et al. recently [1, 3,

57, 58]. As can be seen the BSE yield initially increases and

saturates around 100 nm deposit thickness meaning a widely

constant number of surface electrons for thicknesses above.

The initial BSE increase is also in agreement with the general

interpretation of a regime shift as the enhanced number of

surface electrons leads to improved dissociation and by that

to lower carbon contents (see Fig. 2b). Concerning the

replenishment situation we consider the general VGR

decrease at early growth stages (Fig. 2a) which reflects a

decreasing surface coverage once the deposit starts growing

as it acts as morphological barrier. For thicknesses above

100 nm, the number of surface electrons is widely stable and

the replenishment is a combination of SDR-S, SDR-D and

GFR components. Together with the fact of a decreasing

carbon content (Fig. 2b) these results strongly support the

assumption of more ELR conditions at the beginning fol-

lowed by a regime shift towards more balanced electron-to-

precursor ratios. Hence, it can be concluded that the chem-

istry is always affected by (1) the increasing number of

surface electrons and further influenced by (2) decreasing

replenishment components due to the growing deposit itself

which acts as morphological barrier. The main aspect of

these experiments, however, is that the chemistry consider-

ably changes within the first 100 nm (up to 7 at.%) which

affects (1) predictable overall chemistries for different

deposit thicknesses and more importantly, (2) final func-

tionalities which will be discussed later.

2.2.2 Process parameters

Reconsidering Fig. 1c, it is obvious that the chemical

composition of quasi-1D structures strongly depend on the

used beam currents and lowest carbon contents are found

for intermediate ranges. To investigate whether this

observation also holds for deposits with 3D footprints, the

chemical evolution is investigated depending on applied

beam currents (25 ? 6,300 pA) for different deposit

heights (50 ? 200 nm). To provide comparability, PoPs

(13 nm), DTs (50 ls), primary energies (5 keV) and SP

were kept constant. The results are summarized in Fig. 3a

depending on the deposit thicknesses for different beam

currents (see legend). Lowest beam currents of 25 pA

(black squares) reveal generally the highest carbon con-

tents as expected (more ELR like conditions) but show a

continuous decay behaviour even for thicknesses above

100 nm where the number of surface electrons is widely

constant (black triangles in Fig. 2). Hence, this detail

directly reflects the decreasing surface coverage due to

decreasing diffusive replenishment from the surrounding

substrate (SDR-S) caused by the dynamically growing

morphological barrier. The result is a decreasing number of

precursor molecules at constant surface electron densities

Fig. 3 C/Pt ratios versus deposit thickness (a) and beam currents

(b) for 5 keV, 50 ls DT, 13 nm PoP and serpentine patterning

strategies
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which is equal to a regime shift towards more balanced

electron-to-precursor ratios leading to decreasing carbon

contents. On the other hand, GFR and SDR-D components

are widely constant due to the comparable large footprints

of 4 9 4 lm2 which increasingly dominate the local

replenishment rate relevant for further growth.

In contrast, very high beam currents already start with

improved dissociation reflected by generally lower C/Pt

ratios in Fig. 3a. During growth, the carbon content is

further reduced up to a thickness of about 140 nm (see e.g.

6,300 pA beam current) followed by widely stable C/Pt

ratios in agreement with the stable electron yield for higher

thicknesses. The latter two details, however, strongly sug-

gest a transition towards more MLR conditions as sufficient

electrons are available for high dissociation degrees. To

visualize the current dependency in more detail the same

plot is given as function of the beam current for different

thicknesses (Fig. 3b). As can be seen for beam currents of

400 pA and higher the according C/Pt ratios start to satu-

rate widely independently on the respective thickness. This

suggests that for beam currents of 400 pA or higher a

sufficient number of electrons are available to achieve

highest dissociation degree reflected by lowest C/Pt ratios.

As discussed for the quasi-1D nanopillars, increasing

beam currents first lead to decreasing carbon contents in

agreement with the findings for 3D footprint deposits based

on the more balanced electron-to-precursor situation. For

highest beam currents, quasi-1D nanopillars show again

increasing carbon contents attributed to a strong excess of

electrons leading to polymerization of precursor fragments

and possible chamber residue. However, this behaviour is

not found for the 3D as can be seen in Fig. 3b. To inves-

tigate this absence of an again increasing carbon content in

more detail we have performed single pass dwell time

sweeps ranging from 20 to 1,000 ls at high beam currents

of 1,600 pA while primary energies (5 keV), PoPs (13 nm)

and SP have been kept identical. Please note, higher cur-

rents and longer dwell times both result in a pad lift-off

from the surface and are, therefore, not relevant. As shown

in Fig. 4a the C/Pt composition strongly decreases from

1.38 to 0.78 equivalent to Pt contents of (9 ± 1) and

(15 ± 1) at.% for 20 and 500 ls, respectively. Highest

dwell times of 1000 ls, however, show a weak increasing

tendency (C/Pt of 0.82; 15 ± 1.0 at.% Pt) which might

indicate an excess of surface electrons leading to poly-

merization effects. The key aspect, however, is the absence

Fig. 4 Deposit heights

(squares, left axis) and EDXS-

based C/Pt area ratios (circles,

right axis) for increasing dwell

times fabricated via single

passes (a) and a constant total

pixel dwell time of 500 ls via

multiple loops (b). Further,

deposition parameters were

5 keV, 1,600 pA, 13 nm PoP

via serpentine patterning
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of strongly increasing carbon contents even for highest

dwell times used as observed for nanopillars discussed

before and presented in previous studies [7, 56]. To clarify

the situation the geometrical differences between quasi-1D

and 3D footprints have to be taken into account as well.

Surface diffusion-related replenishment from the substrate

is practically eliminated for nanopillars due to their enor-

mous aspect ratio in combination with the short diffusion

radius [7, 56–58]. Furthermore, the extremely thin pillars

are replenished via the gas flux only on one side which

faces the GIS. This leads to a very low areal adsorption rate

from the gas flux which, in combination with high beam

currents, leads to a very strong excess of surface electrons.

In contrast, the 3D pads investigated here show a footprint

of 4 9 4 lm2 which is constantly replenished via the gas

flux supported from deposit-related surface diffusion SDR-D.

The results are higher local replenishment rates compared

to the nanopillar situation which prevents a regime shift

towards a massive excess of surface electrons required for

polymerization effects. This might explain the wide

absence of again increasing carbon content for highest

currents (Fig. 3b) and longest dwell times (Fig. 4a).

To separate the influence of deposit heights and dwell

times on final chemistries the electron dose per patterning

point (equivalent to 500 ls pixel dwell time) was kept

constant while the incremental dwell time was decreased,

compensated by an increasing number of patterning loops

(1 pass for 500 ls ? 500 passes for 1 ls). Figure 4b

shows the height evolution (blue squares, left axis) together

with corresponding C/Pt ratios (red circles, right axis)

revealing increasing growth rates for decreasing DTs

caused by the reduced local depletion during deposition as

expected. The chemistry, on the other hand, showed also a

small decrease of C/Pt—ratios from 0.78 to 0.72 equivalent

to an increase of the Pt content of about 1 at.%. This,

however, correlates well with the enhanced growth rates

and can, therefore, be attributed to the increasing surface

electrons due to increased deposits heights.

Finally, the beam energy is changed from 5 to

30 keV. Due to the much larger interaction volume a

stable number of surface electrons is expected for larger

heights, hence, leading to a much more constant chem-

istry for early sub-50 nm growth stages. While the PoP

(13 nm), the DT (50 ls) and the scanning strategy (SP)

were kept identical, the beam current was increased to

2,400 pA due to technical reasons. Figure 5a shows a

direct height comparison (blue squares, left axis) together

with the evolving chemistry (red circles, right axis) for

5 keV (1,600 pA) and 30 keV (2,400 pA) as indicated by

the legend. It can be seen that the expected more

homogeneous chemistry cannot be achieved for growing

30 keV deposits; instead again a quick decay of the

C/Pt—ratio within the first 40 nm was observed. The

according BSE yield is almost linearly increasing in this

height range as summarized in Fig. 5b using Monte

Carlo simulation-based data. Both details indicate an

influence of decreasing SDR components from the sub-

strate surface (SDR-S) as they depend only on the

evolving morphology (together with the occurring local

depletion) and not from the used primary energy.

To conclude this section it can be stated that for 3D pads

a parameter-dependent chemical gradient of up to 8 at.% is

found within the first 100 nm layer growth. This effect is

caused by (1) an increasing number of surface electrons

due traversing interaction volume and (2) a decreasing

replenishment rate mainly caused by the decaying surface

diffusion from the substrate (SDR-S) while gas flux

replenishment GFR and deposit related diffusion SDR-D

are widely constant.

Compared to the quasi-1D situation, two differences

have been found. First, decreasing carbon contents for

higher deposits, explained by much better replenishment

rates due to the more planar deposit/substrate situation.

Fig. 5 a Height (squares) and C/Pt ratios (circles) as function of

exposure time for 5 keV (centre cross) and 30 keV (centre dot) using

1,600 and 2,400 pA, respectively (50 ls DT, 13 nm PoP, serpentine

patterning). b C/Pt area ratios (circles, left axis) versus deposit

thickness together with according BSE yields (triangles, right axis)

for deposition at 30 keV
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Nevertheless, it could be shown that there exists a

replenishment decay for higher 3D deposits as they act as

dynamically increasing morphological barrier. The second

difference concerns higher beam current which does not

show the ELR (high C) ? balanced (low C) ? MLR

(high C) transition as observed for quasi-1D nanopillars.

Even high beam currents of 6,300 pA or highest possible

dwell times result in a widely stable chemistry with lowest

carbon contents once the number of surface electrons is

constant. This strongly suggests only the ‘‘ELR ? bal-

anced’’ transition and that the strong lack of precursor

molecules, required for strong MLR conditions, cannot be

achieved due to the improved replenishment situation for

deposits with larger 3D footprints. However, as we will see

in the next section, improperly aligned patterns can reveal

more MLR-like conditions which further complicates pre-

dictable and reproducible chemistries in FEBID deposits.

2.2.3 Directional gas flux effects

So far we have considered the influence of the growing

deposit on (1) the number of surface electrons and (2)

diffusive related replenishment components. The constant

in this picture was the gas flux-related adsorption rate

which is practically independent of the deposit height.

However, as we will show in the next sections, there is

another crucial element by means of directional gas flux

components due to the geometrical arrangement of GIS.

As a consequence the gas flux adsorption is spatially

varying which can strongly influence both, volume

growth rate and final chemistries. At first we will

describe the problem itself and demonstrate then how the

patterning orientation influences the chemical composi-

tion of a deposit.

2.2.3.1 Alignment and shadowing effect In a first step the

influence of the arrangement of the GIS is elucidated. For

this study two different GIS alignments were used to show

the impact on growth rates and final chemistry. Figure 6a

shows the previously used ‘‘off-axis’’-alignment [5] where

deposition areas are shifted 200 lm to the right (e-beam

centre). Figure 6b shows the ideal alignment (‘‘on-axis’’)

of deposition area on the main axis of the GIS (red cross).

Tilt angles and nozzle-to-sample distances are indicated in

both images.

The basic difference between these two arrangements is

the net-direction of the gas flux vector (GFV) at the

deposition area as indicated on the right of Fig. 6a and b,

respectively. While for ideal situations (Fig. 6b) the

resulting GFV has only a Y component, the off-axis

arrangement (Fig. 6a) introduces an additional X compo-

nent as confirmed via experiments and simulations by

Winkler et al. [47]. The consequences are morphological

instabilities mainly caused by geometrical shadowing. The

origin of this effect is the non-perpendicular GFV with

respect to the surface (52� instead of 90�) which leads to

shadowed regions as a function of deposit heights. Those

areas are not directly replenished via the gas flux (GFR) but

mainly via surface diffusion (SDR) from the deposit sur-

face (SDR-D) and from the surrounding substrate (SDR-S).

The latter, however, is a function of deposit heights as the

shadowing radius competes with the average diffusion

length of precursor molecules [5]. Hence, the only constant

is the SDR-D component which leads to a complex VGR

and chemistry dependency not only on the height but also

on the patterning direction as will be shown in the

following.

2.2.3.2 Patterning orientation To simplify the discussion

we start with the ideal ‘‘on-axis’’ GIS arrangement as

shown in Fig. 6b where no additional GFV-X components

are present. This alignment was used for all experiments in

the former sections. To exclude refresh time influences, all

patterns have been processed via serpentine single passes

using 5 keV, 1,600 pA, 1,000 ls DT and 13 nm PoP. To

demonstrate the influence of the directional gas flux, the

patterning orientation relative to the GIS was systemati-

cally rotated by 90� as indicated in Fig. 7a. As shown by

the blue bars in Fig. 7b, highest deposits are achieved for

180� arrangements where the growing front is always

Fig. 6 Schematic arrangements of gas injection system (GIS) and

deposition area (red crosses) for off-axis (a) [47] and on-axis

(b) alignment. Vertical distances and tilt angles are indicated at the

bottom left while the resulting gas flux vector at the deposition areas

are given at the right
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directed towards to the gas flux. Subsequently, the gas flux

directly replenishes the growing front face leading to

highest growth rates as discussed in detail by Winkler et al.

for the off-axis alignment [47]. In contrast, when patterning

away from the gas flux (0� arrangement) previously

deposited barriers entails geometrical shadowing where the

gas flux cannot replenish the growing deposit front. How-

ever, SDR from the deposit surface (SDR-D) as well as

from the surrounding areas (SDR-S) can replenish the

relevant areas. While the former is widely constant, the

latter is a function of barrier heights and starts to decrease

for heights above 50 nm [47]. Considering the final

thickness of about 120 nm it follows that the replenishment

mechanism is mostly related to the smallest SDR-D com-

ponents during patterning away from the gas flux (0�). For

patterning perpendicular to the GIS (90� and 270�
arrangements), the growing front face is partly replenished

from the GFV, however, not as efficient as for the 180�
situation. This is in agreement with the finding of identical

deposit heights for 90� and 270� as well as their final height

in between the extremes (0� and 180�). For further dis-

cussion it is essential to note that the number of surface

electrons is widely constant for all deposits above 120 nm

which has been found to be sufficient for constant BSE

yields (see Fig. 2). The essential part is the chemical results

by means of C/Pt ratios as shown in Fig. 7c. It can be seen

that highest carbon contents are found for 0� arrangements

(away from the GIS) while lowest C/Pt values emerge for

patterning towards the GIS (180�). The latter suggests a

sufficient number of electrons leading to high dissociation

degrees towards a Pt content of about (17 ± 1) at.%.

However, when patterning away from the GIS (0�) shad-

owing occurs which decreases the VGR (see Fig. 7b).

Considering previous findings that SDR-S components for

thicknesses above 50 nm are strongly decreased [47] and

GFR is practically zero, it is obvious that downwards dif-

fusion from the substrate surface (SDR-D) is the predom-

inant replenishment mechanism. Since the used parameters

of 1,600 pA and 1,000 ls beam current and dwell time,

respectively, lead to strong local depletion [1–3, 7, 55–57],

it follows that the replenishment rate via SDR-D is com-

parably small. This, in turn, shifts the local working regime

towards stronger excess of surface electrons compared to

available precursor molecules which finally initiates poly-

merization effects in agreement with the increased carbon

content. This effect has strongly been observed for the

quasi-1D nanopillars and weakly for 3D pads fabricated at

highest dwell times (Fig. 4) as discussed in the previous

section. This completes the picture of ELR ? bal-

anced ? MLR shifts during parameter variation and pat-

terning orientation. Considering the absolute range of C/Pt

ratios it is obvious that for 3D pads the last regime shift

from balanced towards MLR is not as dominant as for

quasi-1D footprints which were attributed to the very dif-

ferent replenishment rates discussed in the previous

section.

In conclusion, these finding demonstrate the high

importance of patterning directions with respect to the GIS

directions as geometrical shadowing effects can become

striking even for sub-100 nm deposit thicknesses. The

consequences of different patterning orientations can be (1)

varying VGRs and more importantly (2) chemical varia-

tions up to 3 at.% in addition to the spatial variations

during growth evolution discussed in the previous section.

Finally, it is also found that special situations (strong

shadowing, long dwell times at high beam currents) can

initiate polymerization effects of precursor fragments and

possible chamber/substrate residue resulting in increased

carbon contents.

2.2.3.3 Off-axis effects In the previous section we have

used the ideal GIS arrangement where deposition areas are

aligned on the long GIS axis, which effectively eliminates

predominant X directions of the GFV (Fig. 6). To demon-

strate how a slightly off-axis alignment, as shown in Fig. 6a,

can influence final growth rates and chemical composition,

Fig. 7 a Rotation of patterning directions (see white arrows) relative

to the gas flux direction (green arrow) using serpentine strategies (see

black arrows) using 5 keV, 1,600 pA, 1,000 ls DT and 13 nm PoP

via single pass patterning. b, c Give the respective heights and the

according C/Pt ratios for all four patterning orientations shown in a

Spatial chemistry evolution during focused electron beam-induced deposition 1683

123

Appendix 1 Publication 1 56



we have used a special spiral out (SO) patterning strategy

(Fig. 8a) which allows visualization of all effects within one

single pattern [47]. Again, we used 5 keV, 1,600 pA, 13 nm

PoP, 1,000 ls DT with a single-pass pattern to provide

comparability to previous sections. As can be seen by an

AFM height image in Fig. 8b, all four segments show dif-

ferent heights, again as the consequence of the shadowing

effect discussed before and in detail by Winkler et al [47].

However, there is also a height difference between the lateral

segments 2 and 4 which can also be seen in the 2D AFM

height image in Fig. 8c. In detail, segment 2 is directly

replenished by GFV-X component (compare to GFV in

Fig. 8c) while segment 4 lies in its shadowed region (a

detailed discussion can be found in [47, 51]). As described in

the previous section, the front segment 1 shows highest

growth rates as it is directly replenished by the strong

GFV-Y component, while back-segment 3 is in its shadowed

region leading to lowest VGRs. Considering the chemistry

(Fig. 8c) a similar picture emerges as found for the on-axis

orientation discussed in the previous section. Patterning

towards the gas flux gives lowest carbon contents due to a

sufficient number of dissociating surface electrons for the

used parameters (5 keV, 1,600 pA, 1,000 ls DT and 13 nm

PoP). In contrast, back-segments show highest carbon con-

tents as they are strongly depleted (predominant SDR-D)

leading to polymerization of carbon fragments from the

precursor and possible chamber/substrate residue. Please

note the enlarged nozzle-to substrate distance for the off-axis

alignment, which shifts the working regime towards MLR.

The main finding is the lateral asymmetry for VGR and

chemical composition between segments 2 and 4. This is

the consequence of the slight off-axis alignment between

deposition area and GIS main axis. Hence, it is obvious that

careful geometrical alignment (this section) and careful

selection of patterning direction (previous section) are

important parameters to push this technique further

towards its intrinsic limits.

2.2.4 Functionality

So far we have discussed the spatial chemical distribution

for growing deposits depending on patterning parameters

and technical GIS setups. In this section we briefly discuss

the implications of a varying chemistry on the functionality

of Pt based deposits. Basically, we start with the electrical

resistivity of as-deposited structures. As indicated by

the squares in Fig. 9b, electrical resistivities of

8 9 106 lX cm are found for deposits fabricated at 5 keV,

1,600 pA, 1,000 ls DT and 13.5 nm PoP. Similar param-

eters are also used for the 180� situation in Fig. 7 (pat-

terning towards the GIS). As discussed above such

parameters lead to a balanced number of electrons com-

pared to available precursor molecules resulting in a high

degree of dissociation (C/Pt *0.68, equivalent to about

(17 ± 1) at.% Pt). On the other hand, we found electric

resistivities of 6 9 107 lX cm for as-deposited structures

fabricated in much more electron limited conditions as

discussed in detail by Plank et al [7, 22–24, 41]. As

observed for quasi-1D pillars [7] and for 3D pads in this

article, ELR conditions lead to higher carbon contents due

to incorporation of incompletely dissociated precursor

molecules. This explains the higher electrical resistivities

and demonstrates the huge influence by almost one order of

magnitude between ELR conditions and a more balanced

situation. Keeping this in mind it is clear that a regime shift

during growth can lead to an enormous vertical function-

ality variation of up to one order of magnitude.

However, Porrati et al. and Plank et al. demonstrated an

approach to improve the functionality [22–24, 41] which is

further denoted as curing. They have shown that post-

growth treatment with an electron beam can decrease

electrical resistivities by more than two orders of

Fig. 8 a Spiral out patterning strategy together with the segment

definition. b 3D AFM height image for a FEBID deposit fabricated

via single passes at 5 keV, 1,600 pA, 1,000 ls and 13 nm PoP. The

correctly aligned gas flux vector GFV is given top left. c AFM height

image (centre) together with the correctly aligned GFV and its X and

Y components. The bottom panel gives the according heights (red)

and C/Pt area ratios (blue) for each segment
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magnitude. The underlying effect is a slight growth of the

Pt nanograins while the relative grain positions are main-

tained. This reduces the intergrain distance which improves

the intergranular tunnelling probability and by that

decreases the electrical resistivity [22–24, 41]. By per-

forming such an e-beam post-growth-treatment (PGT) on

deposits fabricated at different precursor working regimes,

a tendency can be found as shown by squares in Fig. 9. The

chemical composition after deposition is given in Fig. 9a

together with regime tendencies indicated by the top arrow.

As evident, lowest electric resistivities are found for more

balanced regime conditions for highest Pt contents, in

agreement with previous discussions. On the other hand,

more ELR-like conditions (large point pitches, short dwell

times and strong beam defocus; see Reference [7]) give

highest electrical resistivities after deposition based on the

higher number of incompletely dissociated precursor mol-

ecules. As described in detail by Porrati et al. and Plank

et al. [22–24, 41], the e-beam PGT leads to finalization of

the dissociation process which explains the above-men-

tioned particle growth while the overall chemistry widely

remains. For more balanced situations the initial degree of

dissociation is much higher, which reduces the effect of a

post-growth treatment by the electron beam. This, in turn,

explains the smallest resistivity decrease for such deposits.

In the following, we are summarizing the data and put them

in a bigger context to derive a few approaches which

improves both, predictability and reproducibility of

chemical properties for FEBID deposits.

3 Discussion

As demonstrated for quasi-1D nanopillars, there are two dif-

ferent kinds of carbon matrices rich in (1) incompletely dis-

sociated precursor molecules for strong ELR conditions; and

(2) polymerized carbon stemming from precursor fragments

and possible chamber residue for strong MLR conditions. In

between this transition there exists a balanced situation of

electrons and precursor molecules which results in high dis-

sociation degrees and by that in lowest carbon contents.

However, as most FEBID applications do not use such

quasi-1D structures, a closer look was given on similar

effects for 3D structures fabricated on flat substrates. The

chemistry can change up to 8 at.% within the first 100 nm

growth leading to functional gradients of up to one order of

magnitude with respect to electrical resistivity. The

underlying effect can be described by two main compo-

nents: (1) increasing number of electrons on the surface;

and (2) decreasing coverage due to reduced diffusive

replenishment from the substrate. The former is caused by

the interaction volume which traverses from the substrate

into the deposit, which has very different densities in most

cases. In this study we considered Si substrates and Pt–C

deposits where the backscatter yield increases and saturates

within growth of the first 100 nm deposit thickness using

5 keV primary electron energy (see Fig. 2). The increasing

BSE number is associated with SE-II cascades which are

energetically favourable for dissociation on the surface. In

terms of working regime this effect implies a regime shift

from ELR towards MTL conditions.

On the other hand, the local replenishment situation has

to be considered which consists of three components: (1)

direct gas flux replenishment (GFR); (2) surface diffusion

replenishment from the substrate (SDR-S); and (3) SDR

from the deposit surface itself (SDR-D). While GFR is

independent on deposit heights, SDR-D components

depend on the available area around actual deposition and

are closely related to the GFR. Although small in magni-

tude, these SDR-D components are widely constant over

time. The sensitive component is replenishment from the

substrate as the growing deposit represents an increasing

morphological barrier which precursor molecules have to

overcome in order to contribute to local replenishment.

Hence, SDR-S components can strongly decrease during

growth depending on the geometry of the deposits (e.g.

quasi-1D nanopillars). In terms of precursor working

Fig. 9 a Chemical analysis of FEBID deposits fabricated at different

parameters [41] ranging from more ELR conditions (right) to more

balanced regime conditions (left) together with final thicknesses

(bottom). b Electrical resistivity for as-deposited structures (black

squares) and after full curing via electron beam assisted post-growth

treatment (red cirles)
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regimes, a SDR decrease is equivalent to shift from ELR

towards MLR conditions.

While the number of surface electrons gets widely stable

after a certain deposit thickness (*100 nm for the used

parameter), SDR is continuously decaying, leading to

strong gradual chemical variations during growth (see

25 pA experiments in Fig. 3). By varying the DT, espe-

cially by changing the beam current, different VGR as well

chemical composition can be achieved (Figs. 3 and 4). For

example, high beam currents allow establishment of a

widely balanced situation (low carbon contents) once the

interaction volume is within the deposit (see Fig. 3).

Although this approach provides widely stable chemistry

for thicker deposits, the first 100 nm shows gradually

changing chemistry. If thin deposits are of interest it is

beneficial to use low beam currents which keep the

working regime closer to ELR-like conditions making the

varying SDR contributions less relevant (see Fig. 3). For

Pt-based FEBID deposits the latter approach is highly

beneficial considering the functionality tuning. For deposits

fabricated in more ELR conditions, post-growth-treatment

via the e-beam gives highest improvement rates (see

Fig. 9) making this strategy ideal for high resolution (due

to smallest beam diameters for lowest currents) with spa-

tially constant chemistries (only weak regime changes)

allowing for highest functionalities (e-beam post-growth

treatment).

Another compensation approach could be the applica-

tion of substrates with similar densities as the final deposit.

This could reduce the variation of surface electrons, but

cannot prevent the decaying SDR components as exempl-

arily demonstrated for high energy electrons (see Fig. 5).

However, as the substrate can often not be chosen freely,

process parameters have to be used for compensation.

Beside this general effect of varying chemistry within

the first layers patterning alignment is found to be crucial.

Geometrical shadowing can occur on the deposit backside

caused by the tilted arrangement of the GIS. This effect

prevents the direct replenishment via the gas flux (GFR)

which is partly compensated by SDR from the deposit

surface (SDR-D) and from the surrounding substrate (SDR-

S). The latter is further decreased for deposit heights above

50 nm (for the given precursor and GIS-alignment) which

reduces local replenishment mechanism to the weak SDR-

D components. Hence, when patterning is performed away

from the gas flux, the growing deposit front is weakly

replenished leading to low volume growth rates. Depend-

ing on the process parameters, this situation can lead to

MLR conditions, similar to quasi-1D nanopillars, where a

strong excess of electrons can lead to polymerization of

precursor fragments and chamber/substrate residue result-

ing in higher carbon contents.

The ideal arrangement is, therefore, patterning towards

the gas flux where growing deposit fronts are directly

replenished by the gas flux supported from SDR-S and

SDR-D components. As the influence of the patterning

direction on the platinum content can be up to 4 at.% this

effect should be kept in mind when considering repro-

ducibility. In addition, off-axis alignments should be

avoided as this can lead to lateral asymmetries as shown in

detail by Winkler et al [47].

4 Conclusions and outlook

The main essence of this article is the improved under-

standing of strongly varying chemistries during growth of

the first 100–200 nm layer thicknesses, using MeCpPtIVMe3

related Pt–C deposits as test vehicle. Two main components

have been found as responsible factors, namely (1) varying

number of surface electrons due to different chemistries of

substrate and deposit; and (2) reduced (diffusive) replen-

ishment mechanisms caused by the dynamically growing

deposit acting as morphological barrier. A systematic

parameter study based on previous (quasi-1D nanopillars)

and new results (3D footprints) revealed that both effects

are basically unavoidable but reducible in their strength

leading to more controlled deposit chemistries by choosing

ideal fabrication parameters. Furthermore, it was demon-

strated that the patterning alignment itself also affects final

chemistries due to directional gas fluxes which has often be

considered as less important in the past. Although of gen-

eral relevance in terms of a fundamental understanding, the

presented findings are of particular importance for appli-

cations which use the unique metal-matrix nanostructures

of FEBID deposits. Hence, this study spans from funda-

mental aspects towards applicable strategies to achieve

improved spatial homogeneity of chemistry as absolutely

essential step on the road towards industrially oriented

applications.

5 Methodology

The FEBID deposits were fabricated with dual beam sys-

tem (FEI NOVA 200, FEI, The Netherlands) using a

MeCpPtIVMe3 precursor, inserted via a FEI gas injections

system which was preheated to 45 �C for at least 30 min.

The stage was not moved for at least 15 min and the gas

flux was turned on for at least 3 min before patterning. Two

different GIS alignments were used as described in the

main text. The inner and outer diameters of the injection

nozzle are 500 and 830 lm, respectively. As substrate

10 9 10 mm Si samples with 3 nm of SiO2 were prepared
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in a laminar flow box and transferred to the dual-beam

microscope chamber immediately. The distance of the final

lens to the substrate was set to 5 mm for all experiments

and the deposition site selected in a way that the gas nozzle

does not intersect the substrate edges. The electron beam

movement was controlled via stream files, generated with

Matlab (release 2010b, MathWorks, USA).

After deposition the chamber was pumped for at least

2 h to get minimized chamber contaminations during the

EDX measurements. Those were performed by a Bruker

Xflash 4010 EDX-system (Bruker AXS). For the acquisi-

tion of the spectra an area of 2 9 2 lm within the depo-

sition was exposed for 100 s with a beam current of 1.6 nA

and a beam energy of 5 keV. During this time an input of

1.5–4.3 counts per seconds and a dead time of 4–6 % were

achieved. For subtraction of the background signals the

mean values of 3 spectra taken from the substrate were

used. The energy values of peak integration were selected

as 120–330 eV for the C K-line peak overlapping with Pt

N-line and 1,950–2,220 for the platinum M-lines peak. The

height measurements were performed on a second identical

set of depositions with an atomic force microscope

(Dimension 3100, Bruker AXS, US, operation with a

Nanoscope IVa controller) using Olympus OMCL TS-160/

TS-240 cantilever in tapping mode.
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Hansen, J.B. Wagner, C.W. Hagen, J.T.M. De Hosson, Nano-

technology 24, 345301 (2013)

1688 R. Winkler et al.

123

Appendix 1 Publication 1 61

http://dx.doi.org/10.1021/am5008003


Appendix  62 

 

 

6.2 APPENDIX 2 - PUBLICATION 2 

 

 

 

Publication 2 

 
The Nanoscale Implications of a Molecular Gas Beam during Electron 

Beam Induced Deposition. 

 

Winkler, R.; Fowlkes, J.; Szkudlarek, A.; Utke, I.; Rack, P. D.; Plank, H.  

ACS Appl. Mater. Interfaces 2014, 6 (4), 2987–2995. 

 

 

 

 
 



The Nanoscale Implications of a Molecular Gas Beam during Electron
Beam Induced Deposition
Robert Winkler,† Jason Fowlkes,‡ Aleksandra Szkudlarek,§ Ivo Utke,§ Philip D. Rack,‡,∥

and Harald Plank*,†,⊥

†Center for Electron Microscopy, Steyrergasse 17, 8010 Graz, Austria
‡Center for Nanophase Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, United States
§EMPA, Swiss Federal Laboratories for Materials Science and Technology, Laboratory for Mechanics of Materials and
Nanostructures, Feuerwerkerstrasse 39, 3602 Thun, Switzerland
∥Department of Materials Science and Engineering, University of Tennessee, Knoxville, Tennessee 37996, United States
⊥Institute for Electron Microscopy and Nanoanalysis, Graz University of Technology, 8010 Graz, Austria

*S Supporting Information

ABSTRACT: The gas flux direction in focused electron beam
induced processes can strongly destabilize the morphology on
the nanometer scale. We demonstrate how pattern parameters
such as position relative to the gas nozzle, axial rotation,
scanning direction, and patterning sequence result in different
growth modes for identical structures. This is mainly caused by
nanoscale geometric shadowing, particularly when shadowing
distances are comparable to surface diffusion lengths of
(CH3)3-Pt-CpCH3 adsorbates. Furthermore, two different
adsorbate replenishment mechanisms exist and are governed
by either surface diffusion or directional gas flux adsorption.
The experimental study is complemented by calculations and
dynamic growth simulations which successfully emulate the
observed morphology instabilities and support the proposed growth model.

KEYWORDS: focused electron beam induced deposition, nanofabrication, platinum, simulation

■ INTRODUCTION
Electron beam induced deposition (EBID) provides a unique
method to direct write functional 3D nanostructures1−3 on
almost any substrate material or shape. EBID mostly uses
gaseous precursors which are injected into the vacuum chamber
via a localized gas injection system (GIS) close to the point of
deposition. Alternative strategies implementing liquid phase
precursors/media have also recently emerged.4 Gaseous
precursors consist mainly of organometallic precursor mole-
cules5 which adsorb and diffuse on the surface and eventually
desorb after a residence time if not consumed/decomposed by
the electron beam.1,3,6−10 The deposition is based on electron
beam induced decomposition which dissociates the precursor
molecules into immobilized functional condensates and volatile
fragments which are pumped away from the chamber.1−3,11

Thus, very small (3D) structures can be fabricated on even
nonflat surfaces with spatial resolutions below 10 nm.12 In
recent years, an increasing number of applications have been
demonstrated, ranging from passive applications such as nano
optics,13 lithography-mask repair,14 nanolithography,15,16

vapor−liquid−solid nanowire growth templating,17 atomic-
layer-deposition seeding,18 advanced scanning probe micros-
copy probes,19 and diodes20 toward active devices such as

magnetic storage, sensing and logic applications,21 nanoscale
strain sensors,22,23 and gas sensors.24 Most of the applications
have two main performance demands: (1) high morphological
control to allow reproducible fabrication of required geometries
and (2) defined chemistry for proper functionality. Both of
these requirements depend strongly on the precursor working
regime during deposition which can be described by the
balance between dissociating electrons and available precursor
adsorbates1,3,9,11,25,26 with two extremes: (i) more adsorbates
than electrons, which is typically referred to as reaction rate
limited (RRL), and (ii) more electrons than adsorbates, which
is referred to as mass transport limited (MTL). It is known that
a regime change not only changes the volumetric growth rate
and resolution1,9,11,27 but also the chemistry/composition.28−30

Hence, control of the working regime is critical to define and
reproduce the morphology and functionality. Regarding the
chemistry, several ex and in situ strategies have been developed
in order to modify the functionality, such as parameter
optimization,7,28 heated substrates,31,32 reactive gases,33,34 in
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situ laser assist,35,36 thermal postgrowth annealing,37,38 post-
growth e-beam curing,39 and other combined processes.38,40,41

On the basis of this progress in functional material tuning,
advanced industrial applications are a step closer to reality.
However, the final device performance depends strongly on
both the shape fidelity and chemistry, which is therefore a
primary gateway for potential applications.
In this study, we focus on the influence of the

inhomogeneous molecular gas flux on final deposit shapes
and the dependence on position, orientation, and electron
scanning sequences used during electron beam patterning. It is
demonstrated that the inhomogeneous gas flux including
shadowing effects42−45 leads to a directional replenishment
component which can destabilize the growth mode. Finally,
counterstrategies via beam current and pixel dwell time
variations are presented which reveal the existence of two
different types of MTL conditions dominated by (1) the gas
flux and (2) surface diffusion. The study is complemented by
calculations and finite difference growth simulations revealing
excellent agreement with the experimental findings.

■ EXPERIMENTS
Gas Flux Vector. The experimental setup of our system uses an

FEI gas injection system (GIS) with an angle of 52° with respect to the
sample surface. The electron beam scan rotation was used to align the
GIS main axis (along the needle) in the imaging window (see Figure
1a). All deposits were synthesized at a distance of 40 μm with respect

to the GIS (defined as the Y direction) and 200 μm from the GIS main
axis (defined as the X direction), as shown by the green cross in Figure
1a. Please note that the off-axis alignment of 200 μm was deliberately
chosen to demonstrate the effects of the gas flux direction. Friedli et al.
showed that, as a consequence of the finite nozzle diameter, sample
surface distance, and tilted GIS arrangement, the molecular adsorption
rate is site-specific due to the spatially varying gas flux GF(x, y,
z).42,45,46 In the following, we reduced this expression to GF(x, y) due
to the flat substrates and comparably flat deposits less than 200 nm
thick. The gas flux simulator (GFS) by Friedli and Utke et al.46 was
used to simulate the relative flux ratio J/JTOT. The GFS results were
compared to quasi 1D nanopillar experiments where surface diffusion
from the substrate is minimized and the growth rates limited by local
gas flux adsorption (shown in Supplement 1, Supporting Information).
Importantly, the main gas flux vector (GFV) with respect to the X axis
was determined to be ∼72 and ∼75° by simulations and experiments,
respectively (shown in Supplement 1, Supporting Information). For

convenience, X and Y directional components, GFVX and GFVY, of the
main GFV are used, as shown in Figure 1b.

Scan Directions. First, experiments with 3D pads were performed
with high beam currents (1600 pA) and long DTs (1000 μs) via single
pass patterning (2 × 2 μm2 footprint, 13 nm point pitch). These
parameters were chosen to increase precursor depletion in the beam
area and its proximity as observed in previous studies which revealed
reduced coverage in a radius of about 60 nm for comparable
conditions and low DTs.47 The reduced coverage is due to adsorbate
consumption during long beam pulses with high electron flux. This is
experimentally demonstrated via VGR experiments for increasing DTs
which show an initial decay followed by a constant value (see
Supplement 2, Supporting Information, and refs 1, 3, 7, 27, and 28).
The nonzero steady state volume growth rate (VGR) reflects the
constant gas flux replenishment which is independent of the DTs
used.47 Thus, to simplify our interpretation and directly infer the gas
flux dependent growth, we performed experiments at high currents
together with high DTs (see also Supplement 2, Supporting
Information).

Initially, serpentine (SP) scans were used, as schematically shown in
Figure 2a. We define the scanning direction along consecutive
patterning points as the fast scan axis (FSA), while the slow scan axis
(SSA) is the direction perpendicular to the FSA, as indicated by solid
arrows in Figure 2a. Note the alignment of the gas flux vector GFV
and its X and Y components (GFVX, GFVY) relative to the scan axes.
In order to elucidate the effect of the SSA with respect to the GFV, the
serpentine patterns were rotated, as indicated in the four segments in
Figure 2a (denoted as SP1, SP2, SP3, and SP4). AFM measurements
reveal flat structures for all these patterning directions (representa-
tively shown in Figure 2b) and enable quantitative volume analyses.
The solid red bars in Figure 2c show their relative VGRs for all four
orientations, revealing variations up to 35%. Comparing the different
orientations, several details emerge: (1) the highest VGRs occur when
the SSA vector points toward the strongest gas flux component GFVY
(SP3), and (2) patterning away from the GFVY direction gives the
lowest VGRs (SP1). A similar trend is observed with respect to the
weaker gas flux component GFVX. Further experiments with reversed
FSA directions were conducted, revealing identical height distributions
(see Supplement 3, Supporting Information). Thus, it was concluded
that the relative orientation of patterning direction and gas flux vector
GFV can influence the growth.

Special Patterning Strategies. In order to visualize gas flux
vector effects within one single pad, a spiral-out (SO) patterning
strategy was introduced which conveniently scans consecutively in
different directions relative to the gas flux vector GFV. Figure 3a shows
a 3D AFM height image of a deposit fabricated by an SO strategy
(bottom left) with a single pass (identical parameters relative to the
previous section). Although each patterning point was exposed to the
electron beam once, the deposit shows a terraced structure in contrast
to the widely flat deposits achieved with the serpentine patterns, as
shown in Figure 2b.

Besides the strong height difference of the front (1) and back
segments (3), slightly different heights are also found for the lateral
segments (2 and 4) (higher and lower, respectively). To mimic the
experiments, a finite difference algorithm was written and executed to
estimate the dynamic surface coverage and EBID deposit heights using
identical SO patterning conditions as those used for Figure 3a (details
can be found in the Methodology section and in Supplement 4,
Supporting Information). To simplify, only the y-component of the
gas flux vector GFV was simulated perpendicular to the deposit front
edge. Figure 3b shows the simulated deposit heights, which is very
similar to what was observed experimentally (Figure 3a). Figure 3c
reveals that the highest adsorbate surface coverage is realized on the
front side with respect to the gas flux vector GFV (dark parts), while
the lowest coverage exists on the deposit back side (yellow regions).
Interestingly, surface coverage “crevices” are observed at the
boundaries of the four segments, as noted in Figure 3c. A detailed
look at the temporal coverage evolution reveals furthermore that the
height difference between the lateral segments (2, 4) and the back
segment (3) starts to increase with a larger spiral diameter (see the

Figure 1. (a) SEM image of the gas injection system (GIS) relative to
the center of the electron beam (green cross) at a distance of 200 and
40 μm for X and Y, respectively. The inset in the bottom left shows the
vertical distance and the GIS angle. The blue dashed arrows define X
and Y axes used for the discussion. (b) Gas flux vector (GFV) derived
from simulations and experiments (see main text) including its
individual X and Y components GFVX and GFVY, respectively, for the
given setup in part a.
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movie in the Supporting Information) as a consequence of the
triangularly shaped front segment. Note that the spiral-out patterns
were also investigated in the opposite scanning directions where the

beam travels clockwise and showed identical results (see Supplement
5, Supporting Information).

Pattern Rotation. As discussed in the previous section, the SO
deposit shows also a lateral asymmetry in height (segments 2 and 4 in
Figure 3a), which was not found for the simulations. The symmetry
observed in the simulations is due to the small X component of the gas
flux vector which was ignored. In order to investigate the relation
between the GFVX component and the observed asymmetry, the SO
patterns were experimentally rotated in 15° increments. As observed in
Figure 4, the height distribution for four segments varies depending on
the orientation relative to the GFV and the height variations scale with
the magnitude of GFVX and GFVY. Interestingly, at 30° rotation, the
GFV is parallel with the square diagonal and the front two segments
have equivalent heights which are thicker than the back two segments
which also have equivalent thickness. At 75°, the gas flux vector GFV is
perpendicular to one of the square edges (see Supplement 1,
Supporting Information). Similar to the simulation, in this case, the
side segments are of equivalent thickness and the front and back have

Figure 2. Variable serpentine patterns: (a) basic patterning strategy
including the slow scan axis vector SSA. The four segments show the
SSA orientation for SP1, SP2, SP3, and SP4 relative to the gas flux
vector GFV (see Figure 1) and its X and Y components (GFVX,
GFVX). (b) Representative AFM height image of a deposit fabricated
via the serpentine pattern. (c) Relative VGRs for different pattern
orientations defined in part a for serpentine strategies (solid bars,
highest VGR used as reference value). Simulation results are shown by
the two bars at the right with SSA orientation toward (vertical stripes
and analogous to SP3) and away from the gas flux (horizontal stripes
and analogous to SP1), revealing 47% decrease in VGR which is in
good agreement with the experimental trend (see dotted lines).

Figure 3. (a) AFM height image of a spiral-out deposit fabricated with
a single pass. The relative orientation of the gas flux vector and its
components are shown in the top left. The scanning strategy is
indicated in the bottom left together with the individual gas flux
components GFVX and GFVY. (b) Simulation results using the same
process parameters as those for the deposit in part a, however, with
only the GFVy component oriented perpendicular to the deposit front
(see green arrow). Due to the missing GFVX component, segments 2
and 4 have the same simulated height. (c) Simulated surface coverage
after one complete spiral-out scan. The lowest coverage is observed on
the back segment, and the highest, on the front segment (facing the
GFV). Please note the small coverage crevices behind the segments
(slightly brighter). The patterning box frame (dotted line) and the
scanning strategy used (solid arrows) are also indicated.
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the largest thickness variation. The relative magnitudes of the GFV
components clearly and systematically affect each segment thickness
and illustrate the influence it has on the growth modes.
Separation of Gas Flux and Diffusive Replenishment. To

separate between gas flux and surface diffusion related replenishment
mechanisms, growth experiments without the gas flux were performed.
Initially, the GIS system was opened for 3 min to achieve coverage
equilibrium at the surface. Then, the GIS valve was closed and
retracted before electron beam patterning was started (within less than

3 s). Note that this strategy eliminates the directed gas flux adsorption,
while homogeneous precursor adsorption from the chamber volume
still occurs as the monitored chamber pressure decays on a larger time
scale than the patterning time. The results for SO patterns with
identical electron beam parameters revealing thin (sub 5 nm) and flat
deposits (see Supplement 6, Supporting Information) without any
terraced segments compared to gas flux assisted deposition are shown
in Figure 3a. However, even for such high dwell times, the pads are
laterally symmetric. To investigate the influence of diffusion related
replenishment from the substrate via simulations, the spiral-out
experiments summarized in Figure 3 were repeated with a very small
diffusion coefficient of 1 × 10−11 cm2 s−1 with an associated diffusion
length of less than 0.4 Å. The simulations reveal practically identical
results in terms of morphological shapes, absolute heights, temporal
behavior, and surface coverage (see Supplement 7, Supporting
Information). Together with the GIS-off experiments, it can therefore
be concluded that the directed gas flux is responsible for the
asymmetrically terraced morphology (Figures 3a and 4). Furthermore,
it shows that the surface coverage is widely constant in the deposition
area, which is in agreement with the initial 1-D pillar growths (see
Supplement 1, Supporting Information).

Beam Current Variation. In order to investigate the influence of
the precursor working regime on final morphologies, the electron
beam current was varied from 6300 to 5 pA (constant beam energy),
while single pass SO patterning was used at a constant dwell time of
1000 μs (decreasing total dose). As shown in the AFM height images
in Figure 5, decreasing beam currents lead to stabilized morphologies.
The flatter structures emerge due to less gas depletion at lower
currents. As a quantitative measure of the decreasing terrace formation,
the relative height ratio between the lowest (3) and highest (1)
segments is plotted vs the beam current in the center of Figure 5. As
can be seen both for highest and lowest currents, the relative height

Figure 4. Pattern rotation for spiral-out patterning (counter-
clockwise) using the same electron beam parameters used in Figure
3. The gas flux vector is shown relative to the pattern orientation.

Figure 5. Beam current variation using spiral-out strategies for identical patterning conditions of 5 keV, 13 nm point pitch and 1000 μs pixel
exposure via single pass patterning (2 × 2 μm2 footprint), leading to increasingly flatter structures at lower current. The correctly oriented GFV and
its components are also indicated together with the maximum deposit heights (segment 1). The relative height ratio between back and front
segments versus beam current (central graph) is a qualitative measure for the surface coverage. For the highest currents, deposit related
replenishment (DRR) dominates, while decreasing currents reveal the transition to predominant surface related replenishment (SRR) due to lower
depletion and incremental growth heights.
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difference saturates, which indicates widely constant but very different
regime conditions, as will be discussed later.
Pixel Dwell Time Variation. As an alternative to the previously

discussed beam current variation, the pixel dwell time was also used to
control the local precursor regime. Therefore, SO experiments were
conducted with varying pixel dwell times ranging from 1000 to 1 μs,
while the number of patterning loops was adapted to maintain the
total exposure time (and thus electron dose). Such a DT sweep for
1600 pA is shown in Figure 6 by 3D AFM images which reveal that
decreasing dwell times lead to flatter deposits. For very short dwell
times of 10 μs and less, additional features appear in terms of a
diagonal trench and an even deeper central indent (see the 1 μs
deposit in Figure 6).
To correlate the process parameters with the unstable morphology,

AFM based height histograms were taken from all deposits. For
defined shapes, the histogram shows very sharp peaks, as shown for
the 50 μs deposit in Figure 7a (center). For the terraced 1000 μs
deposit, as shown in Figure 3a, the histogram shows four distinct
peaks, as can be seen in Figure 7a on the right. The trench and indent
formation for the 1 μs deposit is accompanied by an asymmetric peak,
as shown in Figure 7a on the left. When measuring the base widths of
these histogram peaks and plotting vs dwell times for different
currents, one obtains the diagram shown in Figure 7b. As can be seen,
the morphology destabilizes for high and low dwell times, however, for
very different reasons as will be discussed below.

■ DISCUSSION

As discussed and summarized in Figure 2, the VGR was highest
when patterning was performed toward gas flux vector
components GFVX (SP2) and GFVY (SP3) where new
deposition areas are efficiently replenished by the gas flux. In
contrast, when patterning away from the gas flux components,
deposition occurs in the geometric shadow of the deposit42−45

which inhibits replenishment, as schematically shown in Figure
8a. For the given geometry, we can estimate the most beneficial
geometric shadowing radius ΔrS on the back side of the deposit
as a function of the deposit height h to >20% (ΔrS = 0.2*h)
assuming straight molecule trajectories between the GIS and
substrate/deposit. This suggests a geometric shadowing radius
ΔrS of a minimum 20−30 nm for the deposits SP1−SP4 (see
Figure 2). On the basis of a diffusion constant D0 of 6.5 × 10−9

to 8.5 × 10−10 cm2·s−1 and a typical residence time τ of 60−100
μs, this results in a radial diffusion length ⟨r⟩ between 2 and 25
nm according to ⟨r⟩ = (4*D0*τ)

1/2 assuming 2D random
surface diffusion (details about D0 and τ can be found in
Supplement 8, Supporting Information).1,3,7,9 A shadowing
radius of at least 20 nm suggests that the back side of the
deposits cannot be efficiently replenished via diffusion of
molecules that adsorb outside the shadowing radius because
they desorb before reaching the deposit back side. A certain
fraction of these desorbing molecules, however, are assumed to
readsorb on the deposit back side and contribute to the
precursor population. Both replenishment mechanisms, dif-
fusion and readsorption, are further denoted as substrate related

replenishment (SRR) throughout the manuscript. On the other
hand, for molecules which adsorb on top of the deposit, close
to the growing front, it is possible to diffuse “downwards” and
contribute to the growth which we denote as deposit related
replenishment (DRR). Note that the estimations given above are
based on the 20% criterion for the shadowing radius related to
the most beneficial angle, while a majority of trajectories show
higher shadow radii illustrated by green and red lines in Figure
8a, respectively. On the basis of these estimations, the observed
VGR dependency on the SSA orientation with respect to GFV

Figure 6. Dwell time variation using spiral-out strategies with adapted patterning loop numbers to keep the total exposure time constant. Color
settings are adapted to clearly reveal surface variations. All deposits have the same footprint of 2 × 2 μm2, and all vertical scale bars are 200 nm.

Figure 7. (a) Comparison of AFM pixel height histograms from
experimental deposits for selected dwell times. (b) Summary of the
histogram peak base widths as a function of dwell time and beam
current. (c) Calculated ratio of diffusive replenishment vs gas flux
adsorption replenishment at the center of the electron beam as a
function of the same dwell time range as for part b with a current of
1600 pA (compare to red squares in part b).
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can be interpreted as follows: when patterning with the SSA
toward the GFVY gas flux component (SP3 in Figure 2), as
illustrated in Figure 8b, the front side of the growing deposits
gets directly replenished by the gas flux, while substrate related

replenishment is reduced as a result of the high dwell times
used. To further investigate this hypothesis, finite difference
simulations were performed for the purpose of estimating the
dynamic surface coverage and deposit heights (details can be
found in the Methodology section and in Supplement 4,
Supporting Information) using a similar geometrical setup as
described in the “Scan Directions” section and shown in Figure
2. The surface coverage distributions are shown by 2D top view
plots in Figure 8d and 8e and reveal an increased molecular
coverage on the front side due to direct gas flux replenishment
(dark areas) and relatively low coverage at the back side as the
consequence of geometrical shadowing (yellow areas). In
contrast, when patterning is performed away from the GFVY
component (SP1), as shown in Figure 8c, new deposition takes
place in the geometrical shadow region where direct gas flux
replenishment is restricted to the topmost edge areas of the
structures. Due to the nonzero VGR, deposit related replenish-
ment via downward diffusion is assumed to predominantly
populate the evolving deposition front, as indicated by the DRR
labeled arrow in Figure 8c. Substrate related replenishment
(SRR) is assumed to be reduced as the precursor molecules
tend to desorb before they diffuse through the shadowing
radius ΔrS toward the growing deposit (see SRR-D path in
Figure 8c), while readsorption can slightly contribute to the
growth (SRR-RA path). Complementary surface coverage
simulations (Figure 8e) reveal again that deposition takes
place in areas of lower surface coverage (yellow areas), which
explains the lower VGRs when patterning away from the gas
flux. Quantitative simulation analyses of the VGRs suggest a
VGR decay of 47% when patterning away from the gas flux
(Figure 2c). A similar argument holds for SP2 and SP4 patterns
relative to the GFVX component. The fact that GFVy > GFVx
explains why higher VGRs are found for SP3 (toward Y)
compared to SP2 (toward X), as summarized in Figure 2c.
From these experiments, it can be concluded that a directional
gas f lux replenishment component is caused by (1) the GIS
position with respect to the deposit (absolute X direction)
together with (2) a geometric shadowing effect which depends
on the absolute Y distance and the GIS tilt angle, as previously
described by Friedli et al.42−45

The spiral-out (SO) patterning strategy allows one to
visualize both directional gas flux replenishment components
with one pattern. The terraced deposit shown in Figure 3a can
be explained by directional gas flux effects: during patterning in
segment 1, the strongest gas flux component GFVY replenishes
the growing deposit front. Subsequently, during growth within
segment 2, the replenishment situation is determined by the
weaker gas flux component GFVX. The decreased VGR results
in a lower segment height, which furthermore induces
geometrical shadowing, as suggested by the simulations (see
surface coverage plot in Figure 3c). Both effects together
explain the decreasing height for segment 2 in Figure 3a and b.
When moving into segment 3, geometrical shadowing further
decreases the replenishment of the growing back side (Figure
8c), leading to the lowest segment height which is also in
agreement with the coverage simulations shown in Figure 8e.
Finally, segment 4 evolves similarly to segment 2 but with the
experimental difference that the gas flux component GFVX is
reduced and thus is the slightly reduced height compared to
segment 2 (see Figure 3a). Finally, the experiments with a
retracted and closed GIS system demonstrate that the
destabilized morphology for SO strategies can be attributed

Figure 8. (a) Schematic of geometrical shadowing as a consequence of
the GIS tilt angle and its distance to deposit. The suggested coverage
and replenishment mechanism during patterning toward and away
from the gas flux are shown in side view schemes in parts b and c,
respectively. The 2D plots in parts d and e show simulations of the
surface coverage at the termination of a beam dwell cycle from a top
view, revealing higher and lower precursor population on the deposit
front and back side, respectively. For as explanation, please consult the
main text.
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to the gas flux, while surface diffusion effects from surrounding
areas are of minor relevance.
On the basis of the previous discussion, it follows that

reducing the local depletion should decrease the influence of
directional gas flux components. This can be done by two
different approaches: (1) reducing the beam current and (2)
decreasing the pixel dwell time. As shown in Figure 5, the
highest beam currents have a saturated height ratio between
front and back segments (central graph), which indicates
constant replenishment conditions. Considering the estimated
minimum shadowing radius ΔrS = 45 nm (6300 pA deposit),
substrate related replenishment via diffusion and readsorption is
assumed to be negligible. This explains the lower plateau for the
highest currents where downward diffusion of molecules
(DRR) is assumed to be the dominant replenishment
mechanism (blue areas in Figure 5). As the beam current
decreases, the back side replenishment increases via SRR
(Figure 8c) due to (1) reduced local depletion (and a shift
toward RRL-like conditions) and (2) reduced geometric
shadowing as a result of decreased growth height. Once the
surface coverage equilibrates over the entire deposit, the height
ratio between segments 3 and 1 approaches 1 (upper plateau in
Figure 5) and the directional gas flux components have no
further implication. Alternatively, the pixel dwell times can be
reduced while the number of patterning loops is increased
accordingly, which should again lead to reduced local depletion.
As shown in Figure 6 for SO strategies (constant beam
current), the deposits get flatter for decreasing pixel dwell times
for the same reasons as for decreasing beam currents. The
central indent and the diagonal trenches, observed for lowest
dwell times, are a result of the SO patterning strategy. Both
effects indicate locally higher depletion due to more stationary
beam movements at the center (starting point) and at
directional changes at the diagonals (>25 nm FWHM beam
diameter compared to 13 nm point pitch). To allow the
assignment of indent/trench formation to insufficient surface
diffusion, SO patterns have been fabricated for shortest dwell
times with a retracted and closed GIS, leading to the same
central indents and diagonal trenches (see Supplement 6,
Supporting Information), which excludes the directional gas
flux as the origin of these features. Taking these mechanisms
into account, the morphological destabilization for very low and
very high pixel dwell times, summarized in Figure 7b, can both
be understood as a consequence of a regime shift toward more
MTL-like conditions, however, due to different reasons: while
the directional gas flux dominates for high dwell times
(directional replenishment and shadowing), insufficient dif-
fusive replenishment leads to the observed instabilities for low
dwell times (see horizontal arrow in Figure 7c). When the
beam current is reduced, the deposits become more flat (see
Figure 5b) as a consequence of a regime shift toward more RRL
conditions (vertical arrow in Figure 7b) where the number of
adsorbates density is comparable to the electron flux.
To investigate this situation in more detail, numerical

calculations of the local surface replenishment were conducted
by considering surface related diffusion and gas flux adsorption
individually. The results for the 1600 pA beam current are
shown in Figure 7c (calculation details can be found in
Supplement 8, Supporting Information). Starting from the
longest dwell times, it can be seen that the surface diffusion
related replenishment is increasing for decreasing dwell times
while the impinging gas flux is constant. The highest surface
diffusive replenishment coincides with flat deposits for DTs

between 10 and 100 μs (see Figure 6). This increasing SDR
contribution results in the more balanced situation between
locally available precursor molecules and electrons, leading to
widely flat surface structures. Further decreased dwell times
lead to reduced depletion and thus to smaller concentration
gradients, resulting in lower diffusive replenishment contribu-
tions, as shown in Figure 7c.

■ CONCLUSIONS

The study demonstrates how the inhomogeneous molecular gas
flux which results from a standard gas injection system can
significantly influence the growth modes during focused
electron beam induced deposition processes. We demonstrate
that the gas flux vector and the patterning strategy in terms of
the absolute arrangement, axial rotation, point sequence, and
patterning direction during EBID can significantly change the
resultant growth rate and can give rise to interesting growth
instabilities and morphologies. In the context of applications, it
should be kept in mind that spatially varying precursor working
regimes might entail different deposit compositions.28 This, in
turn, implies undefined and inhomogeneously distributed
deposit functionality which is highly unwanted for potential
applications. Together with destabilized morphologies, the
study points out the importance of a careful adaption of
geometrical setup, beam parameters, and patterning strategies
to exploit the full potential of EBID on its way to real
applications. Considering the main advantages of this method
as a direct-write 3D nanostructuring tool, understanding these
interactions is critical to enhancing resolution and maintaining
high-fidelity 3D nanopatterns.

■ METHODOLOGY
Deposition experiments were performed with an FEI NOVA 200 (FEI,
The Netherlands) dual beam system equipped with an FEI gas
injection system (GIS) for Pt−C deposition using a MeCpPt(IV)Me3
precursor. The GIS has an inner and outer diameter of 500 and 830
μm, respectively, and in this study, the distance between the lower
edge of the GIS needle and the sample was set at 180 ± 10 μm. 15 ×
15 mm2 Si samples with 3 nm of SiO2 were used and prepared in a
laminar flow box for experiments. After immediate transfer of the
samples to the dual beam microscope chamber, a background pressure
of at least 9 × 10−6 mbar was established before any experiment was
conducted. The precursor was preheated to 45 °C for at least 30 min.
Beam focusing and optimization were performed on different areas
than the final experiments in order to prevent any cross-
contamination. Prior to any deposition, the GIS nozzle was opened
for at least 3 min to provide a stable equilibrium between adsorption
and desorption. The chamber pressure typically increased to a stable
value of 3 × 10−5 mbar during deposition. Lateral positioning was
always done in such a way that the GIS nozzle opening is not
intersected with substrate edges which could disturb the molecular
flux. The electron column sample distance was 5 mm for all
experiments. Stage movements to defined areas have been performed
with a blanked e-beam followed by deposition and an additional stage
movement away from the actual deposition area. All patterns used
stream files which have been generated via Matlab (release 2010b,
MathWorks, U.S.) and double checked for errors in the point
sequence. After successful deposition, the structures were characterized
via atomic force microscopy (AFM) performed with a Dimension
3100 microscope (Bruker AXS, U.S.) operated with a Nanoscope IVa
controller and equipped with an XYZ Hybrid scan head using an
Olympus OMCL TS-160/TS-240 cantilever in tapping mode.
Analyses were performed using NanoScope Analysis software (v1.4,
Bruker AXS, U.S.). A detailed description of the finite difference
simulation is given in Supplement 4 (Supporting Information).
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Supplement 1 

In this supplement we use the gas flux simulator46 (GFS) to simulate the molecular gas adsorption 

distribution and compare the results with experiments in order to derive a gas flux vector. As shown 

in the literature, the volume growth rate (VGR) for 1D pillars typically shows a strong initial increase 

followed by decay towards a constant value with increasing pillar height (growth time) (see Figure S 

2). This is based on a varying replenishment situation via surface diffusion from the base substrate 

from 2-D towards quasi 1-D as the growing pillar provides an increasingly one-dimensional pathway 

towards the tip where new deposition takes place1,6,7,10,9,10. Hence, the growth rates of sufficiently tall 

pillars are mainly determined by direct replenishment from the gas flux which is reflected by the widely 

stable and non-zero VGR in Figure S 2. This allows the use of 1D pillars, grown at a constant deposition 

times (5 keV, 98 pA, 100 sec), to be an indicator for lateral gas flux distributions suggested by the GFS. 

A 7x7 matrix (49 pillar deposits) equal spaced in a square box with a side length of 120 µm (blue frame 

in Figure S 1a) has been used for experimental determination of the relative gas flux distribution J/JTOT. 

The relative variation of the pillar heights is shown in Figure S 1b by a 3D plot together with the typical 

deposition area that will be used later in this study (shown by the grey 20 x 20 µm square). The graph 

below shows a direct comparison of the relative height variation in the experiment (circles) with the 

simulated gas flux result (triangles) which reveals very good agreement. Please note, the shown 

comparison has been done along the matrix diagonal as indicated by the black arrow in Figure S 1b. 

Similar comparisons in X and Y directions also showed very good agreement of between experiment 

and simulation. Similar experiments have been performed with an array of 3D pads of 2 x 2 µm ranging 

from 100 – 300 µm along the X direction at Y = 40 µm as indicated by the red arrow in Figure S 1a. 

Deposition has been performed at low currents and short pixel dwell times (DT) of 25 pA and 1 µs, 

respectively, to keep local precursor depletion and by that also the adsorbate concentration gradients 

low which prevents locally varying surface diffusion.  
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Figure S 1: verification of the gas flux simulation (a) by means of nanopillar (b) and 3D pad growth (c) which enables the 
definition of the gas flux main vector (d) to be approximately 75° tilted with respect to the X axis (green arrow).  

 

The VGR analysis of such pads therefore allows an insight of the lateral adsorbate coverage distribution 

established by the varying gas flux. Figure S 1c compares experimental growth rates (circles) and 

simulated gas flux (triangles), which again reveals very good agreement. From these investigations it 

can be concluded that 1) the GFS is capable of predicting the spatially dependent relative molecule 

flux JX/JTOT (1D experiments); and 2) the local surface coverage is similar to the gas flux distribution (3D 

experiments). Furthermore, the latter result shows that for the areas of interest, the surface coverage 

is clearly below one monolayer (= 100 %) as expected (typically around 30 %1,3,9,1). Finally, we can derive 

the gas flux vector (GFV) as the tangent normal on equal flux ratios J/JTOT. For the deposition center 

used in this study (see green cross in Figure 1a) the GFV has an angle of ~ 72 ° with respect to the X 

axis. Analysing the experimentally determined gradients in the X- and Y- direction reveals a ratio of 1 : 
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3.8 which equals a GFV angle of 75 ° which is in excellent agreement with the GFS results. For further 

discussion, it is convenient to split this vector in its X and Y directional components GFVX and GFVY as 

shown in Figure S 1d. As discussed in the main article, high DTs shift the replenishment mechanism to 

a regime dominated by direct adsorption from the gas phase while substrate related replenishment is 

clearly reduced (see also Supplement 2). Furthermore, initial experiments concerning the lateral 

molecule adsorption from the gas phase revealed very low variations of less than 1 % within a 5x5 µm 

area around the deposit which exclude coverage gradient related effects.  

 

 

 

Figure S 2: volume growth rate (VGR) vs. growth time of a Pt-C nanopillar deposited at X = 200 µm and Y = 40 µm (see also 
Figure 1 and Figure S 1). The initial increase indicates two effects: 1) the traversing interaction volume from the substrate 
into the deposit, which increases the number of dissociating electron species; and 2) an increasing 2D diffusion towards 
the point of new deposition as the consequence of the increasing concentration gradient due to the stronger local 
depletion. Afterwards, the decreasing VGR reflects the decreasing contribution by diffusion related replenishment from 
the substrate as a consequence of the very narrow pathway (~ 100 nm in diameter but several micrometers long) which 
can be understood as a transition from 2D towards 1D diffusion. The fact that a constant and non-zero value is approached 
is based on the constant replenishment from the gas phase. Hence, the observed VGRs for sufficiently long 1D nanopillars 
is rather governed by direct gas flux replenishment.  
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Supplement 2 

Figure S 3 shows the volume growth rate (VGR) vs. dwell time for 5 keV, 1600 pA, 13 nm point pitch, 

2x2 µm for a constant total exposure time of ~ 23 sec (9.47 nC.µm2). As can be seen the VGR decreases 

for increasing dwell times as the consequence of increasing precursor consumption during each pulse. 

At DTs of ~50 µs the VGR becomes widely constant which reflects the achievable growth rate based on 

direct replenishment from the gas flux assisted by surface diffusion before the molecules desorb again. 

Hence, high DTs allow the investigation of a widely gas flux determined replenishment mechanism 

with clearly reduced contributions by diffusion related replenishment from the substrate. Please note, 

the absence of the initial VGR increase as observed for 1D nanopillars (see Supplement 1) is explained 

by the high current used (1600 pA) and the entailed excess of electrons (MTL regime). When the 

interaction volume traverses from the substrate towards the deposit, the entailed increase of 

dissociating electrons has no effect as the local areas are depleted already.  

 

  

 

Figure S 3: volume growth rate (VGR) vs. dwell time for 5 keV, 1600 pA, 13 nm point pitch, 2x2 µm for a constant total 
exposure time of ~ 23 sec (9.47 nC.µm2).  
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Supplement 3 

In order to exclude effects by means of differently oriented fast scan axes (FSA) the originally used 

serpentine patterns have been reversed or mirrored while the slow scan axis (SSA) remains the same 

(a) which is summarized in Figure S 4. As can be seen in the VGR summary (c) by red (regular) and blue 

(mirrored) bars, no difference could be found for different SSA orientations.  

 

 

 

Figure S 4: patterning mirror experiments for serpentine strategies. 
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Supplement 4 

4.1 Simulation framework for emulating scanning EBID 

The time evolution of the adsorbed precursor gas coverage during EBID was estimated by the 

application of an explicit finite differencing numerical scheme to solve the following PDE; 

 

𝜕𝑃(𝑥, 𝑦, 𝑡)

𝜕𝑡
= 𝛿Φ𝑃(𝑥, 𝑦)Δ𝑥2𝑃(𝑥, 𝑦, 𝑡) −

𝛿Φ𝑃(𝑥, 𝑦)

𝑠𝑃
𝑃(𝑥, 𝑦, 𝑡) −

𝑃(𝑥, 𝑦, 𝑡)

𝜏

+ 𝐷𝑃 (
𝜕2𝑃(𝑥, 𝑦, 𝑡)

𝜕𝑥2
+

𝜕2𝑃(𝑥, 𝑦, 𝑡)

𝜕𝑦2 ) − 𝛿𝑆𝐸𝐼
Φ𝑒−(𝑥, 𝑦, 𝑡)𝜎𝑃(𝑥, 𝑦, 𝑡)    [𝒆𝒒𝒖𝒂𝒕𝒊𝒐𝒏 1] 

 

where P(x,y,t) is the number of gas molecules per pixel of edge length x and surface area (x2),  is 

the impinging precursor gas sticking probability to the surface, sP is the precursor gas surface density 

at maximum monolayer coverage, Dp is the surface diffusion coefficient of the precursor gas on the 

surface, SE(I) is the number of secondary electrons emitted per incident primary electron, e- is the 

flux of the impinging primary electron beam and  is the mean dissociation cross-section for the 

dissociation of absorbed precursor gas by the emitted secondary electrons. This methodology is similar 

to what we have reported recently7 as well as by others in the past2,3 with the addition of a space–

dependent precursor flux term that will be described in detail below. Regarding the various terms in 

equation 1, terms #1 and #2 describe the change in precursor coverage due to the impinging precursor 

flux, term #3 describes the change in adsorbed precursor coverage due to precursor desorption, term 

#4 considers changes due to surface diffusion and finally term #5 which captures the dissociation of 

the adsorbed precursor by an impinging electron flux. The electron beam irradiates the surface at 

normal incidence leading to the following Gaussian approximation of the primary electron beam’s flux 

on the substrate/deposit surface; 
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Φ𝑒−(𝑥, 𝑦, 𝑡) =
𝑖𝐵

2𝜋𝑞𝑎2
𝑒 (−

(𝑥 − 𝑥𝑜(𝑡))2 + (𝑦 − 𝑦𝑜(𝑡))2

2𝑎2 )   [𝒆𝒒𝒖𝒂𝒕𝒊𝒐𝒏 2] 

 

where a is related to the full–width at half–maximum (FWHM) of the impinging electron beam 

according to 2a(2ln2)0.5=FWHM  4, iB is the primary electron beam current and q is the charge of the 

electron.  Electron beam motion was introduced into the simulation through the variables xo(t) and 

yo(t) facilitating either the serpentine or spiral pattern geometries of interest here. The beam is set to 

stationary at a specified location according to the beam dwell time then immediately moves to the 

next pixel.  

 

 

Figure S 5: Monte Carlo simulations (o) of electron surface emission profiles for a 5keV electron beam (FWHM=25nm, left) 
impinging a flat, 50nm semi–infinite slab of material with an average composition of PtC5.  The superimposed profile fits 
(black curves) were used in the simulation.  The fit of the SE(II) distribution was estimated by way of the summation of a 

Gaussian (FWHM=33nm, i = SE(II)**iB) and a simple linear function in radius (slope = -1x10-4 pA/nm3 and y–intercept = 
0.013 pA/nm2). 

 

The height of the growing deposited was estimated according to; 

𝑑ℎ(𝑥, 𝑦)

𝑑𝑡
=

𝑡𝑀𝐿

𝑠𝑑Δ𝑥2
𝛿𝑆𝐸𝐼

Φ𝑒−(𝑥, 𝑦, 𝑡)𝜎𝑃(𝑥, 𝑦, 𝑡)    [𝒆𝒒𝒖𝒂𝒕𝒊𝒐𝒏 3] 
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where tML is the thickness of a deposited monolayer and sd is the surface density of a deposited 

monolayer. It is important to note that the height does not couple back in to the precursor coverage 

equation 1. Thus, the diffusion of precursor on the surface does not account for the change in height 

among adjacent pixels. As a result, the simulation in valid only for small deposit heights and becomes 

less accurate as the deposit grows in height. Nonetheless, for the relatively small pad aspect ratios 

studied here the simulation results were deemed an appropriate approximation of the experimental 

problem. The mean dissociation cross section  for MeCpPt(IV)Me was estimated over the energy 

range 10–50 eV using; 

 

𝜎 =
∑ 𝑛𝑆𝐸(𝐸(𝑖)) ∗ 𝜎(𝐸(𝑖))50𝑒𝑉

𝑖=10𝑒𝑉

∑ 𝑛𝑆𝐸(𝐸(𝑖))50𝑒𝑉
𝑖=10𝑒𝑉

    [𝒆𝒒𝒖𝒂𝒕𝒊𝒐𝒏 4] 

 

where (E(i)) was estimated by fitting a curve to (Figure 6 in (5)), nSE(E(i)) was derived from the Monte 

Carlo simulation6 described above and the results are shown in Figure S 6. 

 

 

Figure S 6: the mean dissociation cross section ( ~ 0.013 nm2) was estimated over the energy range from 10–50 eV using 
equation 4 which resulted in the hatched black line shown superimposed in the figure.  
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Figure S 7: (a) the geometric method used to partition the impinging precursor flux into x– and y– components. For 
example, the percentage of gas molecules striking the deposit (square black box) face were partitioned into a y– directed 
flux in the simulation (green area). (b) The approximation shown in (a) is analogous to having an additional, virtual 
precursor source along the y–direction as demonstrated schematically here. (c) The local precursor flux at the pixel level is 
modified in the simulation to account for the orientation of the pixel surface normal with respect to the impinging 
precursor vector according to the superimposed equations. This schematic shows the case for the x– direction. The same 
treatment was applied also in the y–direction. 

 

4.2 Impinging precursor flux variations 

The impinging precursor flux in the simulation domain was calculated according to; 

 

Φ𝑃 = 3.513𝑥1014
𝑃

√𝑀𝑊 ∗ 𝑇𝑃

[
𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠

𝜇𝑚2𝑠
]   [𝒆𝒒𝒖𝒂𝒕𝒊𝒐𝒏 5] 

 

where P is the local surface pressure, MW is the molecular weight of the precursor molecule and TP is 

the temperature of the gas. In addition, the impinging precursor flux P was assumed to irradiate the 

surface at 52o with respect to a surface vector, parallel to the substrate plane, oriented along the x–

direction of the simulation domain. Inherent to the simulation is the assumption that all impinging gas 
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molecules strike the surface along the same orientation over the 1 µm x 1 µm domain (see the blue 

vectors in Figure S 7a); effectively a ‘beam’. This is clearly not the case, as shown by Utke et-al51,6, 

where significant gas divergence occurs due partly to the large inside diameter of the precursor nozzle. 

However, the paraxial precursor flux assumption used here was adequate to reproduce several 

experimental observations.  

Simulations revealed that the orientation of the local surface normal vector, with respect to the 

impinging gas flux vector, played a critical role in the evolution of h(x,y). The following procedure was 

implemented to approximate the effect of the angle of local gas impingement on the deposit surface 

and the role it plays in affecting h(x,y). The impinging flux was partitioned into x (red shaded region, 

Figure S 7a) and y (green shaded region, Figure S 7a) components by the procedure illustrated in Figure 

S 7a and which was based on the spatial orientation of the deposit with respect to the orientation of 

the incident flux vector. This approach is complementary to the approximation of two virtual gas 

nozzles as shown in Figure S 7b. Once the ox is determined, the spatial dependence of the impinging 

precursor flux may be calculated as illustrated in Figure S 7c.  in turn depends on  which ultimately 

imposes the x dependence on the problem. For example,  appears in the simulation as; 

 

𝛾(𝑛,𝑚,𝑞) = 𝑎𝑡𝑎𝑛 (
ℎ(𝑛+1,𝑚,𝑞) − ℎ(𝑛−1,𝑚,𝑞)

2∆𝑥
)   [𝒆𝒒𝒖𝒂𝒕𝒊𝒐𝒏 6] 

 

where only relatively short deposits are considered with respect to the width of the final box thereby 

avoiding problems, e.g., with steep sidewalls. The (q) index in equation 6 captures the time step where 

the space–dependent height changes with each time step in response to EBID.  The pixel index (n) was 

used for the x–direction in the simulation while the index (m) was used to iterate in the y–direction.  

The angle  is an input parameter. 
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Ultimately, the angle  was found to be the most critical parameter toward determining the final box 

deposit h(x,y) map. This angle represents the angle between a vector extended normal to the local 

substrate surface and the impinging flux vector (Figure S 7c). With regards to equation 1, the final flux 

term was; 

 

Φ𝑝(𝑥, 𝑦) =  Φ𝑜 [cos(𝛽(𝑥))
cos (𝛼)

sin (𝛼) + cos (𝛼)
+ cos (𝛿(𝑦))

sin (𝛼)

sin (𝛼) + cos (𝛼)
]

∙ 𝑺(𝒙, 𝒚)     [𝒆𝒒𝒖𝒂𝒕𝒊𝒐𝒏 7] 

 

where  is the matching angle to  but in the y–direction.  Lastly, the variable S(x,y) is a two–

dimensional array spanning the x– and y–directions that accounts for precursor shadowing that occurs 

when the deposit blocks precursor from striking the surrounding surface. An illustration of the 

shadowing effect is shown in Figure S 8. 

 

 

Figure S 8: the projected delivery of a precursor beam to the region of dissociation leads to the formation of a depleted 
zone on the opposite facing surface of the deposit. The process exhibits positive feedback exacerbating the shadowing 
effect for longer deposition times. 
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A representative explicit finite-difference equation to solve for P(n,m,q+1) where q is the time index. 

𝑃(𝑛, 𝑚, 𝑞 + 1) =
𝐷𝑝∆𝑡

∆𝑥2
[𝑃(𝑛 + 1, 𝑚, 𝑞) + 𝑃(𝑛 − 1, 𝑚, 𝑞) + 𝑃(𝑛, 𝑚 + 1, 𝑞) + 𝑃(𝑛, 𝑚 − 1, 𝑞)

− 4𝑃(𝑛, 𝑚, 𝑞)]

−
𝜎∆𝑡

𝑞
[

𝛿𝑆𝐸(𝐼)𝑖𝐵

2𝜋𝑎𝑆𝐸(𝐼)
2

𝑒
−(

(𝑥(𝑛)−𝑥𝑜(𝑡))
2

+(𝑦(𝑚)−𝑦𝑜(𝑡))
2

2𝑎𝑆𝐸(𝐼)
2 )

+
𝛿𝑆𝐸(𝐼𝐼)𝜂𝑖𝐵

2𝜋𝑎𝑆𝐸(𝐼𝐼)
2

𝑒
−(

(𝑥(𝑛)−𝑥𝑜(𝑡))
2

+(𝑦(𝑚)−𝑦𝑜(𝑡))
2

2𝑎𝑆𝐸(𝐼𝐼)
2 )

+ 𝑚𝑆𝐸(𝐼𝐼)√(𝑥(𝑛) − 𝑥𝑜(𝑡))
2

+ (𝑦(𝑚) − 𝑦𝑜(𝑡))
2

+ 𝑏𝑆𝐸(𝐼𝐼)] 𝑃(𝑛, 𝑚, 𝑞)

−
𝛿Δ𝑡

𝑠𝑝
{3.515𝑥1014

𝑃

√𝑀𝑊 ∙ 𝑇𝑃

[
cos(𝛼)

sin(𝛼) + cos(𝛼)
cos (

𝜋

2
− 𝜃

− 𝑎𝑡𝑎𝑛 (
ℎ(𝑚 + 1, 𝑛, 𝑞) − ℎ(𝑚 − 1, 𝑛, 𝑞)

2∆𝑥
))

+
sin(𝛼)

sin(𝛼) + cos(𝛼)
cos (

𝜋

2
− 𝜃

− 𝑎𝑡𝑎𝑛 (
ℎ(𝑚, 𝑛 + 1, 𝑞) − ℎ(𝑚, 𝑛 − 1, 𝑞)

2∆𝑥
))]} 𝑃(𝑛, 𝑚, 𝑞) ∙ 𝑆(𝑛, 𝑚) −

∆𝑡

𝜏
𝑃(𝑛, 𝑚, 𝑞)

+ ∆𝑡𝛿∆𝑥2 {3.515𝑥1014
𝑃

√𝑀𝑊 ∙ 𝑇𝑃

[
cos(𝛼)

sin(𝛼) + cos(𝛼)
cos (

𝜋

2
− 𝜃

− 𝑎𝑡𝑎𝑛 (
ℎ(𝑚 + 1, 𝑛, 𝑞) − ℎ(𝑚 − 1, 𝑛, 𝑞)

2∆𝑥
))

+
sin(𝛼)

sin(𝛼) + cos(𝛼)
cos (

𝜋

2
− 𝜃 − 𝑎𝑡𝑎𝑛 (

ℎ(𝑚, 𝑛 + 1, 𝑞) − ℎ(𝑚, 𝑛 − 1, 𝑞)

2∆𝑥
))]}

+ 𝑃(𝑛, 𝑚, 𝑞)    [ 𝒆𝒒𝒖𝒂𝒕𝒊𝒐𝒏 8] 

Regarding the color coding in equation 8 above; diffusion term, beam consumption terms, 

desorption term and adsorption terms. 
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Table S 1: simulation parameters 
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Supplement 5 

Figure S 9 shows the results for mirror experiments for spiral-out patterns to exclude directional 

scanning influences. Both patterns are shown in a) together with 2D AFM height images in b) revealing 

no difference of the levelled features. Additional rotation experiments (c) reveal, in agreement with 

Figure 4, two symmetrical situations at 30° and 75°, which excludes scan direction dependent effects.  

 

 

Figure S 9: mirror experiments for clockwise spiral-out patterns to exclude directional scanning influences. 

 

Supplement 6 
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In order to exclude gas flux related effects and estimate the influence of surface diffusion, deposition 

experiments have been done with a retracted and turned off GIS before patterning was started. As can 

be seen in Figure S 10, the resulting pad is entirely flat which suggests that the gas flux is strongly 

involved in the morphological destabilization during deposition. Increasing the pixel dwell time from 

1000 µs to 5000 µs results in a slight pyramidal shape (see Figure S 10) which reflects the decreasing 

precursor coverage over time as the beam moves outwards. However, even for such high dwell times 

the pads are laterally symmetric and do not show any terraced structure. Please note, complementary 

experiments without any precursor exposure revealed very low carbon deposition based on chamber 

residual which confirms the structures shown in Figure S 10 as Pt-C deposits.  

 

Figure S 10: AFM height images of deposits fabricated via spiral-out strategies as shown in Figure 3a but with the GIS gas 
flux turned off. Different dwell times of 1000 µs (a) and 5000 µs (b) have been used via single pass patterning while (c) 
shows a deposit grown at 1000 µs via 5 passes (5 keV, 1600 pA, 13 nm point pitch). Height cross sections of all deposits 
are shown in (d) (taken across central areas). Please note, the scale bar top right gives only qualitative height information 
since the used Z scales have been adapted to reveal morphological variations (image widths are 2.4 µm).  
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Supplement 7 

Figure S 11 shows simulated height growth (left curves) for high (6.5x10-9 nm2.s-1) and very low  (1x10-

11 nm2.s-1) surface diffusion (upper and lower graph) revealing very similar growth evolution. More 

importantly, however, are the very similar morphologies for high (top green panel) and very low 

(bottom red panel) surface diffusion as well as practically identical the surface coverage distributions 

(bottom right plots). These comparisons confirm from a simulation point of view that surface diffusion 

is negligible for long dwell times and directional gas flux adsorption and geometrical shadowing is 

mainly responsible for the morphological instabilities.      

 

  

 

Figure S 11: simulated height growth (left curves) for high (6.5x10-9 cm2.s-1) and very low (1x10-11 nm2.s-1) surface diffusion 
(upper and lower graph). 
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Supplement 8 

Figure S 12 summarizes the specification of diffusion coefficient from a series of pulsed FEBID 

experiments. The surface kinetics parameters determine the deposit profile in a stationary state for a 

given beam conditions. Three generic distinguishable shapes: Gaussian, Indent, Flat-top - 

corresponding to different process regimes - are predicted by simulations and observed in experiments 

(a). Starting from the MTL regime and decreasing the dwell time values DT, the transition between 

Flat-top and Gaussian profiles occurs (b). As in this regime the contribution of diffusion is negligible, 

the residence time of adsorbate and the net-dissociation cross section can be fitted to the growth rate 

function. In the next step the beam is adjusted to observe the indent shape (c). The indent value - 

INDDIFF once the rest process parameters are known, depends on surface diffusion coefficient - DP , 

which can be derived by numerically solving the equation of adsorbates concentration in continuum 

model7. From a series of pulsed FEBID experiments for MeCpPt(IV)Me3 used as a precursor INDDIFF = 

0.07, which corresponds  DP =8.5x10-10 cm2s-1. The same equation allows to calculate the contribution 

of diffusion replenishment vs. flux replenishment, as a function of DT. The rate of incoming adsorbates 

due to the surface diffusion vs. due to the adsorption from gas phase is expressed by a formula: 

 

where n(r,t)  is the concentration of adsorbates at the time - t, at a given distance from the beam 

center - r, s – sticking probability and JTOT –impinging molecular flux.  

 

 

 

 

𝐷𝑃(
1

𝑟

𝜕𝑛(𝑟,𝑡)

𝜕𝑟
+

𝜕2𝑛(𝑟,𝑡)

𝜕𝑟2 )

𝑠𝐽𝑇𝑂𝑇
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Figure S 12: Specification of diffusion coefficient from a series of pulsed FEBID experiments.  
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ABSTRACT: Emerging applications for nanoscale materials demand
precise deposit shape retention from design to deposition. This study
investigates the effects that disrupt high-fidelity shapes during focused
electron beam induced nanosynthesis. It is shown that process parameters,
patterning strategies and deposit topography can impose lateral precursor
coverage gradients during growth resulting in unwanted topographic
artifacts. The study classifies the evolving surface shapes into four general
types and explains the formation and transition from a fundamental point
of view. Continuum model calculations and simulations expand the
experimental results to provide a comprehensive insight into understand
the disruption mechanism. The findings demonstrate that the well-established concept of growth regimes has to be expanded by
its lateral gradients as they strongly influence final shape fidelities. Finally, the study is complemented by a compensation strategy
that improves the edge fidelity on the lower nanoscale to further push this technique toward the intrinsic limitations.

KEYWORDS: focused electron beam induced deposition, patterning, morphology, platinum

1. INTRODUCTION

Focused electron beam induced deposition (FEBID) relies on a
highly localized nanosynthesis of functional precursor mole-
cules via a nanometer sized, focused electron beam.1−5 An
injected gaseous precursor physisorbs on the specimen surface
and is locally decomposed by an electron beam. Together with
the very accurate and flexible positioning capabilities of the e-
beam, FEBID represents a mask-less, additive direct-write
method with spatial nanometer resolution, even on nonflat
surfaces where classical resist based lithography is complicated
or even impossible.2,3,5−9 As different precursor chemistries
provide a wide range of materials functionalities,1,3 several
application concepts have successfully been demonstrated
including magneto-logics, storage or sensing10,11 for magnetic
deposits, strain sensors,12 hall sensors,13 and gas sensors.14

While the long-lasting issue of unwanted carbon impurities in
Co- and Pt-based deposits has recently been solved by different
approaches,9,15−20 topographic errors by means of missing
flatness and/or edge sharpness still limits FEBID applications in
which the morphology is an essential element (e.g., plasmonics,
thin-film multilayer devices or high-resolution sensor gaps).

Although progress has been made in the fundamental
understanding of broadening effects which ultimately limits
the achievable lateral resolution,7,8,21−26 surface related aspects
are rarely investigated with respect to its underlying
mechanisms.8,24 Such knowledge, however, is indispensable
considering the industrial applications and their demand for
predictable and reproducible shape fidelity on the lower
nanoscale.
In this work, we therefore focus on the surface morphology

of FEBID deposits, study disruption effects under different
process conditions and link the experimental findings to lateral
gradients in the precursor working regime. We demonstrate
how surface morphologies of PtC deposits change as a function
of process parameters, patterning strategies, and deposit
thicknesses, leading to the identification of four basic
morphologies. Continuum model calculations and finite
difference simulations reveal that experimentally observed
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surface shapes can consistently be rationalized by lateral
gradients of the precursor coverage during growth. By that, it
becomes evident that the well-established concept of the
growth regime has to be expanded to account for, albeit subtle,
lateral gradients as they strongly influences final shape fidelity.
Based on this fundamental understanding, we finally introduce
a compensation strategy that sharpens the edges of nanoscale
deposits toward ultraflat, high-fidelity morphologies of FEBID
structures, which we surmise are critical for many applications.

2. RESULTS
In the following, we start with the influence of the patterning
strategy on the morphology. On the basis of the findings, we
then use the most appropriate patterning type for a systematic
study of other relevant FEBID process parameters. This results
in the classification of four basic morphologies, which are
described in detail and whose formation is explained in the
Discussion section and rationalized with calculations and
simulations.
2.1. Patterning Strategy. The considerations start with

the influence of different patterning strategies, namely, raster
(RA) and serpentine (SP) scanning. Atomic force microscopy
(AFM) height images in Figure 1 reveal the morphologies for

raster and serpentine strategies, which become apparent for the
shortest dwell times (DT) and highest beam currents, as will be
discussed in the next subsection. A chair-like morphology
evolves for raster scanning with the highest features at the
starting points of each scanning line (arrows). In contrast,
serpentine strategies lead to a tunnel-like morphology in which

lowest deposit heights evolve at the reversal points of the e-
beam (arrows). A more detailed comparison of cross-sectional
height profiles is shown in the following section. As discussed
by Winkler et al.,17 alternative patterning strategies by means of
spiral-in (SI) or spiral-out (SO) can be used; however, they
lead to diagonal features (trench and ridge) at the turning point
of the e-beam (Supplement 1, Supporting Information) and are
therefore not suitable alternatives when aiming for flat surfaces.
Considering the unfavorable lateral asymmetry of raster
patterns (Figure 1a) further experiments have been conducted
with serpentine patterning strategies as the most promising
candidate toward flat deposit surfaces.

2.2. Patterning Parameters. Serpentine patterning was
investigated over the processing range of beam current (25−
6300 pA) and pixel dwell times (1−1000 μs) while the point
pitch was kept constant at 13 nm. To provide constant total
exposure times for each patterning pixel, we compensated
decreasing DTs with an increasing number of patterning loops.
On the basis of detailed AFM investigations, we divided the
evolving surface morphologies into four different types for the
investigated parameter space, as summarized in Figure 2: (1)
flat, (2) concave, (3) slanted, and (4) patterning dependent.
Representative 3D AFM height images are also shown to give a
qualitative impression of the evolving morphologies. Note: The
transition between these classifications varies, and the AFM
images reveal the most pronounced results. In the following, a
more detailed morphological description is given for all four
types.
As a starting point, we consider the flat morphology (green

range in Figure 2), which strongly suggests a steady-state
precursor coverage gradient during patterning. As shown in the
AFM height cross sections in Figure 3a, the deposits exhibit a
fairly flat surface along the fast (parallel to the scan direction)
and slow (orthogonal to the scan direction) patterning axes, as
schematically shown in Figure 3e together with the gas flux
direction.17,27 The only deviations from an ideal situation are
the nonvertical sidewall slopes and, in particular, the rounded
upper edges. As discussed by Schmied et al.24 and Arnold et al.8

the former relies on a complex interplay between back- and
forward scattered electrons from the substrate and the deposit
itself. The latter, however, can be compensated toward sharper
edges, as will be discussed later.
When the DTs were lowered, a concave shape evolved, as

shown by a representative 3D AFM image in Figure 2 (yellow)
and by AFM height cross sections in Figure 3b. Detailed
analyses revealed the corners as the highest heights, edges as
the intermediate heights, and central areas as the lowest heights
that form the concave shape. Central cross-sectional profiles
reveal no difference between fast and slow scan axes, as can be
seen by essentially identical profiles in Figure 3b. As described
in literature based on experiments, calculations, and simu-
lations, it is well-known that lowest DTs lead to the lowest local
precursor consumption and by that to the smallest lateral
concentration gradients and low proximity depletion.8,25,26,28,29

Intuitively, such a situation should then lead to most flat
surfaces, which contradicts the observed concave shapes.
However, it has to be kept in mind that very short DTs
imply very short loop times, which strongly decreases the
replenishment times in between two consecutive pulses at the
same patterning pixel. This circumstance ultimately induces a
lateral precursor gradient reflected by the concave morphology,
as will be explained in detail in the Discussion section.

Figure 1. 3D-AFM height images of FEBID deposits fabricated via (a)
raster and (b) serpentine patterning strategies resulting in chair- and
tunnel-like morphologies, respectively. Both deposits were fabricated
at 5 keV, 1600 pA, 1 μs dwell time, and 13 nm point pitch via 1000
patterning loops. The white arrows indicate the patterning sequence
that defines the fast and slow patterning axes as indicated.
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In contrast, for very high beam currents and long dwell times
(red area in Figure 2) a slanted morphology evolves. As evident
by the AFM cross-sectional profiles in Figure 3c, the slant
evolves only in the slow patterning axis (solid red), while
widely flat surfaces are found along the fast patterning axis
(dashed blue). Also, as evident on the right-hand side of the red
cross-sectional profile and in the representative 3D AFM height
image at the center (arrow) the final front is not as steep and
smooth as the other three slopes. A similar effect has been
reported for decreasing point pitches by van Dorp et al.,30 who
attributed this feature to enhanced secondary electron emission
at the front slopes, which then increase the deposition rates,
leading to ascending morphologies. Considering the very high
beam currents, which entail higher local depletion, we expand
this interpretation and suggest forward scattered electrons due
to the thick deposits as discussed in detail later. Note: To rule
out the influence of gas flux direction, we systematically rotated
the pattern. The results revealed the slant is independent of the
gas flux (Supplement 3, Supporting Information) which further
supports the assignment to a FSE/SE-III related effect.
Finally, we again consider the blue range in Figure 2, which

shows very different morphologies for different patterning
strategies as discussed in the previous subsection. Here, we only
discuss the most promising serpentine strategy within the

investigated parameter space (details for raster strategy are in
Supplement 5, Supporting Information). As can be seen by
AFM height cross sections in Figure 3d, the surface is widely
flat in the slow patterning direction (solid red) but strongly
rounded at both edges along the fast patterning direction
(dashed blue) which ultimately forms the tunnel shape (see
representative 3D AFM inset). The dynamic evolution of this
morphology is related to the turning points of the e-beam at the
pattern edges as discussed in detail in the following section.

3. DISCUSSION
To correlate the experimentally found surface morphologies
with lateral precursor gradients, we first need to consider
different mechanisms of precursor replenishment during
growth, following the notation and explanation by Winkler et
al.17 Three main components are involved in the local
precursor replenishment for each patterning pixel: (1) gas
flux replenishment (GFR) which is laterally constant, (2)
surface diffusion replenishment from the deposit (SDR-D)
following gas flux adsorption on the deposit surface, and (3)
surface diffusion replenishment from the surrounding substrate
(SDR-S). The two SDR components differ in that SDR-D
components rely on the GFR contribution after local depletion
due to the e-beam pulse while the surrounding substrate is

Figure 2. Classification of the morphology types obtained for serpentine/raster/spiral as a function of pixel dwell time (x axis) and beam current (y
axis) for constant total exposure times at a primary electron energy of 5 keV: (green) flat, (yellow) concave, (red) slanted, and (blue) patterning
related, which change shapes depending on the strategy used. AFM height images give a visualization of the four morphology types for the most
illustrative parameter sets. (Bottom right) Representative image of a fully optimized patterning strategy within the flat regime (detailed explanation
can be found in the main text).
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unexposed, hence, having a higher virtually constant equili-
brium coverage. Therefore, depending on the local depletion
degree, SDR-S components (from outside the deposit) can be
stronger than SDR-D contributions (from the deposit area
itself) during replenishment. Furthermore, as shown by
Winkler et al.17 in detail, the slow patterning direction with
respect to the incoming gas flux direction is essential.17,27,31

With this framework, we consider the four basic
morphologies together with related patterning parameters and
reveal, in conjunction with calculations and simulations, how
laterally varying precursor regimes disrupt the intended surface
morphology.
3.1. Surface Shapes. As a starting point, the flat

morphologies are reconsidered and strongly suggest lateral

homogeneous precursor coverage due to a local equilibrium
between depletion and GFR, SDR-D, and SDR-S. For very
short DTs, the dynamic situation during growth has to be
considered. During the first patterning loop, a certain degree of
local depletion occurs. While the gas flux replenishment
component is constant, surface diffusion toward subsequently
exposed patterning pixel plays an essential role as schematically
shown in Figure 3f. For an edge point E the SDR-S component
is stronger than the SDR-D component as the former supply
path stem from unexposed, higher coverage regions. In
contrast, a central patterning point A (Figure 3f) can mainly
be replenished by GFR and SDR-D components due to the
large distance from the substrate source (1 μm). Taking into
account the short refresh times due to short DTs, it becomes

Figure 3. AFM height cross sections for (a) flat, (b) concave, (c) slanted, and (d) tunnel shapes, together with (insets) representative AFM 3D
images. (e) Pattern footprint (black square) together with the serpentine strategy (black arrows) relative to the gas flux direction. The dashed blue
and solid red lines indicate the directions of the AFM height cross sections along the fast and slow patterning axis, respectively, valid for all graphs in
this figure. (f) Schematic representation of the different precursor adsorbate supply directions for surface diffusive replenishment (SDR) split into
deposit related SDR-D and substrate related SDR-S components for three different patterning points (see text for details). (g) Scheme illustrating
the deposit cross section and (purple) scanning e-beam and FSE/SE-III contributions leading to proximity growth,8,24 as discussed in the text and
simulated in Figure 4d. (h) Scheme illustrating the patterning process in detail for several pixel positions (red points) to explain the tunnel shape via
different replenishment degrees, as indicated by the yellowish bars for two scan lines (see text for details).
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evident that the edge point E has a higher coverage and
consequently a higher volume growth rate due to the stronger
SDR-S component compared to central SDR-D contributions.
This situation becomes even more dominant at corner points C
(Figure 3f), as there are two different SDR-S directions that
contribute compared to a single directional supply at point E.
Cumulatively, this explains the concave shape shown in the
representative 3D AFM inset in Figure 3b. To further support
these assumptions, the continuum model has been used to
simulate the results.32,33 First, constant precursor coverage over
time and position has been assumed during patterning leading
to flat surfaces, as shown in Figure 4a. Then, dynamic depletion
and surface diffusion were enabled, which lead to concave
shapes for the shortest DTs, as representatively shown in Figure
4b, in agreement with experimental findings. Increasing DTs
during the experiments (right-hand shift in Figure 2) lead to
increased refresh times and improve the local replenishment
situation for each patterning point resulting in flat surfaces.
In contrast, when using short DTs but higher beam currents

(upward direction in Figure 2) the volumetric growth rates also
increase. The higher deposits have then to be considered as
morphological barrier which complicates the diffusion via
substrate related SDR-S paths (average diffusion lengths have
been estimated to be <25 nm via simulations in Winkler et al.17

in agreement with previous work by Alkemade et al.34,35).
Consequently, the SDR-S component decreases at increasing
deposit heights and deposit related SDR-D contributions
dominate which finally lead to the tunnel shapes as discussed
later. Therefore, it can be concluded that the evolving concave
shape is a consequence of short refresh times and site specific
precursor gradients due to the different replenishment
components (SDR-S at edges/corners versus SDR-D for

central areas). Experiments (short DTs, low beam currents)
with deposit heights above the average diffusion lengths17 still
show the concave shape, which is attributed to the fact that
once the concave shape evolved during early growth, it is
mimicked for further growth. By that, the experimentally
observed concave height morphology can be understood as a
direct visualization of lateral precursor gradients at such
patterning conditions. This demonstrates that for the highest
shape retention the classically used concept of the growth
regime has to be expanded to account for the lateral
distribution as subtle gradients impact the final morphology.
Next, the slanted morphology at highest DTs and beam

currents is considered (red area in Figure 2). As shown by
Winkler et al.17 such patterning conditions lead to strong local
depletion and an excess number of electrons (molecule limited
regime). Also, it has to be considered that the pixel growth rate
is high leading to deposit heights above the average diffusion
lengths.17 Consequently, the growth front is predominantly
replenished by the gas flux and SDR-D related downward
diffusion leading to lower growth efficiencies compared to
situations where SDR-S components are strongly contribu-
ting.17 Based on quantitative AFM data, Monte Carlo electron
scattering simulations have been conducted to investigate the
surface flux of forward scattered electrons (FSE). Figure 4d
shows the AFM height profile (gray) with emitted and re-
entering FSEs as purple overlay together with the last
patterning point indicated by the dashed vertical line. On one
hand, these FSE are expected to directly contribute to the
dissociation process, on other hand they trigger a cascade of
secondary electrons (defines as SE-III) which are assumed to be
the predominant dissociation species due to their relatively
higher dissociation cross-section.36−38 As discussed in detail by

Figure 4. (a) Continuum model calculations of a raster/serpentine scanning strategy imposing a constant surface coverage of precursor adsorbates
over time and position: a flat surface is obtained for both patterning strategies. Subsequently, surface diffusion was enabled together with raster (c)
and serpentine strategy (b) revealing the chairlike and concave shapes, respectively, as experimentally observed (see Figure 3). (d) Monte Carlo
simulations of electron trajectories (5 keV primary electrons) for real deposit shape (AFM profile in gray) and material (typical PtC5 composition).
The purple bars indicate exiting and re-entering FSE contributions (entailing SE-IIIs), as suggested for the slanted morphologies (arbitrary intensity
scale). The far-reaching proximity deposition is then expected to increase the base level on which subsequent deposition along the slow patterning
axis takes place leading to the ascending morphologies shown in Figure 3c for the slanted shape.
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Schmied et al.24 these FSE contributions not only leads to a
broadening of the deposit slope but also to a FSE related
proximity deposition since re-entering FSEs impact substrate
areas where all replenishment components (GFR, SDR-S)
provide comparable high precursor coverage. Hence, as shown
by the scheme in Figure 3g, FSE/SE-III contributions (purple
shades) lead to deposit growth outside the scanning pattern.
Subsequent patterning rows then start on higher base levels
which ultimately lead to the ascending deposit heights along the
slow patterning direction as schematically shown in Figure 3g
(brown box). Further evidence comes from final cross sections
(solid red line in Figure 3c), which show higher structures on
the front end also recognizable in the representative 3D AFM
inset. This explanation is further consistent with the fact that
this effect should only be dominant for a high number of
(unconsumed) FSEs which require high beam currents and
long DTs in agreement with the parameter map in Figure 2
(see also Supplement 3, Supporting Information). The main
point of this section is the finding that lateral precursor
gradients can result in excessive deposition at deposit slope via
electron emission (FSE/SE-III) and entailed re-entry which
leads to unwanted proximity deposition.
Finally, the patterning dependent morphologies need to be

discussed which evolve for low-to-medium DTs and medium-
to-high beam currents (blue region in Figure 2). First, the raster
scan is considered which leads to a chair like morphology as
shown in Figure 1a. It is well-known that the local depletion
increases with DT on a single pixel.1 This, in turn, induces a
concentration gradient in the beam proximity, which initiates
surface diffusion toward the exposed patterning pixel. As
demonstrated by Plank et al.26 the radius of this concentration
gradient can reach 100 nm for deposition parameters according
to the blue range in Figure 2. This implies that subsequent
patterning points start at slightly depleted areas, which reduce
the volume growth rate. Expanding this concept along a single
scan line, the growth rate continuously decays until it reaches a
nonzero steady-state situation governed by GFR and SDR-D
components. If the line scan is long enough, (indicated by
arrows in Figure 1a) the starting point of consecutive lines are
not affected by proximity related depletion as it is fully
replenished during the line scan. Again, this chairlike
morphology directly reflects the transient behavior of the
precursor coverage during each line scan where it is initially
high at the beginning of the line and decays to a steady state
value. To investigate this assumption via calculations, we again
used the continuum model. Figure 4c shows the result in which
the chair like feature on the left-hand side is clearly evident (see
patterning directions at the bottom). The decay length,
however, should be a function of the DT (and current)
because longer beam pulses should establish steady state
conditions during the first patterning points. This has been
verified by additional experiments together with its dependence
on the gas flux direction (Supplement 2, Supporting
Information) which, together with the calculations, support
the explanation for chair like surface shapes.
When changing the patterning strategy from raster to

serpentine at same parameters, the morphology changes into
tunnel shapes, as shown in Figure 1b. Figure 3d gives the
associated cross-sectional profiles along the slow and fast
patterning direction revealing the downward bent character-
istics only for the fast scan axis (compare to the 3D AFM inset
and the arrows). To explain this behavior, we must consider the
dynamically changing SDR-S: due to the high beam currents,

the deposit heights in the range of 100 nm exceed the average
diffusion lengths which minimize SDR-S as replenishment
components.17 This implies that the volume growth rate at the
line ends (path from point C to D in Figure 3h) decays, as
experimentally observed. In contrast, the SDR-D still delivers
precursor molecules as the replenishment of every deposit
plateau after every loop as the GFR stays constant. Additionally,
we condsider the different replenishment situation for
subsequently patterned points E and F in Figure 3h: while
point E is strongly depleted due to the quasi-stationary beam
movement at the reversal point (D → E), point F has more
time to be replenished by GFR and SDR-D components,
further increasing the central volume growth rates. Both effects
together lead to lower surface coverage at the reversal points
(indicated by the yellow bars), leading to downward bent side
walls parallel to slow patterning axis as experimentally observed
(blue line and 3D AFM image in Figure 3d). When reducing
the beam current at short DTs, the tunnels are shaped into
concave morphologies as expected. This can be explained by
the reduced deposits heights that enable SDR-S components to
contribute, which first balances the tunnel shapes and then
dominates the situation toward concave shapes, as exper-
imentally observed.
The most important finding from this section is the concept

that growth regimes necessarily has to be expanded to include
evolving lateral gradients. This not only has strong impact on
the surface morphology as discussed above, but it is also
expected to have implications on the lateral chemistry and
functionality as it is strongly connected to local growth
regimes.39,40 From a practical point of view, we can state that
the most beneficial patterning strategy seems to be the
serpentine approach which, within the right parameter range,
provides extremely flat surfaces, however, with rounded edges.
The latter aspect is discussed in the following section, including
a compensation strategy based on the fundamental under-
standing derived above.

3.2. Edge Effect Correction in Flat Shape Exposure
Conditions. As outlined in the previous section, flat shapes are
obtained by achieving laterally homogeneous precursor cover-
age due to a local equilibrium between depletion and GFR,
SDR-D, and SDR-S. Consequently, we can refer to the
knowledge of classical resist-based e-beam lithography41,42 to
address any shape deviations, especially to improve the
sharpness of round edges due to proximity effects. As discussed
in detail by Schmied et al.,24 the side walls of a FEBID deposit
show a symmetrically increasing/decreasing slope around the
edge patterning points as schematically indicated in Figure 5b,c.
Careful correlation revealed the lateral expansion of the upper
edge rounding toward a constant height in good agreement
with the backscatter electrons (BSE) radius of about 100 nm in
typical PtC5 deposits.

8,24 Similar to the FSE discussion, it has to
be noted that we assume BSE-related secondary electrons type
II (SE-II) as the predominant dissociation species and BSE only
as predominant trigger-electrons, although a certain contribu-
tion via direct BSE dissociation is also assumed. To explain the
rounded top edge, we consider different patterning points, as
shown by the scheme in Figure 5a. The growth rate for a
central point is given by (1) direct exposure at this point and
(2) by BSE/SE-II contributions from surrounding areas
according to the BSE radius within the deposit. However, the
growth rate of edge points consists only from its direct
exposure and BSE/SE-II support from the inner areas meaning
∼38% decay of BSE/SE-II contributions. The situation is even
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worse for corner points in which ∼63% of the BSE/SE-II
contribution gets lost (details are in Supplement 4, Supporting
Information) compared to central patterning points. Figure
5b,c show AFM height cross sections across a corner and an
edge by red and blue curves, respectively. As can be seen, the
edge rounding for corners is highest as expected due to the
above-mentioned explanation. However, this lack of dissociat-
ing electrons at edges and corners can be corrected by dynamic
DT adaption. The result of such a compensation strategy is also
shown in Figure 5b and considerably minimizes the edge
sharpness and supports the model above. The base broadening,
however, is a complex process between substrate related BSE/
SE-II and FSE/SE-III,8,24 which cannot be compensated by the
DT approach. Note that independent of the position or
compensation, the outer tails are always similar. Hence, the
introduced compensation allows sharpening of upper edges and
corners but cannot be used for reducing the base broadening.
The latter can only be reduced by highest primary energies as
shown in detail by Schmied et al.24 Please note, despite the
strong improvement based on simple calculations (Supplement
4, Supporting Information) we consider a simulation based
compensation approach as most promising as it can account for

different situations such varying deposit footprints or smaller
heights where the vertical expansion of the interaction volume
can change the situation. Such simulation and experimental
compensation strategies with electron beam parameter
adaptations and gas flux vector contributions will be elaborated
in a future work.

4. CONCLUSION
In conclusion, we have demonstrated how the surface
morphology changes as a function of lateral precursor gradients,
induced by varying dwell times and beam currents. We could
classify the shapes in four different types: (1) flat, (2) concave,
(3) slanted, and (4) patterning dependent. The latter can be
further categorized into different shapes such as trenches,
chairlike, and tunnel-shapes for spiral, raster, and serpentine
scanning, respectively. The serpentine patterning strategy
turned out to be most symmetric and predictable in terms of
generating flat-top surface morphologies. Although the flat
regime provides sufficiently homogeneous surface properties,
the edges and corners are always found to be rounded which,
together with previous studies, is suggested to originate from
backscattered electrons of the deposit. However, we success-
fully demonstrated an edge-correction approach, which
considerably enhances edge and corner sharpness. Together
with previous studies, we can summarize some major effects
that disrupt ideal surfaces: (1) gas flux effects, avoidable;17 (2)
surface curvature, avoidable (this study); (3) edge rounding,
compensable (this study); and (4) base broadening, minimiz-
able.7,21,24 The main aspect of this study, however, is the fact
that lateral precursor gradients are responsible for the observed
deviations from ideally flat surfaces. Also, despite the fact that
lowest beam currents and shortest dwell times have often been
considered ideal, as it promotes the electron limited regime, the
study demonstrated that lateral precursor gradients have strong
implications and can lead to nonideal results. Therefore, the
well-established concept of the growth regime has to be
expanded to include possible subtle lateral gradients to exploit
the full potential toward high fidelity shapes for real FEBID
applications.

5. METHODOLOGY
All FEBID deposits were fabricated with a NOVA 200 dual beam
system (FEI, The Netherlands) using MeCpPt(IV)Me3 precursor in
combination with a standard FEI gas injection system (GIS) having
inner and outer diameters of 500 and 830 μm, respectively. The GIS
was tilted by 52° with respect to the sample surface and placed at a
vertical distance of 180 ± 10 μm with the long GIS main axis arranged
in a lateral distance of 200 ± 10 μm with respect to the deposition area
as described in detail in [17]. Si samples with an area of 10 × 10 mm
and with 3 nm SiO2 (see reference 16) were used and prepared in a
laminar flow box for experiments. After immediate transfer of the
samples to the dual beam microscope chamber, a background pressure
of at least 9 × 10−6 mbar was established before any experiment was
conducted.

After beam focusing in the eucentric height (5 mm), the stage was
moved to the deposition area (blanked e-beam) and then rested for at
least 15 min to minimize mechanically induced stage drift. The
precursor was preheated to 45 °C for at least 30 min prior to any
experiments and opened for at least 3 min prior to any deposition to
provide equilibrium surface coverages. All experiments in this study
have been performed at 5 keV primary energies and a pixel distance
(point pitch) of 13 nm. The electron beam movement was controlled
via stream files, generated with Matlab (release 2010b, MathWorks,
U.S.) and double checked on errors in the point sequence. After
successful deposition the structures were characterized via Atomic

Figure 5. Illustration of edge-sharpness improvement within flat shape
exposure conditions. (a) Schematic top view showing the proximity
effect due to BSE/SE-II contributions from surrounding deposit areas
for (left) bulk, (center) edge, and (right) corner points, which
illustrate that missing neighbors lead to reduced volume growth rates
at edge and corner patterning points. The real edge profiles (AFM
cross sections) are shown in (b, red line) corner points and (c, blue
line) edge points; (b and c, green curves) improvements in edge
sharpness can be achieved by applying additional dwell time for
patterning points close to the edges (within the BSE radius in PtC5).
However, the base broadening effects are a convolution of substrate
related BSE/SE-II and deposit related FSE contributions, which
cannot be compensated by the given strategy.8,24
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force microscopy (AFM) performed with a Dimension 3100
microscope (Bruker AXS, Billerica, MA) operated with a Nanoscope
IVa controller and equipped with a XYZ Hybrid scan head using
Olympus OMCL TS-160/TS-240 cantilever in tapping mode. AFM
tip convolution plays a negligible role at upper edges/corners due to
comparable large curvatures (>20 nm in XY; < 10 nm in Z) compared
to the AFM tip radii of about 5 nm. At deposit side walls, tip
convolution only plays a role for deposits above 100 nm thickness,
leading to slight overestimation of deposit base widths. However, as
morphological effects on the deposit surface were the main focus of
the study, the latter influences are of minor relevance. Analyses were
performed using NanoScope Analysis software (v1.4, Bruker AXS,
Billerica, MA) and Gwyddion (v2.37). A detailed description of the
continuum model calculations and finite difference simulation is given
in reference 17.
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Supplement 1: Spiral-In and Spiral-Out Patterning 

In contrast to chair (raster scanning) or tunnel like shapes (serpentine scanning), spiral-in and spiral-out 

strategies exhibit ridge and trench features at diagonals and central areas as shown in Figure S 1. As 

these strategies are very sensitive to parameter variation which can disrupt the surface even more 

than can be seen in Figure S 1,17 these strategies are entirely inappropriate when aiming for flattest 

surface morphologies. 

 

 

 

 

Figure S 1:  3D-AFM image of spiral-out (left) and spiral-in (right) deposits fabricated at 5 keV, 1600 pA, 1 µs dwell time, 13 
nm point pitch with 1000 loops identical to the chair- and tunnel-like deposits in Figure 1 . The gas flux directions during 
the experiments are indicated by the blue arrows. 
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Supplement 2: Chair-Like Shape: Rotation and Dwell Time Variation 

First, the directional gas flux was excluded as influencing factor concerning the highest features at each 

single line starting point. For that, the pattern was systematically rotated as indicated together with 

the gas flux by the schemes in Figure S 2. The blue and red curves correspond to AFM height cross 

sections along the individual scan line and in perpendicular orientation, respectively. Note, that all 

cross sections have been taken across the deposit center.  

 

 

Figure S 2:  AFM height cross section profiles for three different raster scan patterning directions (5 keV, 1600 pA, 13 nm 
PoP, 1 µs DT and 1000 loops), demonstrating that the formation of the chair is independent on the gas flux direction. 
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Supplement 3: Exclusion of Directional Gas Flux Influences on the Slanted 
Morphology 

As the morphology slant is observed, we had to exclude the directional gas flux as originating or 

contributing factor. Therefore, we repeated the experiments with rotated pattern orientation. In 

Figure S 3 the according 2D AFM plots can be seen in which we denote the fast and slow patterning 

axis with FPA and SPA, respectively, following the notation in Figure 3e. As can be seen in Figure S 3 all 

orientations show the slant along the slow patterning axis independently on the relative gas flux which 

fully excludes gas related influences. By that, the given explanation via FSE / SE-III contributions is fully 

consistent. Please note, the resulting height differences between the four rotations are explained by 

the shadowing effect.17 

 

 

 

Figure S 3:  2D AFM height images where the color scale is adjusted to visualize the top 20 nm of the deposits fabricated 

at 5 keV, 1600 pA, 1000 µs dwell time, 13 nm point pitch in a single pass pattern via serpentines strategies. According to 

Figure 3e we defined the fast and slow patterning axis and indicated the respective directions in each image. The four 

different cases represent the systematic pattern rotation together with the gas flux direction (blue). As can be seen all 

deposits show the slant along the slow patterning axes which fully excludes the gas flux as decisive element for the 

ascending morphology. By that the FSE / SE-III approach is fully consistent.  
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Supplement 4: Edge Compensation 

As input parameter for an appropriate edge / corner compensation, the relevant BSE radii and its 

lateral distribution have to be accessed. For that,  Monte Carlo simulations (CASINO, V 3.2.0.4)42 have 

been used where a scanning e-beam with 5 keV primary energy was scanned across the edge of PtC5 

deposit on Si-SiO2 (3 nm). Please note again, we consider the BSE distribution just as trigger for SE-II 

species which are assumed to predominantly dissociate the precursor molecules. Based on the found 

BSE radius of approximately 100 nm, we can identify the lateral compensation radius of about 7 pixels. 

To get a rough estimation on the amount of correction we assumed 8, 5, and 3 nearest neighbours for 

central, edge and corner pixel points according to the schemes in Figure 5a. This leads to a 

multiplicative DT correction factor of 8/3 for corner and 8/5 for edge pixel points. Going towards the 

pad center, we assumed a linear decrease in seven steps from 8/5 to 1 for edges and from 8/3 to 1 for 

corners, respectively. Please note, this calculations can only be an approximation as the actually edge 

rounding effect differs within the flat-shape parameter range. This approximation has then been 

implemented in a stream file which led to the results shown in Figure 5b and Figure 5c. As a cross 

check, we have also overcompensated the edges and corners by doubled correction factors (8/5  

16/5 and 8/3  16/3). As summarized in Figure S 4, the first assumptions already provide strong 

improvements while the overcompensation successfully confirmed the intended approach. 

Nevertheless, we consider a computer aided compensation approach as necessary which is currently 

under development.  

 

 

Figure S 4: AFM cross sectional profiles for uncompensated (black), compensated (red) and overcompensated (green) 
patterning parameters for edges (left) and corners (right) together with the gas flux direction (GFV). The dotted blue arrows 
indicate the position of the AFM cross sections.  
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Supplement 5: Parameter Variation for Raster and Spiral Strategies 

 

As shown in the main manuscript, the influence of the patterning strategy gets particularly obvious for 

high beam currents and low dwell times (Figure 2, blue). Following the proposed interpretation by a 

decrease of the beam current (Figure 2, yellow) the concave shape – as shown for the serpentine – 

should also appear for raster and spiral scans. This has experimentally verified as shown in Figure S 5: 

increasing dwell times (top row) lead first to flat and then to slanted morphologies as predicted. When 

reducing the current (bottom) row, the morphology transforms into the concave shapes with a mixed 

morphology in between. The underlying mechanisms follow the explanations in the main text. In 

contrast, for spirals the shadowing effect dominates, leading to a segmented disrupted morphology 

explained in details in [17]. 

 

 

Figure S 5:  3D-AFM height images of deposits fabricated via raster scans, demonstrating the morphological transition for 
dwell times increasing from 1 µs to 1000 µs (top row for constant beam current of 1600 pA) and beam currents from 1600 
pA to 25 pA (bottom row for constant dwell time of 1 µs). All structures have been fabricated at 5 keV, 13 nm PoP and 
adapted frame loops to keep the total exposure time constant. 
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1 Abstract 

While 3D-printing is currently experiencing significant growth and having a significant impact on 

science and technology, the expansion into the nano-world is still a highly challenging task. Among the 

increasing number of approaches, focused electron beam induced deposition (FEBID) was recently 

demonstrated to be a viable candidate towards a generic direct-write fabrication technology with 

spatial nanometer accuracy for complex shaped 3D nano-architectures. In this comprehensive study, 

we explore the FEBID parameter space and demonstrate desirable and undesirable implications 

towards precise, predictable, and reproducible 3D nanofabrication. We identify the optimum 

parameter windows for stable operation but also provide fundamental insights in the growth dynamics 

to understand and in turn adapt the process towards the most robust direct-write fabrication regime 

for freestanding 3D nanoarchitectures.  
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2 Introduction 

In recent years, 3D-printing has emerged as an important technology due to its unique flexibility in 

design and fabrication of complex objects. While this direct-write approach of macroscopic objects has 

already taken the step forward from a prototyping tool to an accessible commercial platform, 3D-

printing on the nanoscale is still very challenging. The interest towards smaller structures is driven by 

the general miniaturization trend on one hand, but also by the access to completely new physical 

effects at smaller dimensions. With proper fabrication methods on such a small length scale numerous 

applications in the field of microelectronics, photonics, metamaterials, M(N)EMS, plasmonics, 

nanomagnetics or microfluidics are possible. The assembly of micrometer feature sizes and slightly 

below are possible with several approaches. For example, 2-photon stereolithography1 enables well-

defined and highly complex architectures with outstanding optical or mechanical properties2. 

However, common to any lithographic technique this process is a two-step process. There are only a 

few direct-write approaches3 that are able to print freestanding 3D-structures in the sub-micrometer 

regime: electroplating techniques, laser induced sintering / photo-reduction or particle beam induced 

deposition. The latter class provides unique flexibility in printing of complex 3D-structures4,5 together 

with excellent spatial resolution on almost any substrate morphology and surface morphology6. 

Focused particle beam induced deposition utilizes either ions (FIBID) or electrons (FEBID) which 

chemically dissociates physisorbed precursor molecules, whereas non-volatile decomposition 

products remain on the surface forming the intended deposit. While FIBID7–10 has faster growth rates, 

the application of electrons eliminates unwanted sputtering, ion implantation or significant substrate 

heating. Furthermore, FEBID allows the fabrication of free-standing features in the sub-50 nm regime 

while it is complicated to go below 150 nm using traditional liquid Ga+ FIBID9. While promising in 

theory, FEBID had the long-standing problem of chemical impurities, which reduce or even entirely 

mask the intended functionalities. Among many different approaches to purify FEBID materials 

during11 or after fabrication12–14, in situ laser assisted FEBID15 and a post synthesis electron stimulated 

purification in water vapor has turned out to be applicable for 3D nanostructures4. By that, the 

intended functionalities such as electric15 or optical4 were successfully demonstrated and paved the 

way for the expansion into the third dimension. Although several examples of freestanding 3D 

structures were shown in FEBID´s early years16–23, 3D FEBID nanoprinting has recently experienced a 

renaissance4,5,15,24,25 due to both, the improved fundamental understanding of FEBID processes but also 

due to the improved technological possibilities of state-of-the-art instrumentation. A turning point was 

recently achieved by Fowlkes et al. who demonstrated the predictable fabrication of highly complex, 

free-standing 3D nano-architectures by simulations and complementary experiments5. Slightly after, 

3D synthesis and material purification were combined by Winkler et al. who demonstrated the 

fabrication of freestanding 3D plasmonic structures4. Very recently, Keller et al. realized nano-magnetic 

spin-ice architectures using 3D-FEBID26. Additionally, the mechanical properties of FEBID and atomic 

layer deposition coated nanoarchitectures have been recently studied27.  These achievements in 

various fields collectively demonstrate the high potential of FEBID as generic 3D nano-printing 

technology. However, FEBID is known to be a very complex process due to the high number of involved 

and largely interdependent variables involving electron-precursor-solid interactions. Based on this 

motivation, this contribution comprehensively evaluates and discusses the implication of numerous 

process parameters during FEBID based 3D-nanoprinting. The main outcome is a deeper 

understanding of the underlying mechanisms, which lead to several overarching guidelines for precise, 

predictable, and reproducible 3D nanofabrication using focused electron beams.  
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3 Results 

Deposition of freestanding structural elements via FEBID is achieved by utilizing comparably slow 

patterning speeds in the range between 10 nm.s-1 and 100 nm.s-1 for different precursor and at typical 

beam conditions discussed below. Although simple in principle, predictable and reproducible 

fabrication is challenging due to the complex interplay between the manifold and interdependent 

FEBID parameters, where the ideal range lies in a relatively small process window. While large and 

complex multi-branch structures are possible as recently demonstrated by several work 

groups4,5,15,26,27, we focus here on the controlled FEBID fabrication of single branch elements, which 

are the fundamental building blocks for complex 3D nano-architectures. We classify the process 

parameters into three main categories as schematically shown in Figure 1: 1) beam parameters, 2) gas 

parameters and 3) patterning parameters. Please note, that even more factors than listed in the main 

manuscript can have an impact. While some of these factors are mentioned in the main text at 

appropriate places (with related sections in the Supplementary Information (SI)), some others are of 

minor relevance in typical setups and / or are beyond the scope of this study (e.g. chemical composition 

and surface energies of the substrate etc.). Most of the main parameters are self-sufficiently 

investigated in the result section, followed by a more detailed analysis about their implications and 

consequences in the discussion section. As it becomes clear below, we logically combine our discussion 

of point pitches and dwell times into the patterning velocity.  

 

3.1 Beam Parameters 

As primary electron energies and, in particular beam currents, are critical parameters for 3D FEBID, we 

first focus on these parameters. Secondly, we study the implications of the beam focus and the 

convergence angle including brief discussions concerning the astigmatism and the beam shift at 

appropriate positions. 

 

3.1.1 Primary Electron Energies and Beam Currents 

For the majority of this study a test structure called “diving board” is used as shown by a tilted SEM 

image in Figure 2:a. The structure consists of a vertical pedestal, fabricated by a stationary beam, 

followed by a laterally grown segment using different sets of point pitches (PoP) and dwell times (DT), 

meaning the pixel to pixel distance and the pulse duration, respectively. While the pedestal minimizes 

substrate related influences as discussed later, the lateral segment branch is of essential importance 

as its inclination angle gives information about wanted and unwanted effects. For that, we define the 

inclination angle  as 0° for a fully horizontal branch giving angles larger than zero for upwards oriented 

branches as indicated. Figure 2:b directly compares 15 segment arrays fabricated at different primary 

electron energies and beam currents as indicated. While the primary energies between 5 keV and 30 

keV can be precisely selected, the related lowest possible beam currents are determined by fixed 

aperture sizes in our instrumentation leading to beam currents specified in the SEM images top right. 

Each array consists of 12 individual diving boards with DTs ranging from 3 ms – 50 ms as indicated in 

Figure 2:c together with the fabrication sequence (exact DTs are specified in the caption). As the PoP 

was held constant at 1 nm (explanation will be given later), the segments within each array represents 

a different patterning velocity PV (validation of this approach is also given later). A detailed look on 

Figure 2: b reveals two unwanted morphological issues namely 1) side branching and 2) co-deposition. 

Direct comparison of all arrays shows that unwanted side branching19 is prominent for higher beam 

currents highlighted in b for the 10 keV / 130 pA array by the red circle. The effect of co-deposition at 
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the underlying substrate (see yellow circle for the 10 keV / 33 pA array), however, not only decreases 

for smaller beam currents but also for increasing electron energies (compare central column upwards). 

Apart from these qualitative observations, Figure 3 summarizes the segment angles as a function of 

the applied DTs (lower abscissa) and the corresponding patterning velocity (upper abscissa) for a fixed 

PoP of 1 nm. As mentioned, the beam currents are not identical due to machine limitations, which 

prevents a direct comparison of different energies in this graph. A complete set of data including higher 

beam currents and lower primary electron energies is given in SI 1. Normalizing the vertical volume 

growth rate (zVGR) to the applied beam currents reveals the expected gradual decrease in efficiency 

for increasing primary electron energies by a factor of 47 rel. % between 5 keV and 30 keV (see SI 1). 

The dashed lines in Figure 3a indicate constant zVGRs according to the relation 𝑧𝑉𝐺𝑅 =  𝑃𝑉 ∙  tan(𝛼), 

with patterning velocity 𝑃𝑉 and segment angle . As is evident, the experimental data deviate from 

these curves, which clearly indicates non-constant growth rates for different DTs at constant primary 

electron energies and beam currents.  This is indicative of mass transport limited growth as discussed 

later in detail. Nevertheless, Figure 3 demonstrates that the DT variation can be used to control the 

segment angles at constant PoPs, which is the basis for predictable 3D nanofabrication via FEBID. As is 

evident from the beam parameter sweep in Figure 2: a, most defined structures with eliminated co-

branching and minimized co-deposits are obtained at low beam currents and high primary electron 

energies. Furthermore, high PVs around 100 nm.s-1 are possible for these setting, resulting in short 

process times which minimizes possible drift influences. Based on these results, further experiments 

in this study were done at 30 keV and 21 pA unless not otherwise stated.   

 

3.1.2 Beam Focus  

To achieve predictable and reproducible 3D nano-architectures, the beam focus is critical. Here, we 

demonstrate the consequences of small defocus settings on the segment angles . For that, we started 

with the in-focus fabrication of appropriate pedestals followed by the segment fabrication using three 

different PVs of 91 nm.s-1, 143 nm.s-1 and 333 nm.s-1 , leading to segment angles of 54°, 42° and 10°, 

respectively. Next, we introduced small beam blurs before the segment fabrication using the same 

PVs. The upper panel of Figure 4 acts as control experiment and shows the structure diameter variation 

as a function of the blurred primary beam for 91 nm.s-1, which reveals an almost linear behaviour as 

expected28. The lower panel summarizes the implications of a defocused, blurred beam on the final 

segment angles for different PVs. Note, the highest acceptable blur before no 3D segment can be 

fabricated is represented by the last data points in the graph for each PV. As evident from the inset in 

Figure 4, this critical blur strongly decays with increasing PVs (e.g. 2 nm for 333 nm. s-1), which 

illustrates the strong demand for a careful focus setting to achieve both, predictable and reproducible 

3D nanofabrication. In the context of beam quality, we also want to emphasise the importance of 

astigmatism settings, which might lead to distorted branch widths in the XY plane. Finally, we want to 

comment on using the electronic beam shift, as our experience suggests that the focus conditions 

change as a function of the lateral beam deflection. Specifically, when in-focus conditions are 

established at the extremum of the X or Y beam shift (for focusing apart of the area of interest), no 

reliable 3D architectures could be fabricated when the beam was centred again and vice-versa. Hence, 

we only used the centred e-beam position (zero beam shift) for 3D nano-fabrication in all our 

experiments.  
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3.1.3 Convergence Angle 

As described in the previous section, the focus quality is of high importance for 3D nano-fabrication. 

One possibility to find ideal in-focus conditions in a simple way is to increase the electron beam 

convergence angle. This can be done by either varying the working distance of the microscope or by 

changing the microscope operation for some instruments (e.g. called immersion mode in our 

instrumentation). The latter has the additional advantage of slightly smaller focal spot sizes as it is 

primarily intended for high-resolution imaging. As changing the working distance is much more 

complicated in dual beam microscopes (as it means to leave the eucentric height), we here chose 

immersion mode to demonstrate the consequences of an increased convergence angle. Two identical 

diving board arrays were fabricated (as described in Figure 2:) at 18 keV and 39 pA, which are the 

highest possible primary electron energy and the lowest beam current in immersion mode at the 

eucentric height (4.9 mm working distance) for our instrument, respectively. As reference data, we 

used the same parameters in standard operation mode, which differs by their convergence semi-

angles being 1.45 ° and 4.35 ° for immersion mode, respectively. Figure 5 shows a direct comparison 

of the resulting segment angles for two consecutive experiments each (labelled as 1 and 2 in the 

legend). The insets are tilted SEM images of the first experiments for low and high convergence angles 

(indicated top right) showing diving boards fabricated at 3 ms, 15 ms, 27 ms, and 39 ms (top down). 

The first observation is the slightly reduced branch thicknesses by about 20 % in immersion mode (right 

SEM image), which corresponds to segment widths of (54±2) nm and (46±2) nm, measured at identical 

segment angles. This effect is mainly attributed to the slightly smaller electron beam diameter. 

Another observation is the minimization of the co-deposit underneath the segments for the high 

convergence angles. We attribute this effect again to the higher angle, leading to a broader impact 

area of transmitted electrons and by that a less distinct co-deposition feature. As evident in the main 

panel of Figure 5, segment angles reveal a widely similar behaviour with a slight offset to higher angles 

for medium and high DTs. For very low DTs, however, a faster drop in segment angle is observed as 

well as an inability to fabricate branches with very high patterning velocity. Although most likely 

instrument specific we want to mention another observation concerning the reproducibility. As 

mentioned above, Figure 5 shows two consecutive experiments for both operation modes. While the 

curves for the standard mode lies practically over each other (bright and dark blue), the immersion 

mode curves reveal clear deviations (bright and dark red). Considering that the arrays were fabricated 

less than 10 minutes without any beam changes, this approach is less reliable for our instrumentation 

and should be pre-tested on other systems as well. In summary, higher convergence angles provide 1) 

slightly smaller branch features (~ 20 %), 2) reduced co-deposit and 3) simplifies in-focus conditions 

during initial setup (see previous section). Conversely, there are the disadvantages of 1) more 

complicated fabrication of almost horizontal structures and 2) a limited applicability for the predictable 

fabrication of very high 3D nano-architectures as in-focus conditions decay more severely with height. 

Finally, we also want to mention 3) the unstable character in our immersion mode, 4) the working-

distance determined limitation of the highest possible primary electron energies and 5) the application 

of high magnetic fields in close proximity to the surface in high-resolution immersion mode in our 

instrument, which can interact for instance with magnetic materials. As the disadvantages dominate, 

the application of higher convergence angles does not appear to be favourable for 3D nano-printing 

unless smallest 3D structures possible are targeted.  

 

3.2 Patterning Parameter 

While simple, planar shapes can be fabricated with the integrated patterning software packages on 

most microscopes, a more sophisticated approach is required to control the electron beam movement 
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for the fabrication of complex 3D-nanostructures. For this study, FEBID exposure files (also called 

stream-files) are used, which consist of a sequential list of X / Y coordinates together with the 

associated DTs (further parameters such as beam blanking, defocus and other may be possible 

depending on the instrument used). Although more complex in generation, it opens up the 

indispensably required freedom for arbitrary 3D geometries. An excellent software for transforming a 

CAD-design into such a coordinate file is the software package 3BID, developed by Fowlkes et al.25. In 

the following we demonstrate the influences of the patterning parameters point pitch (PoP) and dwell 

times (DT), which together dictates the patterning velocity (PV). Finally we discuss the patterning 

engine accuracy for completeness. Please note, in this study we mainly consider the diving board 

architecture which relies on continous exposure sequence. For complex structures, however, an 

intermittend patterning strategy, so-called 3D interlacing is not only optional but adventageous to 

provide stable and precise 3D nanoarchitectures. However, this important aspect is not adressed in 

this article as we focus on the tilted base elements of any 3D architecture as a foundation for complex 

3D nano-printing. For more details on 3D interlacing we refer the reader to our recent studies4,25.  

 

3.2.1 Point Pitch and Dwell Times 

FEBID is typically done in a discrete pulsed fashion defined by the pulse duration (dwell time - DT) and 

the patterning pixel distance (point pitch - PoP) which results in an effective patterning velocity (PV). 

While a stationary exposure results in vertical pillars, a lateral beam motion allows the fabrication of 

inclined side branches, so-called segments. We first demonstrate the interdependency of the PoP and 

DT which effectively results in segment angles as a function of patterning velocity. Figure 6 shows the 

segment angles as a function of the PoP (0.1 nm – 20 nm) for different PVs (50 nm.s-1 – 125 nm.s-1). To 

maintain constant PV, the DT was systematically increased for increasing PoP. As is demonstrated in 

Figure 6, the segment angles remain constant for a PoP range between 0.1 nm and 2 nm, followed by 

a decrease for PoPs where the electron beam effectively “skips off” the previous deposition and / or 

too little material is deposited by the beam periphery. The essential finding of these data is that for a 

given PV, the PoP can be varied by more than one order of magnitude without any significant 

consequences on the segment angle. This insensitivity allows to fix the PoP at an appropriate value (1 

nm throughout this study) and then use only the DTs for a precise control over segment angles as 

shown in Figure 3. This approach also allows the introduction of the patterning velocity PV by the ratio 
PoP/DT. While Figure 3 graphically summarizes the results for 5 keV – 30 keV at lowest possible currents 

and a fixed PoP of 1 nm, SI 2 provides an expanded table for PVs to achieve different segment angles 

as a function of primary electron energies and beam current as a practical starting point for 3D nano-

fabrication. 

 

3.2.2 Patterning Direction 

As initially demonstrated by Bret et al., the patterning direction relative to the gas flux direction can 

play a significant role29. As elaborated via simulations by Fowlkes et al.5, this effect depends on the 

local depletion degree (e.g. induced by high currents or long dwell times), which, in turn implies that 

the precursor surface coverage should be kept as high as possible to minimize any spatial growth rate 

variations during 3D FEBID. This requires first a proper arrangement of the gas injection system (GIS). 

In brief, the GIS has to be aligned close to the substrate surface (100 µm our current setup) and radial 

distance relative to the point of fabrication (150 µm in our case). Furthermore, the long GIS axis should 

be aligned in such way that it intersects with the area of deposition to prevent any lateral gradients29–

32. Using this idealized setup, we performed a rotated series of diving boards at identical parameters 
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summarized in the polar plot in Figure 7 where the green arrows indicate the segment patterning 

direction relative to the main gas flux vector (GFV) indicated by the top arrow. There is a very small 

variation of segment angles of less than 2°, which indicates a very homogenous spatial gas situation. 

To investigate the spatial homogeneity of the gas field, similar rotation arrays have been fabricated for 

higher beam currents (44 pA instead of 21 pA) at the same primary electron energies (30 keV), 

however, with lower segment angles around 5° to provoke influences/instabilities of possible gas field 

gradients. The results are practically identical ( < 2°), which indicates that the spatial gas situation is 

still sufficient for stronger local depletion due to the higher beam currents (details can be found in SI 

3). For completeness, we want to mention that geometrical shadowing can nevertheless appear for 

large and complex structures, which would require more sophisticated GIS setups as discussed in 

literature29. Furthermore we want to point out, that changing the precursor material (experiments 

shown here for MeCpPtIVMe3) naturally leads to a different gas coverage situation which might enable 

a prominent influence of patterning direction. 

 

3.2.3 Refresh Time 

For diving board fabrication, a continuous sequence of patterning points is used, which typically leads 

to gradual precursor depletion at the growing front unless true electron limited regime conditions are 

established33,34. While the latter is challenging to achieve even for optimized GIS arrangements and 

primary beam parameters, the introduction of additional refresh times in between two consecutive 

pattering points can further help to improve the gas coverage situation. In this section we demonstrate 

the influence of an additional refresh times (RT) on the segment angles. From an experimental point 

of view, it is complicated to extract the exact gas replenishment situation on top of pedestals due to 

their small dimensions and the narrow gas replenishment channel from the substrate to the new point 

of deposition. Hence, we used the segments without the pedestals (see SEM side view image in Figure 

8) in combination with idealized GIS arrangements and primary beam conditions as discussed above 

(30 keV, 21 pA). The main panel in Figure 8 shows the relative height increase (left ordinate) together 

with the segment angle (right ordinate) for a constant PV of 100 nm.s-1 as a function of the specific 

refresh times (SRT) which is the refresh time per nm of lateral growth. The latter was introduced as for 

a given PV, there exists an infinite number of PoP – DT duplets. To clarify this situation, we consider 

two duplets using PoPs of 0.1 nm and 1 nm with a constant PV of 100 nm.s-1. When introducing a RT 

of e.g. 10 ms it follows, that after 100 nm lateral fabrication, the branch experiences 10.000 ms and 

1.000 ms total additional refresh times for the small and the large PoP, respectively. Hence, we 

normalized the refresh times to the unit patterning length by RT/PoP further called specific refresh time. 

By that, we not only decouple the RT from the used PoP-DT duplet values but also from total branch 

lengths to obtain a general value. The different symbols in Figure 8 represents different PoPs with 

adapted DTs to achieve the constant PV of 100 nm.s-1 (see legend). The results reveal two main 

features: 1) independent of the used PoPs, the data show a general trend, which further confirms the 

applicability of the combined quantity PV; and 2) there is an initial plateau up to about 10 ms/nm, 

followed by an increase for higher SRT values. The plateau suggests widely homogenous segment 

heights and angles (hREL < 5% and  < 2°) which is attributed to the complicated surface 

replenishment along the narrow pathways as discussed in the related section later. The main results 

of this graph, however, is the wide independency on the used PoP-DT duplets for constant PVs and, 

importantly, the weak dependency of segment angles on short additional RTs, which increases the 

predictability and shape homogeneity during 3D FEBID.  
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3.3 Gas Parameter 

In FEBID, the “precursor working regime” is one the most central element as it ultimately dictates the 

resolution and proximity effects and the deposit chemistry35–38. The local working regime, which 

describes the ratio of available precursor molecules and electrons (primary, backscattered, forward 

scattered and secondary electrons), depends on the above discussed primary electron beam 

parameters, the patterning procedures but also on the GIS alignment and the precursor type. While 

the GIS aspect has already been discussed in the context of patterning directions above, we here focus 

on the precursor temperature due to its implications on the total flux and surface residence time and 

finally we discuss a small variety of different precursor types.  

 

3.3.1 Precursor Temperature  

Besides an optimized GIS alignment, local precursor coverage can also be increased by a higher 

precursor flux leading to improved working regime conditions. This can be achieved by adjustable gas 

valves, the introduction of inert co-flow gases or by changing the temperature of the precursor 

crucible. While the two former measures depend on the technical setup, the latter can be easily done 

on virtually all gas injection systems. However, it should be kept in mind, that the temperature not 

only changes the total flux but also thermodynamic precursor properties such as sticking coefficients, 

residence times and average diffusion lengths33,34. Although convoluted, we here demonstrate the 

temperature related implications on the 3D growth for Pt based precursor. Figure 9a-d shows tilted 

SEM images of three PtCx diving boards fabricated with identical setups (30 keV, 21 pA, PV = 160 nm.s-

1) but at different precursor temperatures of 45°C (a), 35°C (b) and 30°C (c), with the first being the 

suggested default temperature for this precursor. Decreasing precursor temperatures leads to lower 

growth rates, reflected in both shorter pedestals and lower segment angles. Note, although the 

segment diameter looks thinner for the lowest precursor temperatures (Figure 9c), a direct comparison 

with a horizontal segment at highest temperatures and adapted PVs of 350 nm.s-1 (Figure 9d) reveals 

similar values of (29±2) nm (33±2) nm for 30 °C and 45 °C, respectively. Thus, we can therefore 

conclude that lowering the precursor temperature leads to slightly smaller branch dimensions, 

however, with the disadvantage of lower volume growth rates. Hence, a standard temperature of 45°C 

was used for all other experiments in this study. More experiments on segment growth at different 

precursor temperatures and argon co-flow can be found in Lewis et al.15. 

 

3.3.2 Precursor Type 

To date, numerous FEBID precursors have been introduced and are still a subject of intensive research 

and development14,39,40. Based on partly very different physical, chemical and thermodynamic 

properties such as dissociation cross section41,42, sticking coefficients43, residence times44,45 and the 

resulting diffusion lengths on the substrate44, the local working regime and by that the spatial growth 

rates can strongly vary, resulting in very different 3D growth characteristics. In this study, the main 

focus was on the well-studied platinum precursor MeCpPtIVMe3 but compared with the Au, W, and 

SiOx based precursors Me2Au(acac), W(CO)6) and tetraethylorthosilicate (TEOS), respectively. Figure 9e 

compares SEM images of diving board architectures with segment angles around 45° for the various 

precursors with the required patterning velocities listed. Compared to the standard Pt precursor, TEOS 

appears to deposit approximately 1.2 times more efficient while W and Au are found to be 4.5 times 

slower. Please note, that although TEOS generates electrically insulating materials, 3D geometries are 

complicated due to local charging22. For magnetic materials Keller et al. recently demonstrated the 

successful fabrication of CoFe based 3D nano-trees26 together with previous literature on free-standing 
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Cu and Co structures29,46,47. In essence, 3D FEBID is expected to be possible with many different 

precursor materials, showing same general trends as discussed here for the organometallic precursor 

MeCpPtIVMe3. However, different growth parameters and regimes will necessarily need to be 

calibrated.  

 

3.4 Other Influences 

While previous sections focused on parameter settings and their implications on final 3D growth, there 

are further effects, which partly rely on technical limitations. Although they might not appear for some 

instruments, we want to comment on those, which have turned out to be of relevance during this 

study. First, an incubation time is required before 3D FEBID is started (at least 15 minutes in this study) 

to allow for the mechanical stabilization of the sample stage. Considering the small PoP values in the 

nanometer range and below and the relatively long patterning times, it is obvious that even slow 

sample drift can lead to distortions or collapse of 3D architectures (see SI 4)4,15. Second, a steady state 

of precursor gas coverage is indispensable for high-fidelity 3D nanofabrication. This includes both, 

sufficient pre-heating times of the precursor crucible as well as sufficient times between GIS valve 

opening and deposition start. Together with the previously mentioned sample stage stabilization we 

routinely use 30 minutes preheating times, 15 minutes stage stabilization and 5 minutes GIS opening 

times before any 3D nanofabrication. Following these practical rules, the reproducibility in consecutive 

epxeriments on the same but also on different systems lies in the lower percentage range which is 

indispensable for 3D nano-fabrication and predicatable 3D nano-printing (see SI 4). Finally, we want to 

mention patterning engine related limitations with respect to the addressable pixel numbers. In brief, 

we have found that even for a situation where 1 addressable single pixel point is equal to 1 patterning 

point (1 nm distance in this study), the 3D architectures are identical (see SI 5). Although slight pixel 

inaccuracies are very likely for such 1-to-1 situations, we attribute this finding to the widely 

insensitivity of the PoP settings as discussed above. This aspect is of particular relevance if very large 

3D architectures are targeted, where the highest number of available pixels are required.  

 

4 Discussion 

During the last decade, the fundamental understanding of the FEBID process has significantly 

increased14,33,43,48,49. The central element in this respect is the local balance between available 

precursor molecules and potentially dissociating electron species, summarized in the term “working 

regime”. In principle, the situation can be divided into two extremes. On the one hand, there are 

always enough precursor molecules available and the number of electrons limit the growth, which is 

then called electron-limited regime (ELR). The other extreme is strong excess of electrons where the 

number of available molecule limit the growth, called molecule-limited or mass transport limited 

regime (MLR). In between ELR and MLR, there is a transition area where the diffusion is involved, called 

diffusion-enhanced regime (DER). While ELR conditions are highly desirable for stable FEBID processing 

(planar, bulky 3D, free-standing, 3D, or high-resolution fabrication), such regimes are challenging to 

establish in typical setups50. Using these regime terms for considerations of individual influences we 

start the discussion with GIS related details, then focus on the primary beam conditions and finally 

include the patterning related aspects. By that, the following discussion acts as strategy guide towards 

predictable and reproducible 3D nanofabrication complemented by fundamental insights in growth 

dynamics based on the above shown results.  
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4.1 Technical Setup 

On the route towards the most favourable ELR conditions, the GIS setup is crucial in general30,31,51 but 

in particular for freestanding 3D nano-architectures as studied in this work. The essential message here 

is that the GIS should be 1) as close as possible to the fabrication region in XYZ; 2) carefully aligned 

concerning the long GIS axis with respect to the fabrication point; and 3) installed at high angles to 

maximize the local precursor flux. In combination with the energy dependent lowest possible beam 

currents in our instrumentation (see legend in Figure 3), we found a minimal influence of differently 

oriented 3D branch directions as summarized in Figure 7. This setup is furthermore found to provide 

sufficient precursor flux even for doubled beam currents as summarized in SI 3). Please note, further 

increased beam currents and / or the dwell times will eventually change the local regime conditions 

towards MLR situations where directional effects might occur due to geometrical shadowing and / or 

by insufficiently replenished growth fronts, leading to distorted or collapsed growth5,29,30. Concerning 

the precursor type, we demonstrate the suitability for 3D nanofabrication for the prominent Pt 

precursor as well as for SiOx, Au and W based precursor in this work as well as in previous studies, 

respectively4,5,15. Concerning the precursor temperature (Pt precursor) we have found that lower 

temperatures provides minor improvements on the achievable branch dimensions ((29±2) nm instead 

of (33±2) nm) but a clearly reduced volume growth rate as summarized in Figure 9. We attribute the 

latter effect mainly to the reduced precursor flux as the expected increase in residence times44,52 

should increase the volume growth rate which, however, is not observed. While the increase of the 

precursor temperature leads to higher fluxes28 excessive heating might lead to problems due to the 

risk of temperature-induced decomposition together with reduced residence times and therefore is 

not suggested.  

 

4.2 Beam Setup 

As one have better control over the number of electrons than the dynamically changing number of 

precursor molecules, ELR conditions provide higher precision concerning the 3D fabrication. Such 

conditions are established when the local precursor coverage at new deposition areas are kept 

sufficiently high compared to the potentially dissociating electrons. This, in turn, implies that local 

precursor consumption needs to be low while the precursor replenishment rates are relatively high. 

The former is achieved for low beam currents and / or sufficiently low beam pulses while the latter 

benefits from ideal GIS setups and by the introduction of additional refresh times in between two 

consecutive beam pulses. As a starting point we compare the effects for increasing beam currents in 

Figure 2:b. The lowest possible values (left column) provide highest shape fidelity. For higher beam 

currents, one can first observe more pronounced co-deposits underneath the individual segments 

(representatively indicated by the yellow circle for 10 keV). This originates from an increasing number 

of transmitted electrons, which are not scattered significantly in the upper segment as studied in 

detailed by Fowlkes et al.5 . As the current increases, the growth of additional side branches (see red 

circle) occurs which clearly reflects an shift in the working regime in the topmost segment. This is 

accompanied by a stagnation of the segment angle (equivalent to the zVGR) for higher currents at 

same DTs as the available number of precursor molecules determine the achievable segment angle 

while the exceeding electrons transmit the structures and lead to new co-segments underneath (see 

SI 1). Beside this clear indication that lowest beam currents are most appropriate for 3D 

nanofabrication, the vertical growth rate dependency on the DT for different primary electron energies 

provide a deeper insight into the dynamic growth. The dashed lines in Figure 3 indicate constant 

vertical growth rates zVGR following the relation  zVGR = PV ∙ tan(with patterning velocity PV 
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segment angle . The comparison with the experimental results for e.g. 15 keV (green pentagons), 

however, reveal that the curve does not entirely follow a constant zVGR. To investigate that behaviour 

in more detail, Figure 10 shows the variation of the vertical growth rate zVGR as a function of the 

applied DTs for different primary electron energies and currents (see top legend). As evident, for 

lowest beam currents all curves reveal an initial increase followed by a decrease, which becomes more 

pronounced for higher primary electron energies. Please note, the absolute values cannot be directly 

compared due to the different beam currents used in these experiments. A normalization, however, 

confirms the expected result of highest efficiencies for lowest primary electron energies due to more 

appropriate dissociation cross section for primary, back-scattered and forward-scattered electrons and 

higher secondary electron yield (see SI 1). We start the discussion for 30 keV / 21 pA (black diamonds) 

which reveal the most pronounced peak around 15 ms DT. To understand the initial increase in zVGR 

keep in mind that increasing dwell times lead to higher segment angles as shown by the three SEM 

insets at selected DTs. Consequently, the electron beam has an increasing path through the segment, 

which generates more secondary electrons53 and by that lead to increasing dissociation events, which 

explains the initially rising tendency. Surprisingly, this increase is not continuous for 30 keV / 21 pA but 

peaks at an angle around 57° achieved at 15 ms. The following zVGR decay for further increased DTs is 

attributed to a DER shift due to precursor depletion, which cannot be entirely replenished via direct 

gas flux adsorption and short-range surface diffusion from areas close to the new growth front32,37. To 

test this hypothesis, Figure 10b shows the specific zVGR (nm.(s.pA)-1) as a function of the DTs for 30 

keV but different beam currents. The peak position shifts to lower DTs (equivalent to segment angles 

of 55°, 50° and 42°) together with decreasing specific zVGR (equivalent to efficiencies) for increasing 

beam currents (see legend). This observation is consistent with the hypothesis presented above that 

higher beam currents lead to stronger local depletion for the same DT (reduced efficiencies) with the 

consequence that the DER shift emerges already at lower DTs (peak shift). Following this hypothesis, 

we now focus on lowest primary electron energies of 5 keV at 5 pA shown by the blue squares in Figure 

10a. We again observe the initial zVGR rise attributed to the increased dissociation cross section and 

higher SE generation by the increased pathway for increasing segment angles. However, for 5 keV we 

observe a saturation behaviour for higher DTs instead of a clear decay for 30 keV (compare to black 

diamonds). To explain this missing regime shift, we need to consider two details. First, the saturation 

angle for 5 keV is around 50° at about 30 ms DT (compare to Figure 3) leading to a path length of 

around 105 nm which is in the range of the interaction volume depth in PtC5
54 for 5 keV electrons. This 

means that SE generation starts to saturate around this value in agreement with the zVGR curve. 

Second, the 5 keV experiments were performed at very low beam current of 5 pA where local depletion 

is minimal and by that reduced the demands on the replenishment. This assumption is valid when 

considering the absolute zVGR values for 30 keV (black diamonds) and 5 keV (blue squares) in Figure 

10a. In other words, the 5 keV / 5 pA experiment only reveals the zVGR increase as a consequence of 

the increased SE generation due to higher segment angles while the working regime is still closer in 

the electron limited range. Once, the beam current is increased from 5 pA to 25 pA, as shown by the 

dashed blue line in Figure 10a, an only decreasing behaviour is found due to the very high efficiencies 

at 5 keV. This curve reveals the typical growth rate vs. dwell time dependency which further supports 

the assumption of the decay being the regime shift from ELR  DER.  For primary electron energies in 

between 30 keV and 5 keV, the zVGR decay for higher DTs gradually changes to a plateau, which is the 

consequence of the decreasing beam currents specified in the legend. By that, we can conclude that 

the 5 keV / 5 pA indeed establish working regime very close to or maybe even in the electron limited 

regime while the 30 keV / 21 pA situation shows a clear shift into DER conditions as a consequence of 

the higher beam current. Interestingly, all curves with a distinct peak and the 10 keV / 7.5 pA 

experiment seem to approach similar zVGR levels between 50 nm.s-1 and 60 nm.s-1. This might reflect 
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the highest possible coverage situation for such free-standing diving boards and implies that as long 

experimental conditions yield vertical growth rates below this value, ELR conditions (or close to) are 

established while values above induce a DER shift. Next, we want to comment on the reduced co-

deposit formation for increasing primary electron energies as evident in Figure 2:b. At first glance, this 

seems to be in conflict with the above mentioned argument as 30 keV experiments are done with the 

4-fold beam current compared to the 5 keV case which clearly reveal a co-deposit. To explain this 

feature, one has to keep in mind that transmitted electrons enter the Si substrate and then have very 

different BSE (and thus SE II) radii around 8 µm and 0.3 µm for 30 keV and 5 keV, respectively35,38. 

Hence, the areal density of BSE and more importantly the related SE-II re-emission is much lower for 

high primary energies, therefore, leading to largely distributed and extremely thin co-deposits, which 

are barely visible via SEM. The final detail to discuss is the electron beam convergence semi-angle, 

which can be changed by system dependent technical options or by variation of the working distance. 

As summarized in Figure 5, higher convergence angles result in slightly smaller branch diameters due 

to inherently smaller beam diameter. In our systems we have achieved a branch diameter reduction 

from (54±2) nm to (46±2) nm for convergence angles of 1.45 mrad and 4.35 mrad, respectively. At the 

same time, the focusing procedures are simplified which is of relevance for critical parameter settings 

as discussed below. The downside of this approach is the reduced depth of focus, which might limit 

the high-resolution fabrication of very tall structures. To provide numbers for our system, the beam 

diameter increases by 10 nm in a height of 3.4 µm and 1.1 µm for 1.45 mrad and 4.35 mrad, 

respectively, which clearly limits the maximum height of the aimed 3D architecture. Also, we want to 

comment that the timely focus stability in our system was strongly reduced in the high-convergence, 

immersion mode as shown in Figure 5. To conclude this section, we can state that the application of 

lowest possible beam currents is the key for the most stable regime conditions. The choice of primary 

electron energies finally remains on technical possibilities but should include the aspects of efficiency 

(low keV are beneficial) unwanted co-deposits underneath freestanding 3D branches and beam 

diameter size (high keV are preferable). Also, a purpose and technically dependent quantity is the 

convergence angle which provides slightly smaller 3D branches and simplified focusing procedures, 

however, at the expense of the depth of focus which could limit the achievable heights of 3D 

architectures. Finally, we want to emphasize the importance of the focus quality during 3D FEBID as 

summarized in Figure 4. As evident, the introduction of a defocus (equivalent to non-focused 

conditions in initial setups) leads to a systematic decay of the segments angles, which is the 

consequence of less growth volume in the z-direction. The critical blur where no stable growth is 

achieved (last points in each curve) when incremental deposited volumes are too small to provide 

constant lateral growth. While slow patterning velocities are less sensitive for slightly defocused 

situations, high patterning velocities are extremely sensitive to defocus as shown by the inset in the 

main panel of Figure 4. In summary, these results clearly demonstrate the importance of careful beam 

focusing which otherwise could lead to different segment angles and higher branch thicknesses, both 

unwanted side effects on the route to predictable and reproducible 3D nano-architectures via FEBID.  

 

4.3 Patterning Setup 

In the final step, we focus on the patterning parameters and their implications on the final 3D nano-

architectures. The main parameters are the pixel distance PoP and the pulse duration DT, which often 

cannot be set independently due to their interdependence32,33,37,49. For ideal technical setups including 

the application of very low beam currents, however, the PoP reveals very little cross-influence on 

different DTs unless it is set in the proper range. Figure 6 summarizes this widely independent 

behaviour for a PoP range from 0.1 nm to about 2 nm at constant patterning velocities, achieved by 
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proper DT adaption. Once the used PoP comes into the range of the total beam diameter, the beam 

tails gets increasingly responsible for the formation of new incremental volumes which, by nature of 

the beam profile, leads to less deposited volume, therefore leading to decreasing segment angles 

noted in the shaded yellow. Although this data reveal, that the PoP can also be used for segment angle 

control the useful range is comparable small before no stable 3D structure can be grown. Hence, it is 

much more reliable to fix the PoP (1 nm in our study) and use only the DT as appropriate parameter 

for variation of the segment angles as summarized in Figure 3. By that, both parameters can be 

combined into the simpler patterning velocity PV via PoP/DT. Please note, as evident for PVs of  

50 nm.s-1, even downwards growing structures were achieved (~ -5°) which was also observed in FIBID 

before9. The observation of the insensitive character of the PoP in certain ranges is attributed to the 

ideal GIS alignment in combination with low beam currents, which stabilizes the working regime by 

minimizing the local depletion for each single pulse, simplifying the replenishment requirements for 

constant growth. Increasing the beam current naturally leads to a narrowing of the independent PoP 

range, which again complicates the situation. Another way to improve the gas coverage, and by that 

shift the working regime toward ELR, is the introduction of additional refresh times in between two 

subsequent patterning points. Figure 8 summarizes the relative height variation (proportional to the 

segment angle, shown at the right ordinate) in dependency on the specific refresh times SRT. As 

mentioned in the respective result section the introduction of the SRT was needed to account for the 

infinite number of PoP-DT duplets for a given patterning velocity PV. By that, the RT was decoupled 

from PoP and DT and from the total length of the segment. As evident in Figure 8, there is one general 

trend independent of the applied PoP-DT duplets, which starts with a plateau followed by a continuous 

increase of vertical heights (and segment angles at the right ordinate). At first glance, the weak 

dependency for small SRT up to about 10 ms.nm-1 is slightly unexpected compared to previous 

literature where an immediate rise is often observed33,49. To explain this situation we have to consider 

the replenishment situation on such small structures. First, replenishment of new growth fronts via 

substrate related diffusion has to happen along a very narrow pathway. Taking into account the 

random motion of precursor molecules together with the comparable short diffusion range37 it 

becomes obvious that proper replenishment from the substrate cannot take place immediately. The 

initial plateau in Figure 8 is therefore attributed to the more complicated replenishment boundary 

conditions described above. For sufficient SRTs, however, the situation gets improved as the coverage 

gradient gradually moves upward to the new point of deposition, then exploiting the expected 

improvement. The second replenishment mechanism is short range surface diffusion by molecules 

which are adsorbed from the gas phase in close proximity (~ diffusion range) to the new growth front. 

This, however, is a constant factor, which is assumed to be mainly responsible for the replenishment 

of new growth fronts. The essential part of these findings, however, is the fact that additional refresh 

times, introduced by e.g. 3D interlacing, do not affect the growth as long as the SRT is sufficiently small. 

Please note the threshold value around 10 ms.nm-1 found in this experimental series is not generally 

valid but a consequence of the used primary beam and gas parameter. Considering our approach of 

performing these experiments without a pedestal the presented results represent the best situation 

possible due to the large substrate around the segment. Consequently, the threshold value is expected 

to shift to even higher values on segments fabricated on pedestals or other segments. Therefore, in 

the context of highly predictable 3D nano-architectures the surface area of underlying architectures – 

acting as replenishment channels - has to be linked to the growth rates and finally be considered in the 

3D design which will be subject of a future study. The next detail to be discussed is the patterning 

direction defined by the branch growth direction with respect to the gas flux vector GFV. As already 

discussed in the section technical setup, a proper GIS alignment can minimize spatial effects, which 

might occur from geometrical shadowing37 and inherent spatial gas flux gradients32,55. As summarized 
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in Figure 7, a rotational segment angle precision better than 2° is achieved for 30 keV / 21 pA diving 

board architectures with an average angle of 45° using the same patterning parameters for all 

directions. In additional experiments, we confirmed the same accuracy ± 2° for even doubled beam 

currents and provocative horizontal segments angles of 4° in average (see SI 3). On the one hand, these 

results confirm that the chosen GIS setup reveal a very homogeneous gas flux distribution with 

constant gas coverage to provide spatially predictable and reproducible 3D nano-architectures. On the 

other hand, these results might be surprising as we have argued in the previous section that 30 keV / 

21 pA does not establish ELR conditions, which are expected to be the key for spatial homogeneous 

3D growth. However, here it is very important to emphasize that the same parameters were used for 

all experimental rotation series. This implies similar conditions, which are not necessarily in the 

electron limited regime. In other words, even if ELR conditions are not fully established, the spatial 

growth is constant based on a spatially and temporal homogenous gas coverage. Finally, we want to 

comment on the patterning strategy itself. The diving board architecture in this study used a 

consecutive sequence of patterning points. This approach was chosen for two different reasons. First, 

the single segments can be considered as the base element for any other 3D architecture in a modular 

way. And second, it represents the most unfavourable strategy due to a continuous growth front, 

which is very sensitive on parametric variations. While ideal for the purpose of this studies, more 

complex, multi-branched 3D nano-architectures require a 3D interlacing patterning as we recently 

demonstrated4,5. In slight detail, 3D interlacing provides higher spatial accuracies by means of the 

target XYZ position in 3D space to generate complex but connected 3D nano-architectures. For that, 

multiple branches are grown parallel instead of fully finished sequentially. This approach also 

minimizes possible drift problems via mechanical influences and / or substrate charging and minimizes 

anisotropic proximity effects (e.g. structure thickening and bending56). 

 

4.4 Strategy Guide 

Based on the previous discussion we here want to provide a short summary guide including practical 

aspects. Beside the technical, beam and patterning setup the user has to calibrate the system. First, 

an experimental series of diving boards with varying PoPs at constant PVs is recommended for lowest 

possible beam currents at either very high or very low primary electron energies depending on the 

relevance of possible co-deposits underneath the segments (start values can be found in the SI). After 

identification and fixation of the ideal PoP (see Figure 6), a diving board series with different patterning 

velocities PV (e.g. DT) should follow (see Figure 2:) to determine the segment angles vs. the patterning 

velocity PV as shown in Figure 3. This also allows the recalculation of the vertical growth rates zVGR to 

identify the established working regime as summarized in Figure 10, which could lead to different 

beam settings. Once these data are available, the design of the intended 3D architecture can start with 

the central segment-angle vs. PV chart. While a bit more challenging in the direct fabrication of 

appropriate stream files, the software package 3BID by Fowlkes et al.25 allows comfortable design, 

once the calibration curves are available. Finally, we want to refer to the section “Other Influences” 

which summarizes a few more observations, which, however, might be technically induced and 

therefore not evident on all systems.  
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5 Conclusion 

In this comprehensive study, we evaluated the impact of numerous influencing factors during direct-

write fabrication of freestanding 3D nano-architectures using Focused Electron Beam Induced 

Deposition (FEBID). While some of them are of major importance (gas injection system alignment, 

primary electron energy, beam current, patterning velocity, refresh time, and beam focus), others 

reveal more subtle implications on the final outcome (convergence angle, precursor temperature). 

Although complex in their mutual relationships the effects can mostly be traced back to the working 

regime, which describes the balance between locally available precursor molecules and potentially 

dissociating electron species. In this context we not only explain details in 3D growth but also derive 

certain rules to be followed on the route towards precise, predictable and reproducible 3D 

nanofabrication via FEBID. The full potential of this work is exploited in combination with the 

appropriate software package 3BID25, which allows convenient design of even complex, multi-branch 

3D structures. In combination, both aspects the detailed understanding and the comfortable 

realization leverage FEBID from a more scientifically oriented technology into a true 3D nanoprinter. 

With that we paved the way in 3D-nanofabrication from a trial-and-error approach to a reliable generic 

3D technology, relevant for novel concepts in diverse research and development fields such as nano-

optics, magnetics, nano-mechanics or NEMS in general. 
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6 Methods 

Focused electron beam induced deposition experiments were conducted on two Dual Beam 

Microscopes (FEI Company, the Netherlands): Nova 200 (Austria) and Nova 600 (US). In both, FEI 

standard gas injection systems were used to introduce the precursor MeCpPt(IV)Me3 (CAS: 

94442−22−5). Me2Au(acac) (acetylacetonate-dimethyl-gold(III), CAS: 14951−50−9) and Tetraethyl 

orthosilicate (TEOS, CAS: 78−10−4) precursor was used only on the Nova 200, tungsten hexacarbonyl 

(W(CO)6, CAS: 14040-11-0) was installed on the Nova 600. The precursor were heated to 45° (Pt) ,30°C 

(Au), and 55°C (W) at least 30 minutes before any deposition. The TEOS precursor was heated to 28°C 

with water co-flow during deposition. Scan rotation was applied for all experiments in such way, that 

the gas flux vector was perpendicular to the patterning direction of the segments. As substrate a 

1 × 1 cm² silicon wafer with a 3 nm thick oxide layer was used12. Patterning was performed via suitable 

FEBID exposure files, which were generated by a self-written C++ program. A 16-bit and a 12-bit 

patterning engine was used for the Nova 200 and the Nova 600, respectively. The fabrication order of 

diving boards within an array was arranged in a “towards the nozzle” fashion to reduce possible 

shadowing effects37. SEM images in 52° stage tilt were taken with low dose conditions to avoid 

unwanted structure bending. The primary electron energy / beam current experiments shown in Figure 

2 were performed in one shot, including careful beam alignments for each energy / current setting. 

Error bars for angle and thickness / heights measurements are estimated to ± 2° and ± 20 nm, 

respectively. For refresh time experiments a fast beam blanker was used at the Nova 200 (FEI 

Company, The Netherlands).   
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8 Figures 

Figure 1 

 

 
Figure 1: Overview of the most important parameters during 3D-FEBID addressed in this article following a classification 

into three categories while the suffix (T) indicates technically related influences. Beside the electron column, the beam, the 

gas injection system and the sample, the scheme also shows the here used 3D diving board geometry consisting of a vertical 

pedestal followed by differently angled lateral segments. The patterning points are indicated, together with their main 

parameters dwell time (DT) and point pitch (PoP). 
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Figure 2 

 

 
Figure 2: Diving board arrays as a function of various beam parameters fabricated from the MeCpPtMe3 precursor. (a) SEM 

side view image of a diving board architecture. The element of interest is the segment, which is defined by the resulting 

angle with respect to the horizontal orientation as indicated. (b) Tilted SEM images of 15 diving board arrays (scale bars 

are 400 nm) fabricated at different primary electron energies (ordinate) and the three lowest beam currents possible in our 

instrumentation (as indicated in pA in each SEM image top right). Each array was fabricated using a fixed point pitch of 1 

nm, while dwell times were decreased from 50 ms to 3 ms (50, 43, 39, 35, …, 3 ms) according to the scheme in (c). Co-

branching and co-deposition are indicated in the 10 keV experiments by red and yellow circles, respectively.  
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Figure 3 

 

 
Figure 3: Dwell time based control of segment angles. The graph summarizes the segment angles as a function of the 

applied dwell times for different primary electron energies and lowest possible beam current in our instrumentation 

(constant PoP of 1 nm). The dwell time variation is equivalent to a patterning velocity as shown on the top abscissa. The 

dashed lines represents constant vertical growth rates at different values recalculated from segment angles and dwell 

times (see main text). Please note that the curves are not directly comparable due to different beam currents used.  
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Figure 4 

 

 
Figure 4: Influence of focus quality on segment angles. The upper panel gives the segment width as a function of the beam 

blur induced by a defocus for a PV of 91 nm.s-1. The main panel summarizes the segment angle variation as a function of 

beam blur for different PVs (see legend on top). The inset gives the critical defocus values vs. the patterning velocity where 

the last stable diving board could be fabricated.  

 

 

 

Figure 5 

 

 
Figure 5: The implications of the electron convergence semi-angle on final segment angles. The main panel shows two 

consecutive experiments (light and dark colors, respectively) following the approach in Figure 2: using convergence semi-

angles of 1.45 ° (blue) and 4.35 ° (red) at the same working distances (~ 4.9 mm) for 18 keV and 39 pA. While generally 

similar, the high convergence angle leads to slightly higher segment angles together with a faster drop at very low DT. The 

inset gives two tilted SEM images of diving board arrays at low and high convergence angles (see indicated top right) for 

selected DTs (see indication). While the branches are slightly thinner (~ 20 rel.%, see main text), the reproducibility is slightly 

reduced. Scale bars are 500 nm.   
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Figure 6 

 

 
Figure 6: Influence of the point pitch (PoP) on segment angles for constant patterning velocities, realized by according dwell 

time adaption. As evident, the point pitch is found to be widely independently for a range between 0.1 nm and 2 nm for all 

PVs. At higher point pitches the segment angle decreases and eventually becomes unstable as the beam radius approaches 

the PoP.  

 

Figure 7 

 

 
Figure 7: Segment angle as a function of the patterning direction in relation to a fixed gas flux vector (GFV) performed at 

30 keV / 21 pA with an average angle of ~ 45 °. The indications at the right show the patterning direction (green arrows) 

starting from the pedestals (circular regions) together with tilted SEM images as insets for rotation angles of 0°, 90° and 

180°. Individual segment angles deviate by less than ± 2° within the full rotation, which reveals a homogeneous spatial 

gas field for the chosen setup (see main text).  
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Figure 8 

 

  
Figure 8: Implication of additional refresh times on relative height increase (left ordinate) and absolute segment angles 

(right ordinate). The experiments used a segment growth directly at the substrate (see SEM side view image, scale bar is 

400 nm) to emulate the best replenishment situation (see discussion in the main text). While all experiments have been 

done at 30 keV / 21 pA and a constant patterning velocity (PV) of 100 nm.s-1 (excluding refresh times), the different symbols 

relate to different point pitches (PoP) with adapted dwell times to establish the constant PV. The specific refresh time is 

the refresh time per unit patterning length, which decouples this value from different PoP values and branch lengths. Beside 

the PoP independent general trend, there is an initial plateau up to about 10 ms.nm-1, which indicates insignificant 

replenishment on short time scales due to the narrow replenishment pathway as discussed in the main text. 
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Figure 9 

 

 
Figure 9: Effects of precursor temperature (a – d) and precursor type (e) during diving board fabrication at 30 keV / 21 pA. 

The tilted SEM images from (a) to (c) shows diving boards (scale bars are 200 nm), fabricated from a Pt precursor at fixed 

patterning velocities of 160 nm.s-1 for precursor temperatures of 45 °C, 35 °C and 30 °C, respectively. (d) gives a diving 

board, fabricated at the standard temperature of 45 °C, however, with an adapted PV of 350 nm.s -1 for direct comparison 

of segment thicknesses at almost horizontal branches. As evident, lowering the precursor temperature lead to slightly 

thinner branch heights, however, with the downside of lower volume growth rates reflected in both, shorter pedestals and 

smaller segment angles. (e) demonstrates the applicability of SiOx (TEOS), Pt (MeCpPtIVMe3), W (W(CO)6) and Au 

(Me2Au(acac)) precursor for 3D nano-printing using the diving board architecture at 30 keV / 21 pA. Please note, the image 

is an in-scale comparison of four individual images for direct comparison, also containing the individual related patterning 

velocities for similar segment angles around 45°, which, in turn allows one to estimate the deposition efficiencies.  
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Figure 10 

 

 
Figure 10: Vertical growth rates zVGR as a function of pixel dwell times at a point pitch of 1 nm. a) shows the dynamic 

behaviour for different primary electron energies and lowest possible beam currents (see top legend) with the exception 

of the 5 keV / 25 pA experiments shown by the dashed line. The SEM insets give tilted SEM images of diving boards at 

selected dwell times for the 30 keV / 21 pA experiment as indicated by the circles. A detailed discussion is given in the main 

text. b) shows the specific zVGR (equivalent to an efficiency) for the 30 keV situation, however, for increasing beam currents 

according to the legend. As evident, the peak gradually shifts to lower dwell times and segment angles (as specified), which 

indicates an earlier emerging regime shift for higher beam currents (see main text).  
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Exploring the parameter space during 3D nanoprinting via focused electron beam induced deposition 

(FEBID) to enable predictable and reproducible fabrication of differently angled fundamental building 

blocks which then can be combined into complex, high-fidelity 3D nano-architectures. 
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Supplement 1: Efficiencies and Full Segment Angle Dataset 
 

As evident from Figure 3 in the main manuscript, there is an increasing vertical volume growth rate (zVGR) 

found for increasing primary electron energies (PEE) at same dwell times (DTs). This seems to be in 

contradiction on first sight as the dissociation cross section should be higher for lower PEEs1 However, to 

explain this observation, the relevant beam currents have to be taken into account as well which range 

from 5 pA at 5 keV up to 21 pA at 30 keV (see legend in Figure 3). Therefore, the Figure S 1 shows the 

specific zVGR by normalizing the relevant values to the used beam currents. As evident, these data then 

show the expected trend of a decreasing efficiency for increasing PEEs (the error bars are the standard 

deviation after averaging all relevant data points). For completeness, we want to mention again, that 

setting identical beam currents is not possible in our instrumentation.  

Also, Figure 3 in the main manuscript summarize only the data for lowest possible beam currents as shown 

in the left column in Figure 2b. For completeness, we here display the segment angles for all beam 

currents and PEEs mentioned in the main manuscript (Figure S 2) and complement these data by same 

experiments at 2 keV and 1 keV in Figure S 3.  

 

 

Figure S 1: vertical growth rates normalized to the used beam currents ( specific zVGR) vs. primary electron energy (PEE) during 

segment fabrication. The tendency reveal the expected behaviour of decaying specific growth rates (equivalent to efficiencies) 

for increasing PEEs.  
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Figure S 2: Segment angles as a function of the applied dwell times for different primary electron energies and the three lowest 

possible beam currents in our instrumentation using constant point pitches of 1 nm. As in the main manuscript, the according 

patterning velocities are shown on the top abscissa. The dashed lines represents constant vertical growth rates at different 

values recalculated from segment angles and dwell times (see main manuscript).  
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Figure S 3: Expanded experiments of segment angle fabrication for 2 keV and 1 keV. The upper image gives tilted SEM images 

of the diving board arrays following the fabrication approach shown in Figure 2c. The lower panels summarize the segment 

angles as a function of the applied dwell times for 2 keV (left) and 1 keV (right) at the three lowest possible beam currents in 

our instrumentation using constant point pitches of 1 nm. As in the main manuscript and in Figure S 2, the according patterning 

velocities are shown on the top abscissa. The dashed lines represents constant vertical growth rates at different values 

recalculated from segment angles and dwell times (see main manuscript).  
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Supplement 2: Start Values for Segment Angles 
 

Table S 1: Starting values for required patterning velocities to achieve segment angles of nominal 60°, 45°, 30°, and 15° for 

different primary electron energies and beam currents using a fixed point pitch of 1 nm in our instrumentations (NOVA  200 

and NOVA 600 by FEI Company, The Netherlands). Please note, that these values might lead to slightly different segment 

angles, depending on the used GIS arrangement, different precursors (MeCpPtIVMe3 used here) and other technical 

differences. Hence, this table is intended to act as starting point for proper 3D nanoprinting.   

Primary Electron Energy 
 

(keV) 

Beam Current  
 

(pA) 

Pattern Velocities for Segment Angles 
 

(nm/s) 

  60° 45° 30° 15° 

1 
7.4 -- 23 -- -- 

30 41 59 -- -- 

2 
13 33 46 63 -- 

53 51 82 -- -- 

5 

5 23 38 48 67 

25 51 91 133 -- 

98 56 91 -- -- 

10 

7.5 32 52 72 -- 

33 48 105 167 205 

130 56 118 204 -- 

15 

10 38 69 100 138 

36 53 110 168 240 

140 60 145 250 -- 

20 

13 48 91 125 -- 

40 45 100 167 250 

150 56 125 250 -- 

30 

21 52 93 132 270 

44 54 108 172 294 

150 56 113 191 -- 
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Supplement 3: Rotational Experiments at Higher Currents and 

Alternative Architecture 
As shown in Figure 7 of the main manuscript, the segment angles reveal very small variation in 

dependency on the patterning direction with respect to the gas flux vector (GFV). While those 

experiments have been done at lowest beam currents, we also conducted similar experiments with higher 

beam currents. The main intention here was to reveal any radial dependencies, which in turn, would 

indicate that the spatial gas flux homogeneous enough for lowest but maybe not sufficient any more for 

slightly higher currents which increase the depletion during each single pulse (see also discussion and 

Figure 10 in the main manuscript). Figure S 4 summarizes the result of such rotation experiments using 30 

keV and 44 pA which is a double beam current compared to the data in figure 7 of the main manuscript. 

To further provoke the appearance of any inhomogeneities, we chose DTs leading to very low segment 

angles around 4° as shown by the left SEM image and the red circles in the polar plot. As evident, the 

precision is found in the same region of ± 2°. In an additional step, we used closed arch structures as 

shown by the right SEM image. Here, it is important to note, that the growth of both branches was not 

sequentially by continuous branch formation but parallel using the 3D-interlacing approach. As evident in 

the polar plot by the blue triangles, the average angles are around 6° with a variation of ± 2° in agreement 

with all other experiments. This not only demonstrates the high predicatability and reproducibility but 

also indicates that the used GIS setup provides a sufficiently high and spatially homogeneous gas flux field 

as indispensably needed for high-fidelity fabrication of 3D nanorachitectures via FEBID. 

 

Figure S 4: Segment angles as a function of the patterning direction for a fixed gas flux vector (GFV) performed at 30 keV / 44 

pA and constant point pitches of 1 nm. Two different 3D architectures have been used. First, the classical diving board 

architecture (left SEM image) using the continuous growth procedure as indicated by the green arrow on top. DTs have been 

adapted to achieve low angle segments of averagely 4°. Second, we fabricated closed arch structures with average segment 

angles around 6° as shown by the right SEM image using an interlaced fabrication strategy which is equivalent to a parallel 

growth from the pedestals to the central connection point (indicated by the dotted arrows). For both experiments, we have 

observed an excellent precision of less than ± 2° within the full rotation, which reveals a homogeneous spatial gas field for the 

chosen setup (see main manuscript) and a widely independence on the patterning direction. 
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Supplement 4: Mechanical Drift Issues and Reproducibility 
 

 

Figure S 5: Technically induced sample drift issues during 3D FEBID. In these provocative experiments (left: two towers 

connected by a fence; right: Pt-C pyramide), sample drift after stage movement lead to distortion effects. The underlying 

reason is non-equilibrium of the mechanical stage which can entirely prevent precise nanofabrication. The required 

stabilization time naturally depends on the used system and was set to 15 minutes for our instrumentation to reach 

equibrilated conditions.  

 

 

Figure S 6: The redroducibility in 3D FEBID is very high after providing the system sufficient times to mechanically equilibrate 

(see Figure S 5) and establish a homogeneous precursor coverage by the introduction of wating times as described in the main 

manuscript.  
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Supplement 5: Patterning Engine Accuracy 
 

A technical aspect to consider is the accuracy of the patterning engine in terms of addressing discrete 

beam displacement steps. Figure S 7 shows 7 segments fabricated with identical fabrication parameters 

(30 keV / 21 pA, 5 ms DT and 1 nm PoP) but different pixel resolution. In more detail, 1 px means that two 

consecutive pixels are separated by 1 nm (1-to-1 situation), which can be adjusted by the used 

magnification of the microscope as the number of addressable pixels is always constant. In contrast, 7px 

means that 1 nm separation requires a jump of 7 px which is higher in the intrinsic addressability. Despite 

the highly sensitive segment setup (almost horizontal branches) no differences in the resulting shape was 

observed. This finding is of highly practical importance as the used magnification can be neglected as 

additional parameter. Especially for patterning engines with low bit depths this finding is good news as 

large-scaled 3D structures can be fabricated with same precision as with high bit depth patterning engines. 

As mentioned in the main text of the manuscript this insensitivity can be explained by the widely invariant 

character of the PoP (see Figure 6) which therefore tolerates a certain degree of positioning inaccuracies 

for the critical 1-to-1 situation.  

 

 

Figure S 7: Testing pattern engine accuracy with identical segments at different magnifications. For all segments a point pitch 

of 1 nm and a dwell time of 5 ms were used to fabricate a horizontal branch of 400 nm length at 30 keV / 21 pA. The microscope 

magnification was adapted in such way that 1 nm correspond to 1 pixel (1 px), 2 pixels (2 px), …, 7 pixels (7 px) in the FEBID 

exposure file. These finding reveals that for 3D fabrication at low beam currents the patterning engine resolution is of minor 

relevance.  
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ABSTRACT: Focused electron beam induced deposition
(FEBID) is one of the few techniques that enables direct-
write synthesis of free-standing 3D nanostructures. While
the fabrication of simple architectures such as vertical or
curving nanowires has been achieved by simple trial and
error, processing complex 3D structures is not tractable
with this approach. In part, this is due to the dynamic
interplay between electron−solid interactions and the
transient spatial distribution of absorbed precursor mole-
cules on the solid surface. Here, we demonstrate the ability to controllably deposit 3D lattice structures at the
micro/nanoscale, which have received recent interest owing to superior mechanical and optical properties. A hybrid Monte
Carlo−continuum simulation is briefly overviewed, and subsequently FEBID experiments and simulations are directly
compared. Finally, a 3D computer-aided design (CAD) program is introduced, which generates the beam parameters
necessary for FEBID by both simulation and experiment. Using this approach, we demonstrate the fabrication of various 3D
lattice structures using Pt-, Au-, and W-based precursors.

KEYWORDS: 3D nanoprinting, direct-write, focused electron beam induced deposition, nanofabrication

R esist-free, direct-write additive manufacturing techniques
ideally allow for the fabrication of functional micro- and
nanostructures on practically any given surface including

where classical resist-based techniques cannot be used. In
particular, focused electron beam induced deposition (FEBID)
is attracting increasing attention owing to sub-10 nm1,2

resolution, while being one of the few techniques that allow
truly three-dimensional (3D) fabrication. FEBID uses a
nanoscale focused electron beam to dissociate adsorbed
precursor molecules. A condensed deposit forms as a result of
dissociation at the beam−precursor intersection. Appropriate
sequential beam scanning in the substrate plane (x−y) can
generate out-of-plane deposition (z), forming a 3D deposit.
Thus, FEBID has the potential to be a versatile 3D additive
nanomanufacturing technique.
Nanohelix metamaterial arrays have recently been deposited

over tens of micrometers by FEBID, representing the current
state-of-the-art in nanoscale 3D direct-write.3 Also, 3D FEBID
has recently been demonstrated using a nanoelectrospray
liquid precursor injection method.4 In the previous two decades
arches,5,6 angled segments,7 helices,8,9 optically active pillar
arrays,10 square frame antennas,11 and electron optics12 have

been demonstrated. Matsui demonstrated solid object, layer-by-
layer deposition of complex 3D replicas using the Ga+ ion beam
as well as helices13 and angled segments.14 Moving forward,
more complex 3D objects relevant to nanoscale prototyping
will be required. Thus, design by simulation is required to
both predict the ideal scanning pattern and tackle complex
3D designs in order to avoid time-consuming trial and error
approaches typically used.
In the past, we have reported a Monte Carlo simulation15,16

coupled with an atomic level handling of the precursor−solid
interaction for the purpose of understanding FEBID-related
phenomena at the nanoscale, but this method can be intractable
for simulating relatively large scale features. For example, each
precursor molecule was handled as a discrete particle that
executed a random-walk motion to emulate the diffusion of
the virtual molecule on the deposit surface,17 a computationally
expensive process. Conversely, we18 and others19−21 have also
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created pseudo-2D continuum simulations applicable for larger
length scales for the purpose of computationally extracting
material parameters as well as for understanding basic scanning-
induced growth regimes.22,23 The 2D simulation,24 however,
is a more suitable approach for depositing simple structures
within the limit of small and finite surface curvature and is
incapable of treating truly 3D structures. Recent developments
in continuum modeling20 have made it possible to elucidate
critical precursor−solid parameters25 using fully 3D simu-
lations. Here, we report a full 3D simulation that bridges the
spatial length scale between approximately 10 nm and 1 μm
and is capable of replicating complex lattices/meshes deposited
by experimental FEBID.
We overview the elements incorporated into a hybrid Monte

Carlo−continuum simulation26 while referencing previously
reported details. After the brief simulation overview, we focus
on the comparison between experiments and simulations. The
FEBID simulation is calibrated based on careful experiments and
implementing materials parameters available in the literature.
A major aspect of this work is the successful convergence of
experiments and simulations. Following this convergence, a CAD
program was created for the purpose of designing complex 3D
geometries as input for both FEBID simulations and experi-
ments. The CAD program output is a data set that includes
beam spatial coordinates and beam dwell times necessary to
generate the prescribed 3D object. Robustness was tested by
executing 3D FEBID on two different dual-beam machines. 3D
objects (ring, frame, cube, and icosahedron geometries, all in
mesh form) predicted by simulation were replicated across both
microscopes with a nanoscale level of resolution.

SIMULATION DESCRIPTION

The results of a FEBID simulation are shown in Figure 1a.
Details related to the 3D rendition are provided in S1. First, a
vertical nanopillar was deposited using a stationary beam dwell
of 2.4 s. This nanopillar served as a support for the subsequent
deposition of a suspended segment. The segment was grown by
translating the virtual electron beam (FWHM = 4 nm), parallel
to the substrate plane, using a digital step length of 0.2 nm and
an exposure time of 2.4 ms. The geometry presented in Figure
1a serves as a model structure to describe the simulation details
in the following simulation overview.

OVERVIEW

The hybrid Monte Carlo−continuum simulation consists of
two distinct parts: a Monte Carlo simulation that calculates the
electron−solid interaction (Figure 1b) and an FEBID simulation
of precursor surface adsorption, transport, and deposition. The
FEBID simulation consists of two main subroutines.
In the first subroutine, electron trajectories, derived in the

Monte Carlo simulation, are adapted to the shape of the
evolving 3D deposit (Figure 1c). Electron trajectory adaption is
the first step toward generating an emitted secondary electron
distribution and an effective secondary electron current density
over the surface of the 3D deposit. This subroutine is executed
each time the electron beam is displaced to the next position
on the 3D deposit surface, i.e., at the beginning of each unique
dwell time (τd).
In the second subroutine, the coupled rate equations describ-

ing precursor adsorption, desorption, surface diffusion, dis-
sociation, and deposition are solved. In particular, the rate
equation describing deposition includes the emitted secondary

electron current density profile derived from the adapted
Monte Carlo subroutine. The second subroutine is executed
repeatedly during each dwell time, with a time step (Δt ≪ τD),
in order to simulate time-dependent changes in precursor
coverage and electron beam induced dissociation dynamically
during the continuous electron irradiation.

MONTE CARLO SIMULATION

The Monte Carlo algorithm, which is executed first, generates
a series of unique electron trajectories in an infinite 3D domain
that is larger than the beam impact region (BIR) so as to fully
encapsulate the electron trajectory (Figure 1b). The domain
has the material properties (atomic number, atomic weight, and
density) characteristic of the deposit material. Each electron
starts at an embedded virtual beam position of (xi,yi,zi), parallel

Figure 1. (a) 3D FEBID (focused electron beam induced
deposition) simulation results for the “segment” geometry. The
beam energy was 30 keV, the beam current was 21 pA, and the
FWHM of the electron beam was 4 nm. The colormap reflects the
precursor molecule coverage for the case of a partially directed gas
beam (20 mTorr, indicated as gas flux vector) and a purely diffuse
component (10 mTorr). Precursor coverage is relatively lower in
the shadow cast by the segment-terminated pillar because the
directed gas flux is blocked. More details are provided in the S1.
(b) Monte Carlo simulation of an electron trajectory immersed in
an infinite 3D solid using a point source beam (δ). (c) The electron
trajectory in (b) is adapted to the 3D deposit geometry for FEBID.
Adaption includes accounting for the real Gaussian beam shape as
well as transport through a vacuum in which no scattering occurs.
(d) Multi-length scale nature of the simulation. (1) The image pixel
size reflects the simulation voxel size of 8 nm, (2) a simulated
deposit (white), and (3) primary electron trajectories (green) for
the geometry described in (c) for the beam energy of 30 keV. The
scale on the graph applies also to the image. (e) Simulation
illustrating the precursor coverage for a precursor flux with directed
and diffuse components on a surface with an arbitrary morphology.
The “mountain range” morphology highlights the expected
shadowing pattern for a purely directed precursor flux.
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to the −z direction and with an initial energy of Eo. Elastic
(Rutherford cross-section) and inelastic (continuous slowing
down approximation) scattering processes27 occur as the
electron propagates through the solid until the electron reaches
a cutoff energy of 100 eV, where the Monte Carlo routine stops
(see S2 for the justification). Each electron scattering event
is characterized by (1) the (x,y,z) coordinates and (2) the
inelastic electron energy loss (and subsequently the primary
electron energy). This information is saved to a file for use in
the FEBID simulation.

FEBID SIMULATION

Subroutine #1: Electron Trajectory Adaption. Electron
trajectories originally calculated in the extended solid are
adapted to construct the beam interaction volume and its
convolution with the 3D deposit. Electron trajectory adaption
to the deposit includes accounting for the real Gaussian beam
shape, electron transport through a vacuum upon escape from
the deposit surface, in which no scattering occurs, and primary
electron re-entry into the deposit as described in detail in S3.
The 3D deposit is contained within a domain of cubic voxels.
Each voxel has a unique material identifier; “B” indicating
bulk/deposit, “V” vacuum/vapor phase, and “S” a surface voxel.
Each electron trajectory is adapted to the 3D deposit by first
shifting the initial coordinate (xi,yi,zi) of the sampled trajectory
to the beam-deposit surface impact point (Figure 1c). An
additional displacement is executed to reconstruct the Gaussian
shape of the focused electron probe (Figure 1c). The current
model does not include the effect of beam defocus in the
z-coordinate, which, for the small structures demonstrated, is
appropriate. Subsequently, each additional (x,y,z) coordinate
defining the scattering path is referenced to the voxel that
it intersects. A statistically significant (S4) number of primary
electron trajectories are used and scaled to generate the
required total electron dose per dwell time.
Inelastic electron energy loss (dE/ds) (see Methods) occurs if

an electron passes through a “B” voxel. A fraction of the energy
loss ( f) leads to secondary electron generation according to

ε
= Δn

f E

s
s

d

d
SE (1)

where nSE is the number of secondary electrons (SE) created, ε
is the energy required to create a secondary electron, and Δs is
the path length of the electron trajectory that intersects the
specific “B” voxel. Data for f is unavailable for the deposited
material composition PtC5, so f was arbitrarily set to equal to 1
and ε = 73 eV was calculated from atomic values available for Pt
(ε = 30 eV) and C (ε = 80 eV), using atomic averaging from Lin
et al.28 Conveniently, these values recovered the experimentally
measured SE yield of 0.1, which provided an additional calibra-
tion between simulations and experiments. Liberated secondary
electrons are emitted in an isotropic geometry from an origin
located along the primary electron scattering trajectory. Random
spherical point picking is used to generate each SE trajectory, where
the radius of the sphere is equal to the secondary electron mean free
path. The number of secondary electrons that traverse each surface
voxel “S” is accumulated, then stored, as input for integration with
the continuum rate equations. The result is a three-dimensional
secondary electron surface emission profile, constructed using
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where nPEq/ib is the time for nPE electrons to impact the deposit
for the primary electron beam current setting of ib, q is the
charge per electron, and Δz2 is the surface area per surface
voxel (S5) face yielding the electron flux term iSE(x,y,z).
Finally, in the event that an electron passes through a

vacuum voxel “V”, the electron trajectory is extended along its
current trajectory until the electron either reenters the solid or
exits the simulation domain. In the former case, the remaining
coordinates defining the total scattering path are also shifted
by the translation in the vacuum and the electron trajectory
continues scattering in the solid (Figure 1c). In the latter case,
the current trajectory is terminated.
The various length scales of the simulation are shown in

Figure 1d. A single voxel (Δz = 8 nm edge length) in the simula-
tion domain is shown as (1) in the inset, the inset boundaries
define a typical continuum simulation domain size (720 nm)
inset (2), while the main Figure 1d window shows a cross-
section through the buried beam impact point in the Monte
Carlo simulation for 30 keV point electron source.

Subroutine #2: Rate Equation Solver. The time-
dependent precursor surface concentration at each surface
voxel in the simulation is described by
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where the terms appearing on the right-hand side, moving
from left to right, treat precursor surface diffusion, adsorption,
desorption, and the electron beam induced dissociation,
respectively. The precursor surface impingement flux Φ(x,y,z)
is treated as space-dependent (Figure 1e) because past experi-
ments have revealed that the precursor flux has both diffuse
and directed contributions,24 an effect observed previously by
Bret et al.29 and Friedli et al.30 The directed component of the
precursor flux is space-dependent and depends critically on the
orientation of the surface normal vector with respect to the
so-called gas flux vector (GFV) of the precursor beam emerging
from the gas injection system. The gas flux vector is the
propagation vector of the directed portion of the precursor
“beam”. S6 provides details on how the directed gas flux is
calculated. The diffuse gas flux is assumed to be constant
over the entire simulation domain containing the deposit.
Importantly, the surface flux calculation requires knowledge of
the surface normal, and the method used to approximate the
surface normal is provided in S6.

SIMULATION PARAMETERS

PtC5 deposits were grown using the MeCpPtIVMe3 precursor
using an electron beam acceleration voltage (Eo) of 30 keV, a
beam current (ib) of 21 pA, and a local, total precursor pressure
(PT) of 30 mTorr. A stationary electron beam dwell was used to
determine the electron yields from the surface; the secondary
electron yield per incident primary electron (δSE) was 0.1 for
a flat, semi-infinite PtC5 substrate. The equilibrium precursor
surface coverage (θο) for the flat PtC5 surface for our gas
injection system was calculated to be 0.73 when the precursor
nozzle was oriented at 38° with respect to the substrate normal
vector and the precursor capillary tube. Parameters necessary
for this calculation were (1) the precursor sticking probability
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(unknown, assumed δ = 1), (2) the surface diffusion coefficient
0.4 μm2/s of MeCpPtIVMe3

31 and (3) the mean surface
residence time (τ) of 100 μs for the MeCpPtIVMe3 molecule
adsorbed on PtC5.

26 Regarding the parameter (τ), an experi-
mentally derived value of ∼29 μs is reported in the literature,32

yet we have found that by increasing the parameter to 100 μs a
better fit to our experiments is achieved.26 Additional informa-
tion regarding the experiments is provided in the Methods
section.
The model applied in the simulation assumes that only

secondary electrons contribute to electron impact dissociation.33

Forward scattered electrons (FSE) and backscattered electrons
(BSE) influence precursor dissociation indirectly, through the
SEs that they generate as they exit/reenter the deposit or
substrate. The SE-driven precursor dissociation is well known
to be the highest probability pathway for dissociation.34 A mean
dissociation cross-section (σ = 0.013 nm2) was determined by
integrating the energy-dependent cross-section, reported in
ref 35 over the SE emission range 0−50 eV weighted to the
number of SEs emitted per unit energy.24 The Methods also
contains a complete table of parameters used in the simulation.
A floating parameter for this simulation was introduced to fit

the remaining difference between experiments and simulations.
This parameter is defined as the variable χ, and the best fit value
was χ = 2.1 (see S7 for effect of χ and τd). This parameter was
multiplied by σ in order to increase the FEBID growth rate for
the simulations. The contributions of primary, backscattered,
and forward scattered electrons to FEBID are ignored as well as
low-energy electron attachment reactions, which could account
for some fraction of χ.

RESULTS AND DISCUSSION

Simulation Accuracy and Information Recovery. The
predecessor to this simulation was a 2D hybrid Monte Carlo
and continuum simulation reported in ref 24. The simulation
includes (1) the implications of the precursor beam or
GFV and (2) beam scanning but excludes (1) a treatment of
precursor diffusion in 3D and assumes (2) growth exclusively in
the vertical dimension, normal to the original substrate surface.
On one hand, the 2D simulation predicted well the effects
of beam scanning strategies on nanoscale pseudo-2D deposit
geometries, but the approach is limited to evolving deposits
with negligible surface curvature. As such, the simulation is
incapable of predicting the evolution of complex 3D features.
A series of test experiments are now presented, which were
contrived for the purpose of reproducing pseudo-2D simulated
results reported previously and to help validate the 3D
simulation.
Simulations of Pseudo-2D FEBID. FEBID is used fre-

quently to deposit thin square/rectangular prisms, which serve
as electrical contacts, defect repair films, etc. The thin square
prism is achieved by a simple raster scanning approach even
when a directed precursor beam is used.24 However, unwanted
surface artifacts evolve for more complex scanning strategies.
An outward spiral scanning tactic is shown in Figure 2a. This
pattern leads to the deposition of peculiar surface features in
part because the beam trajectory switches abruptly between
trajectories toward, away from, and perpendicular to the GFV.24

The GFV orientation with respect to the shot pattern and
projected on the x−y plane is provided Figure 2a. The GFV is
oriented at 38° with respect to the substrate surface normal for
the experiments and simulations reported here. The colored 2D

AFM height image map in Figure 2a shows the experimental
results of such a scanning strategy.
A nanoscale surface morphology evolves with four distinct

terraces for the spiral-out patterning. An acceleration voltage of
5 keV and a beam current of 400 pA were used to deposit the
pattern.24 The characteristic size of the beam was FWHM =
27.1 nm with a pixel point pitch of 13 nm and a 1 ms beam
dwell per pixel point. A purely directional beam producing a
local precursor pressure of 15 mTorr at the growth surface
reproduced experimental results using the pseudo-2D simu-
lation.24 The 3D simulation reported here reproduced the
pseudo-2D simulation results reported previously with a slight
adjustment in some parameters (S8).
The terraced surface morphology of the thin square prism

was recovered using the 3D simulation (Figure 2b). The 3 × 3
vertical voxel slice illustrates the fractional deposit occupancy
near the surface of the deposit. One goal of the current
3D simulation is to make multi-length-scale simulations more
tractable. Numerical stability is maintained during the finite
difference part of the subroutine if ΔtD/Δz2 < 0.125 is satisfied.
It was determined that Δz could be increased up to a length
of 8 nm without sacrificing the desired nanoscale resolution.
Moreover, the voxel size of 8 nm was found to yield an execu-
tion speed comparable with the 2D simulation while slightly
sacrificing lateral resolution, as evident in the 3D plot in
Figure 2b. Conveniently, accounting for partial voxel filling in
the simulation and the voxel surface normal routine (S6)
effectively reveals growth features at subvoxel resolution. In the
case of the square prism, the deposit growth front proceeds
predominantly in the vertical direction (z) over all (x,y) space.
Thus, the summation of voxel occupancy in the z-dimension
estimates well subvoxel details as shown in Figure 2c. The 1 × 3
voxel array is the summation of voxel occupancy in the 3 × 3
slice in Figure 2b. The simulation reveals important details such
as the trenches between the terraces, which were also observed
in experiments but not revealed by the previous pseudo-2D
simulation. The maximum height of the simulated prism
(57 nm) matched experiments (62 nm) as well as the ratio
of ledge heights (min/max simulation = 0.65, experiment 0.68)
(S9). Figure 2d shows an AFM image of the complementary
thin film prism deposited experimentally.

Advanced 3D Simulations. Experiments revealed that the
most resolved 3D structures are produced at the highest possible
primary energy (30 keV) for conventional field-emission SEMs,
and a relatively low current (21 pA) as reported previously.36,37

Figure 3 shows an SEM image of an array of angled segments,
supported by vertical pillars, deposited with a variable dwell
time (3−50 ms) for Λ = 1 nm. The “segment” geometry is a
critical basic element required to create any 3D object with
a mesh or lattice structure.13,14,38 The insets representatively
show complementary segments deposited from the Au- and
W-containing organometallic precursors dimethylgold acetyla-
cetonate39 and tungsten hexacarbonyl, respectively, demonstrat-
ing the applicability of the 3D growth conditions to multiple
precursor molecules. As lateral beam size scales inversely with PE
energy and in proportion to the PE current, the experimental
conditions used favored a small probe to achieve high resolution.
However, the SE yield is relatively low at 30 keV, making
dissociation and subsequent deposition less efficient. Ancillary
deposition is therefore reduced outside the BIR.
Control of the segment angle of the growing deposit

(ζ, Figure 4a) is critical for the 3D direct-write process.
Specifically, the capability to grow segments spanning from
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horizontal (ζ = 0°) to vertical (ζ = 90°) is necessary to
construct all possible segment orientations for 3D objects.
The segment geometry was explored here to (1) quantify the
experimentally assessable direct-write angle range and to (2)
test the accuracy of the simulation. The segment morphology
is deposited by a two-step direct-write sequence. An initial,
stationary beam produces a vertical pillar morphology where
the height is controlled by the total dwell time with a nearly
linear dependence, which suggests a steady-state FEBID

condition. Next, the beam is laterally displaced at constant
velocity with a fixed pixel point pitch to produce the segment
component. The scan speed controls the segment angle,
as has been observed previously.8 The vertical pillar served
as a reproducible platform for segment growth, as standard
substrate proximity effects are minimized for the suspended
segments, particularly when using the highest primary beam
energy. The stage current signal collected during EBID is
sensitive to patterning changes such as the pillar to segment
transition.40 S10 provides a complementary EBID simulation
for the previously reported “tip on suspended rod”40 geometry,
demonstrating the successful emulation of the stage current
signal.
A simulated segment is shown in Figure 4a in cross-section

through the length of the segment. A top-down view of the
segment is provided in the inset shown at the top. The segment
width (w = 24 nm), nanopillar diameter (d = 56 nm), segment
angle (ζ = 42°), and thickness (t = 80 nm) all agreed well with
experimental results of segment width (w = 26 nm), nanopillar
diameter (d = 53 nm), segment angle (ζ = 47°), and thickness
(t = 73 nm). The experimental values were determined from an
image measurement where the image pixel size was 2.4 nm. The
pixel point pitch during the segment growth was 1 nm with a
constant pixel dwell time of 11 ms.
Simulations also predicted the effect of beam dwell time

on the segment angle (Figure 4b). Lastly, experiments revealed
that the angle of the GFV with respect to beam displacement

Figure 2. (a) Spatial map in the x−y plane of primary electron beam shots for a spiral-out scanning strategy.24 The projection of the gas flux
vector in the x−y plane is shown. An AFM image shows the experimental result for this scanning strategy (Eo = 5 keV, ib = 400 pA, rb =
27.1 nm, Λ = 13 nm, α = 15°, β = 52°). α and β defined in Table I, Methods. The edge length of the prism is 2 μm. Ledge #1 is 62 nm high,
while ledge #3 is 42 nm high. (b) The complementary simulation of filled voxels yields a similar morphology. However, the voxel size of 8 nm
impairs the resolution. The bottom of (b) represents a 3 × 3 vertical slice through the prism, revealing partially filled surface voxels where the
fraction and colormap indicate the volume fraction of the deposit. (c) Subvoxel resolution is estimated/recovered by executing a summation
operation of total deposition in the z-direction, the direction of the FEBID growth front for this geometry. Above (c) is the summation of the 3 × 3
voxel array in the vertical/z-dimension. (d) High-resolution 3D AFM image of the complementary, experimentally derived thin film prism.

Figure 3. Experimental study of segment angle (ζ°) vs beam dwell
time for PtC5 deposited from the MeCp(PtIV)Me3 precursor. After
an initial constant pillar growth, the beam is scanned with a pixel
point pitch (Λ) fixed at 1 nm, and the scan length was 400 nm. The
beam dwell time (τd) is superimposed over the SEM image for each
segment in units of milliseconds. The bottom left insets shows
AuCx and WCx segments, derived from the precursors dimethylgold
acetylacetonate and tungsten hexacarbonyl, for a dwell time of
39 ms (Λ = 1 nm).
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vector (α), where GFVxy indicates the GFV projected onto the
substrate plane, had a negligible effect on the segment angle, as
confirmed by simulations shown in the image collage provided
in Figure 4c. For reference, α is arbitrarily defined as 0° when
the beam displacement vector was antiparallel with the GFVxy

and 180° when parallel with the GFVxy.
24 A previous study29

has demonstrated a strong dependence on the GFV and beam
scanning direction during 3D EBID. In S11, complementary 3D
EBID simulations are presented that support the authors’ claim
that surface coverage variations dictate the final morphology for
complex and highly oriented 3D surfaces.
The results presented in Figure 4b served as a turning

point for the evolution of the simulation. Previously, physical
experiments were used to calibrate the 3D simulation; however,
once the simulation was verified/calibrated using the results
presented in Figure 4b, CAD files were generated for the desired
3D structure and exported to the simulator, which tested the
growth conditions, which were finally verified experimentally.

Direct-Write, Computer-Aided Design (CAD). 3D
objects for direct-write design were first defined by vectors
spanning object edges. The models are defined as 3D mesh
structures with linear segments connecting object vertices. The
CAD program determines each segment angle and linearly
interpolates the requisite segment angle for the simulated data
points in Figure 4b to generate a stream file of x, y, and τd
coordinates for each pixel. 3D object construction requires
segment connectivity to form meshes/frame elements. FEBID
experiments were conducted to test the robustness and
predictability of simulated designs for assembling connecting
segments. A vertical and tilted frame was simulated at 30 keV,
21 pA, where the lower edge of the square (segment 2 in
Figure 4d) was raised at 30° with respect to the underlying
substrate. The simulated result is shown in a virtual SEM image
(Figure 4e) where the substrate has been tilted at an angle
of 52°. The image has been stretched in Figure 4e along
the vertical coordinate by a factor of 1/sin(52°) in order to
emulate the real image acquisition conditions for the comple-
mentary experiment shown in Figure 4f.
The distribution of beam shots required to deposit the

square frame was divided into four phases. This distribution
is described below, while a movie of the shot distribution
in provided in S12. In general, to construct multiple edge
geometries, two approaches are possible: (1) serial growth of
entire segments or parallel growth of multiple segments. For
the square geometry in Figure 4d−f for instance one can grow
segments 1 and 2 in parallel or in series followed by a series or
parallel growth of segments 3 and 4. A subtle advantage is
realized by doing parallel edge growth associated with (1) the
slight accumulation of precursor that occurs at each growth
front when the other edge(s) are being exposed and (2) the
symmetric proximal deposition that each segment realizes
relative to asymmetric proximal deposition when the exposure
is executed in series. Initially, in phase 1, the beam alternated,
per shot, between the growth of segments 1 and 2. It is
important to note that segments 2 and 3 required a per-shot
dwell time of 1.98 ms, while segments 1 and 4 required a dwell
time of 3.73 ms due to the different segment angles. The pixel
point pitch was constant at 0.2 nm for all phases of exposure.
As a result, during the first phase, segment 1 completes before
segment 2. A second phase then ensues where the growth of
segment 2 is completed. Upon completion, segments 3 and 4 are
then exposed in the same alternating fashion. Segment 4 finishes
first, leading to the fourth and last phase of growth, where
segment 3 grows to the point of frame closure. Simulation results
closely replicated the experiment as highlighted in Figures 4e,f.
Thus, the methodology was tested further by attempting
the deposition of a 3D object (Figure 5a) which required the
assembly of multiple frames and the final convergence to a single
vertical point for high-fidelity reproduction.
A 3D cube CAD file was generated, grown by experiment

(Figure 5a) and simulated (Figures 5b,c) successfully, on the
first attempt. The cube was oriented in the design phase such
that all segment angles were equal. A short pedestal was initially
deposited using a static dwell of 0.75 s in order to provide
a take-off point for the cube edge growth. Multiple phases
of parallel growth ensued, which are evident in the movie
provided in S15. This particular geometry requires a high
density of pixel dwells (10 000) packed in a relatively small
area (cube edge = 250 nm), leading to proximal deposition, or
staining, on the underlying substrate. Strategies to minimize
this proximity effect will be described in our near future work.

Figure 4. (a) Simulated segment grown at 30 keV and 21 pA with a
dwell time per pixel of 11 ms and 1 nm pixel point pitch. The 3D object
was grown in two steps: a static dwell of 1.75 s to generate the vertical
pedestal followed by a line scan in the x−y plane to create a segment
characterized by a beam speed of 9.1 × 10−2 nm/ms. The inset shows a
top-down image of the segment. The pixel size in the image is 8 nm and
equal to the simulation voxel size. (b) Simulated (gray) and
experimental results (red) for the segment angle (in degrees) as a
function of beam dwell time. (c) Consistent with experiments,
simulations revealed that the segment angle variation with respect to
segment growth direction relative to the gas flux vector (α) was
negligible. (d) FEBID design for a tilted square frame with segments
labeled. Projections of the frame on the x−y, y−z, and x−z planes
are shown in gray for 3D clarity. The temporal distribution of
beam dwell positions is shown in the movie file in S12. A movie of
the FEBID growth is provided in S13, and a virtual SEM image
of the simulated result is provided in (e) (see S14 for virtual
SEM method). The snapshot in (e) was taken at an angle of
52° with respect to the virtual substrate normal and was stretched
by a factor of 1/sin(52°) in the vertical direction to mimic (f) the
tilted experimental SEM image. The scale bars in (e) and (f) are
200 nm.
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Two candidates may be responsible for deposition on the
supporting substrate: (1) electrons that “miss” the leading
edge of the segment and strike the underlying substrate and
(2) primary electrons that transmit through the deposit and
re-enter the substrate. The relative contributions can be dis-
tinguished using the simulation by correlating the scattering
step number with each deposition event. The consequent
secondary electrons liberated during the first scattering step of
the primary electron impact are denoted as SEA, and secondary
electrons generated by a scattering step >1 are denoted
as SEB.
The fraction of deposition stimulated by SEA (first scattering

step) versus SEB (scattering step >1) was tracked for each deposit

voxel. Figure 5d shows a slice through a segment grown using
a dwell time of 1.6 ms and Λ = 0.2 nm, where the colormap
reveals the normalized fraction of deposition generated by
SEAs. The data are revealing; very little contribution arises from
SEA-induced deposition at the substrate surface. Conversely,
Figure 5e shows that the substrate nanowire is deposited
mainly by SEBs originating from the transmitted beam. Finally,
Figure 5f shows the same information in a slightly different
fashion, which provides insight into both modes of growth
on a single figure. The 3D “B” voxel-based image has been
sliced down the middle to reveal the history. Red portions of
the colormap are driven mostly by SEA-induced deposition,
while blue areas are induced by SEBs. Also demonstrated by
Figure 5d−f is the relative contribution of the segment growth;
the figures illustrate that the segment thickness is dominated by
growth induced by the exiting beam where the growth front is in
the downward direction.
A 3D truncated icosahedron mesh was deposited (Figure 5g)

and served as a model structure to test a more complex
geometry. This geometry required 10 vertical levels of exposure
forming 20 hexagons and 12 pentagons in the final mesh.
Correct segment intersection at the last vertices deposited,
during the last exposure level (Figure 5h,i), served as a qualitative
test of segment angle precision.

CONCLUSIONS

Focused electron beam induced deposition is capable of
the direct-write nanofabrication of complex free-standing 3D
nanostructures. Understanding the dynamic interplay of the
scanning electron beam and the adsorbed precursor molecules
is critical to accelerating the state of the art of FEBID as a 3D
nanoprinting tool. To this end, we have developed a fully 3D
hybrid Monte Carlo−continuum simulation to predict the
growth of 3D objects via FEBID. Excellent agreement between
experiments and simulations was realized. A CAD program that
generates complex 3D structures and translates the necessary
x−y coordinates and electron beam dwell times was also
developed. The tractable simulation speed made it possible to
test and optimize the pattern sequences to better guide our
experimental capabilities for the growth of complex 3D deposits.
For the case of the 3D truncated icosahedron demonstrated
here, most of the critical electron−solid, precursor−solid, and
electron−precursor interactions critical to growth take place on
the surface of the deposit itself, with very little influence from
the supporting substrate.
The most significant assumptions made in the simulation

are as follows. The energy dependence of the total electron
impact dissociation cross-section of the precursor σ(E) is
neglected in favor of a single value σm estimated using the
mean energy of the secondary electron energy distribution.24

Further, the effect of secondary electron refraction at the
deposit interface is ignored when SEs intersect the deposit/
vacuum interface. These features were included in previous,
atom-level simulations16 and are necessary to accurately predict
sub-10 nm surface features. Also, the directed component of the
precursor beam is a highly idealized model because zero beam
divergence is assumed. This simplification could lead to poor
FEBID emulation for the case of complex geometries, which
exhibit complex shadowing patterns during growth. Nonethe-
less, these features can be adapted into the current simulation
yet were intentionally omitted in favor of simulation speed.
The agreement between experiments and simulations at the
mesoscopic scale validate their exclusion in the results presented

Figure 5. (a) SEM image of FEBID growth of a cubic frame. The
segment length was 200 nm, and the cubic frame was rotated
vertically by 54.7°. The rotation made all segment angles equal at
35.3°, requiring a dwell time (τd) of 11.0 ms at a pixel point pitch
(Λ) of 1 nm. 2008 individual pixel dwells were required to write the
cubic mesh. (b) Virtual SEM image of the simulation results that
mimics the experiment in (a). (c) Simulation results rendered in
the form of deposit surface voxels where the colormap is nor-
malized to the vertical z-coordinate (see S15 for FEBID movie).
(d) Segment slice, deposited using τd = 2.4 ms and Λ = 0.2 nm,
showing the history of the deposited voxels based on SEs generated
from the first scattering step of an electron (SEA). (e) On the other
hand secondary electrons generated beyond the first scattering
event (SEBs) dominate the segment thickness due to transmitted
primary electrons. Also, the substrate staining is caused mostly by
SEBs with little contribution from SEAs. (f) Slice though the full 3D
segment morphology where half the structure has been removed to
reveal the interior. The colormap in this case reveals the fraction of
SEA and SEB (where SEB = 1 − SEA) contribution on the same plot.
(g) 3D truncated icosahedron deposited by FEBID with a charac-
teristic edge dimension of 200 nm. The SEM image was acquired
at 0° tilt in the top-down configuration. The truncated icosahedron
design with a bottom hexagon was rotated 15° off the substrate plane
on one of the hexagon vertices. The comparable simulated results are
shown in (h) and (i).
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here. In addition, supplements S10 and S11 provide comple-
mentary simulations of mesoscale artifacts reported previ-
ously.29,40,41 In the future, translation of the simulation algorithm
onto a high-performance computing platform will make it pos-
sible to include these features without the sacrifice of simulation
process time.

METHODS/EXPERIMENTAL

Monte Carlo Simulation. The electron−solid interactions were
emulated using a Monte Carlo electron scattering simulation reported
previously26 where a single scattering methodology was used. Elastic
scattering was treated using the screened Rutherford cross-section.27

The inelastic energy loss was treated using the continuous energy loss

approximation implementing the Joy and Luo modified Bethe
expression:27
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where Z is the atomic number, AW is the atomic weight, E is the
electron energy, and J is the mean ionization potential.27

Continuum Simulation. An explicit forward time marching,
centered space difference method was used to solve the 3D parabolic
diffusion equation for the case of MeCpPtIVMe3 diffusion on the PtC5

surface. Emulating surface diffusion in all three Cartesian dimensions
required using both first and second nearest neighbor surface voxels in
the centered difference approximation.42 The improved Euler method
(Huen’s method) was used to approximate the ordinary differential
equation describing the time-dependent surface coverage (adsorption
and desorption) of MeCpPtIVMe3. Due to the coupling between
diffusion and adsorption/desorption (via eq 3), these numerical methods
had to be executed concurrently on the same time step. Numerical
stability required that the time step be determined by the finite
differencing method, which was Δt ≈ 10 μs. As an example of simulation
timing, eq 3 was solved consecutively, 1289 times per 11 ms beam dwell,
while the Monte Carlo sampling, described previously, was recalculated
at the beginning of each beam dwell, or every 11 ms.

Experimental Section. Two different dual-beam microscopes
were used for FEBID experiments: a Nova 200 and a Nova 600
(FEI Company, The Netherlands) in Austria and the US, respectively.
While the MeCpPtIVMe3 precursor was used on both machines,
Me2Au(acac) precursor was used only on the Nova 200 and W(CO)6
only on the Nova 600. All experiments were performed on always
new Si substrates with a 5 nm SiO2 top layer43 that were prepared
in a laminar flow box (Austria) and clean room conditions (US) and
immediately transferred to the microscopes. No special substrate
cleaning procedures were used. Prior to any deposition experiment,
the precursor reservoirs were preheated to 45 °C (Pt), 30 °C (Au),
and 55 °C (W) for at least 30 min. To provide equilibrium between
adsorption and desorption on the sample surfaces, the gas injection
system (GIS) valves were opened for at least 3 min before the
patterning processes. Chamber pressures were 6 × 10−6 and 1 × 10−6

mbar before and 2 × 10−5 and 1.5 × 10−5 mbar after valve opening in
Austria and the US, respectively. The working distance during
deposition for experiments performed in Austria was 5 mm according
to the eucentric height, while deposition in the US was performed with
a working distance of 6 mm due to the location of the GIS nozzles.
S16 summarizes in table form further experimental details including
the GIS nozzle positions and angles for the different microscopes

Figure 6. Hybrid Monte Carlo−continuum 3D focused electron
beam induced deposition simulation execution flow diagram.

Table 1. Variables Critical to the Simulation Including Materials Properties, Electron Beam Settings, and Precursor Properties
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and precursors. Electron beam optimization was carefully done on a
predeposited dot followed by beam blanking and stage moves toward
real deposition areas in close proximity. To prevent any further
mechanical drift, a waiting period of about 10 min was introduced
before deposition. Patterning was performed using stream files, which
allow precise process control. Subsequent electron imaging was done
at low dose and in 52° stage tilt position after a waiting period of more
than 30 min to enable desorption of precursor molecules.
Atomic force microscopy was performed using a Dimension

3100 AFM (Bruker Nano) with a Nanoscope IVa controller and
a XYZ Hydrid scan head in tapping mode using Olympus OMCL
TS-240 AFM tips. Details on the fabrication process of the spiral out
pad in Figure 2d are given in ref 24.
Figure 6 provides an abbreviated flow diagram for the 3D FEBID

simulation. Lastly, a complete table of simulation parameters is provided
in Table 1.
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Supplement 1 

3D rendering 

Surface voxels are rendered as shaded cubes in the 3D object images.  Precursor coverage at 

each surface voxel is indicated by color.  The precursor coverage is normalized to the maximum 

coverage.  As a result, shadowing effects linked to the directed component of the impinging 

precursor flux are observed.  The gas flux vector (grey) shows the directed component of the 

precursor flux.  The gas flux vector is aimed at the beam impact region.  Directly above the 

beam impact point the Gaussian nature of the beam is indicated by a green patch object.  The 

z-component indicates the relative intensity of the beam, in its own z-coordinate system, while 

the FWHM of the beam profile accurately reflects the beam shape in the coordinate system of 

the deposit.  The substrate lies in the x–y plane and the out–of–plane coordinate is z.  

Information to render the deposit is saved following each dwell time in the beam pattern.   

Surface voxels lying in the substrate plane also exhibit transparency.  Beyond the boundary, 

surface voxels are not rendered to (1) save rendering time and (2) provide contrast with the 

white background for the upper portions of the 3D object.   

During each dwell, a defined number of electron trajectories are sampled to provide a 

visualization of the interaction of individual electron trajectories with the deposit.  These are 

shown as the green trajectories.  The surface voxels are given a slight transparency value within 

a small sphere (r=25 nm) centered at the beam impact point so that the partial penetration of 

the primary beam may be observed.  

S1_FEBID_Segment.wmv 
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Supplement 2 

While the cutoff energy of 100 eV is above the energy necessary to create a secondary electron 

(e= 73 eV), the primary electron position at the end of its trajectory is typically very deep in the 

solid (~2.2 mm) for the an electron acceleration voltage of 30,000 eV as shown in the figure 

S2.1; 

 

Figure S2.1 A histogram of the depth at which the primary electron energy (30 keV) decays to 

the cutoff value of (100 eV) in the PtC5 solid.  The histogram was constructed using five million 

electron trajectories.  It was assumed that the electron is reabsorbed by the solid at 100 eV.  A 

semi–infinite bulk substrate was used consisting of flat PtC5 where the vacuum interface was 

located at (depth = 0 nm) and the bulk extended into the region for (depth > 0).  (depth < 0) was 

the vacuum phase.  The bin size of the histogram is 10 nm. 

Thus, secondary electrons created at the end of primary trajectories contributed negligibly to the 

surface emitted SE distribution because of the small inelastic mean free path of the SE (l = 

2.5 nm).  In addition, the total number of secondary electrons created between the incident 

energy and the cutoff energy for a single primary electron is; (30,000 ! 100)"#73.1 "#$% = 29,900"#73.1 "#$% = 409.0&$% 

while only; 100"#73.1 "#$% = 1.37&$% 

would be generated if the cutoff energy were extended to 0 eV from 100 eV.  This is only 0.3% 

of the total number of secondary electrons generated per primary electron. 
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Supplement 3 

The following slides may also be viewed in the file, “Supplement 3 (electron trajectory 

mapping.pdf”. 
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Supplement 4  

The number of sampled electron trajectories per dwell (Nd) was set to be much less than the 

actual number derived from the beam current (ib) and dwell time (td); 

'* << +-/*5 &&&[1] 
in order to accelerate simulation process time.  This was possible because the electron spatial 

distribution could be approximated by a small number of electrons, for the voxel size of the 8 nm 

used, and the distribution simply multiplied by a scaling factor to represent the total current.  The 

artifact of this procedure is the introduction of noise in the deposited energy profile spanning the 

beam interaction volume.  This effect can best be seen in the spatial distribution of the primary 

beam impact as shown in figure S4.1(a).  The radial electron spatial distribution profiles for 

different scaling factors are demonstrated where the yellow curve simulates, for example, 

315,000 electrons and the other curves are smaller sample sizes which are 4, 40, and 40,000 

times fewer electrons and normalized by the scaling factor.  Clearly if the sample size is too 

small, the graph becomes too noisy.  However, this effect is damped due to the relatively large 

(8 nm) voxel size used in the simulation. Figures S4.1(b–e) illustrate the effective spot size 

relative to a single voxel where the color map is a base 10 logarithm of the electron histogram is 

shown in the (x–y) plane over the beam impact region.  The bin size in these examples is 

0.5 nm.  The voxel size (8 nm) of the simulation has been overlaid with the center of the beam 

impact region for comparison.  Lastly, simulated FEBID results are shown in figure S4.2(a–c) 

using the complementary beam profiles presented in figure S4.1(b–d). 
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Figure S4.1 The radial Gaussian beam profile estimated for the case of a beam with a 

characteristic width of FWHM = 4 nm, a current of 21 pA and beam dwell time of 2.4 ms.  This 

current and dwell time setting amounts to 315,000 incident electrons.  The beam profile can be 

approximated by using only 0.25% (blue), 2.5% (green), 25% (red) and 100% (yellow) of the 

actual 315,000 electrons to construct the profile.  Renormalization of each profile yields an 

integrated number of electrons for each profile of 315,000.   
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Figure S4.2 A FEBID segment constructed using a 2.4 ms dwell time per pixel.  Number of 

electrons (superimposed) as few as 787 could be used to construct the beam profile without 

impacting simulation results, e.g., the segment angle is roughly the same for each of the three 

complementary shown. 
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Supplement 5 

There exist 9 unique surface voxel configurations, relative to the six, 1st nearest neighbor 

voxels, in a 3D cubic lattice1.  Five configurations dominate the surface area for a growing 

segment; classes 2–6 as provided by Mullikin and Verbeek2.  The average surface area per 

voxel based on unbiased random plane orientations, assuming that each surface voxel type is 

equally probable in the segment geometry, yields an average, empty surface area 2.2Dz2 per 

voxel.  Surface voxels fill dynamically as deposition ensues from an empty surface area of 

2.2Dz2 to zero surface area.    Thus, a further estimate of the average surface area taken over 

the filling process is simply 2.2Dz2/2, or 1.1Dz2 which we assume is simply Dz2. 

 

Supplement 6 

Precursor Beam Influence & Surface Normal Estimation 

A projected beam of precursor molecules introduces a directed component in the precursor flux 

which depends on the angle of incidence of the beam with respect to the surface normal for a 

given surface voxel ‘S’.  The surface normal vector is thus estimated for each surface voxel 

contained inside the simulation domain as described below. Ultimately, the surface normal 

vector is used to calculate the number of impinging precursor molecules per surface voxel.     

The calculation for the estimation of the surface normal vector uses the volume fraction of 

deposited solid contained within a 3x3x3 ‘cubic block’ of voxels.  The central voxel in this cubic 

block contains the surface voxel–of–interest (VOI) for calculation of the surface normal vector. 

The voxel edge length is Dz = 8 nm.  Thus, each cubic block has a 24 nm total edge length.  

Figure S6(a) shows a vertical slice of a representative cubic block which passes through the 

central surface voxel.  In the following summary of the calculation, the 2D slice is used for clarity 

of demonstration, relative to a true 3D depiction. 

The surface normal is calculated in part using the volume fraction (D) of deposit contained 

within each surface voxel contained in the cubic block.  ‘D’ can be expressed as; 

6(x, y, z) = #(8, :, ;)>;? &&[1] 
where V(x,y,z) is the total volume of deposit currently in the voxel, Dz3 is the voxel volume.  

Thus, surface voxel occupancy has a possible range of; 

0 @ 6(8, :, ;) < 1&&&[2] 
Conversion of a ‘D’ voxel into a bulk voxel ‘B’ occurs when D = 1 and indicates complete filling.  

Any time that this condition is satisfied during the simulation, a sub–routine is triggered which 

updates the ‘S’, ‘B’ and ‘V’ status of the neighbor voxels. Voxels residing in the vapor phase are 

indicated by ‘V’.  
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Figure S6 (a) A slice through a cubic block (3x3x3) of voxels. ‘V’ indicates a vapor phase voxel, 

‘S’ a surface voxel and ‘B’ a bulk voxel.  The surface normal calculation, for the element of 

surface contained in the voxel labeled ‘S*’, requires the volume fraction of deposit ‘D’ contained 

within each ‘S’ voxel in the (3x3x3) cubic block. (In this figure, a 2D representation of a 3D 

calculation is shown for clarity) (b) A slice though the cubic block in (a) showing complementary 

example values for ‘D’.  Elementwise multiplication of the cubic block ‘D’ with the nearest–

neighbor block in each of the three Cartesian coordinates makes it possible to estimate the 

surface normal vector according the equation shown in (c).  (d) Ultimately, the precursor 

molecular flux (F) arriving at the voxel ‘S*’ is the superposition of a diffuse component (Fb), 

which is independent of the surface normal vector, and a directed component (Fbeam) which 

requires the estimated surface normal vector (nsurf). 

 

The summation of the elementwise multiplication of ‘D’ with a nearest neighbor array, i.e., NNx, 

NNy and NNz shown in figure S6(b), for each Cartesian dimension yields an estimate of the 

surface normal (figure S6(b)) at the VOI.  The unit surface normal is recovered according to the 

equation provided in figure S6(c) which is shown as the green vector – the z and x components 

are also shown in partial transparency. 

The total precursor pressure per voxel is divided into both a directed component (Pbeam) based 

on the gas flux vector, and a diffuse (referred to a background Pb) component; 

AB(8, :, ;) = A- C $DEF(8, :, ;) G A-HIJ K LMN(O(8, :, ;))&&&[3] 
Shad(x,y,z) is a logic variable (0/1) that accounts for any shadowing that occurs from the FEBID 

deposit which can obstruct the line-of-sight of the precursor to the VOI. cos(b) takes into 

account the local orientation of the surface normal with respect to the gas impingement vector.  

The simulation requires input of PT and, Pb and/or Pbeam.  Importantly, Pbeam is the maximum of 
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the directed component of pressure.  The purely diffuse partial pressure (Pb) is a constant at all 

surface voxels in the simulation domain.  The diffuse precursor flux is derived from the local 

pressure (P) according to; 

P = AQRS K T&&&[4] 
where MW is the molecular weight of the precursor and T the precursor temperature.  The total 

precursor flux impinging on the VOI is then; 

PB(8, :, ;) = P- C $DEF(8, :, ;) G P-HIJ K LMN(O(8, :, ;))&&&[U] 
The directed component is treated as a function of the dot product between the surface normal 

(nsurf) at ‘S*’ and the (negative) of the gas propagation vector (ngas).   An arbitrary surface is 

generated in order to demonstrate how the directed component of the precursor flux is treated.  

The diffuse component was set to equal zero in case shown in figure 2(e) example.  The 

colormap represents the surface height while the brightness of each pixel indicates the number 

of molecules impinging at the surface.  The equation provided as figure S6(d) is valid from b = 

0–90o where b is the angle between nsurf and –ngas; !VWXYZI\^ G WXY\_`a = bWXYZI\bbWXY\_`ab cos(O)&&&[d] 
The directed component of pressure is 0 for b > 90 which we refer to as ‘local’ shadowing where 

the geometric cross–section for precursor impingement at that surface element is 0.  A 

projection, ray casting scheme is implemented to determine ‘remote shadowing’ where 

precursor impingement is 0 due to a remote obstacle casting a shadow at the surface VOI.    
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Supplement 7 

The remaining calibration factor (c) required scaling FEBID by 2.1 to achieve convergence 

between experiment and simulation.  Even more recently, the pre–exponential variable and 

activation energy describing MeCpPtIVMe3 physisorption have been determined and yield 

t~5 ms for our RT growth conditions3.  Precursor surface coverage increases with increasing (t) 

leading to more dissociation according to the term s∙C∙iSE in equation 3 main text.  It was shown 

that a lower value of the scaling factor (c) could be used (c=1.5) in order to reproduce the 

experimental derived segment angle curve provided in figure 4(b) main text with very little 

change in segment object morphology, a further step towards convergence.    

 

Supplement 8 

In our previous paper we reported a diffusion coefficient of 0.65 mm2/s for MeCpPtIVMe3 diffusion 

on a PtCx surface4.  Recently, a more refined value of 0.4 mm2/s has been published5.  The 

updated value was used here.  Also in 6, we used a total precursor pressure of 15 mTorr.  In 

reality, this is a somewhat floating parameter due to the fact that (1) the sticking probability of 

MeCpPtIVMe3 on PtCx is unknown (we assume d=1 here) and (2) the multiplication of the 

precursor pressure with the sticking probability (d*PT) dictates in the precursor surface 

accumulation term in the rate models making is difficult to isolate either value.  Lastly, the 

surface density of the deposit has been updated from 9.6 PtC5 molecules/nm2 to 4.8 PtC5 

molecules/nm2 which is more accurate estimate of deposit surface density based on the deposit 

density of 4.5 g/cm3.  
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Supplement 9 

PtC5 thin film prisms (width=500 nm) were simulated as a function of the specular to diffuse 

pressure ratio.  The purpose of the simulation set was to determine the ratio that simultaneously 

reproduced (1) the maximum height of the prism and (2) the ratio of minimum ledge height to 

the maximum ledge height derived from experiments. 

The lateral extent of the beam exposure in the (x–y) plane was 500 nm x 500 nm for simulations 

while it was 2000 nm x 2000 nm for real experiments.  The total MeCpPtIVMe3 pressure was 

fixed at 30 mTorr while the specular/diffuse (in units of mTorr/mTorr) components varied over 

the range 30/0, 25/5, 20/10, 15/15, 10/20 5/25.  The beam acceleration voltage was 5 keV, the 

primary beam current was 400 pA and the beam size was FWHM=27 nm.  The spiral–out beam 

scanning strategy, shown in figure 2(a), main text, was used where the pattern rotation angle (a) 

was 15o. 

Simulation results are presented as height histograms in figure S9(a) along with the 

experimental results (black histogram).  The collection of histograms have been shifted along 

the y–axis for both clarity and comparison purposes.  The experimental value for ratio 

representing the minimum ledge height to maximum ledge height was 0.68 for the experiment 

and is superimposed on the histogram.  Also, the experimental histogram has been extended 

down the figure as a shaded flow in order to compare the results with simulations.  The actual 

AFM tapping mode height image is shown in figure S9(b) with the ledge of minimum height ‘3’ 

and the ledge of maximum height labelled ‘1’. 

The simulation at 20 mTorr specular pressure and 10 mTorr diffuse pressure (blue curve) best 

represented the experimental result (while also later describing results at 30 keV for the 3D 

segment based objects) in terms of the ledge surface morphology, ledge height ratio (=0.65) 

and only slightly under represented the maximum height by 5 nm.  Complementary, simulated 

morphologies are shown in figure S9(c) where the color border around the images matches the 

histogram in figure S9(a).  At higher diffuse pressures, the maximum height better reflected 

experiments but at the expense of the ledge morphology which became more uniform across 

the prism (see red and orange histogram complementary images in figure S9(c)). 
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Figure S9 (a) Height histograms for thin film prisms prepared by FEBID using the spiral–out 

scanning strategy.  Each individual histogram has been shifted in the counts coordinate to avoid 

overlap and provide visual clarity.  The black histogram was derived from atomic force 

microscopy data (b).  The value of 0.68 associated with the black histogram is the height ratio 

calculated by (b) dividing the mean height of the lowest ledge (3) on the thin film prism surface 

by the mean height of the highest ledge (1).  The remaining simulations are complementary 

simulations of the experiment where the ratio of diffuse–to–directed pressure was varied, at 

constant total pressure, in order to the replicate the experimental ledge height ratio.  The 

directed pressure of 20 mTorr and background pressure of 10 mTorr best reproduced the 

results. 
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Supplement 10 

The ability to collect the sample current signal from the focused electron beam induced 

deposition (FEBID) simulation was tested in response to a reviewer request.  The test consisted 

of simulating FEBID for a published morphology, a so–called “tip on suspended rod” structure, 

which included a sample current trace acquired during the growth of the structure (figure 

S10(a)).  The published information can be found in,7 “Electron range effects in focused electron 

beam induced deposition of 3D nanostructures”, Microelectronic Engineering 83, 1482-1486 

(2006) on page 1485 in figure 4. The “tip on suspended rod” was grown in experiments using an 

acceleration voltage of 25 keV, a beam current of 500 pA and a beam width of 4s ~ 132nm 

using the precursor hexafluoro-acetylacetonato-copper(I)-vinyltrimethylsilane.  In the EBID 

simulation (figure S10(b)), an acceleration voltage of 30 keV, a beam current of 21 pA and a 

beam width of FWHM = 5nm using the precursor MeCp(PtIV)CpMe3.  The precursor 

MeCp(PtIV)CpMe3 was used in place of (hfac)CuVTMS because fewer parameters are currently 

available for the hfac(Cu)VTMS precursor.  Moreover, a smaller version of the “tip on 

suspended rod” morphology was simulated in order in reduce the total simulation process time.   

 

Figure S10 (a) The “tip on suspended rod” structure grown using an acceleration voltage of 25 

keV, a primary electron beam current of 500 pA and the precursor hexafluoro-acetylacetonato-

Appendix 5 Publication 5 - Supporting Information 183

rowinkler
Line



 

 

 

copper(I)-vinyltrimethylsilane7.  (b) A 3D FEBID simulation of the “tip on suspended rod” 

structure using an acceleration voltage of 30 keV, a primary electron beam current of 21 pA and 

the precursor MeCp(PtIV)CpMe3.  (c) The stage sample current acquired during the 3D FEBID 

simulation.  Compare with the stage current collected experimentally in (b). 

The acceleration voltage, in part, determines the sample current signal because the penetration 

depth of the primary electrons is very large (tens of micrometers at 25-30 keV) relative to the tip 

and rod dimensions (see S2).  In addition, although the deposits consist of different metals, (1) 

carbon contamination contributes significantly to the composition (~55 at%C for the Cu 

experiment and ~83 at%C for the Pt simulation) making the relative material parameters such 

as atomic number, molecular weight and density, which dictate beam penetration, comparable.   

The secondary electrons that are liberated from the deposit when the primary beam intersects 

the surface contribute significantly to the sample current signal, along with primary electrons 

that penetrate and dissolve in the solid. Primary electrons can also be scattered at very high 

angles away from the deposit due to large angle elastic scattering although this is relatively low 

probability event relative to the other current affecting factors.  

The stage current signal can be collected periodically during FEBID and provides a reliable 

method to track changes in the deposit morphology, indirectly, without the use of secondary 

electron imaging.  The current signal is described by; 

+\ = +- ! ef+- ! g+- ! effg+-&&&[1] 
where (is) is the sample current, (ib) is the incident primary beam current, (dI) is the secondary 

electron number 1 yield, (dII) is the secondary electron number 2 yield and (h) is the 

backscattered electron yield.  The total secondary electron yield (dT) is given by; 

eB = ef C effg&&&[2] 
The continuum simulation domain boundary is typically 1-2mm in edge length along the x, y and 

z dimensions.  This has the effect of discounting the terms (hib) and (dIIhib) because the 

backscattered electrons fall outside the simulation region.   However, due to the deep beam 

penetration at 25 and 30 keV, described above, these terms contribute relatively little compared 

with (ib) and (dI).  Thus, the sample current derived from the simulation (figure S10(c)) 

resembled closely the experimental curve.  Specifically, the sample current shape during the 

growth of the (1) tip, (2) rod and (3) tip geometries was the same for both experiments and 

simulations.  The only noticeable differences are the spikes observed in the simulated sample 

current at the tip/rod and rod/tip boundaries.  This observed difference is attributed to the 

difference in the beam pixel point pitch (L) to beam diameter (FWHM) ratio between 

experiments (L/FWHM = 0.48nm/55nm = 0.009) and simulation (L/2rb = 1nm/4nm = 0.25).  For 

example, when the beam displacement begins after the growth of the first tip the beam makes a 

relatively large displacement relative to the tip diameter striking the highly tapered apex causing 

a large ejection of secondary electrons to the large surface area exposed to the beam. 
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EBID Simulation growth conditions 

An acceleration voltage of 30keV and a beam current of 21pA used to simulate the FEBID of the 

“tip on suspended rod”.  The beam radius was 4nm, the beam dwell time per pixel was 5.2ms 

and the pixel point pitch during the rod growth was 1nm.  A total of 1000 stationary beam dwells 

were used to grow the first tip.  Next, the rod was deposited with 400 beam dwells at a beam 

speed of (v = 192 nm/s).  The final tip was deposited also using 400 beam dwells.  The total 

pressure was 30mTorr MeCp(PtIV)CpMe3. 
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Supplement 11 

 

Figure 11 (a) Virtual SEM images (tilt = 52o) of four different 3D FEBID MeCp(PtIV)CpMe3 

simulations with a variable electron beam scanning directions.  Each scan was an 800 nm line 

scan with a pixel point pitch of 0.53 nm and a constant electron beam velocity of 22 nm/s.  (b) 

(hfac)CuVTMS experiments reported in8.  The direction of the gas flux vector (GFV) during the 

experiments is superimposed for reference.  (c) A virtual SEM image (tilt = 38o) of a circular 

beam scanning pattern.  The radius of the pattern was 200 nm.  The precursor flux was 66% 

directed and 33% diffuse during the simulation for a total pressure of 1.3 mTorr     

MeCp(PtIV)CpMe3.  (d) The results of a complementary simulation to (c) where the directed 

component of the precursor flux is 0% and the diffuse component is 100%, again for a total 

pressure of 1.3 mTorr. 

 

In the article8, Bret et al., “Influence of the beam scan direction during focused electron beam 

induced deposition of 3D nanostructures”, Microelectronic Engineering 78-79, 307-313 (2005), 

the direction of gas nozzle was shown to strongly influence the vertical growth rate depending 

on the scanning during FEBID, more so than was observed during the simulations and 

experiments reported in this article.  However, the strong GFV dependence was observed in 

Appendix 5 Publication 5 - Supporting Information 186

rowinkler
Line



 

 

 

simulations when the beam speed, electron dose and precursor surface coverage were 

adjusted to match the experiments reported8. 

The simulations reported here have implemented a primary beam current of 21 pA and a beam 

size of FWHM = 4nm.  Conversely, a beam current of 500 pA and a beam diameter of 55 nm 

was used in8.  A smaller total segment size was simulated in order in reduce the total simulation 

process time.   Therefore, the simulated current density is; 

"*h|\iJ = +-j K kSkRl = 21[mn]j(2[Wp])l = 1.7& q mnWplr 
A representative experimental current density reported in8 was; 

"*h|Htu = +-j K kSkRl = U00[mn]j(27[Wp])l = 0.2& q mnWplr 
In order to have an equivalent current density between experiments and simulations, a new 

simulation beam size was calculated using the reported electron current density 0.2 pA/nm2 yet 

keeping constant the primary beam current at 21 pA; 

kSkR = v +-j"*hbHtu = U.U&[Wp] 
The beam dwell time per pixel used in the experiments (td = 24ms) was also used in the 

simulation to achieve a common primary electron dose; 

+-/*j K kSkRl = 21[mn] K 24810h?[N]j(U.U[Wp])l = U.3810h? &q mwWplr 
In order to further close the gap between the experiments and simulations, the equilibrium 

coverage of (hfac)CuVTMS reported in8, of ~10-1 (hfac)CuVTMS molecules/nm2, was adapted to 

the simulation by forcing the equilibrium precursor coverage of Me(PtIV)CpMe3 to this value by 

changing the total pressure which is an input parameter to the simulation (a direct comparison 

between the two cases was not possible as the total electron impact dissociation cross section 

for hexafluoro-acetylacetonato-copper(I)-vinyltrimethylsilane is unknown).  Based on the 

reported value of 0.1 molecules/nm2, the precursor site density of 2.8 Me(PtIV)CpMe3 sites/nm2 

yields a fractional surface coverage (q) of ~0.03, or 3% coverage.  However, initial simulations 

revealed that the segment geometry does not lift-off of the substrate surface vertically as 

observed in experiments (discussed below).  In order to achieve substrate lift-off, the total 

pressure was raised from ~0.4 mTorr to PT = 1.3 mTorr (where the directed component (Pbeam) 

of 0.875 mTorr and a background pressure (Pb) of 0.417 mTorr) yielding 10% surface coverage 

of Me(PtIV)CpMe3.  Complementary experimental and simulated results were achieved under 

these conditions. 

3D EBID simulation growth conditions 
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An acceleration voltage of 30keV and a beam current of 21pA used to simulate the FEBID of the 

low angle segment features.  The beam radius was 5.5nm, the beam dwell time per pixel was 

24ms and the pixel point pitch during the rod growth was 0.53nm.  The total length of the 

segments grown was 800nm.  The beam velocity was v = 0.53 nm / 0.024 s = 22 nm/s. 

Figure S11(a) shows the results of four FEBID simulations where the beam scanning direction 

was changed relative to the gas flux vector (GFV).  The superimposed angle-based values 

provided in figure S11(a) represent the orientation of the beam scanning direction with respect 

to the GFV. For example, a value of 180o indicates the beam is scanning away from the GFV, 

parallel to the projection of the GFV in the substrate plane.  Conversely, a value of 0o indicates 

anti-parallel scanning where the beam is moving toward the GFV.  This is the most favorable 

condition for vertical growth.  This angle is referred to as the rotation angle (a) in the main text. 

Similarities between experiments and simulations 

Several similarities were found between the published (hfac)CuVTMS experiments and the 

Me(PtIV)CpMe3 simulations.  The comparison is made for a common beam speed; (v = 22nm/s 

simulations, figure S11(a)) and (v = 20 nm/s experiments, figure S11(b)).  A strong dependence 

of the vertical growth rate on the GFV orientation was observed in both cases: nanowires are 

grown only on the surface in the range of a = 90o-180o while self-suspended segments are 

grown for a = 0o-90o.  The GFV vector in figure S11(b) indicates a = 0o, or the direction of anti- 

parallel scanning for the experiments.  In the case of segment growth, an underlying nanowire is 

produced underneath the segment for both cases.  EBID simulations also revealed that the 

nanowire height increased with a decrease in (a) as seen clearly in the experiments (figure 

S11(b) In figure S11(a) the nanowire labelled (a = 150o) was 55 nm thick while the nanowire at 

(a = 120o) was 70 nm thick.   

Ultimately, the reduction in surface coverage from 74% to 10% was required to reproduce the 

GFV-beam scanning dependence for a comparable current and linear dose rates between 

experiments and simulations.  Nonetheless, because not all parameters are known for the 

(hfac)CuVTMS precursor the presented simulation results are circumstantial. 

 

Differences between experiments and simulations 

Experiments performed by Bret et al.8 revealed an underlying, secondary nanowire forms during 

FEBID and can lift-off of the substrate surface while the initial, suspended segment is still 

growing above (20nm/s panel in figure S11(b)).  This was not observed in simulations.  In 

simulations it was found that the height of the underlying nanowire was relatively smaller and 

would only lift-off the substrate in cases where the beam velocity exceeded the lateral growth 

velocity of the segment causing the beam to fall off the segment starting the growth of a new 

nanowire.  The observed difference in the underlying nanowire growth could be due to the fact 

that kinetic growth conditions are not quite equivalent between the new cases.  This 

discrepancy will be investigated further in the future. 
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A circular scanning pattern makes it possible to investigate the GFV influence dynamically 

because the patterning orientation is continuously changing in a controlled and predictable 

fashion.  Figure S11(c) shows a virtual SEM image of a 3D FEBID simulation where a circular 

scanning pattern was used.  Beam scanning initiated at (a = 0o) indicated as the “starting” 

position in the virtual SEM image.  This is the preferred orientation for lift-off.  Vertical growth 

continues but continuously decreases as the beam turns continuously away from the gas 

nozzle.  Eventually the beam velocity exceeds the lateral segment growth rate and the beam 

falls off of the segment.  FEBID begins anew on the substrate surface and a new nanowire 

begins to thicken.  FEBID was executed for Da = 350o.   

An additional simulation was executed to determine the influence of the directed nature of the 

GFV.  The simulation shown in figure S11(c) was repeated using the same total pressure of 

precursor (PT = 1.3mTorr) but with a zero directed component of precursor (totally diffuse gas 

flux).  Every voxel in the domain experienced the same molecular flux regardless of the 

orientation of the deposit surface.  A complete, single turn helix can be deposited under these 

modified conditions figure S11(d) and provides a direct measure of the influence of the GFV, in 

this case its absence.   
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Supplement 12 

S12_BeamDwellPattern.wmv 

 

Supplement 13 

In this example, the surface voxels ‘S’ are rendered with a colormap that is linked to the x-

direction.  All other settings are the same as described in SI1. 

S13_Frame3DFEBID.wmv 
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Supplement 14 

Virtual SEM images are generated by projecting the 3D object on a virtual, flat rectangular 

screen.  The screen position is characterized by an azimuthal, rotation and distance coordinate.  

The collection of information of the ‘screen’ empirically mimics real secondary electron collection 

at a very high positive collection bias such that all secondary electrons are captured.  For 

example, in a real detector a certain fraction of SEs emitted, from the surface, with an 

unfavorable trajectory for collection may be reoriented at relatively high bias and collected, even 

if they are emitted from region lying in the shadow of the detector.  The virtual screen had a 

pixel size equal to that of the simulation domain =8 nm.  The ‘intensity’ contributed by a surface 

voxel to the screen was set equal to the fraction of deposit residing there.  The position on the 

screen of the ‘counts’ was determined by projecting a vector from the deposit, to the screen, 

with an orientation parallel to the surface normal of the screen which is directed at typically the 

center–of–mass of the deposit.  Even surface sites lying in the shadow of the detector, cast by 

the detector, were considered as collected mimicking the high bias condition mentioned above.  

The ‘signal’ was integrated without a possibility of saturation in counts and stored in the array 

SEimg.  Image processing led to the final image intensity described by; 

$%iJZ(8\, :\) = {} 6iJZ~l$%iJZ(8\, :\)F�� C $%iJZ(8\, :\)'�� &&& 
which, again, is a purely empirical expression.  Coordinates in the reference frame of the screen 

are xs and ys where xs(x,y,z) and ys(x,y,z).  Qualitatively, the expression can be understood as 

follows.  The 1st term describes an image diffusion operation executed in the image plane to 

smoothen out frequencies imposed on the image by the voxel nature of the deposit.  The 2nd 

term averages the raw signal based on the number of counts which makes it possible to 

dampen the image contrast.  Lastly, the 3rd root makes it possible to image both the 3D object 

as well as the faint amount of substrate deposition due to the beam proximity effect.  

S14_Frame3DFEBID_vSEM.wmv 
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Supplement 15 

The cube edge length for these FEBID cube structures was 200 nm while the images shown in 

Figures 5 a-b, in the main text, were grown with an cube edge length of 250 nm. 

S15_Cube3DFEBID.wmv 

S15_Cube3DFEBID_vSEM.wmv 

 

Supplement 16 

Experiment / 

machine 

Precursor GIS angle to 

substrate 

Vertical GIS 

distance to 

substrate 

Lateral GIS position to 

beam center (X/Y) 

Pads/Nova 200 MeCpPt
IV

Me3 52° 180±20 µm 200±10  µm / 40±10  µm 

3D / Nova 600 MeCpPt
IV

Me3 52° 100±20 µm 0±10  µm / 150±10  µm 

3D / Nova 200 MeCpPt
IV

Me3 38° 470±20 µm 30±10  µm / 170±10  µm 

3D / Nova 200 Me2Au(acac) 52° 380 ±20 µm 40±10  µm / 130±10  µm 

3D/ Nova 600 W(CO)6 38° 100±20 µm 0±10  µm / 150±10  µm 
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ABSTRACT: During the past decade, significant progress has
been made in the field of resonant optics ranging from
fundamental aspects to concrete applications. While several
techniques have been introduced for the fabrication of highly
defined metallic nanostructures, the synthesis of complex, free-
standing three-dimensional (3D) structures is still an
intriguing, but so far intractable, challenge. In this study, we
demonstrate a 3D direct-write synthesis approach that
addresses this challenge. Specifically, we succeeded in the
direct-write fabrication of 3D nanoarchitectures via electron-
stimulated reactions, which are applicable on virtually any
material and surface morphology. By that, complex 3D
nanostructures composed of highly compact, pure gold can be fabricated, which reveal strong plasmonic activity and pave
the way for a new generation of 3D nanoplasmonic architectures that can be printed on-demand.

KEYWORDS: focused electron beam induced deposition, 3D nanoprinting, plasmonics, gold, purification, nanofabrication,
surface plasmon resonance, nanostructures

■ INTRODUCTION

Surface plasmons in metallic nanostructures are known to have
unique properties as they enable light concentration into the
deep subwavelength regime. They are thus of high interest for
new types of photonic devices1 such as novel light sources,2

sensor devices,3,4 for improvements in data storage technol-
ogy,5 and in photovoltaics.6 A high flexibility for the design of
the metallic nanostructures is therefore in high demand. Several
factors affect the plasmonic activity, namely: (1) the shape and
size of the metallic nanostructure, (2) the quality of the metal
in terms of its purity and crystallinity, and (3) accurate
positioning on the area of interest. Different approaches have
been used so far, but it is very challenging to meet all these
requirements. On one hand, wet chemical synthesis enables the
production of single crystalline nanoparticles with well-defined
shape and high metallic purity.7,8 However, accurate positioning
on the substrate, particularly an arrangement of multiple
nanoparticles with tunable, well-defined relative distances, is
not possible. On the other hand, electron beam lithography
(EBL) overcomes this positioning problem but is limited to
quasi two-dimensional (2D) structures and flat surfaces. While
these challenges are daunting, focused electron beam induced
deposition (FEBID) has the potential to meet these stringent
requirements as it is a maskless, direct-write bottom-up

synthesis method for the fabrication of 1D, 2D, and 3D
architectures with spatial nanometer resolution9−12 on virtually
any substrate material and surface morphology.13 FEBID uses
gaseous precursors, injected in electron beam microscopes,
which dynamically physisorb, diffuse, and desorb to establish an
equilibrium surface coverage. The focused electron beam
decomposes the precursor molecules, which leads to a highly
localized functional deposit whose size, shape, and position can
be precisely controlled on the lower nanometer scale. In the
past, FEBID has been used to rapidly prototype passive and
active applications14−18 and has already found its way into
commercial applications for lithography mask repair19,20 or
stress−strain sensing for atomic force microscopy canti-
levers.21,22 However, FEBID deposits notoriously contain very
high carbon content of 90 at. % and more for some precursors
after fabrication, which compromise the intended function-
ality.23 Although a few examples of pure materials after
fabrication have been demonstrated,23−26 most efforts were
put on in situ or postgrowth purification processes such as
fabrication on hot substrates,25,27 coflow with reactive gases,28
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synchronized laser assisted FEBID,29,30 and other in situ/ex-situ
processes.21,23,31−37 An essential step forward was achieved by
Geier et-al who introduced the first postgrowth purification
approach for platinum based FEBID materials leading to pure
and highly compact metallic nanostructures without morpho-
logical disruption.38 In this study, we successfully expand their
basic purification concept to a gold-based FEBID precursor
and, more importantly, to complex free-standing 3D
architectures, a much more challenging task than with simple
planar or bulky 3D structures. This chemical postgrowth
transfer into highly compact, pure gold is then combined with
one of FEBID’s unique attributes by means of direct-write 3D
fabrication. In the past, this capability was mostly restricted to
free-standing nanopillars for detailed insight in fundamental
processes.24,39−41 While Fowlkes, et al. recently succeeded in
mimicking experimental 3D fabrication via simulations,42 we
here move an essential step further and demonstrate FEBID-
based fabrication of complex and highly precise 3D nano-
architectures, which meets the high demands for advanced
plasmonic applications after the successful chemical trans-
formation into pure gold. The roadmap of this study is
graphically summarized in Figure 1. First, we report on our
recent breakthrough progress toward real 3D nanoprinting of
complex, freestanding 3D-nanoarchitectures (Figure 1a−e) by
using advanced patterning strategies. Next, we demonstrate the
chemical material transfer of carbon containing FEBID deposits
into highly compact pure Au nanostructures (Figure 1f−h).
Then we confirm the plasmonic response of planar FEBID
based Au structures, which reproduce the response of reference
Au disks prepared via classical electron beam lithography43

(Figure 1i−l). This not only fulfills the long lasting promise of
FEBID as fabrication tool for plasmonic nanostrutures, but also
paves the way for FEBID based 3D plasmonics. Hence, in the
last step, we adapt the purification process for the carbon
removal in 3D nanostructures and successfully demonstrate the
plasmonic activity of free-standing 3D Au nanoarchitectures
(Figure 1m−o) whose fabrication is extremely challenging or
even impossible with alternative techniques. By that, the
proposed approach opens the possibility of entirely new
capabilities for the on-demand fabrication of 3D architectures
for resonant optics on virtually any surface.

■ 3D NANOPRINTING

In the past decade, FEBID has made significant, yet incremental
progress toward synthesis of freestanding nanostructures.44,45

Together with a deeper understanding of the dynamic surface
processes concerning precursor molecule adsorption, diffusion,
and desorption and its relation to the process parameters,46−49

we recently succeeded in the identification of a widely stable
process window where the intended 3D nanostructures
becomes very predictable, which prevents exhaustive trial-and-
error approaches mostly used in the past.42 In previous
experiments, we determined that high primary electron beam
energies (30 keV), low beam currents (21 pA) in combination
with pixel distances (point pitch, PoP) in the (sub)nanometer
range and pulse durations (dwell times, DT) on a millisecond
scale are ideal for 3D synthesis. While general control over tilt
angles of free-standing 3D structures is achieved by careful
variation of PoPs and DTs, the patterning point sequence is the
essential element for predictable and reproducible 3D
fabrication. Although the primary beam parameters lead to
minimized local precursor depletion during a beam pulse,9,50,51

continuous growth mode for individual branches lead to

varying growth rates dependent on the height making the result
unpredictable. Figure 2, panel a shows a top view and a tilted
SEM image after a fabrication attempt for a tetragonal-
bipyramid (TBP, as depicted in Figure 1g) using a continuous
growth mode. As schematically given on top, this strategy tries
to grow each single branch individually (see number and
arrows). One reason for the structural collaps is attributed to
increasing local depletion leading to strongly reduced growth
followed by new growth events at the substrate. To prevent
such a situation, patterning has been changed to an interlaced
patterning sequence as schematically depicted on top of Figure
2, panel b. This strategy jumps between different branches (see

Figure 1. Route toward 3D plasmonic Au structures. (a−e) FEBID’s
3D nanoprinting capabilities via SEM images: (a) replica of the glass
pyramid of the Louvre with nanobranch diameters of ∼50 nm; (b, c)
FEBIDs direct-write capabilities of complex 3D nanostructures on
highly exposed, nonflat areas (mineralic nanowires); (d, e) on-demand
fabrication of free-standing nanoarchitectures, which are extremely
challenging or even impossible with alternative techniques on that
scale. (f−h) The approach toward purely metallic 3D objects imaged
via bright-field TEM, while as-deposited FEBID materials reveal the
typical nanogranular composition of metal grains (dark spots)
embedded in a carbon matrix (f), the latter is entirely removed by
e-beam exposure in water vapor environments (g) leading to highly
compact, crystalline gold structures (h). This paves the way toward
planar plasmonics in a first step, illustrated in panels i−l: the
application of the purification process (g) transforms as-deposited
Au−C disks (i, HAADF image of a 400 nm wide disk) into pure Au
materials (j) switching from no plasmonic response (k, STEM EEL
map at 1.4 eV taken from (i) to a strong plasmonics activity (l). After
the plasmonic suitability of FEBID based materials is confirmed in
principle, the process is transferred to free-standing 3D tetragonal-
bipyramids (TBP, see also inset in panel g): after initial 3D
nanoprinting of TBPs (m, tilted SEM image), the structures are
purified with the same approach (g) leading to compact 3D Au
structures (n, tilted SEM image), further investigated via STEM EELS
measurements, which reveal strong plasmonic activity for FEBID
based true 3D nanoarchitectures (o, STEM EEL map at 1.35 eV).
Note the surface contamination after purification (n) is a SEM-only
feature and absent if directly using TEM.
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numbers and arrows) by essentially introducing sufficient
refresh times in between two consecutive beam pulses at the
same branch. This establishes a replenished growth front prior
to the next beam pulse, which leads to a stable growth mode as
can be seen by the TBP in Figure 2, panel a (both attempts
used the same DTs and PoPs without any additional pause
times). At the same time, this strategy mitigates proximity
effects that produce spatial distortions39,52 and drift issues
(further details can be found in Supporting Information 1).
Following this interlace approach, even complex 3D nanostruc-
tures, as representatively shown in Figure 1, panels a−e, can be
fabricated in a predictable, reliable, reproducible fashion (see
also Supporting Information 1). These examples demonstrate
FEBID’s high flexibility concerning the fabrication of 3D
nanoarchitectures, which exploit their full potential together
with applicability on virtually any surface material and
morphology (more examples can be found in Supporting
Information 2). To demonstrate FEBID based 3D plasmonics
in this study, tetragonal-bipyramid geometries consisting of four
individual branches that converge in the vertical dimension into
a single apex have been chosen (see Figures 1g,n, and 2b). The
intentions of this geometry are the expected enhanced
plasmonic resonances at branch areas and in particular at the
tip53 with typical end radii of ∼10 nm. However, for strong
plasmonic resonance, the critical issue of carbon impurities in

the 3D gold deposits had to be solved first as discussed in the
following.

■ MATERIAL PURITY FOR PLASMONICS

Although a variety of precursor materials are available for
FEBID,23 most of them lead to a nano-granular composition
consisting of metallic nanograins (2-5 nm) (see Figure 1f)
embedded in a carbon matrix with partly enormous C contents
depending on the used organometallic precursor (e.g., the Au
precursor used here contains about 95 at. % carbon23). This
long-lasting drawback reduces or even entirely masks the
intended magnetic, electric, or plasmonic functionality. Here we
successfully solved the impurity problem with a postgrowth
purification approach for the Me2Au(acac) (acetylacetonate-
dimethyl-gold(III) precursor to obtain pure gold materials as a
central gateway for plasmonic applications. Specifically, the as-
deposited Au−C FEBID structures are exposed to a scanning e-
beam in a 10 Pa H2O ambient in an environmental scanning
electron microscope38 (ESEM) (Figure 1g). A comprehensive
characterization of such treated Au−C deposits using atomic
force microscopy (AFM), scanning electron microscopy (SEM)
based energy dispersive X-ray spectroscopy (EDXS), and
transmission electron microscopy (TEM) based electron
energy loss spectroscopy (EELS) not only revealed the entire
removal of carbon, but also the pore/crack free morphology
after purification, which is essential for plasmonic application
(see Supporting Information 3). To evaluate the latter aspect,
we fabricated two sets of 60 nm thick Au−C FEBID disks with
diameters ranging from 250−400 nm, all deposited on 15 nm
thick Si3N4 membranes for subsequent EELS characterization.
One set was used for as-deposited characterization, while the
second disk set was purified via the above-described approach.
In addition, a third set of Au reference disks with same
diameters and thickness was prepared using electron beam
lithography (EBL)54 to evaluate the behavior of FEBID based
Au disks as described in the following.

■ 2D PLASMONICS

To study the plasmonic behavior of planar FEBID Au disks,
TEM-based nanocharacterization has been performed as it
provides energy dependent response information with laterally
resolved information on the lower nanoscale. Figure 3 shows
scanning transmission electron microscopy (STEM) based
high-angle annular dark field (HAADF) survey images (left
column in Figure 2a) together with EELS measurements of the
laterally resolved plasmonic response of FEBID based as-
deposited Au−C (top row) and fully purified Au (central row)
in comparison with EBL based Au reference disks.55−58 As
evident, as-deposited Au−C disks (top row) do not produce a
plasmonic response at any electron loss energy (A → D).
However, fully purified Au FEBID disks (central row) clearly
reveal surface plasmon resonances. A direct comparison of the
EEL signal originating from the disk center of as-deposited and
fully purified FEBID disks (see indication in column D in
Figure 3a) is given in Figure 3, panel b. Note, the central
plasmon activity indicates the presence of the so-called
breathing mode,43 which is characteristic for such geometries.
By comparing the purified FEBID disks (central row) with the
Au EBL reference disks (bottom row), a very similar qualitative
behavior is observed.43,59 By starting at low energies, the
expected dipole (A), quadrupole (B), and hexapole (C)
resonances are clearly observed.55−58 In addition, the breathing

Figure 2. Application of advanced patterning strategies to achieve
predictable and reproducible 3D nanoarchitectures. (a) In a
continuous growth strategy, each single branch is grown individually
as outlined in the top scheme (see numbers and arrows). The results
are entirely collapsed structures as evident by top- and side-view SEM
images. To get stable 3D growth as shown in the SEM images in panel
b, an interlaced patterning sequence is introduced, which grows all
four branches almost simultaneously by systematic patterning jumps,
as indicated on top of panel b for a two branch structure in a side view
(see also arrows). Note, both structures used same number of
patterning points, DTs, PoPs, and total fabrication times as only the
patterning sequence has been changed, which demonstrates the high
importance for the fabrication of more complex structures as shown in
Figure 1, panels a−e.
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mode (D) is observed for both fabrication methods. As
expected, distinct peak shifts to higher energies were observed
with decreasing disk size as shown in the EEL spectra in Figure
3, panel c for pure FEBID disks (left) and Au EBL reference
disks (right). Here EEL spectra originating from the edge
region along the disk circumference are displayed. While the
dipole (A) and quadrupole mode (B) are well resolved in both
sets of spectra, the hexapole mode (C) is only visible in the
EBL reference data set for the larger disk diameters. The
corresponding EEL map (C) at an energy of 1.6 eV in Figure 3,
panel a (center row), however, clearly shows a ring shaped
distribution similar to the hexapolar EEL map of the EBL
reference (bottom row), which confirms the formation of the
hexapole mode in fully purified FEBID disks as expected. The
main differences between FEBID and EBL disks are two-fold.
First, slightly less pronounced plasmonic peaks are observed for
the fully purified FEBID disks (Figure 3c, left curves). The
reduction in peak sharpness and intensity originates from the
slightly rougher edges for purified FEBID disks as evident in
the HAADF image in Figure 3, panel a. As this is equivalent to
a superposition of slightly different diameters within one
structure, the peaks in the EEL spectra are broader and less
intense. The second deviation between EBL and FEBID disks is
a general peak shift to lower energies for purified structures. We
attribute this effect not only to the smaller nanograin sizes for
FEBID based materials as reported in literature before,60 but
also to very small nanovoids possibly formed during fabrication
or purification. Despite these slight deviations, these results
clearly demonstrate that fully purified FEBID based Au disks
exhibit the critical characteristics required for plasmonic
applications. Besides the fact that we here fulfilled the long
lasting promise of FEBID concerning the on-demand
fabrication of plasmonically active Au nanostructures, this

achievement paves the way for the expansion to free-standing
3D arachitectures as first ever demonstrated in the following.

■ 3D PLASMONICS

First, free-standing TBPs have been synthesized via FEBID’s
3D-nanoprinting capabilities as shown by TEM and SEM
images in Figures 1, panels g and n, 2, panel b, and 4, panel a.

These 3D Au−C TBPs were then transferred into pure gold via
the electron-stimulated H2O purification process described
earlier. Although free-standing 3D purification requires higher
electron doses as well as reduced dwell times and lower
purification rates to prevent structural collapsing (see
Supporting Information 4), this approach is capable of yielding
intact 3D TBP geometries as shown Figure 4, panel a. High-
resolution TEM (Figure 4b) confirms the highly compact inner
structure, reveals branch diameters of approximately 25 nm,
and indicates minimal surface contamination after the
purification process of less than 1 nm. In preparation for
plasmonic characterization via STEM-EELS, pure gold TBP
structures were fabricated on copper TEM grids with a 300 nm
thick insulating SiOX

23 spacer layer (see Supporting Informa-
tion 1) to prevent electrical contact between TBPs and the
substrate. As summarized in Figure 5, fully purified Au TBPs
reveal strong plasmonic activity, while no plasmonic response
was observed for as-deposited Au−C TBPs. Specifically, Figure
5, panel a gives a HAADF survey image of a fully purified 3D
TBP structure together with correlated and deconvolved EEL
maps at different electron loss energies in Figure 5, panels b−d,
which confirm the surface plasmon resonances (see also
Supporting Video). The first noteworthy detail is the symmetric
appearance of plasmon modes across the TBP structure, which
exhibits the precision of initial FEBID fabrication and the
minimally disrupting purification procedure with respect to the
local dimensions (see Supporting Information 4). As intended
by the TBP design, highest plasmonic activity was found at the
branching areas and the tip region due to superpositioned
oscillations from the involved branches (see Figure 5 and
Supporting Video). This becomes also evident in Figure 6,
which shows two unprocessed raw EEL spectra taken from two
different regions-of-interest at a free-standing double-branch
structure as evident from the survey image (inset top right).

Figure 3. EEL maps and spectra of FEBID and EBL disks. (a) HAADF
survey images (left column) together with corresponding EEL maps at
increasing electron loss energies (columns A−D) for as-deposited gold
disk (thickness 60 nm, diameter 400 nm, top row), fully purified disk
(height/diameter decrease to 30 nm/350 nm, central row), and EBL
gold disks (same dimensions as for purified disk, bottom row). (b)
Direct comparison of EEL spectra acquired at the center of as-
deposited and fully purified FEBID disks (see panel a, column D). (c)
EEL spectra acquired along the disk circumference of fully purified
FEBID and EBL disks for different disk diameters.

Figure 4. Purification of free-standing gold-nanostructures. (a)
Purified tetragonal-bipyramid geometry. (b) High-resolution TEM
image of a fully purified 3D-FEBID structure exposing highly compact
and crystalline gold branches with diameters below 25 nm and surface
contamination layers of less than 1 nm.
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The corresponding EEL maps were taken from 0.68 and 1.29
eV (see dashed lines at the red and blue curve, respectively),
which again reveal the highly localized plasmonic activity.
Particularly noteworthy is the fact that even the here shown as-
acquired raw data clearly reveal the plasmon peaks further
indicate the high material quality after purification (Figure 6).
Together with FEBID’s high flexibility in overall and local 3D
design (see Figure 1, panels a−e and Supporting Information
2), the here proposed 3D nanoprinting approach might open
up entirely new possibilities for fundamental science in the field
of optical resonance beyond current limitations.

■ CONCLUSION

The application of free-standing, 3D, plasmonically active
architectures with spatial nanometer resolution strongly relies
on proper synthesis methods. Although different approaches
have been used to generate plasmonic nanostructures, they are
restricted to precisely placed quasi planar features in the case of
lithographically methods or complex geometries with no ability
to control their placement in the case of wet chemical
processing. Here we successfully demonstrated an innovative
direct-write, bottom-up synthesis approach, which allows the
on-demand fabrication of complex, free-standing 3D nano-
structures composed of pure gold for plasmonic applications.
The latter can range from device oriented integration on
practically any surface toward fundamentally oriented studies
concerning 3D plasmonics, which, for example, in combination
with 3D TEM tomography, might enable entirely new physical
insights. Beyond plasmonics, FEBID based 3D nanoprinting
can be considered as a generic approach for nanoscale 3D
fabrication with the potential to push the limits of nanoscale
optical, mechanical, magnetic, and even multifunctional 3D
metamaterials beyond current limitations.

■ METHODS

Fabrication General. FEBID was performed on a NOVA 200 dual
beam instrument (FEI, The Netherlands) equipped with five FEI gas
injection systems (GIS). Silicon dioxide was deposited from Tetraethyl
orthosilicate (TEOS, CAS: 78−10−4), inserted via a nozzle at 52°
with relation to the substrate and a vertical distance of 120 μm. For
Au−C deposition, the precursor material Me2Au(acac) (acetylaceto-
nate- dimethyl-gold(III), CAS: 14951−50−9), and for Pt−C deposits
MeCpPt(IV)Me3 (CAS: 94442−22−5), was used with similar spatial
arrangement. Au- and Pt-based precursors were heated to 30 and 45
°C, respectively, for at least 30 min prior to any deposition. The long
axes of the GIS nozzles were aligned in such way that they coincided
with the beam center. The nozzle angles with relation to the surface
were 52° for Au and 38° for the Pt-GIS. For a symmetrical gas
replenishment situation, scan rotation was applied in such way that
scan direction was perpendicular to the nozzle main axes. Beam
focusing was carefully done at high magnification by deposition of
small pillars (5 s) in close proximity to the region of interest until pillar
diameters below 40 and 50 nm for Au and Pt, respectively, were
achieved in top view. Prior to any deposition, the stage was not moved
for at least 15 min, and gas flux was turned on for at least 5 min before
any fabrication step. In general, electron exposure of the region of
interest was reduced to a minimum to prevent contamination. Base
pressure of the dual beam chamber was 3 × 10−6 mbar, while the
background pressure increased to 6 × 10−6 mbar and 1 × 10−5 mbar
for Au- and Pt-based precursor, respectively. For preliminary
purification tests, FEBID structures were deposited on carefully
precleaned 1 × 1 cm2 silicon wafer with a 3 nm SiO2 top layer.

Fabrication of Au Pads and Disks. The 2 × 2 μm2 Au−C pads
with heights ranging from 60−150 nm were deposited with 5 keV,
1600 pA, 100 μs dwell time, 13 nm point pitch using serpentine
scanning with the slow scan axis directing toward the GIS (these pads
were used for purification studies as discussed in Supporting
Information 3). Au disks for plasmonics were fabricated with 30
keV, 150 pA, 5 ms dwell time, and 5 nm point pitch using serpentine
strategies with the slow scan axis directed to the GIS. All disks were
directly fabricated on plasma precleaned TEM grids with 15 nm thick
Si3N4 membranes (Ted Pella; Prod-Nr: 21569−10). Gold reference
nanodisks were prepared by EBL in a RAITH e-line system using a
poly(methylmetacrylate) resist on a 15 nm thick Si3N4 membrane and
a standard gold evaporation and lift-off procedure.54

Tetragonal-Bipyramids Fabrication. A copper TEM grid with a
rectangle hole was cut into half and clamped flat on a specimen holder.
For a better visibility in the ESEM and correlation of the fabricated
structures at the TEM, slits in a distance of about 20 μm were initially

Figure 5. Plasmonic response of FEBID based 3D Au nanostructures.
HAADF survey image (a) together with EEL maps revealing the
plasmonic activities at different electron loss energies (see indications
in b-d and also see Supporting Video). Noteworthy are the widely
symmetric appearances, which reveal the high precision after initial
fabrication and also the minimally invasive character of the material
purification.

Figure 6. Unprocessed EEL spectra on a fully purified 3D Au structure
taken from the tip region (red) and the branched area (blue) as
indicated in the HAADF survey image top right. While the clear
appearance of plasmon peaks in uncorrected spectra indicates the high
material quality, the EEL maps insets give laterally resolved
information at energy losses of 0.68 and 1.29 eV, which confirm the
highly localized plasmonic acitivites.
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milled with the focused ion beam using 30 kV, 20 nA, and 52° stage
tilt. The grid was then mounted upright in a SEM stab and both edges
chamfered for 12° (30 kV, 5 nA, stage tilt 40°) to remove any material
that might cast a shadow during TEM investigations. Next, silicon
dioxide squares (1.5 × 1.5 μm2, 300 nm in height) were deposited
from tetraethyl orthosilicate (TEOS) precursor in combination with
H2O water at primary energy of 5 kV and a beam current of 6.3 nA.
Finally, small markers were cut (30 kV, 500 pA), which indicated the
location of the pads to ensure visibility in ESEM mode. TBP
fabrication was done at 30 keV, 21 pA, and a PoP of 0.5 nm using the
parameters and patterning strategies specified in Supporting
Information 1.
Purification. Purification was done in a QUANTA 200 ESEM

(FEI, The Netherlands) right after fabrication. The beam current was
determined with a Faraday cup in high-vacuum mode, and purification
was performed in ESEM-mode at a water vapor pressure of 10 Pa
stabilized for at least 30 min prior to purification without e-beam
exposure. Au−C pads were purified with primary energy of 5 keV, a
beam current of 1.9 nA, a point pitch of 6 nm, and a dwell time of 1 μs.
Disks for plasmonic investigations were purified of 5 keV, 0.5 nA, and
a DT of 1 μs at a PoP of 6 nm. Total electron doses of 28 C/cm2 were
applied for all pads and disks. The 3D purification was done at with 5
keV, 1.2 nA, a DT of 1 μs, and a PoP of 4 nm. Electron doses varied
from 5−200 C/cm2.
Characterization. AFM characterization was done with a FastScan

Bio AFM microscope in tapping mode and soft repulsive conditions
using AFM tips with spring constants of 4 N/m (Bruker AXS, CA,
USA). Postprocessing was done with Bruker Nanoscope software.
EDXS was performed with a Si(Li)-detector (XL-30 EDXS system;
EDAX; USA) in a QUANTA 200 ESEM (FEI, The Netherlands). For
C/Au ratio determination, a semiquantitative approach was
used.35,36,38 EELS measurements were performed in a FEI Tecnai
F20 transmission electron microscope with a monochromated 200 keV
electron beam of 100−150 meV energy spread (full-width-at-half-
maximum, fwhm). EEL spectra were recorded in the STEM-EELS
mode58 with an energy dispersion of 10 meV/channel in a high
resolution Gatan Imaging Filter equipped with a 2048 × 2048 pixel
CCD camera. The EEL data shown in Figure 5 were further improved
by a Richardson-Lucy deconvolution (MathWorks Matlab, deconvlucy
function), implemented in a homemade analysis program.61 All EEL
maps shown in this work are integrated over an energy range of 100
meV.
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Supporting Information 1: 3D Nanoprinting 

While free-standing FEBID-pillars were often used for fundamental studies1–4 only very few studies 

focused on real 3D fabrication5–13. The reason for that are the manifold challenges, namely unwanted 

effects like co-deposition, structure bending14 and reproducibility. 

One critical aspect is the dynamic change in precursor coverage during the deposition process. The 

actual situation is described by the working regime, reflecting the ratio between dissociating 

electrons and available precursor molecules2,15–17. For a controlled 3D fabrication on the nanoscale, 

the establishment of very similar precursor coverages for any addressed pixel point at any time is 

necessary. This is a very challenging task as there is a complex interplay regarding depletion and 

replenishment mechanisms15,18–20. While the depletion is linked to the beam settings, the local 

replenishment mechanisms can be classified in three main components: (1) diffusion from the 

surrounding substrate; (2) diffusion from the deposit; and (3) direct gas flux adsorption. While (1) 

decays with growing heights, (2) is driven by (3) in close proximity to the new growth areas. 

However, also (3) is not constant for all regions has and can have a strong directional component 

given by the technical setup18–20. The ideal conditions are thus the electron limited working regime 

(ELR)21–23. ELR conditions are achieved by using high primary energies (low dissociation cross-section) 

and low beam currents (low local depletion). Here, one also profits from the smallest possible 

electron probe diameter, resulting in smallest possible FEBID elements21. 

Inclined/suspended deposition is obtained by reducing the patterning velocity to a range of about 

0.05 nm/ms. Lower patterning speeds lead to steeper deposit angles, faster velocities resulting in 

more and more horizontal elements up to the point where they collapse. The suitable pattern 

velocities obviously strongly depend on the beam settings (primary energy, beam current, focal 

settings) as well as precursor type and gas injection system alignment19,20. 

The most time consuming part is the proper preparation of dwell time, pixel coordinates and 

patterning sequence in a stream file. Up to now and for the experiments in this manuscript these 
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files were created via a self-written C++ and Matlab code. Fowlkes et al.12 recently developed an 

easy-to-use software, which is based on hybrid Monte Carlo-continuum simulations and takes 

proximity deposition during 3D-FEBID into account. With increasing complexity of the structures it is 

necessary to use a special patterning sequence which will be discussed in the following section. 

 

 

 

Figure S 1: Four-pillar arrangements to demonstrate the benefits of 3D-interlacing in contrast to standard patterning. Four 

Pt-C pillars, each grown for 30 seconds with 30 keV/21 pA, were fabricated in a continuous manner (standard patterning, 

top row) and with alternating point sequence (3D-interlacing, bottom row). The top right inset indicates the fabrication 

order in top view. For the standard patterning, pillar 1 was exposed for 30 seconds before proceeding with pillar 2, 3 and 4 

respectively. On the contrary, for the 3D-interlacing approach first pillar 1 was exposed for 25 ms, followed by 25 ms on 

position 2, 3 and 4. This procedure was continued until a total exposure time of 30 s was achieved for each pillar. The pillar 

array fabricated via standard patterning exposes unwanted effects (pillar bending, inhomogeneous thicknesses and lower 

growth rates) that are solved via the presented 3D-interlacing approach. 

 

 

Appendix 6 Publication 6 - Supporting Information 206



ACS Applied Materials and Interfaces, 2016  Supporting Informationary Sections by Winkler et-al 

 

S - 4 

 

3D-Interlacing: An alternating point sequence approach 

One of the most serious problems during fabrication of freestanding 3D geometries is the bending of 

structures during deposition. Especially, for long side branches this effect strongly limits the 

possibility to create more complex geometries including multiple elements as discussed in more 

detail by Burbridge et al.1. For example, considering a simple geometry with 4 pillars in a squared 

arrangement (Figure S 1, inset top right) a sequential deposition of pillar 1, afterwards pillar 2, then 

pillar 3 and finally pillar 4 leads to a bending of pre-existing pillars (Figure S 1, top row). In addition to 

bending, forward and backscattered electrons escape from the side walls of a growing pillar and 

trigger deposition on previous pillars. As a consequence, first-built pillars get slightly thicker than 

final ones. Both effects, bending and non-homogeneous thicknesses are highly unwanted. These 

problems can now be mitigated with a suitable patterning sequence. For that, we follow the basic 

idea of an interlacing approach, which was already successfully introduced in different fields like the 

FIB processing of polymer by avoiding heat accumulation23 or the improvement of growth rates 

during FEBID16. This interlacing approach was adapted to the fabrication of freestanding 3D 

structures, which we further consequently denote as “3D-interlacing”. The main idea is schematically 

shown in Figure 2 (top schemes) of the main manuscript. Instead of the deposition of single 

structural elements sequentially, all branches are patterned in parallel. This alternating point 

sequence approach of the 3D-interlacing solves the discussed problems in Figure S 1. With 3D-

interlacing all four pillars are growing in parallel. The unavoidable effect of bending still appears as 

can be slightly seen in Figure S 1 but the effect is now distributed homogeneously to all four pillars. 

Furthermore, all four pillars show the same thickness. One noticeable advantage of 3D-interlacing 

over the standard sequential patterning is the significantly larger pillar height. After one DT pulse 

(25 ms in Figure S 1, bottom row) the electron beam jumps to the other 3 pillars. As a consequence, 

the 3D-interlacing provides an intrinsic refresh time to a just exposed area (here 75 ms) before it is 

irradiated again. This enhanced replenishment with new precursor molecules leads to an enhanced 

growth rate (20%) despite equal process times as for standard patterning. By that the electron 
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limited precursor regime is maintained. A significant problem for real 3D fabrication are drift 

problems, whether due to mechanical stage drift, charging drift (beam, specimen) or temperature 

gradients. The SEM images in main manuscripts Figure 2a clearly show that it is impossible to deposit 

a tetragonal bipyramid (TBP) geometry with a sequential patterning sequence under such conditions. 

By introducing the 3D-interlacing (top scheme in main manusripts Figure 2b) the TBP is connected 

even despite drift (see SEM images in main manuscripts Figure 2b).  

Particularly noteworthy is the nanometer precision of FEBID when applying the interlacing strategy. 

Figure S 2 shows a tilted SEM image of an interlaced tetragonal-bipyramid (large image) with a fully 

closed tip region. To test the accuracy we changed the stream file in such a ways that growth stops 

before the tip is fully closed. The result can be seen in the top row of Figure S 2 where stopping 

distances of 4 nm, 8 nm and 12 nm were introduced. As evident there is clearly an increasing gap at 

the top region according to the aimed growth stop which clearly demonstrates the achievable 

precision of the fabrication process.  

 

 

Figure S 2: precision testing at the tip region of a tetragonal-bipyramid as shown by a tilted SEM image (center). The top 

row shows the tip regions for fully closed situations (left) as well as for fabrication situation in which the growth has been 

stopped 4 nm, 8 nm and 12 nm before a full closure was achieved. As evident, there is an increasing nanoscale gap at the 

top regions which clearly demonstrates FEBID´s fabrication precision.  
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Concerning the reproducibility, Figure S 3 gives a series of free standing diving boards (a) and more 

complex tetragonal-bipyramids (b) which have been fabricated right after each other with total 

experimental times of more than an hour. For the diving board geometry a critical setup towards 

horizontal branch angles were used as small deviations during the fabrication getting more obvious 

in that case. Nevertheless, the structures remain very similar for ideal beam conditions. Note, that 

such  intrinsic reproducibility is only possible under stable working regime conditions and therefore 

strongly depends on the technical setup of the system.  

 

 

Figure S 3: reproducibility testing during FEBID based 3D nanoprinting for simple (a) and more complex 3D structures (b) to 

reveal both, reproducibility and stability for total experimental times on an hour scale.  

 

For plasmonic investigations via STEM-EELS, it is necessary to fabricate the TBPs on a TEM grid, which 

is possible due to FEBID´s ability to deposit on almost any substrate morphology/material. A split 

copper grid was structured via Focused Ion Beam milling to prevent shadowing by edge 

contaminations during the TEM investigations. Furthermore, for a better assignment and visibility in 

the ESEM and TEM, slits and markers were cut (Figure S 4a). To inhibit electrical contact between Au-

TBP and copper TEM grid, an insulating 300 nm thick SiOX pad was deposited from TEOS precursor. 

This minimizes any coupling of the TBP structure to the copper grid which could otherwise obscure 

the plasmonic signatures. Usually, plasmonic structures for TEM investigations are conducted on a 
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thin membrane as also done for FEBID disks discussed in this manuscript. In those cases, the 

plasmonic behaviour is strongly determined by the interface between the metal particle and the 

substrate. With the novel aspect of freestanding 3D nano-structures, new possibilities for plasmonic 

investigations arise as there is no additional medium between metal structure and vacuum. Figure S 

4b-e shows a purified TBP in side view rotated from 0° to 45° in 15° steps. These bright field TEM 

images emphasize the achievable precision of FEBID´s 3D-printing possibilities by exhibiting almost 

perfect rotation symmetry. Please note, the length differences between lower and upper branches 

are deliberate to provide asymmetry in that direction. 

Appendix 6 Publication 6 - Supporting Information 210



ACS Applied Materials and Interfaces, 2016  Supporting Informationary Sections by Winkler et-al 

 

S - 8 

 

 

 

Figure S 4: TBP structure fabricated on a TEM grid. (a) shows a SEM image of a FIB-cut copper TEM grid on which a 

1.5×1.5 µm² large TEOS pad with a height of 300 nm was deposited. On top of this insulating basement a TBP was 

fabricated. (b-e), representatively give such a TBP as TEM bright field images after a purification of 5 C/cm². The sample 

rotation from 0° (a) to 15° (b), to 30° (d), and 45° (e) demonstrates the rotational symmetry of the structure. 
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Supporting Information 2: 3D Nanoprinting Examples 

The TBP design for this study was chosen based on plasmonic considerations, but much more 

complex architectures are possible (see also Figure 1 in the main manuscript). In the following we 

want to emphasize the novel and unique possibilities of the presented 3D-nanoprinting technique. 

Figure S 5 shows some FEBID architectures to demonstrate 1) the accuracy in nano-fabrication 

enabling complex 3D structures and 2) the flexibility in the choice of substrates (see Figure S 5a and 

e). Concerning structural dimensions freestanding branch thicknesses down to 20 nm are possible, 

justifying the term 3D-nano-printing. To give a hint to potential optical experiments, a TBP structure 

is pin-pointed on top of a light fibre shown in Figure S 5a and magnified in Figure S 5b. In contrast to 

lithography based techniques, 3D-nanoprinting is also possible on biological samples as 

demonstrated in Figure S 5e, which displays a hexagonal meshed tower fabricated on a wasp´s facet 

eye. Regarding plasmonic investigations, antennas with defined dimensions and shapes are of 

interest as representatively shown in Figure S 5f. Furthermore, complex multi-branch architectures 

can be realized (Figure S 5c, g, h). An architecture on a larger length scale including several structural 

elements like meshed grids, gothic arches, quadrupeds and squared and hexagonal tubes is 

presented Figure S 5h proving the applicability of 3D-printing to larger surface areas. We also want to 

highlight, that the 3D fabrication is not limited to the used gold precursor. Most of the presented 

structures in Figure S 5 were fabricated from MeCpPt(IV)Me3 precursor. Fowlkes et al.12 also 

demonstrated the applicability to tungsten precursor tungsten hexacarbonyl. Additionally FEBID 

allows the fabrication of multi material stacks which further opens up new possibilities such as 

insulating-metallic 3D material stacks which are extremely complicated to fabricate with other 

techniques on that scale.  

The most time consuming and challenging part is the proper preparation of dwell time, pixel 

coordinates and patterning sequence in an executable stream file. Up to now these files were usually 

created via a self-made code written in C++ and Matlab. Fowlkes et al.12 recently presented a 
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simulation taking proximity deposition during 3D-FEBID also into account and enable very complex 

geometries as representatively shown in Figure S 5c,d,g and h. 

 

Figure S 5: 3D nano-printing representatives. (a) light fibre with a tetragonal-bipyramid shown in (b) with higher 

magnification. (c) open buckyball in top view. (d) Hollow skyscraper with a squared basement (860×860 nm²) and a height 

of more than 10 µm. (e) meshed FEBID-tower on a biological sample (wasp facet eye, C sputtered). (f) nano-antenna with 

hexagonal apex. (g) freestanding nano-cage. (h) tulips in side view and from the top (inset right). (i) gothic FEBID cathedral. 

(a,b) are fabricated from Me2Au(acac) precursor (c-i) from MeCpPt(IV)Me3 precursor and shown in 52° tilt. 
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Supporting Information 3: Purification of Planar FEBID Au-C Deposits 

In 2014, the purification of the organometallic platinum precursor MeCpPt(IV)Me3 was demonstrated 

by Geier et al. where planar FEBID pads were irradiated with electrons in the presence of water 

vapor introduced into an environmental scanning electron microscope (ESEM)24. Due to the 

nanogranular composition after deposition - small platinum grains are embedded in a carbon matrix - 

water molecules are able to diffuse into the deposit. There, they are dissociated under e-beam 

irradiation into reactive products25 which bind to carbon and leave the deposit as volatile 

compounds. The gold precursor used for this study (Me2Au(acac)) (acetylacetonate- dimethyl-

gold(III) also exhibit such a metal/carbon composition. Therefore the same purification mechanism 

was expected to work for this precursor type as well. 

First purification investigations on gold-precursor based deposits were performed with 2×2 µm² pads 

on bulk substrates, mimicking experimental setup and parameters from Geier et al24. Purification is 

performed by a scanning e-beam in a 10 Pa H2O ambient in an environmental scanning electron 

microscope (ESEM). Figure S 6a shows scanning electron microscopy (SEM) based energy dispersive 

X-ray spectroscopy (EDXS) spectra of an initially 120 nm thick Au-C FEBID deposit before (red) and 

after (green) full purification together with an Au (blue) and Si (black) reference spectra. Clearly the 

carbon peak (around 0.3 keV) after purification (green) is negligible and the Au-N (blue) and the Si-L 

(black) lines are more pronounced which confirms the successful carbon removal (see also EELS 

measurements in Figure S 8). The corresponding morphologies of a representative 2×2 µm2 deposits 

before and after full purification are summarized in Figure S 6b by atomic force microscopy (AFM) 

height images at the left and right, respectively, revealing pore- and crack-free, highly compact 

surfaces with root-mean-square (RMS) roughness of 0.3 nm and 1.1 nm, respectively. While the 

deposit height is decreased from 120 nm to 40 nm as a consequence of the carbon removal (initial C 

content ~95 at.%26), the qualitative cross-sectional profile is maintained and reveals a lateral 

reduction < 4 rel.% as shown in Figure S 6c by normalized AFM line-sections.  
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Figure S 6: Carbon removal of Me2Au(acac) based FEBID materials. (a) EDX spectra before (red) and after purification 

(green) together with reference spectra of sputtered Au (blue) and SiO2 (black), confirming the successful carbon removal. 

(b) AFM height images of a 2×2 µm
2
 deposit before (left) and after (right) purification revealing pore- and crack-free 

surfaces with RMS roughness of 0.3 nm and 1.1 nm, respectively (scale bar is 500 nm; height scales are normalized to 

compare the surface details). (c) normalized AFM cross-sections of deposits shown in (b) (see arrows and corresponding 

colours) revealing qualitatively maintained surfaces with lateral shrinkage of < 4 rel.%.  
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Figure S 7: Purification progress in dependency on the electron dose for different beam currents. 2×2 µm² Au-C pads with a 

height of 120 nm were purified with a primary energy of 5 keV at 10 Pa water vapour pressure. The initially high carbon-to-

gold peak ratio is decreasing with increasing electron dose. This is independent on the applied beam currents and the ratio 

saturates at an electron dose around 20 C/cm², indicating fully purification.  

 

Purification and acquisition of EDX spectra were performed simultaneously. Thus, the purification 

progress is trackable live during the purification. For the determination of C/Au ratio we followed the 

semi-quantitative EDXS approach for thin films27,28,24.  

From the recorded spectra (see Figure S 6a) and after subtraction of the substrate reference 

spectrum, this C/Au ratio is calculated by dividing the x-ray intensity in a range from 170-410 eV by 

the intensity from 2000-2350 eV. First range (further denoted as carbon peak) contains the not 

separately resolved C-K peak (277 eV) and Au-N peak (334 eV), the second range contains the Au-M 

peak (2123 eV, further denoted as gold peak). With a decrease of the carbon peak in relation to the 

gold peak the status of the purification progress can be tracked. Full purification is achieved when 

the purified spectrum does not differ from a sputtered Au reference sample. Figure S 7 reveals a fast 

decrease of Carbon in an early stage of the purification process, followed by saturation behaviour for 

electron doses around 20 C/cm². Experiments with varying deposit thicknesses and purification beam 

Appendix 6 Publication 6 - Supporting Information 216



ACS Applied Materials and Interfaces, 2016  Supporting Informationary Sections by Winkler et-al 

 

S - 14 

 

currents (Figure S 7) revealed no major influence of those two parameter to the final chemical 

composition.  

 

 

Figure S 8: Comparison of as-deposited and purified Au disks. (a) shows a HAADF image of an as-deposited Au-FEBID disk 

with a diameter of 250 nm on a Si3N4TEM grid. The same disk after a full purification is displayed in (b), exposing a compact 

morphology with an increased edge roughness and lateral shrinkage. Related AFM measurements revealed a height 

reduction from 60 nm to 30 nm. (c) EELS characterization of the disk center proves the total elimination of the carbon after 

the purification step. While the carbon-K peak is still prominent for as-deposited disks, this peak has vanished after the 

purification and an oxygen plasma step. The small nitrogen peak arises from the Si3N4TEM grid, the oxygen peak can be 

assigned to an oxygen content from the gold precursor.   

 

In addition to in-situ EDXS measurements in the ESEM the chemical purity of the gold disks was 

confirmed via EELS characterization in the TEM (Figure S 8b) showing the absence of a carbon signal 

of purified disks in comparison to as-deposited disks. The removal of carbon implies a volume loss29 

which was measured by taking AFM height images before and after the purification. For fully purified 

2×2 µm² pads a mean volume loss of 63% was found. Geometrically only a minimal lateral shrinkage 
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(~ 3%) was obtained and roughness analyses show a value of 1 nm (see Fig. 1b and 1c in the main 

article). By changing the geometry from pads (2×2 µm²) to small disks (150 - 400 nm) on a Si3N4 TEM 

grid much stronger lateral shrinkages (30-43%) were observed while the expected volume losses of 

about 67 % is similar. As a consequence of disk contraction also the edge roughness increased after 

purification as can be seen in Figure S 8b in comparison to as deposited disks (Figure S 8a) and EBL 

disks.  
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Supporting Information 4: Purification of freestanding 3D structures 

While the purification process for planar structures is straightforward and similar as reported by 

Geier et al.24, the applicability to freestanding 3D elements is more challenging as the strong volume 

loss has to be considered. This can lead to deformation, breaking or detachment of fragile 

freestanding nano-architectures. TBPs were fabricated on a silicon wafer for preliminary tests of the 

purification process parameters: 1) water vapour pressure, 2) pixel dwell time, 3) primary energy, 4) 

beam current, and 5) electron dose. The variation of the pixel dwell time did not have a major 

influence on the purification results within the used range between 0.5 µs – 10 µs.  

The water vapour pressure in the ESEM strongly affects the amount of electron scattering30,31 and 

supports the purification of pillars in top view. For the used TBP geometry, a variation of water 

vapour pressure (10 Pa – 100 Pa) revealed no significant differences on the purification results. In 

contrast, purification efficiency was increased by lowering the primary electron energy to 5 keV and 

2 keV.  

 

Figure S 9: TBPs after purification with different primary energies. While TBPs purified at 10 keV still look similar to as-

deposited ones, for low purification energies (2 keV and 5 keV) the size of the gold grains increased. Furthermore, as a 

consequence of the carbon removal the shrinkage of the structures dimensions indicates a progressive purification stage, 

which leads to morphological distortions at 2 keV. Other parameters were kept constant for all three TBPs (beam current of 

3 nA, water vapour pressure of 10 Pa, dose 50 C/cm², dwell time 1 µs, point pitch 4 nm). 
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This is assigned to the confined interaction volume for lower electron energies as described by Lewis 

et al.29. Figure S 9 visualizes the dependency on the primary energy at otherwise same process 

parameter via SEM images.  

 

 

Figure S 10: High-resolution Bright Field TEM images on TBPs after different purification doses. As-deposited and low-dose 

purified Au TBPs exhibit small gold grains embedded in a carbon matrix. At an electron dose of 30 C/cm² the grains have 

already started to coalescence. After purification with an electron dose of 80 C/cm² the gold grain size has dramatically 

increased and an already compact composition is revealed. The purification with 200 C/cm² confirms a densely packed gold 

core. Please note, the carbon contaminations mainly origin from imaging before and after the purification step. For TBPs 

intended for plasmonic investigations SEM imaging was reduced to a minimum resulting in a carbon surface contaminations 

lower than 1 nm as shown the last micrograph. A thick carbon layer would implicate a high damping of plasmon peaks and 

has to be avoided.  

 

Beside the higher purification efficiency for 2 keV, the high density of secondary electrons also leads 

to charging and preferentially strong bending of the initial structure. Therefore, as a compromise 

between efficiency and mechanical stability a purification energy of 5 keV was chosen for further 

processing. In general, it turned out that a slower purification process is beneficial in terms of shape 

retention. By using high beam currents the purification process time can be reduced but as a 

drawback, most of those structures collapse or are strongly deformed. For the plasmonic 

investigations the deposits were purified with low beam current (1.2 nA) at 5 keV to maintain the 

TBP shape. The most significant parameter is the electron dose, similar to the purification of planar 

gold deposits (Figure S 7). In contrast to two-dimensional deposits, freestanding 3D structures 
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require much higher electron doses to achieve comparable metal content. The dose dependency is 

demonstrated with High-Resolution TEM images in Figure S 10. A strong indication for a progressed 

purification status is the increase of gold grain size. For a compact gold core with coalescent grains, 

doses around 80 C/cm² are necessary. To ensure full purification, even higher doses (up to 

200 C/cm²) were applied for the TBP on the TEM grid. The downsides of too high doses are 

morphological distortions. Please note, the TBP design is already a very fragile geometry as they are 

mounted on a single spot to the substrate. Architectures with several contact points to the substrate 

are much more stable.  
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Supporting Informationary Videos 

 

Supporting Informationary Video: EEL map of a fully purified FEBID-gold nano-architecture 

(D = 120 C/cm²) 
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