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Abstract

In this thesis, the accuracy of a novel approach for georeferencing of aerial photos taken

from a UAS is assessed, to find possible applications in the geodetic-, as well as in the

geological field. The AIBotix X6 V2 Unmanned Aerial System (UAS) is equiped with

a Novatel GNSS unit containing a geodetic GNSS receiver and antenna. This allows

for precise relative GNSS measurements which result in GNSS solutions with centimetre

accuracy. The camera position is calculated from this solution and can be used instead

of Ground Control Points (GCPs) for georeferencing the pictures. This novel approach

considerably minimises the time required in the field and also does not require access to

the measurement area. The photogrammetric measurements using the novel approach are

verified by terrestrial measurements taken by a Robotic Total Station (Leica MS60), as

well as photogrammetric measurements using the conventional approach, i.e. employing

GCPs. Using the novel approach, the camera positions could be determined with an accu-

racy of 2.2 cm, leading to a ground point accuracy of 5.8 cm. For geological applications,

the determination of rock face orientations was simulated by calculating the orientation

of rooftops from the point cloud. The mean absolute difference between the orientations

calculated in the conventional and the novel way was 0.14 degrees, which falls way below

the required accuracy of one degree for the respective application.

Zusammenfassung

In dieser Masterarbeit wird die Genauigkeit eines neuen Ansatzes zur Georeferenzierung

von Fotos, die von einer Drohne aus aufgenommen werden untersucht, um mögliche

Anwendungen für den geodätischen- und für den geologischen Bereich zu finden. Die

”AIBotix X6 V2” Drohne ist mit einer Novatel GNSS Einheit ausgestattet, die eine

geodätischen GNSS Antenne und einen entsprechenden Empfänger enthält. Dadurch ist

es möglich, präzise relative GNSS Messungen durchzuführen und GNSS Positionslösun-

gen mit Zentimeter Genauigkeit zu erhalten. Aus diesen Lösungen werden die Positionen

der Kamera berechnet, die anstatt von Ground Control Points (GCPs) für die Georef-

erenzierung der Fotos verwendet werden können. Dieser Ansatz minimiert die erforder-

liche Zeit im Feld erheblich und benötigt weiters keinen direkten Zugang zum Projektge-

biet. Die photogrammetrischen Messungen unter Verwendung des neuen Ansatzes wer-

den mittels terrestrischer Messungen einer motorisierten Totalstation (Leica MS60) und

photogrammetrischer Messungen unter Verwendung des herkömmlichen Ansatzes (Ein-

satz von GCPs) verifiziert. Die Kamerapositionen konnten unter Verwendung des neuen

Ansatzes mit einer Genauigkeit von 2.2 cm bestimmt werden, was zu einer Genauigkeit

von 5.8 cm für Bodenpunkte führte. Für geologische Anwendungen wurde die Orien-

tierungsbestimmung von Felsflächen simuliert, indem die Orientierung von Hausdächern

aus der Punktwolke berechnet wurde. Die mittlere absolute Differenz zwischen den Orien-

tierungen des neuen und des herkömmlichen Ansatzes betrug 0.14 Grad, was die erforderte

Genauigkeit von einem Grad bei weitem unterschreitet.
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Abbreviations

AGRP Actual General Reference Point

APOS Austrian Positioning Service

ASCII American Standard Code for Information Interchange

C2C Cloud-to-Cloud comparison

C2M Cloud-to-Mesh comparison

CCF Cross Correlation Function

DGPS Differential GPS

DPC Dense Point Cloud

EPOSA Echtzeit Positionierung Österreich

GCP Ground Control Point

GGRP Given General Reference Point

GNSS Global Navigation Satellite System

GPS Global Positioning System

GLONASS Globalnaja nawigazionnaja sputnikowaja sistema

IMU Inertial Measurement Unit

M2M Mesh-to-Mesh comparison

M3C2 Multiscale-Model-to-Model-Cloud comparison

MPE Mean Point Error

OTF On The Fly

PET Precise Event Timestamp

POI Point Of Interest

PP Post Processing

PS Agisoft PhotoScan

RINEX Receiver Independent Exchange Format

RTS Robotic Total Station

SNR Signal to Noise Ratio

TDE Time Difference Estimation
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UAS Unmanned Aerial System

UAV Unmanned Aerial Vehicle

UTC Coordinated Universal Time

VRS Virtual Reference Station

WGS84 World Geodetic System 1984
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1. Introduction

1.1 Motivation

Over the last years, Unmanned Aerial Systems (UASs) also commonly known as un-

manned aerial vehicles or drones, have become more and more popular in many fields.

They have become standard equipment in filmmaking and are used for inspecting high

rise structures such as wind turbines or power lines. However, the technology does not

seem to have found its way into standard geodetic applications yet. One of the reasons

for this certainly constitutes the tight regulations [5] on flight permission in populated

areas. But also accuracy and efficiency are common issues. AIBotix sets out to tackle

one of this issues, namely the efficiency.

Their product, the AIBot X6 V2 can be equipped with a NovAtel GNSS unit containing

a geodetic GNSS antenna and receiver. This allows for a novel approach, i.e. directly

georeferencing the pictures as opposed to the conventional approach using ground control

points (GCPs) for georeferencing. The placement of the GCPs, as well as their measure-

ment in both, the object coordinate system and the image coordinate system is very time

consuming. Also, it is not always possible to place GCPs in the scene due to selective

accessibility of some measurement areas.

The Institute of Applied Geosciences at Graz University of Technology faces exactly this

problem when investigating rock faces. Figure 1–1 exemplary shows two of their projects,

where the placement of GCPs constitutes a problem.

Figure 1–1: Projects of the institute of Applied Geosciences: Upper Styria (left), and East Styria (right),

pictures are provided by Scott Kieffer.

In both examples depicted in figure 1–1, the placement as well as the measurement of

GCPs in the scene is very difficult, and potentially dangerous to the surveyor.

The novel approach (i.e. directly georeferencing the pictures using relative GNSS po-

sitioning techniques) could remedy this problem, as GCPs would no longer be necessary

to determine georeferenced coordinates of object points on the ground. However the in-

fluence on the accuracy of the object points using the novel approach remains unknown,
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1. INTRODUCTION

and should be determined in the course of this thesis. The accuracy of the system, using

the novel approach is essential in finding possible applications for this faster and more

convenient workflow.

1.2 Used instruments and software

To assess the accuracy of the novel approach, a relatively large set of instruments and

software were used. The used instruments can be classified into two groups, i.e. the

instruments necessary for pursuing the novel approach itself, and the instruments neces-

sary for the verification of the results from the novel approach. Table 1.2 shows the used

instruments of both groups.

Table 1–1: Used instruments

Type Instrument Serial Number Usage

A
p

p
li

ca
ti

on
of

th
e

n
ov

el
ap

p
ro

ac
h

AIBotix AIBot

X6 V2
UAS 0454 2015

carry the camera, the prism

and the GNSS Module

NovAtel GNSS

Module
GNSS Module 0157 2016

receive, store and process

GNSS raw- and correction

data

Dell Latitude

D820
Laptop

CN-0JF242-

48643-66R-0553

communication with the UAS

via AIProFlight

EPL5
Camera V4H001654 take pictures to trigger events

12mm Obj. ABR003142 in the UAS - logfile

Satel Compact

Proof IP67
radio modem 1622000169

receive correction data from

base station

WI232 radio modem no serial number send correction data to UAS

Leica GS16

GNSS

Antenna with

integrated

Receiver

3242614 base station

V
er

ifi
ca

ti
on

of
re

su
lt

s Leica MS60 RTS 882001

measure transformation and

object points and track the

UAS

Leica GS15

GNSS

Antenna with

integrated

Receiver

1500527
measure transformation- and

object points

Leica CS20
Field

Controller
2472300 control of GS16 and GS15

Lenovo ThinkPad

W541
Laptop

R9-OHFPPV

15/09

control of the RTS via

GeoCom

The same classification into components that are necessary for pursuing the novel ap-

proach itself, and components that are necessary for the verification of the results from
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1. INTRODUCTION

the novel approach can be done for the used software, which is presented in table 1–2.

Table 1–2: Used software packages

Software Version Usage

A
p

p
li

ca
ti

on

AIBotix AIProFlight 2.9.0.37 see section 2.2

NovAtel Inertial Explorer 8.60.6717 post processing of the GNSS trajectory

Agisoft PhotoScan

Professional

1.2.6, build

2834

alignment of the photos and calculation

of the point cloud

Matlab
R2016a

(9.0.0.341360)

alignment of the trajectories and analysis

of the differences

V
er

ifi
ca

ti
on

Leica Infinity
2.1.0, build

2640

processing of local total station

measurements

3dReshaper 13.1.24994.0
preparation of the point clouds and slope

calculation

CloudCompare 2.8.1 comparison of the point clouds

Google Earth Pro 7.3.0.3832 visualisation of the trajectories

1.3 Goals of this thesis

The main goal of this thesis is to assess the accuracy of object points, determined from a

purely air based approach. This means, that no ground access to the measurement area is

required as the georeferencing is done solely on basis on the GNSS positions of the taken

pictures. Also the achievable accuracy of the sensor position (UAS-trajectory) using this

approach will be investigated. This was done under ideal GNSS conditions, i.e. no signal

obstruction, as well as under problematic GNSS conditions, i.e. signal obstruction by a

line of trees.
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2. Description of the system AIBot X6 V2

and the software AIProFlight

2.1 Hardware - AIBotix AIBot X6 V2

The AIBotix AIBot X6 measures 96 cm x 105 cm x 39 cm and weighs 3.4 kg without

any payload. The maximum takeoff weight amounts to 6.6 kg1. The UAS consists of two

components, the vehicle and the platform. The vehicle consists of the upper part of the

UAS with the GNSS unit, an Inertial Measurement Unit (IMU), the storage, the radio

module and the motors and rotors. The platform carries the payload e.g. a camera, a

prism. It is rigidly connected to the vehicle, but can rotate around its roll axis and its

pitch axis. Thus the yaw of the platform is always equal to the yaw of the vehicle, while

roll and pitch of the platform are set to compensate roll and pitch of the vehicle yielding

a horizontal platform. Figure 2–1 shows the UAS and its components.

Figure 2–1: AIBot X6 V2 with camera and prism payload on platform.

A NovAtel GNSS unit with an antenna of the type GPS-703-GGG [18] can be attached

to the vehicle. This unit is capable of receiving and processing satellite signals from GPS,

GLONASS, Beidou, and Gallileo. In addition, correction data from a base station or a

real time positioning service can be received and integrated in an On The Fly (OTF)

solution. Besides the geodetic receiver, another conventional GNSS receiver is integrated

in the X6 system. This receiver is used for rough positioning, in case that the geodetic

receiver is not attached.

Further information about the parts and the proper use of the X6 can be taken from

the user manual [2].

1This includes batteries (0.6 kg), maximum payload weight on the camera gimbal (2.0 kg) and maxi-

mum payload weight for the on-top mount (0.6 kg)
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2. DESCRIPTION OF THE SYSTEM AIBOT X6 V2 AND THE SOFTWARE
AIPROFLIGHT

2.2 Software - AIBotix AIProFlight

AIProFlight is the software that comes with the AIBot X6. Its functionality can be

summarised in three main tasks. These are:

1. upload of flight parameters and flight plan to the UAS before the flight

2. passing on GNSS correction data to the UAS during the flight

3. calculating the sensor position from the GNSS measurements and the logfile after

the flight

The flight parameters include values like the flight altitude, the platform orientation and

the trigger interval for the camera. The flight plan is represented by waypoints, that

define the path which the UAS should follow. Once uploaded, the flight plan can be exe-

cuted. Therefore, the conventional GNSS receiver that is integrated in the X6’s frame is

used to position the UAS. For this, AIProFlight does not have to be connected to the UAS.

If the NovAtel unit is attached, it is used for positioning the UAS. To further improve

the GNSS solution, correction data from a local base station or a real time positioning

service can be used. As the OTF processing takes place on the NovAtel unit itself, the

correction data must be streamed to the UAS. A real time data link can be established

by attaching a sending radio module to a laptop, and a receiving antenna to the UAS.

AIProFlight, which runs on the laptop, handles the data stream to the UAS. When using

a local base station, another receiving module must be connected to the laptop. When

using the correction data from a real time positioning service, the laptop must be con-

nected to the internet.

If the position of the sensor is of interest, the photos must be geotagged. AIProFlights

function Geotagging calculates the sensor position on the platform from the GNSS re-

ceiver position in the vehicle and writes the respective position to each taken picture.

The inputs for this transformation are the coordinates of the GNSS receiver, the orienta-

tion of UAS and platform, the precise event timestamp (PET), and the sensor position

on the platform. The coordinates of the GNSS receiver can either come from the OTF

solution, or from a GNSS solution that was calculated using a third party software in

post processing. The orientation of UAS and platform, as well as the PET are stored in a

binary logfile that is written by the X6. The platform position of the sensor is measured

and put in manually. The process of geotagging yields georeferenced pictures, as well as

a *.csv file that contains the picture coordinates as a list.

Further information about the software AIProFlight can be taken from the user man-

ual [3].
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2. DESCRIPTION OF THE SYSTEM AIBOT X6 V2 AND THE SOFTWARE
AIPROFLIGHT

2.3 Data acquisition and proposed workflow by AI-

Botix

The calculation of global point coordinates from taken pictures requires the knowledge

of inner and outer orientation of the taken pictures. The inner orientation is usually

known beforehand from camera calibration. One way to determine the outer orientation

is to estimate it in a bundle block adjustment together with the object points themselves.

This requires known global coordinates of GCPs, which can be seen and determined in

the pictures.

The geodetic GNSS receiver in the UAS allows for another workflow, i.e. directly de-

termining the position of the pictures by means of GNSS measurements. Only the ori-

entation of the pictures would then be determined in the bundle block adjustment from

matching points in different pictures. The global coordinates of the matching points do

not have to be known. Both approaches are schematically depicted in figure 2–2.

Figure 2–2: Approaches to determine global coordinates of object points

from aerial photographs: a) conventional approach: using GCPs, and b) novel

approach: using well established GNSS relative positioning techniques.

Figure 2–2 (a) shows the conventional approach for airborne photogrammetry using GCPs.

The image coordinates of the GCPs, as well as the coordinates in the object coordinate

system serve as input for a bundle block adjustment. While the image coordinates can

be measured directly in the images, the coordinates in the object system must be mea-

sured in the field e.g. by tachimetry or GNSS positioning. Among others, the estimated

parameters of the bundle block adjustment are the 3D-coordinates of the object points

in the object coordinate system. For more detailed information concerning bundle block

adjustment refer to Luhmann 2011 [15] (p. 229-265).

Figure 2–2 (b) shows one of the workflows proposed by AIBotix, which makes use of

the integrated geodetic GNSS receiver within the AIBot X6. This GNSS receiver as

well as a local base station on the ground record raw data during the flight. The data

6



2. DESCRIPTION OF THE SYSTEM AIBOT X6 V2 AND THE SOFTWARE
AIPROFLIGHT

from both receivers is then processed in a 3rd party software2 using relative processing

techniques. This yields a precise trajectory (PP-coordinates) of the GNSS receiver in

the X6. Please note, that the trajectory of the X6 can also be calculated in real time.

Therefore, correction data from the local base station or from a real time positioning

service (e.g. APOS, EPOSA, Leica SmartNet, Trimble VRS Now) can be streamed to the

UAS using a laptop and AIBotix’s software AIProFlight. The PP-coordinates as well as

a log-file from the X6 are fed into AIProFlight which calculates coordinates of the camera

at every point in time, when a picture was taken. The picture coordinates are written

directly to the picture using the Exif standard [4]. Employing this data in a bundle block

adjustment yields the 3D-coordinates of the object points in the object coordinate system.

To associate the GNSS position with a taken picture, the Geobox is mounted on the

hot shoe of the camera. Every time a picture is taken, a timestamp (PET) as well as

the current angle readings of the vehicle and the platform are written to a binary log-file.

From the GNSS positions, the PET, the angle readings of UAS and platform and the

location of the payload on the platform, the global payload position can be calculated

every time a picture is taken. These points in time are called events. A comparison of

the UAS trajectory to a reference trajectory (of a point on the platform) is only possible

at the times of the events.

2.4 Relevant legal guidelines for UASs in Austria

According to §24f and §24c of the Austrian aerospace law (Luftfahrtgesetz), a UAS spec-

ifies as such, if it is not used for flight purposes only, but if it is used to pursue another

purpose. One purpose would be the recording of pictures or videos. But also if an aerial

system is used for fertilizing fields in agriculture it would specify as an UAS or a drone.

Drones below a weight of 250 gramms and a maximal flight height of 30 meters specify as

toys and therefore need no official admission. Drones that exceed these specifications fall

into class 1 Unmanned Aerial Systems and need admission by the Austrian aeronautical

authority, i.e. Austro Control. The AIBotix X6 V2 specifies as a class 1 UAV.

The admission of flights with a specific drone depends on two factors, namely the weight

of the drone, and the area over which the flight should take place. Table 2–1 shows the

respective admissions required for different values of the two factors.

2The raw data recorded by the NovAtel Unit in the X6 is stored in the NovAtel internal .AFL format.

This format can only be read by Waypoint products, and cannot be correctly converted to the RINEX

format at the time of this thesis (August 2017). I used Inertial Explorer, version 8.60.6717.
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2. DESCRIPTION OF THE SYSTEM AIBOT X6 V2 AND THE SOFTWARE
AIPROFLIGHT

Table 2–1: Mandatory admissions for class 1 drones

I II III IV

uncultivated

area
unsettled area populated area

densely

populated area

takeoff weight

≤ 5 kg
A A B C

takeoff weight

≤ 25 kg
A B C D

takeoff weight

≤ 150 kg
B C D D

The AIBotix X6 weighs a maximum of 6.6 kg as described in section 2.1. The Institute of

Applied Geosciences holds an admission of category A, making it only possible to fly over

uncultivated areas. Uncultivated areas are defined as areas without any buildings what-

soever, and no human beings located within the area. These regulations must be taken

into consideration when choosing the flight area for the test flights. Further and more

detailed information on drone regulations in Austria can be taken from Austro Controls

homepage [5], as well as the homepage of the Federal Ministry for Traffic, Innovation and

Technology [1].
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3. Accuracy Investigation of the UAS tra-

jectory

3.1 Measurement setup and processing approach

To investigate the accuracy of the GNSS-based trajectory of the UAS, a ”true” reference

trajectory is necessary. This ”true” reference trajectory is measured by means of a robotic

total station (RTS). In this thesis, a Leica MS60 is used, however every RTS capable of

automatically tracking a prism can potentially be used.

The RTS tracks a Leica GRZ101 mini-360◦ prism, which is attached to the platform

of the UAS. Figure 3–1 schematically shows the configuration of the measurements.
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.txt 
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Figure 3–1: Measurement setup during the experiments to investigate the accuracy of the UAS trajec-

tory.

The measurements in this setup yield three trajectories, one reference trajectory, and two

test trajectories, i.e. the PP-test trajectory and the OTF-test trajectory.

The reference trajectory is calculated from the RTS (Leica MS60) measurements. The

RTS is controlled by a laptop, running a GeoCom script that makes the RTS dynamically

lock on to, and track the GRZ101 mini 360° prism, i.e. PSens. The measured values, as

well as the RTS-internal timestamp, inclination data of the RTS and internal temperature

are written directly to an ASCII (American Standard Code for Information Interchange)
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3. ACCURACY INVESTIGATION OF THE UAS TRAJECTORY

textfile on the laptop. From the measurements in this textfile (the RTS measurements) we

calculate coordinates of PSens in the local horizontal system of the RTS. The timestamp

of this coordinates is given in milliseconds precision and refers to the point in time, where

the instrument is switched on.

The test trajectories are calculated from GNSS measurements using relative positioning

techniques. The NovAtel receiver on board of the UAS functions as the rover, whereas the

ground based Leica GS16 functions as the base station. The base station coordinates are

measured beforehand by means of connecting to the real time positioning service EPOSA.

To enhance the positioning accuracy of a single receiver, EPOSA offers among others, the

network method Virtual Reference Station (VRS). Further information on the services of

EPOSA can be taken from their information sheet [8]. This method was used to deter-

mine the position of the base station (Leica GS16). The base station, as well as the rover

record GNSS raw data. Using a 3rd party software, this data is used in post processing

to calculate the trajectory of the rover in the global WGS84 system. The timestamp of

the coordinates refers to 00:00:00 UTC on January 6, 1980 (GPS time). This trajectory

will be referred to as the PP-R-trajectory.

The same principle can also be applied to a real time approach. Therefore, the base

station is set up to send out correction data via an internal radio module. This correction

data is received by a Satel Compact Proof IP67 Radio Modem, that is connected to a

laptop via a serial port. Note that this is not the same laptop that is used to control

the RTS. Also connected to the receiving laptop is a WI232 Radio Module, that passes

the correction data on to the NovAtel unit on board of the UAS using AIProFlight (see

section 2.2). The NovAtel unit is capable of processing the received GNSS data as well

as the correction data on the fly. These coordinates (OTF-R-trajectory) are written to a

binary logfile (*.aiLogX) that can be downloaded from the UAS after the flight. As the

PP-R-trajectory, the OTF-R-trajectory also refers to WGS84 in GPS time.

Both trajectories (PP-R and OTF-R) however describe PGNSS whereas the reference

trajectory describes PSens. The trajectories, that describe PSens, but are calculated from

the GNSS measurements are the desired test-trajectories PP-test and OTF-test. To calcu-

late these trajectories from the trajectories PP-R and OTF-R, a series of transformations

both in space and in time must be carried out. Also the reference trajectory must be

transformed to WGS84 and GPS time. The procedure for aligning all three trajectories

is outlined in figure 3–2. The precise steps are described in the sections below.
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3. ACCURACY INVESTIGATION OF THE UAS TRAJECTORY

3.2 Synchronisation of the GPS-time and the local

RTS-time

The timestamp of the single measurements is used for identifying two corresponding mea-

surements in the different trajectories. Therefore, synchronising the local time (used by

the RTS) to the GPS-time (used by the UAS) is crucial for being able to meaningfully

compare points of the reference trajectory and the test trajectories.

As the UAS is in motion, an error in the time synchronisation leads to a mismatch of the

points of the trajectories and thus looks like a position error. At an average velocity of

2 ms–1, a synchronisation error as small as 10 ms corresponds to a position error of 2 cm!

Considering the expected accuracy of relative GNSS positioning techniques is also in the

scope of a few centimetres, the maximum tolerable position error from the synchronisation

is defined to be 4-6 mm. This corresponds to a maximum tolerable synchronisation error

of 2-3 ms.

3.2.1 Internal time drift compensation of the RTS

Gojcic 2016 [10] (p.21-57) found in his thesis, that Leicas MS60 internal time shows a

temperature dependent drift in the dimension of 56 to 59 ppm, for temperatures of 20

and 40◦C respectively. This time drift corresponds to an error in time of about 200 ms/h,

and therefore needs to be considered to stay below the demanded maximum tolerable

synchronisation error (section 3.2).

The calibration function for Leicas MS60 internal time, found by Gojcic 2016 [10] is

depicted in figure 3–3.

Figure 3–3: Leica MS60 internal time drift calibration function [10]

This function delivers the drift rate in ppm after (3–1).

∆t

t
= a0 + a1TInt. + a2T2

Int. + a3T3
Int. (3–1)

with the parameters
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3. ACCURACY INVESTIGATION OF THE UAS TRAJECTORY

a0 = -54.4086 [ ]
a1 = 0.0698 [◦C–1]
a2 = -0.0093 [◦C–2]
a3 = 0.0001 [◦C–3]

The calibrated internal RTS time can then be calculated from the measured internal

RTS time and the drift rate after (3–2).

tcalibrated
Int. (i) = tcalibrated

Int. (i – 1) + (∆tmeasured
Int. (i) –

∆t

t
(i) ·∆tmeasured

Int. (i)) (3–2)

Every timestamp must be corrected by the function above before synchronising the GPS-

time and the internal time.

3.2.2 Time difference estimation by cross correlation

The time used by the MS60 refers to the point in time, when the instrument is switched

on. When rebooting the instrument, the time also restarts. Therefore, an estimated time

delay between the internal MS60 time and the GPS time is only valid for as long as the

MS60 is not restarted.

The synchronisation is carried out by means of cross correlation between the two trajecto-

ries (GPS and RTS). Multiple peaks are therefore generated by increasing and decreasing

the height of the UAS while tracking the attached prism with the RTS. The resulting

trajectories will both show the generated peaks in the height component. However the

timestamps of the two trajectories as well as the sampling frequency are not equal. Fig-

ure 3–4 shows the sampling frequency of the different datasets.

Figure 3–4: Sampling frequency of the RTS observations at the top and of

the GPS observations at the bottom.

The RTS measurements have an average sampling frequency of about 7 Hz while the

GPS data is obtained at a rate of about 20 Hz. Using shape-preserving piecewise cubic
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3. ACCURACY INVESTIGATION OF THE UAS TRAJECTORY

interpolation, the datasets are resampled to 1000 Hz, while also eliminating sharp edges

in the datasets.

The lag between corresponding peaks can now be determined by calculating the cross

correlation function (CCF) of the modified datasets. To improve the temporal resolu-

tion of the TDE, we used subsample interpolation of the CCF using three-point parabola

fitting as described by Wiens and Bradley 2009 [20] (p. 3). Knowing the sampling fre-

quency (i.e. 1000 Hz), the lag can be easily converted to the actual time delay (TD)

after (3–3).

TD =
lag

Fsampeling
(3–3)

3.2.3 Accuracy and conclusion

The accuracy of this procedure was evaluated, by carrying out the procedure described

above twice (or in case of the last experiment thrice). Once before the start of the actual

experiment, and once at the end. The TDEs of the two procedures are depicted in table 3–

1. Note that the values given here refer to 00:00:00 h of the day where the experiment

was carried out.

Table 3–1: TDE of the main experiments. Note, that experiment 2 (2017/07/11) failed due to an

error of the camera. Hence, no trajectory of the prism could be calculated and the TDE in this case

remains unused. Nevertheless, the synchronisation procedure is complete and therefore depicted here.

Experiment ID
sync. proc.

no.
TDElocal

∆toSP1

[ms]
mean(TDElocal)

2017/03/16
1

1 8h 23m 0.927s 0
8h 23m 0.927s

GNSSShading 2 8h 23m 0.927s 0

2017/07/11
2

1 6h 5m 28.184s 0
6h 5m 28.176s

SensorOffsets 2 6h 5m 28.168s -16

2017/07/20
3

1 9h 29m 8.283s 0

9h 29m 8.283s
SensorOffsets

2 9h 29m 8.287s 4

3 9h 29m 8.279s -4

Using the procedure described above, the aspired accuracy of 2-3 ms could only be reached

in the first experiment. This is the result of bad correlation properties of the periodic

signal generated by the multiple peaks. Figure 3–5 shows the overlaid signals (i.e. the

height) of the RTS and the GNSS trajectory, as well as their CCF and a detail of the

CCF at maximum correlation.
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3. ACCURACY INVESTIGATION OF THE UAS TRAJECTORY

Figure 3–5: Experiment 3, sync.proc. no. 3: (a) aligned signals (RTS data in blue, and UAS data in

red), (b) CCF of the signals and (c) detail of the CCF at maximum correlation coefficient.

As the signal is periodic, the CCF is periodic as well. As can be seen in figure 3–5 (c),

the maximum peak is relatively flat. This is the result of the low velocity of the rise (up

to 3 ms–1) and the decline (up to 2 ms–1) of the UAS. The properties of this specific

CCF make identifying the exact time delay difficult. An error in the estimated time

delay, results in a position matching error between the two trajectories, as described

in section 3.2. The position error resulting from the matching error is proportional to

the current velocity of the UAS though. This allows for an independent check of the

TDE by looking into the dependency between position error and velocity of the UAS.

To demonstrate this property, figure 3–6 shows the results of experiment 3, once with

the actually calculated time delay (left), and once with a manually biased time delay (by

10 ms, right).

Figure 3–6: Results of experiment 3, (a) with the calculated time delay of 9h 29m 8.283s, and (b)

with the manually biased time delay of 9h 29m 8.273s (-10 ms). Values in the directions longitude (red)

latitude (black) and height (blue): Velocity over time on the top, position error over time in the middle

and position error over velocity at the bottom.

In the bottom row of figure 3–6, the position error is depicted over the velocity. In fig-

ure 3–6 (b), the data in the different coordinate directions shows trends between 0.77 and

0.95 cm per ms–1, which roughly corresponds to the distance the UAS travels in 10 ms

i.e. 1 cm. In figure 3–6 (a) (TDE without manual alternation), the position error shows

no dependency on the velocity. This indicates, that the calculated time delay is correct.
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3. ACCURACY INVESTIGATION OF THE UAS TRAJECTORY

Retrospectively speaking, an easier and more robust time synchronisation procedure could

have been ensured, by generating a signal with better correlation properties. This can

be accomplished by two measures concerning the generation and measurement of the

trajectories.

1. Lienhart et al. showed in 2016, that 3d-measurements with the MS60 are potentially

possible at a frequency of up to 25 Hz [14] when controlling it by GeoCom. When

simultaneously streaming a video to the Laptop however, the average measurement

frequency drops to about 7 Hz. A lower frequency causes a lower resolution of the

estimated time delay. No video should therefore be streamed from the RTS camera

to the GeoCom laptop during the synchronisation procedure.

2. The height increase and decrease of the UAS is limited by its rotor power and safety

guidelines respectively. Therefore, the creation of a sharper peak is not possible by

the UAS itself. A sharp peak could however be generated, by simply altering the

height of the UAS in another, faster way. One possibility would be, to hold the

UAS and rapidly moving it from chest height over ones head and down again.

Both of these measures would allow for the generation of one sharp peak with better

correlation properties, hence making the TDE more accurate.

3.3 Alignment of the GNSS trajectory and the RTS

trajectory

The alignment of the GNSS trajectory and the RTS trajectory can be split in two major

steps. These are:

1. The transformation of the RTS measurements to the global WGS84 system.

2. The transformation of PGNSS(measured by GNSS) to PSens (see figure 3–1).

Following sections will describe the two steps in more detail. Please refer to section 3.1

for informations about the measurement setup.

3.3.1 Transformation of the local RTS measurements to WGS84

In general, a transformation from one cartesian coordinate system to another can be

defined by 7 parameters which are three shifts, three axis rotations and a scale factor.

Hence the mathematical model can be written as
x

y

z


(B)

=


tx

ty

tz


(B)

+ s · R(αx,αy,αz) ·


x

y

z


(A)

(3–4)

The superscripts (A) and (B) indicate coordinates expressed in system A and system B

respectively. R(αx,αy,αz) is a composite rotation matrix consisting of three rotations

16



3. ACCURACY INVESTIGATION OF THE UAS TRAJECTORY

αx, αy and αz and s is a scale factor. [tx ty tz]T is the translation vector between the

origins of both systems measured in system B. Further notes on this topic are available

in Deakin 2006 [6] (p. 3).

If the transformation parameters are not known a priori, a minimum of 7 coordinate

pairs (e.g. 2 points and the height of a third point) must be known in both systems

to determine them. Given that the number of known identical points is generally a

whole number larger than three, the transformation parameters must be estimated. As

commonly used in geodesy, the Gauss-Markov ordinary least squares adjustment model

[16] (p. 133-135), is applied. Thus the estimated parameters (x̂) can be calculated accord-

ing to (3–5).

x̂ = (ATΣ–1
ll A)–1ATΣ–1

ll l (3–5)

The vector l contains the observations i.e. the coordinates of the measured points in the

global system. Σ–1
ll contains the a-priori variances of said observations, and the matrix A

describes the functional relationship between observations (l) and parameters (x) so that

following equation holds true.

l = Ax + v (3–6)

Note, that the coordinates of the measured points in the local system also contribute

to the the values in A. The vector v represents the residuals of the observations l. The

covariance matrix of the estimated parameters can be calculated after (3–7).

Σx̂x̂ = σ0(ATPA)–1 (3–7)

with σ0 = vTPv
degree of freedom

From Σx̂x̂, the covariance matrix of any point which is transformed to the global sys-

tem using the parameters in x̂ can be calculated after (3–8)

Σgg = AΣx̂x̂AT (3–8)

Note, that A must be recalculated with the local coordinates of the transformed points.

Σgg contains the variance of the three coordinates of every point in the diagonal. Figure 3–

7 shows the Mean Point Error after Helmert (MPE) of one of the transformed trajectories.

Figure 3–7: Trajectory and MPE of flight 0019.
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3. ACCURACY INVESTIGATION OF THE UAS TRAJECTORY

In this calculation it is assumed, that the coordinates are error free, therefore the accuracy

shown here only applies to the transformation itself. The trajectory is shown in the local

system. The colour indicates the accuracy of the respective point when transformed from

the local to the global system. The accuracy declines proportionally to the distance from

the rotation centre, i.e. the origin. This is expected, as the error in the rotation angles

scales with the distance. The maximum MPE in all experiments amounts to 6.4 mm, the

minimum to 2.0 mm.

In all experiments that were carried out after the scheme depicted in figure 3–1, a min-

imum of five points were determined in both systems by measuring them with both the

RTS (local system) and a Leica GS15 GNSS receiver (WGS84). For each point, 30 GNSS

position solutions were calculated, before moving on the the next one. In addition, the

measurements by the GS15 are supported by the local base station (i.e. the GS16). This

allows for point accuracies of around 1 cm. The simultaneous measurement of a single

point by RTS and GNSS was realised by attaching the GS15 to a Leica GRZ122 360◦

prism, as schematically depicted in Figure 3–8).

Figure 3–8: Setup to measure identical points in local and global coordinate system with

detail of prism-antenna joint.

Using these identical points as observations in the previously described adjustment, re-

turns transformation parameters that can be employed in (3–4) to transform the measured

prism coordinates PSens to the WGS84 system.

3.3.2 Transformation of the GNSS measurements to the sensor

position

The GNSS measurements of the UAS do not refer to the position of the prism, but rather

to the phase centre of the GNSS receiver (PGNSS in figure 3–1). However the reference

trajectory refers to the position of the attached prism (PSens in figure 3–1). PSens can be

calculated from PGNSS, however the calculation requires the following parameters:
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3. ACCURACY INVESTIGATION OF THE UAS TRAJECTORY

� current orientation angles, i.e. roll, pitch and yaw of the UAS as well as roll and

pitch of the platform

� rotation centres, to which the orientation angles refer

� translation vector from PGNSS to PSens

The current orientation angles are given, every time a picture is taken, i.e. an event

occurs. The translation vector could be easily determined once the rotation centres are

known, however the rotation centres are not known a-priori and therefore would have

to be measured. The measurement of said rotation centres would require serious effort

and would not be as accurate as the manufacturers values. Therefore, the manufacturers

software AIProFlight [3] (p. 40-45), is used to calculate PSens from PGNSS. More precisely,

the function Geotagging is used. Using this function, two subjects must be addressed:

a) Determination of the precise event timestamp

b) Determination of the precise sensor offsets

Determination of the precise event timestamp

When using Geotagging for the determination of PSens from PGNSS, the timestamp of the

events is shown only to seconds precision. One second, at an average velocity of 2 ms–1

correlates to 2 m uncertainty of a point position in the trajectory. This would not allow

for a reasonable comparison to the reference trajectory.

Figure 3–9: Concept for determining the PET from

the interpolated coordinates in AIProFlight.

Internally however, the event timestamp

is logged with milliseconds precision (AI-

Botix support 07.04.2017). This precise

event timestamp (PET) remains hidden

from the eyes of the user, but is used when

pursuing the post processing workflow.

In the post processing workflow, rather

than using the coordinates of the OTF-

GNSS solution from AIProFlight, the co-

ordinates of an externally calculated solu-

tion are used. The solution is calculated

from the raw GNSS data, that is recorded

in the AIBot. These recorded raw data files

however are stored in the NovAtel inter-

nal, binary data format .AFL. To convert

.AFL files to the open RINEX format, No-

vAtel offers a conversion tool. However,

the tool does not label the recorded L2C

data correctly, hence the RINEX files can-

not be used for correct processing (NovAtel

Support 05/24/2017).
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To directly process files in the AFL format, a software package of the Waypoint Products

Group must be used. We used Inertial Explorer for post processing of the GNSS raw data

and thus receiving precise coordinates. Going forward, this externally calculated coordi-

nates (PP-coordinates) can be used in AIProFlight instead of the internally calculated

coordinates (OTF-coordinates). In general, the OTF-coordinates and the PP-coordinates

are not recorded at the same frequency, hence the timestamps do not match. There-

fore, AIProFlight linearly interpolates the given PP-coordinates using the PET (AIBotix

Support 07.04.2017). The PET is still not visible for the user, however the interpolated

coordinates are. This interpolated coordinates can be used to determine the precise times-

tamps, which have been used to acquire them from the given PP-coordinates. Figure 3–10

graphically shows the situation for determining the PET.

Figure 3–10: PET determination using externally calculated coordinates

for Geotagging in AIProFlight. The shown timestamp (tshow) of the event

is floored to seconds precision. Therefore, following relation always holds true:

tshowed 6 PET < tshowed + 1 [s]. This defines the search range for the PET

with 1 second.

In some instances, multiple intersections of the interpolated coordinate within the 1 sec-

ond search range occur. If this is the case in only one coordinate direction, the timestamp

of the other coordinate direction with a unique intersection is used. If however multiple

intersections occur in both coordinate directions i.e. λ and ϕ, the PET of that specific

event cannot be determined and therefore is omitted. This happens when the coordinates

do not change or return to the same value within one second e.g. when the UAS in hov-

ering in one place.

The maximum difference between the precise timestamps for one event, acquired inde-

pendently from the interpolated latitude and the interpolated longitude is 2 ms. This can
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however be considered an outlier, as 95 � of the differences are below 350 ns. The reason

for an outlier like that can be a disadvantageous intersection angle. After eliminating

outliers, the remaining differences are normally distributed with –13 ns ≤ µ ≤ 8 ns and

51 ≤ σ ≤ 116 ns (for different experiments). These differences can be neglected due to

their small impact on the trajectory i.e. < 1 mm @ 2 ms–1.

Investigation of the sensor offsets on the platform

For the determination of the sensor position from the GNSS position, the location of the

sensor on the platform is (among others) one of the necessary inputs. AIBotix defines

this location by three sensor offsets in three coordinate directions, and a reference point

on the platform (see [3]). The sensor offsets measured according to the manual for the

used prism are depicted in figure 3–11.

Figure 3–11: Sensor offsets to the measured point (i.e. the

prism) and definition of a payload in AIProFlight with the mea-

sured offsets

When processing different trajectories with this offsets however, systematic differences

occurred. This differences lead us to suspect, that the way in which the sensor offsets are

specified in the AIProFlight user manual, is not actually the way they are used in the

calculation. To verify this suspicion, we carried out an experiment. In the experiment the

RTS tracked the UAS, while it flew different paths with changing orientation. The paths

as well as the orientation of the UAS and the position of the tracking RTS are depicted

in Figure 3–12.
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Figure 3–12: Trajectory and orientation of the UAS in the described experi-

ment (4 flights) and position of the tracking RTS.

To confirm that the error is a result of the sensor offsets and not of the RTS distance

measurement, the UAS flew, among other trajectories, two separate circles. One circle

with the RTS in the center, and one circle with the RTS not in the center. These two

different setups would show different patterns in the coordinate differences to the RTS

measurements, if a systematic offset in the RTS distance measurement causes the error.

If the patterns are the same for both circles, it is very likely that they are not caused by

a distance measurement error.

If the actual sensor offsets are in fact different from the entered sensor offsets, three pos-

sible patterns can result from a comparison to exact reference coordinates when rotating

the UAS:

1. A constant offset if the direction of the sensor offset is parallel to the rotation axis

2. A harmonic oscillation if the direction of the sensor offset is normal to the rotation

axis

3. A combination of 1. and 2. if the direction of the sensor offset is in any other angle

to the rotation axis

Option 3 is only presented for the sake of completeness, as only 1. and 2. will be relevant

for this case.

Before going into the data of this experiment though, I want to describe possible geo-

metric situations of the reference point, the platform and the yaw-rotation axis of the

drone itself. Figure 3–13 shows a schematic outline of the platform with reference point

and rotation axis in two different setups. Note that the exact location of the reference

point and the rotation axis is unknown, hence this two cases are merely examples for

possible locations.
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Figure 3–13: Different cases of the reference point location with respect to the yaw-

rotation axis of the UAS: reference point lying on rotation axis (left), and reference

point not lying on the rotation axis (right).

In both figures, the gray rectangle represents the platform of the UAS, the blue point

represents the projected yaw-rotation axis of the UAS and the green triangle represents

the reference point, to which the sensor offsets refer to. O is the orientation of the UAS

and the dashed rectangle is the platform under this orientation. P and P′ represent the

sensor position when the platforms orientation is 0 (i.e. the platform faces north) and

when the platforms orientation is O. Figure 3–13 left shows the situation in which the

reference point lies on the rotation axis, and figure 3–13 right shows the situation when

the reference point does not lie on the rotation axis. Note that the coordinate differences

∆λ1 (left) is not equal to ∆λ2 (right). Consequently, ∆ϕ1 is not equal to ∆ϕ2. Hence if

compared to reference coordinates, P1 and P2 will show different patterns when rotating

the UAS, even though they are in one and the same location with respect to the platform.

This becomes especially important when determining the exact sensor offsets.

The differences of the AIProFlight-calculated sensor positions (using PP-coordinates) to

the RTS coordinates are depicted in figure 3–14. Note that the differences are depicted

with respect to the orientation of the UAS. Here, the sensor offsets were locally mea-

sured with respect to the given reference point using a sliding calliper, and entered to

AIProFlight as specified in the manual (see figure 3–11).
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Figure 3–14: Differences to the reference sensor position, of

the sensor position calculated from the PP-GNSS coordinates by

AIProFlight using the sensor offsets from figure 3–11. Difference

in longitude in red at the top, difference in latitude in black in the

middle, and difference in height in blue at the bottom.

The orientation is measured magnetically, therefore the value 0 corresponds to magnetic

north. The offset in the height component is constant, while the offsets in longitude and

latitude resemble trigonometric functions. This indicates errors in at lease two compo-

nents of the sensor offsets.

Determination of the direction of the sensor offset axis

The results of earlier experiments suggested, that the actual direction of the sensor offset

axis used in AIProFlights calculations does not coincide with the specified direction of the

sensor offsets. This was tested by applying a large value (i.e. 50 cm) to one of the three

sensor offset components while the other two remain 0. Figure 3–15 shows the results of

this test.

Figure 3–15: Coordinate differences to RTS measurements: (a), with x offset set to 50 cm, (b), with z

offset set to 50 cm and (c), with y offset set to 50 cm.
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From this test, the actual direction of the sensor offset axes can be determined. This

is achieved by comparing the expected influence of one sensor offset axis on the coordi-

nate axes (λ,ϕ, H) to the actual influence of that sensor offset axis on the coordinate axes.

Sensor offset y is expected to largely influence the longitude when the UAS faces west,

while largely influencing the latitude when the UAS faces north. In fact however, the

sensor offset y is orientation independent and only influences the height component (see

figure 3–15 (c)).

In the same manner, sensor offset x is expected to largely influence the latitude when

the UAS faces west, while largely influencing the longitude when the UAS faces north.

As can be seen in figure 3–15 (a), the coordinate differences actually show the expected

influence of sensor offset y described in the previous paragraph.

Sensor offset z is expected to influence solely the height component, without depend-

ing on the orientation of the UAS. Actually though, the influence behaves as described

to be expected from sensor offset x (see figure 3–15 (b)).

The observations described above, allowed us to conclude the actual directions of the

sensor offset axes. Figure 3–16 shows the directions of the sensor offsets, once as specified

by AIBotix, and once as determined above.

Figure 3–16: Directions of sensor offset components: a) as specified by AI-

Botix [3] (p. 45), and b) as taken from the test results in figure 3–15.

When entering the measured sensor offsets according to the newly found directions (fig-

ure 3–16 (b)), the orientation dependent difference gets smaller, yet it does not fully cancel

out. This leads to the assumption, that the reference point does not coincide with the

given reference point in figure 3–16 (a).
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Determination of the reference point and the correct sensor offsets

As the actual point to which the sensor offsets refer is unknown, the values of the offsets

cannot be measured directly. Rather, they have to be determined from the data obtained

in the experiment described in section 3.3.2. When entering 0 for all sensor offsets, the

resulting trajectory describes the actual reference point. From its coordinate difference

to the reference coordinates (measured by the RTS) of the prism, the actual sensor off-

sets can be deduced. Figure 3–17 shows the differences of the prism coordinates to the

resulting trajectory when using 0 for all sensor offsets.

Figure 3–17: Differences of the prism coordinates calculated from the GNSS

measurements by AIProFlight, to the prism coordinates measured by the RTS.

Sensor offsets: [0 0 0]

The differences at different orientations of the UAS resemble harmonic oscillations in the

longitude and latitude component, and a constant offset in the height component. The

sensor offset which influences the height component (i.e. y, see 3–16 (b)) is simply the

negative mean value of the differences in the height component.

The differences at specific orientations of the UAS would describe the other two sensor

offsets x and z, however this only holds true if the reference point lies on the yaw-rotation

axis of the UAS (see 3–13). Figure 3–18 shows the theoretical effect in the longitude

component which the sensor offsets x and z would have in different orientations of the

UAS. Note, that the the effect would also show in the latitude component, only it would

be shifted by π
2 .
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3. ACCURACY INVESTIGATION OF THE UAS TRAJECTORY

Figure 3–18: Sensor offsets x and z: (a) on the platform facing north, and (b) effect of

different orientations of the UAS on the longitude difference between the reference point

and the sensor position.

The sensor offset x could be read from the difference in longitude at 90 degrees, i.e. the

UAS facing east. Accordingly, the sensor offset z could be read from the difference in

longitude at 180 degrees, i.e. the UAS facing south. When applying this theory, the

amplitude of the harmonic oscillation in the longitude and latitude differences decreases,

but does not completely vanish. Consequently, the reference point does not lie on the

yaw-rotation axis of the UAS (see figure 3–13).

The sensor offsets where therefore determined in an iterative way, by slightly altering

the sensor offsets until the oscillation disappears in the coordinate differences. The so

determined values for the sensor offsets x, y, and z, as well as the originally measured

sensor offsets with respect to the Given General Reference Point (GGRP) are presented in

table 3–2. Note that the values given here refer to the newly found sensor offset directions

specified in figure 3–16 (b).

Table 3–2: Values of the sensor offsets in the directions determined in figure 3–16,

measured to the GGRP, and determined iteratively based on the results in figure 3–17.

sensor offset
measured to GGRP

[cm]

determined iteratively

[cm]

x -5.39 -4.20

y 2.06 -6.40

z 1.20 0.50

The differences between the sensor offsets with respect to the GGRP (table 3–2, column 2)

and the sensor offsets determined from the experiment (table 3–2, column 1) yield the

coordinates of the actual general reference point (AGRP) with respect to the GGRP.

Hence, the sensor offsets refering to the AGRP for any payload, can be determined from

the measured sensor offsets with respect to the GGRP after (3–9).
∆x

∆y

∆z


(AGRP)

=


∆x

∆y

∆z


(GGRP)

+


1.19

–8.46

–0.70

 [cm] (3–9)
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Figure 3–19 graphically shows the AGRP in relation to the GGRP.

Figure 3–19: Coordinates of the actual general reference

point (red circle), relative to the given general reference point (tip

of the green triangle).

Note that the AGRP is 8.46 cm below the platform! Using the sensor offsets with re-

spect to the AGRP to transform to the sensor position, yields orientation independent

coordinate differences, as seen in figure 3–20.

Figure 3–20: Differences of the prism coordinates calculated from the

GNSS measurements by AIProFlight, to the prism coordinates measured

by the RTS. Sensor offsets: [-4.20 -6.40 0.50]’ [cm]

The remaining differences between the GNSS trajectory and the RTS trajectory are dis-

tributed around 0. The range of the differences is within the expected accuracy of relative

GNSS processing techniques, i.e. < 5 cm. Therefore, the remaining differences are not

further investigated, and the here found Actual General Reference Point (see (3–9)) as
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well as the new directions of the sensor offset components (see figure 3–16 (b)) are used

for geotagging in all further experiments.

3.4 Results

Apart from the experiments used for the determination of the correct sensor offsets, we

investigated the sensor position in two other scenarios. In the first scenario, we tried to

establish ideal conditions for the GNSS measurements. This should give us an idea about

the maximum reachable accuracy of the sensor position. In the second scenario, we simu-

lated problematic conditions, i.e. the GNSS signal was partially obstructed. Figure 3–21

shows the trajectories as well as pictures of the two scenarios.

Figure 3–21: Impressions of the experiments under different GNSS conditions: a photograph and the

trajectory of an experiment under ideal measurement conditions (a1 and a2) and a photograph and the

trajectory of an experiment under problematic measurement conditions (b1 and b2)

During the first experiment, the flight height of the UAS exceeded the height of the

obstacles, i.e. the trees. During the second experiment, the UAS actually flew beneath

the branches and leaves of the trees (see figure 3–21, b1). We also tried to establish good

conditions at one point in this experiment, when we increased the flight height on the

west end of the trajectory (see figure 3–21, b2)

3.4.1 Ideal conditions - no obstruction of the GNSS signals

As the flight height of the UAS exceeds the height of the trees, the GNSS reception is

expected to be excellent, therefore also the quality of the solution should be excellent.
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To quantify the quality of the PP-GNSS solution, the quality categories from NovAtels

Inertial Explorer are used. This software was used to process the trajectory. NovAtel

specifies the quality parameter as follows in their manual [17] (p. 37):

Table 3–3: Definition of quality categories by NovAtel.

Quality number Description

Q1 fixed integer solution with good sat. geometry

Q2 & Q3
fixed integer solution with maginal geometry, or

converging float solutions

Q4 & Q5 qualities similar to DGPS

Q6 C/A solution only

Note that this quality parameters only apply to the PP-trajectory. When using the OTF-

solution of the UAS as basis for geotagging, no quality information is available.

Results from the PP-trajectory

The processed trajectory of the UAS, its quality (relating to table 3–3), as well as the

differences to the reference trajectory are presented in figure 3–22.

Figure 3–22: Ideal GNSS conditions, PP-approach: a) quality of the GNSS

solution (see table 3–3), and b) difference to the reference trajectory with ob-

stacle height (trees), flight height of the UAS and GNSS quality of the used

point.
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In figure 3–22 (a), point A represents the start point and point B represents the landing

point. The points in between are the GNSS solutions processed with Inertial Explorer,

where the colour of the points represents the quality of the respective point. The po-

sition solution is available with a frequency of 20 Hz, for better clarity however, only

every 10th point is depicted here. Note that the camera took pictures (created events)

at a frequency of 0.5 Hz, thus creating GNSS-based coordinates of PSens at 0.5 Hz. Fig-

ure 3–22 (b) shows the absolute differences between PSens measured by the RTS and

PSens measured by GNSS. Every difference is also coloured according to the quality of

the PP-GNSS solution used in the difference. The brown line represents the flight hight

of the UAS over time, while the green belt represents the height of the line of trees south

of the trajectory (see also figure 3–22 (a)).

Apart from two points in the beginning, the quality parameter of the points used in

the difference is always Q1, which represents the highest quality (see table 3–3). In ad-

dition, the ambiguity fix was never lost during the flight. Note, that figure 3–22 stands

exemplary for a total of four flights with comparable, ideal conditions. Graphical results

from the other flights are presented in appendix A. Numerical results are presented in

table 3–4.

Table 3–4: Expected absolute 3d-difference in ideal GNSS conditions

Flight Nr. Date mean(∆) ± 1σ [cm]
95th

percentile [cm]

normally

distributed

(α = 5�)

0005 2017/03/16 2.3 ± 0.7 3.2 3

0007 2017/03/16 1.7 ± 0.81 3.3 7

0019 2017/07/20 2.5 ± 0.5 3.3 3

0020 2017/07/20 1.9 ± 0.4 2.5 3

Total 2.2 ± 0.6 3.2 3

The values presented here are the mean absolute point differences i.e. the expected

direction-independent difference from the reference trajectory for every event. A Kolmogorow-

Smirnow-Test [19](p. 427) showed that the differences from every separate flight (except

for flight 0007), as well as the total set of differences from all flights follow a normal

distribution (α = 5 �). For a visual check, the cumulative frequency, the histogram and

the qq-plot of the total set of all differences are presented in figure 3–23.

1During this flight, the trigger frequency of the camera was set to be 1 Hz. This high frequency led

to systematic differences. Also, the manufacturer warned of ”strange-platform behaviour” at frequencies

higher than 0.8 Hz. Therefore the differences from this flight are excluded from the total mean difference.
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Figure 3–23: Cumulative frequency-, histogram- and qq-plot of the absolute differences at

ideal GNSS conditions (from right to left).

For all events, the expected absolute difference amounts to 2.2 cm with 95 � of the

differences being smaller than 3.2 cm. This expected difference does not only apply to the

prism, but also to any other point on the platform, e.g. a camera. Using camera positions

of this quality for georeferencing will influence the ground point accuracy. The ground

point accuracy of this approach compared to the conventional approach (i.e. using GCPs)

is investigated in section 4.

Results from the OTF-trajectory

In the same manner as in the previous section, the test trajectory (i.e. the OTF-trajectory)

is compared to the reference trajectory at the times of the events. The differences in

the single coordinate components for all experiments2 with ideal GNSS conditions are

presented in figure 3–24. For comparison, not only the differences of the OTF-solution,

but also the differences of the PP-solution (discussed in the previous section) are depicted.

Figure 3–24: Ideal GNSS conditions(flights 0005, 0019 and 0020): difference to reference trajectory in

all three coordinate directions (longitude, latitude and height), a) of PP-solution, and b) of OTF-solution.

The differences from the OTF-solution in figure 3–24 (b), show a considerably larger

variance than the differences from the PP-solution in figure 3–24 (a). Especially in the

2Flight 0007 is again excluded here, due to the high trigger frequency and the problems involved (see

also section 3.4.1).
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latitude component, an increase by almost a factor 10 is visible! This is orientation-

independent, as the large variance appears both in flights 0005 and 0019 (UAS faced

west) as well as in flight 0020 (UAS faced south). Part of this effect could be the result

of the different processing methods. While the PP-trajectory can be calculated as a com-

bination of processing in forward and reverse time, the OTF-trajectory can be calculated

from the forward time solution only. The effects of combining forward- and reverse time

processing are discussed by Hutton [12]. The OTF-processing takes place entirely inside

the NovAtel unit onboard of the UAS. Hence, besides the coordinates at the events, no

information whatsoever is visible to the user. Therefore, the increased variance in the

latitude component when using the OTF-workflow could not be investigated any further.

The absolute direction independent differences to the reference trajectory of the OTF-

solution as well as the PP-solution are depicted in figure 3–25.

Figure 3–25: Ideal GNSS conditions(flights 0005, 0019 and 0020): ab-

solute difference to reference trajectory of PP-solution (black), and of

OTF-solution (red).

The OTF-coordinate differences depicted in figure 3–24 (b) result in an absolute direction-

independent difference of 10.2 ± 4.1 cm. This equals more than 4 times the difference

from the PP-trajectory! Therefore, the PP-solution, rather than the OTF-solution will be

used for directly georeferencing the pictures without ground control points in section 4.
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3.4.2 Problematic conditions - partial obstruction of the GNSS

signal

As described above, problematic conditions are established by flying beneath the branches

and leaves of a line of trees. Two flights were carried out for this scenario, one in March (no

leaves on the trees) and one in July (leaves on the trees). Figure 3–26 shows the line of

trees at the different points in time.

Figure 3–26: Obstructive line of trees in different states: (a) during the flight

in March, and (b) during the flight in July.

It is expected, that the trees without the leaves will be less obstructive to the GNSS

signals than the trees with the leaves. Figure 3–27 shows the absolute point differences

of the flight carried out in March.
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Figure 3–27: Problematic GNSS conditions (no leaves on trees): a) quality of the GNSS solu-

tion (see table 3–3), and b) difference to the reference trajectory with obstacle height (trees) and

flight height of the UAS.

During this flight the UAS flew in different distances to the line of trees. At the beginning

of the flight, the UAS flew above the trees, thus without obstruction from the tree line

at all. During this time however, the RTS lost track of the target for 52 seconds due to

a fitful movement of the UAS. For that reason, there is little data available during this

time. The available data shows excellent GNSS quality (Q1) for all but one point. Then

the UAS height decreased below the level of the tree height while staying about 20 m

away from the tree line. During this time, several points of quality Q2 also occur in the

data. The mean value of the absolute point difference during this time amounts to 1.4 cm.

After the flight with 20 m distance to the line of trees, the UAS flew with about 10 m

distance to the line of trees. This leads to stronger obstruction and therefore to a rise of

the mean value of the differences as well as their standard deviation from 1.4 to 1.9 cm

and from 0.4 to 0.7 cm respectively. Also the quality parameter is mostly Q2 during

this time. For the entire dataset, the differences are not normally distributed (α = 5 �).

Nevertheless, the ambiguity fix was never lost, and all differences are within the expected

value of 2.1 cm for unobstructed flight (see section 3.4.1). Hence in this case, vegetation

without any leaves (during the winter month) does not obstruct signals from GNSS satel-

lites in a way, that largely influences the accuracy of the GNSS solution. The influence

on the accuracy of the UAS trajectory in any given situation however largely depends on

the kind of obstruction, the relative position of the GNSS antenna to the obstacle, as well

as the satellite constellation. Therefore, this results are not universally valid and would
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need to be repeated in other scenarios to assess the actual influence on the accuracy of

the UAS trajectory.

For the second flight in July, the leaves had already grown, establishing a more severe

obstruction for the GNSS signals. The trajectory as well as the differences to the reference

trajectory are depicted in figure 3–28.

Figure 3–28: Problematic GNSS conditions (leaves on trees): a) quality of the GNSS solution (see

table 3–3), and b) difference to the reference trajectory with obstacle height (trees) and flight height

of the UAS.

The flight took place almost entirely under the trees. At the western end of the tra-

jectory, the UAS rose above the tree line for a short period of time. During that time,

the quality parameter could reach Q1. In this period, the differences follow a normal dis-

tribution (α = 5 �) and the mean value of the differences sinks from around 9 cm to 2.5 cm.

The sections of the trajectory before and after the height increase show different be-

haviour. The differences are not normally distributed (α = 5 �) and show jumps of up

to 16 cm from one event to the next (∆t = 2 s). In addition, the ambiguity fix is lost

twice during the flight. To tackle this problem, one might think of only choosing solutions

of the highest quality (Q1) for georeferencing. This would however result in large data

gaps and consequently most picture positions could not be used. Also, Q1 quality does

not necessarily mean high accuracy as evident in figure 3–28 (b). One event of quality

Q1 even has an error of almost 11 cm. Using the OTF solution, filtering according to
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the quality of the solution is not possible, because no quality information is available for

this solutions. To gain a better understanding for the differences from figure 3–28 (b),

figure 3–29 shows the skyplot, as well as the signal to noise ratio (SNR) of selected GPS

satellites.

Figure 3–29: Flight ID 0023 (partly obstructed GNSS signal): a) Skyplot during the measurement

situation, b) SNR values for satellites north of the obstructive line of trees and c) SNR values for satellites

south of the obstructive line of trees.

The skyplot shows the satellite constellation during the flight. Please note, that the one-

hour satellite tracks are depicted in figure 3–29 (a), while the flight itself only lasted five

minutes. This measurement time is indicated at the beginning of each satellite track by a

red circle. The same period of time is depicted in figure 3–29 (b) and (c) where the blue

line represents the SNR of the base station, and the red line represents the SNR of the

rover, i.e. the UAS. The SNR of the UAS in both, figure 3–29 (b) and (c) are roughly

mirrored with respect to the middle section (B). Considering, that the UAS flew first in

direction west, then rose above the trees, and then went back east the same way it came,

this behaviour is expected.

Figure 3–29 (b) shows the SNR values of the satellites north of the line of trees. Therefore,

no signal obstruction is expected for this satellites. However, the signals of G29 and G05

show a drop of the SNR value to zero for a few seconds. This indicates a total loss of

the signal. Note that both satellites are roughly in the same direction with respect to the

UAS during the measurement (see figure 3–29 (a)). In addition, the signal loss occurs

on both, the way to the western end of the trajectory and the way back to the starting

point. These two factors indicate an obstacle in direction of the satellites. As the signal

loss is of such short duration and only occurs twice in G29 (one way) and once in G05,

the obstacle must be rather small.

Figure 3–29 (c) shows the SNR values of the satellites south of the line of trees. The SNR

values in section A and C indicate multiple signal losses and regains of the signal at a

high frequency. Figure 3–30 shows the SNR of satellite G25 in more detail, together with

the flight height of the UAS, and the height of the obstacle, i.e. the line of trees.
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Figure 3–30: SNR value of satellite G25 (red) and flight height of the

UAS (black).

After about 2 minutes of flight time, the SNR value of all satellites stabilises (section B).

During this time, the UAS rose above the line of trees thus the signal did not experience

any obstruction there. When lowering the UAS height back under the line of trees (section

C), the SNR values again show a high frequented loss and regain of the satellite signals.

This signal losses in section A and B change the geometry of the measurement situation

rapidly thus causing large jumps in the absolute position of the UAS (see figure 3–28 (b)).
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4. Accuracy investigation of points, measured

from the UAS
In section 3.4.1 it was shown, that a sensor accuracy of 2.2 cm can be achieved when

pursuing the post processing approach in non obstructed situations. It is expected, that

employing picture positions of this accuracy as basis for georeferencing rather than GCPs

will influence the accuracy of object points on the ground. The following experiment

should show this influence and allow a statement about possible applications of this novel

approach based on the found accuracy.

4.1 Measurement setup and processing approach

4.1.1 Description of the flight area

The area in which the experiment could take place must meet certain criteria. The

legal aspects of UAS based surveying must be taken into consideration and are roughly

described in section 2.4. With a category A admission, which the Institute of Applied

Geosciences holds, almost the entire area of Graz is disqualified as possible flight area for

this experiment. Therefore, an area about 20 km South of Graz was chosen for the test

flight. Figure 4–1 shows an overview of the flight area.

Figure 4–1: Flight area in Mellach.

The area within the red boundary indicates the flight area. This area includes a gravel

path on the right side, as well as a line of trees at the top and a field in the center. In

addition to that, we flew over the white house within the red boundaries. This is the

private house of our drone pilot, who agreed to cover it with the UAS, and to grant us

access for terrestrial reference measurements. As opposed to GCPs, Points around the

house and garden represent points, that are actually surveyed in reality. Hence, their

accuracy is more representative for actual surveying applications.
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4.1.2 Description of the points of interest

For this experiment, a routine image flight over a specified area (see section 4.1.1) was

undertaken with the UAS. A total of 61 points of interest (POIs) were chosen in this area.

All of them were measured photogrammetrically as well as by means of conventional sur-

veying using an RTS and a round prism on a pole. The local point coordinates measured

by the RTS were transformed to WGS84 in the same way as in previous experiments

concerning the sensor accuracy (see section 3.3.1). These global coordinates (measured

by the RTS) serve as reference coordinates for future comparisons.

The 61 POIs consist of 15 GCPs, 17 colour markers and 29 object points. The GCPs

where distributed throughout the whole flight area while the object points were set only

around the detached house. This is because nowhere else in the scene, naturally recognis-

able points appear. Colour markers on the gravel path should nevertheless allow points

being measured on natural underground (i.e. gravel) instead of the smooth surface ex-

hibited by the GCPs or the object points. Figure 4–2 shows examples from each of these

three point groups.

Figure 4–2: Examples for POIs as seen in the taken pictures, (a) object points (no artificial

marker), and (b) GCP target on the top, and color marker on the bottom.

Object points have to be distinctly recognisable in both, the pictures and in nature (for

RTS reference measurements). Points with this property are for example corners of walls,

rooftops or other structures. Nevertheless, object points are more difficult to measure

than GCP targets or colour markers. This becomes visible when comparing figure 4–2 (a)

to figure 4–2 (b). The corner of the roof is more difficult to be exactly identified in the

picture, than the centre of the GCP target or the colour marker. The same is true for the

reference measurements by the RTS. This results in a lower accuracy of object points to

begin with. In real world applications however, it is more common to determine object

points, rather than GCPs or colour markers.
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4.1.3 Processing approach

For the calculation of point coordinates from the pictures, Agisoft Photoscan (PS) was

used. Two different approaches were carried out and evaluated. First, object point

coordinates were calculated using the conventional, GCP based approach. Then, the

novel approach using solely the GNSS positions of the pictures was carried out. The

workflow in Agisoft Photoscan is elucidated below.

Figure 4–3: Work-

flow for the conven-

tional, GCP based ap-

proach in Agisoft Pho-

toscan.

Workflow in PS: conventional approach, using GCP based

georeferencing

Step 1: After sorting through the taken pictures and eliminating

the blurry or otherwise corrupted ones, the remaining pictures can

be imported in Agisoft Photoscan.

Step 2: The image coordinates of all POIs should be measured

in all (but at least in 2) pictures in which they are visible. This

is done by simply clicking on the point in the picture causing a

marker with a unique ID to be created. The ID can be used in

other pictures as well, indicating to the software that the points

are identical. Special attention should go to the measurement of

the very GCPs, that will be used in georeferencing, i.e. aligning of

the pictures. We used 4 GCPs in this experiment.

Step 3: Previously calculated, global coordinates of the GCPs

are imported to Agisoft Photoscan. These coordinates were mea-

sured by means of relative GNSS.

Step 4: In this step the pictures are aligned, according to the

global positions of the GCPs and identical points. The identical

points are detected automatically in adjacent pictures. The user

can decide how many points should be used for the alignment. We

used the 400 statistically most accurate points out of 4000 auto-

matically detected points for each pair of pictures.

Step 5: Once the pictures are aligned, a dense point cloud (DPC)

can be calculated from them. This step takes by far the longest,

as processing times of several hours are common. Also, the coordi-

nates of the POIs are calculated. All of the data can be exported

for further processing.
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Figure 4–4: Workflow

for the novel, GNSS based

approach in Agisoft Pho-

toscan.

Workflow in PS: Novel approach, using GNSS based geo-

referencing

Step 1: While the import of the pictures stays the same as in

the conventional workflow, the pictures themselves have been pre-

processed. They are assigned a GNSS position by AIProFlights

function GeoTagging (see section 2.2). The GNSS position is

written directly to the picture, using the EXIF [4] (p. 13) for-

mat.

Step 2: The measurement of the image coordinates of the POIs

is identical to the conventional workflow. Note however, that the

measurement of the GCPs in this case is only done for evaluation

purposes and would not be necessary in real applications.

Step 3: For more stability of the alignment result, known dis-

tances can be introduced in Agisoft Photoscan. In addition to

known distances on the ground, the software also allows for dis-

tances between picture positions to be entered. These distances

are calculated from the GNSS positions of the pictures. It is

however not possible to import the distances from an ASCII file,

hence they have to be entered manually. We used the 6 distances

between the 4 pictures at the corners of the flight area (see fig-

ure 4–1).

Step 4: The alignment of the pictures is carried out, based on

their GNSS positions, the known distances and identical points

in adjacent pictures. As in the conventional approach, these are

detected automatically.

Step 5: The calculation of the DPC and the POIs is identical to the conventional ap-

proach.
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Point Cloud Comparison

When comparing point clouds to each other, some aspects have to be kept in mind. Rather

than measuring specific targets, a raster of points is collected whose node locations will

most certainly not be identical in both datasets. Hence, corresponding points in both

point clouds are defined by mathematical models and do not necessarily represent actu-

ally identical points. In this way, small alignment errors between the point clouds directly

influence the distance between corresponding points.

There are many different software solutions for point cloud comparison, however we used

Cloud Compare for the comparisons presented in section 4.2.1. Cloud Compare offers

different approaches on how to calculate the difference between two point clouds, two of

which I want to elaborate on.

Nearest Neighbour:

Nearest Neighbour is the most simple, and also default approach by Cloud Compare. For

every point of the point cloud, a distance to the reference point cloud is calculated. This

distance is simply the euclidean distance between the current point, and its closest point

in the reference point cloud. Despite this being a very efficient method for calculating

distances between point clouds, it can cause problems. Figure 4–5 shows a schematic

representation of two point clouds.

Figure 4–5: Schematic representation of a

point cloud and the nearest neighbour dis-

tance of one of its points to a reference

point cloud (Source: Cloud Compare man-

ual [9] (p. 29)).

The blue points represent the reference point cloud while the red points represent the

compared point cloud. Assume that the dashed blue and red lines actually are the true

surfaces of the reference- and the compared cloud respectively. Then the true distance

between the POI1 and the surface is actually shorter than the nearest neighbour distance.

1Please note, that this POI does not refer to the POIs discussed in section 4.1.2. Here, POI simply

indicates the current point which the distance refers to.
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Least Squares Plane:

A slightly more sophisticated approach is implemented in the option ”Least Squares

Plane”. In this approach, the nearest neighbour is not the only point that is included in

the distance calculation between the point clouds. An optional number of points greater

than 2 around the nearest neighbour can be used to locally estimate a plane surface in

the reference point cloud. The distance of the POI to the reference point cloud is then

defined as the shortest distance between the POI and the local plane. In the schematic

example presented in figure 4–5, this distance would be much closer to the ”true” distance

than the Nearest Neighbour distance. This does however only hold true, if the reference

point cloud does not exhibit high curvature. If this would be the case, the local model

would have to be changed from a plane surface to e.g. triangulation or a surface of higher

order.

Both described methods are of the family of Cloud-to-Cloud (C2C) comparisons. Further

methods for point cloud comparison are Cloud-to-Mesh (C2M), Mesh-to-Mesh (M2M)

and Multiscale-Model-to-Model-Cloud (M3C2) comparisons. C2M calculates the shortest

distance of a POI to the nearest triangle of a mesh. M2M calculates the the shortest

distance between two triangles of two meshed models. The normal vectors of both tri-

angles are used to define the direction of the shortest distance. M3C2 is a method that

is uniquely available in Cloud Compare. It takes the registration accuracy and the local

variance around a POI into account when selecting a corresponding point in the second

point cloud and calculating their distance to each other. This allows Cloud Compare, to

determine which distances are significant. The significance however largely depends on

the registration accuracy, which can be manually entered by the user and is thus not free

from subjective influence. More on this algorithm can be taken from Lague et. al 2013 [13]

and by Girardeau-Montaut 2015 [9] (p. 165-167).

Holst et. al concluded in 2017 [11], that C2C and C2M comparisons are not suitable

if complex surfaces or inhomogeneous surface properties are exhibited by the compared

point clouds. In addition, without prior knowledge about the object, the influence of

actual deformation, registration errors, systematic errors, shadowing, surface properties

and object properties on the C2C distance cannot be separated from each other.

However in the comparison conducted here most of this influences can be eliminated

due to the special situation, that both point clouds come from one and the same dataset.

The only difference between them is the georeferencing approach which is done once us-

ing GCPs, and once using GNSS positions of the pictures. Hence no actual deformation,

shadowing, differing surface or object properties between the two point clouds are exis-

tent. Due to this special property of the point clouds and the relatively smooth surface,

the ”Least Squares Plane”-approach was used to calculate the distances between the point

clouds.
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4.2 Results

In step 5 of both processing approaches presented in the previous section, a DPC is cal-

culated. After deleting trees, bushes and outliers from both point clouds, a comparison

between them is carried out by means of local Least Squares Plane modelling (see sec-

tion 4.1.3). In addition, the resulting coordinates of the POIs from both approaches will

be compared to the reference coordinates, measured by the RTS. The reference coordi-

nates are also used to compare 3d distances between POIs. This should grant insight

into their relative accuracy. To assess the accuracy of values that are deduced from the

DPC, the roof inclination of visible buildings will be calculated from both approaches and

compared to each other.

4.2.1 Point Cloud Comparison

The point cloud comparison was carried out with the software Cloud Compare. Before

comparing the two point clouds however, 3dReshaper was used to remove trees and bushes

from both point clouds. This is done, because especially leaves move a lot in the wind,

leading to different positions of one and the same leave in different pictures. Hence this

points tend to be very noisy and therefore do not represent a realistic measurement situ-

ation, i.e. a stationary scene.

The remaining points are used to calculate the 3d distances between the two point clouds.

Figure 4–6 shows the DPC from the novel approach, once in real colours and once coloured

by distance from the reference point cloud, i.e. the DPC from the conventional approach.
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Figure 4–6: Calculated DPC: (a) DPC from novel approach

in real colours, and (b) absolute distances (< 20 cm) of DPC

from novel approach to DPC from conventional approach. The

distances are calculated using local least square plane modelling.

The distances on the open field in the middle of the DCP as well as on the roofs of the

buildings and the free parcel between the houses is around 3 cm. Boundaries between

different types of underground show differences between 5 and 10 cm. This is evident

at edges of building roofs, as well as at natural boundaries between fields of different

coverage. At the edges of the point cloud, even larger differences can occur. These can

be the result of insufficient overlapping of the point cloud or simply blunders in one point

cloud or the other. Figure 4–7 shows a histogram of the differences shown in figure 4–6 (b).

Figure 4–7: Absolute frequency of distances between DPC from

conventional approach and DPC from novel approach. This his-

togram shows the original data, which is not cleaned from blunders

yet.
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Note that all differences larger than 20 cm are summarised in the last class (red). After

eliminating blunders using robust median-absolute deviation [19] (p. 338), the mean value

of the distances amounts to 2.9 cm, with 95 � of the differences being smaller than 6.5 cm.

This suggests a high accuracy of results using the novel approach, please note however that

we do not compare actually identical points here. Rather we compare the closest points,

hence this distances do not necessarily show referencing errors such as small rotations

or shifts of the point cloud. To assess possible referencing errors, the coordinates of the

POIs (see section 4.1.2) are compared to each other.

4.2.2 Accuracy of Single Point Positions

All POIs were measured photogrammetrically as well as by means of RTS. This allows

for a direct comparison of the resulting coordinates. Note that the so found difference

between the single points are mainly influenced by three components:

1. Errors from georeferencing

2. Errors from the measurement of the point in the pictures

3. Errors from the measurement of the point in the field using RTS

Errors from georeferencing are generally expected to result in global effects such as shift,

rotation or scaling on all POI classes. Errors from the measurement of points in pictures

can be different between the different POI classes (i.e. object points, GCPs and colour

markers). As already mentioned in section 4.1.2, natural points (object points) tend to

be much harder to identify in the pictures than GCPs or colour markers (see figure 4–2).

The same is true for the measurement of those points by means of RTS. The placement

of the reflector pole on a natural point (e.g. the corner of a wall, the centre of a manhole)

cannot be done as exactly as on a GCP, which has a predefined notch to place the pole in.

This leads to different point accuracies in different POI classes. Note however, that this

difference in accuracy is not influenced by the georeferencing error, as this error effects

all POI classes.

Figure 4–8 shows the difference of the photogrammetrically measured coordinates to the

coordinates measured by RTS. The georeferencing was done conventionally, i.e. using

GCPs.
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Figure 4–8: Differences of POIs from conventional approach to

RTS reference measurements.

GCP targets are depicted in black, object points are depicted in blue and colour markers

along the path are depicted in red. The green arrows represent the height difference,

while the blue arrows represent the position difference. The scale bar in the lower right

corner refers to these differences. The differences of the GCP targets are smaller than

the differences of the colour markers, which are themselves smaller than the differences

of the object points. As described above, this is expected due to the different appearance

of the POIs of each class. The mean 3d-difference of the GCPs amounts to 2.0 cm. In an

actual measurement situation however it is more likely to measure natural points, rather

than GCP targets. The object points are an example for such natural points. Their mean

3d-difference amounts to 6.6 cm. To compare these accuracies to the novel approach,

figure 4–9 shows the differences of the coordinates from the novel georeferencing approach,

i.e. using the GNSS positions of the pictures, to the RTS reference measurements.
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Figure 4–9: Differences of POIs from novel approach to RTS

reference measurements.

The mean 3d-difference of the object points amounts to 5.8 cm. This is similar to the ob-

ject point difference using the conventional approach. However, if considering the GCPs

and the colour markers only, an increase of the differences from west to east can be seen.

This scaling factor becomes even more evident, when the photogrammetrically measured

points from both approaches are compared to each other. Figure 4–10 shows the resulting

differences.

Figure 4–10: Differences of POIs from the novel approach to

POIs from the conventional approach.

The scaling factor is more evident here, because the errors from the measurement of

the points in the field using RTS can be completely eliminated. These errors mostly
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influence the object points as described at the beginning of this section. Thus the here

seen differences solely result from the different georeferencing approach. Note however

that the absolute reference is lost, as two photogrammetric approaches are compared here.

To gain a better understanding of this scale factor, the distances between POIs are com-

pared to reference distances. The distances between the POIs are calculated from their

coordinates, resulting from the different approaches. The reference distances are cal-

culated from the local POI-coordinates measured by the RTS. Figure 4–11 shows the

differences of the distances from the conventional and the novel approach to the reference

distances from the RTS measurements.

Figure 4–11: Differences of 3d distances between the POIs, to reference distances (from

RTS measured coordinates): (a) POI coordinates from the conventional approach, and (b)

POI coordinates from the novel approach.

The abscissa is the distance between the POIs, and the ordinate is the difference of this

distance to the reference distance. Black stems indicate distances between GCPs, red

stems indicate differences between colour markers, and blue stems indicate distances be-

tween object points. The distance differences for the object points are similar in both

approaches with the mean absolute distance difference being 1.7 cm. Also, the pattern

of these differences are similar in both figures. This suggests, that the differences are the

result of the identification inaccuracy of those points both in the field and in the pictures.

The differences for GCPs and colour markers show different behaviour. In figure 4–

11 (a), the differences do not seem to depend on the distance between the POIs, while in

figure 4–11 (b), a clear trend is visible. This trend results in about 4 cm distance error

between two points of 100 m distance between them. The origin of this trend remains

unknown and would require further investigation.

4.2.3 Accuracy of deduced Values

In practice, a point cloud is rarely the final result of a photogrammetric survey. More

often, values like volume, area or orientation are deduced from a subset of points of the

point cloud. The Institute of Applied Geosciences at Graz University of Technology for

example mostly determines the orientation of planar areas in rock faces. These planar
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areas are the result of single rocks that broke out of the rock face. Together with other

parameters such as material, roughness or moisture, the orientation of these planar ar-

eas can give information about the stability of the rock face. Hence this allows for an

estimation of the risk of rocks breaking out of the rock face and falling down. Further

information on this topic is given by Dewez 2016 [7].

The flight area at hand (section 4.1.1) does not contain any rock faces where the ac-

curacy of deduced orientations could be assessed. Instead of that, the orientation of some

rooftops of the buildings within the field of view of the camera were calculated and com-

pared between the different approaches. Figure 4–12 shows the used rooftops as well as

their labels (01-12).

Figure 4–12: Rooftops used for investigation of orientation accuracy. For rooftops 11 and

12, not only photogrammetric measurements from both approaches, but also RTS measure-

ments are available.

The orientation of the rooftops was calculated by manually selecting the points within the

area of interest (i.e. the current rooftop), and fitting a plane through these points. The

normal vector of the plane defines its orientation in space. The orientation was calculated

for all 12 rooftops, once from the DPC of the conventional approach and once from the

DPC of the novel approach. The difference in angle and in perpendicular between the

corresponding normal vectors (i.e. the orientations) of the rooftops 1-12 is depicted in

figure 4–13.
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Figure 4–13: Difference between the normal vectors of the two approaches

(blue) and absolute difference to RTS measurements (only available for 11 and

12).

The abscissa are the rooftop labels as presented in figure 4–12. The left ordinate is the

difference between the normal vectors of corresponding roofs in degrees, and the right

ordinate is the same difference in millimetres at a distance of 1 m from the rotation cen-

tre. The differences between the normal vectors of the GCP referenced- and the GNSS

referenced data is shown in blue. For rooftops 11 and 12, also RTS measurements were

taken allowing for an absolute reference. The difference to this actual reference is depicted

in green and black, for GNSS referenced data and GCP referenced data respectively. For

rooftop 12 i.e. the small shed (see figure 4–12), this difference to the reference is with

about 0.5 degrees relatively large compared to the other rooftops. However this is still

within the accuracy of 1-2 degrees for this application, as these orientations are conven-

tionally measured manually by compass/clinometer [7]. For the larger rooftop (11), the

difference between the photogrammetric approaches and the RTS reference measurements

is around 0.1 degrees.

The mean difference between the orientations calculated from the different photogrammet-

ric approaches amounts to 0.14 degrees, which corresponds to 2.4 mm per meter distance

from the rotation centre. A Kolmogorow-Smirnow-Test showed that the differences be-

tween the two photogrammetric approaches are normally distributed with µ = 0.14◦ and

σ = 0.07◦ (α = 5 �).
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5. Conclusion and Outlook
In the course of this thesis, a novel approach for direct georeferencing using relative GNSS

solutions of photos taken from a UAS was assessed in terms of accuracy. The used AI-

Botix X6 V2 hexacopter (section 2) contains a GNSS unit with a geodetic GNSS receiver

and antenna. In section 3, the accuracy of the sensor position on the platform of the UAS

was assessed under different GNSS conditions by total station reference measurements.

Also the OTF GNSS solution that is calculated directly on board the UAS was compared

to the PP GNSS solution that is calculated by a third party software (section 3.4). The

coordinate transformation from the GNSS receiver position to the sensor position on the

platform constitutes an essential part of the sensor accuracy. One of the inputs to the

transformation function are the sensors offsets with respect to a reference point on the

platform. Due to inconsistencies during the experiments, the reference point, as well as the

direction of the sensor offsets and the precise time stamp of every event had to be reverse

engineered (section 3.3.2). The accuracy of points measured from the UAS using the novel

referencing approach was assesed in section 4. A comparison between corresponding point

clouds from the conventional and the novel approach was carried out (section 4.2.1). Also,

the coordinates of single points from 3 categories (i.e. object points, GCP targets and

colour markers) were compared to reference coordinates measured by RTS (section 4.2.2).

One applications of the Institute of Applied Geosciences is the determination of rock face

orientations. Therefore the orientation of building roofs was determined and compared

to each other using both approaches (section 4.2.3).

The experiments concerning the sensor accuracy showed, that the OTF solution cal-

culated on board the UAS shows a larger variance than the results from the PP solution.

This occurs especially in the longitude component. The sensor accuracy when using the

OTF solution was 10.2 cm. As no data except the solution is available for the user, the

reason for this relatively low accuracy remains unknown. However for the purpose of

positioning the drone during a flight, the real time accuracy is sufficient in most used

cases. When calculating coordinates or a point cloud from the taken pictures though, the

precise GNSS coordinates of the pictures should be calculated in post processing.

Using the PP solution, an accuracy of 2.2 cm in three flights on two different days could

be reached under ideal GNSS conditions. Under problematic conditions (GNSS signals

obstructed by a line of trees with leaves on them), this accuracy could not be reached.

The leaves of the trees seemed to cause frequent loss and regain of single satellite signals,

thus resulting in jumps of up to 20 cm in the coordinates. However the expected accuracy

under ideal GNSS conditions could be regained almost instantly, once the UAS moved

out of the obstructed space. When the leaves were fallen down from trees, we could not

see a significant accuracy decrease to compared to ideal conditions. This however does

not necessarily hold true for any obstruction by trees without leaves.

The point clouds calculated from the different approaches showed a mean difference of

2.9 cm. Around the edges of the point clouds, the difference increases to about 5-10 cm.
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This can be the result of insufficient overlapping of the point clouds or blunders in one

point cloud or the other. 95 � of the differences are below 6.5 cm. When comparing

single POIs to RTS reference measurements, the accuracy of the object points was 6.6 cm

for the conventional approach, and 5.8 cm for the novel approach. However when using

the novel approach, a scale factor of 3.6 cm per 100 m occurred. The origin of this scale

factor remains unknown and would require further investigation. Hence for now, the scale

factor has to be considered when deducing values such as orientation or volume from the

point cloud. As a rule of thumb, points that are more than 100 m apart from each other

should not be used in the calculation of deduced values. The rock faces whose orientation

is of interest for the Institute of Applied Geosciences are never larger than a few square

meters, thus fulfilling the stated rule of thumb. The mean absolute difference between

the orientation of rooftops from the conventional to the novel approach amounted to 0.14

degrees, which is sufficient for the used case of rock faces.

The accuracies found in this thesis were achieved using the reverse engineered sensor

offsets for the transformation function of AIProFlight version 2.9.0.37. These sensor off-

sets do not coincide with the sensor offsets given by the company. As this is purely

a software issue, the offsets can potentially be fixed with every update of AIProFlight.

Therefore, the here found offsets only apply to this particular version of the software and

would have to be verified for every new version of AIProFlight.

The global position of the sensor on the platform was calculated using relative GNSS

measurements with a local base station. To increase efficiency of this approach even

more, correction data from a network provider could be used. This data can be down-

loaded from a respective provider after the flight, since the novel approach requires post

processing of the GNSS data anyway. Thus the UAS and its sensor (e.g. camera) would

be the only required instruments in the field! The accuracy of the GNSS solution using

network data is expected to be very similar to the accuracy when using a local base sta-

tion, however this was not tested in the course of this thesis. Both EPOSA and APOS

offer raw data from their stations which can be employed in relative GNSS post processing.

For geodetic applications the issue of efficiency in the field is clearly solved when us-

ing the novel approach, as we covered 30000 square meters in about 20 minutes. The post

processing including the generation of a point cloud took about 1 hour in preparation and

between 5 and 7 hours of computing time. The additional time that goes into extracting

saleable information from the point cloud largely depends on the respective application.

The scaling factor however prevents correct excavation volume calculation for large areas

as often required in road, or tunnel construction. Façade survey would be a possible

application for the approach, due to the smaller area to be covered. The legal restrictions

have to be kept in mind though, as admittance from the officials has to be requested for

every single flight within a city. These barriers still need to be overcome for the UAS

technology to become standard equipment in geodetic and geotechnical applications.
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A. Results of experiments under ideal GNSS

conditions

Figure A–1: Flight Nr. 0005, 16.03.2017: Ideal GNSS conditions, PP-

approach: a) quality of the GNSS solution (see table 3–3), and b) difference to

the reference trajectory with obstacle height (trees), flight height of the UAS

and GNSS quality of the used point.
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A. RESULTS OF EXPERIMENTS UNDER IDEAL GNSS CONDITIONS

Figure A–2: Flight Nr. 0007, 16.03.2017: Ideal GNSS conditions, PP-

approach: a) quality of the GNSS solution (see table 3–3), and b) difference to

the reference trajectory with obstacle height (trees), flight height of the UAS

and GNSS quality of the used point.
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A. RESULTS OF EXPERIMENTS UNDER IDEAL GNSS CONDITIONS

Figure A–3: Flight Nr. 0020, 20.07.2017: Ideal GNSS conditions, PP-

approach: a) quality of the GNSS solution (see table 3–3), and b) difference to

the reference trajectory with obstacle height (trees), flight height of the UAS

and GNSS quality of the used point.
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B. Workflow in Inertial Explorer
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1. Create a Project: 

a. File  New Project  Empty Project 

2. Convert the .AFL raw data file from the UAS and the 

RINEX raw data file from the base station to the Inertial 

Explorer GPB format: 

a. File  Convert  Raw GNSS to GPB 

b. click Auto Detect and add all files you want to 

convert from the source files (left) to the 

convert files (right) and press convert 

 

 

 

 

 

3. Make sure that the observations of the UAS are 

specified as kinematic and the observations of the 

Base station are specified as static 

a. File  GPB Utilities  View Raw GNSS Data 

 select the respective GPB file 

b. Under Mode it should say Kinematic for the 

rover (i.e. the drone) file, and Static for the 

base station file. If it is in wrong mode, go to 

Edit  Switch Static/Kinematic  select the 

wanted process mode (static for base, 

kinematic for UAS), make sure All Epochs is 

selected and start Location From Start is 

selected and click OK. 

 

 

 

4. Load the Rover and the Base station file: 

a. File  Add Master File(s)  select the Base Station GPB file 

i. make sure the Phase Centre Offset is measured to the 

Absolute Reference Point (ARP). The Antenna profile 

will be detected automatically from the RINEX file. 

 

b. File  Add Remote File  selet the UAS GPB file 

i. select the Antenna profile NOV703GGG.R2, 

and check measured to ARP. 

 

 

 

 

Figure 1: Switching the processing mode from static to kinematic 



5. Process the data 

a. Process  Process GNSS 

i. select Differential GNSS 

ii. select Both Processing Directions 

iii. Select GNSS AIRBorne (Challanging GNSS) 

iv. Press Process  Inertial explorer will now 

tell you that the sample frequency of 

master and remote file is different. Check 

“try to fix issues before processing”, and 

press continue. 

 

 

 

 

 

 

6. Export the data:  

a. Output  Export Wizard 

i. Select a file you want to export 

to by clicking  Browse (Attention, 

if you forget that, the last 

exported file gets overwritten) 

ii. Select the AIProFlight Profile 

(this exists only on Georgs PC) 

iii. press next 4 times (check the 

default values, they should be 

self explanatory) and then press 

finish 

 

The here created file can be imported to AIProFlight as Post Processing Coordinates (see AIProFlight 

User Manual page 42).  

 



C. Processing Reports from Agisoft PS

C.1 Processing Report from Agisoft PS using the

conventional approach
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C. PROCESSING REPORTS FROM AGISOFT PS

C.2 Processing Report from Agisoft PS using the

novel approach
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