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Abstract
In this thesis the design of a low-

power on-chip dual-phase CMOS relax-
ation oscillator is presented, which pro-
duces a 100kHz 50% duty-cycle clock sig-
nal for wake-up timers in battery pow-
ered systems. It consumes only 500nA
from a 1.8V supply, while having a very
good temperature stability of 65ppm◦C from
−50◦C to 120◦C. The supply voltage co-
efficient is 9%

V .
Part of the design is a novel CMOS-

only reference generator, that provides
both a temperature compensated current
and voltage to the oscillator. The tem-
perature coefficients of the current and
voltage are as low as 52ppm◦C and 68ppm◦C ,
with a maximum process spread of ±7.1%
and ±3.5%. A self-biased continuous-time 
comparator with adaptive biasing speeds 
up operation and ensures rail-to-rail out-
put signals with low rise and fall times.
The oscillator is designed for one of 

TSMC’s 180nm technologies and occupies 
an area of 0.073mm2.

Abstrakt
In dieser Arbeit wird der Schaltung-

sentwurf eines vollintegierten, stromspa-
renden CMOS Oszillators, welcher ein
100kHz Ausgangssignal mit 50% Pul-
sweite erzeugt, beschrieben. Dieses Takt-
signal wird für Wake-up Timer in batte-
riebetriebenen Systemen eingesetzt und
hat dabei einen geringen Stromverbrauch
von nur 500nA bei 1.8V Versorgung. Der
Oszillator erreicht eine sehr gute Tempe-
raturstabilität von 65ppm◦C über einen Tem-
peraturbereich von −50◦C bis 120◦C. Der
Spannungskoeffizient liegt bei 9%

V .
Teil der Schaltungsentwicklung war

der Entwurf eines neuen, widerstandslo-
sen Referenzgenerators. Dieser erzeugt ei-
nen kompensierten Strom und eine Span-
nung mit niedrigen Temperaturkoeffizien-
ten von 52ppm◦C und 68ppm◦C . Dabei ist die
maximale Prozessschwankung für Strom 
und Spannung mit ±7.1% und ±3.5% ge-
ring. Ein zeitkontinuierlicher Kompara-
tor, welcher sein Strombudget im Um-
schaltzeitpunkt erhöht, sorgt für niedrige 
Anstiegs- und Abfallzeiten sowie rail-to-
rail Ausgangssignale.

Der Oszillator ist für eine TSMC 180nm 
Technologie entworfen und nimmt eine 
Fläche von 0.073mm2 ein.
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Chapter 1
Introduction

1.1 Motivation

The Internet of Things, short IoT, is a term that is around for years now
and refers to a ever-growing network of all kinds of physical objects - from
health monitors over wearables, household and entertainment systems down
to industrial equipment. This attractive prospect leads to more productivity
and efficiency, easier control, safety, less data re-entry and many benefits
concerning data analysis. Therefore it is emerging as the third wave in
development of the Internet and will rearrange the technical landscape, again.

Figure 1.1: IoT illustrated - labs.sogeti.com

Decisive that the IoT developed, step-by-step, is the greatly decrease of
size and simultaneous intensively increase in complexity of integrated circuits
during the last few decades. Featured by habitually shrink of technology
nodes1, VLSI2 has enjoyed the rapid exponential growth characterized by

110nm ramp-up announced at the end of 2016
2Very Large Scale Integration

1



1. Introduction .....................................
Moore’s Law. As a result, we have semiconductor ICs that successfully
integrate complex signal processing chains, CPU3 cores, digital functions as
well as analog circuitry within modern sub-micron technologies.

Nowadays, most of us routinely use portable electronic devices that include
hundreds of integrated circuits, predominant SoCs4, as keystone for increased
functionality, performance and connectivity. All of these devices include
energy storage technology that enhances much slower than semiconductor
technologies do. Reducing energy consumption of integrated circuits is
therefore vital to preserve the available battery capacity and guarantee long-
term operation.

Hence, it is essential for modern integrated circuits that target portable
devices, connecting to the IoT, to include low-power circuitry.

1.2 Problem statement

In a battery-powered, portable device, SoCs are most of the time in stand-by
mode and woken up at a regular interval. Then the system starts to perform
and after it is out of action for a certain time, the energy consumption is
minimized by setting it into a low-power mode to preserve battery capacity.
The time spend in this mode is usually much longer than time spend in active
mode. Energy is defined as:

E =
∫
P (t) · dt.

t

standby active

wakeup event

P (t)
Pa

Pstby

Figure 1.2: Power profile illustrated

Energy is the integral of power P (t) over time t. Thus, it is important
that the internal wake-up function does not consume excessive power from
the battery as it works continuously and should never become the dominant
energy consumer against primary system functions, accessible during active
mode. On the other hand, by reduction of the overall energy consumption
costs of portable devices are lower due to smaller battery capacities for a
guaranteed lifetime. In such applications very low-power operation is a major
challenge, especially for clock generators, which are the heart of any digital
circuit. In additon a certain accuracy has to be achieved to prevent that the
battery capacity needs an extra margin. The power consumption of digital

3Central Processing Unit
4System on Chip
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....................................... 1.3. Outline

circuitry Pdigital that is driven by the clock source can be defined as follows,
[NJ97, GM16].

Pdigital = Pdyn + Pstat

with

Pdyn = α · CL · V 2
DD · fCLK

and

Pstat ∝ T 2 · e−β/T

The dynamic power Pdyn, major part of power consumption, is direct pro-
portional to the frequency of the clock generator fCLK , the load capacitance
CL and a technology based constant α. An excessive frequency variation is
therefore undesirable. The relation between dynamic power consumption
and the supply voltage VDD is quadratic and most of the time fixed within
a certain technology. Static power consumption Pstat, namely leakage, is
dependent on temperature T and another technology parameter β.

Thus, main requirements for such circuits are, that they can be fully
integrated and have low sensitivity to temperature, supply voltage and process.

What is it about? This thesis is about fully-integrated time-references and
a very low-power relaxation oscillator for system wake-up, that is designed
for TSMCs 180nm technology node. The design is used in a SoC, targeting
devices that want to provide NFC5 within the IoT.

1.3 Outline

This thesis is organized in three parts:

Part I

The first part gives basics concerning oscillators and contains information
how oscillators in general are characterized. This is followed by a chapter of
fully-integrated time reference concepts and covers a wide range of different
oscillator structures. Including basic considerations, behavioural models as
well as circuitry examples and benchmarks. This part can be considered to be
a theoretical summary of oscillators that don’t use any off-chip components
and their design constraints.

5Near Field Communication

3



1. Introduction .....................................
Part II

This part is dedicated to the design of a very-low power oscillator. After
knowledge of various structures was gained throughout the previous part of
the thesis, a appropriate structure can be chosen. Of course the specifications
are given and the concept of the dual-phase system is introduced. All
system blocks and their theoretical backgrounds are discussed. Further, new
approaches that led to a very low-power design are shown and implemented
in this part. The last chapter deals with leakage and a dedicated calibration
scheme suitable for low-power designs and how the overall specifications are
met.

Part III

The last part includes a chapter that shows results in a very compact way.
Additional, the calibration flowchart that can be easily implemented within
the digital regime is shown. Schematics and layout can also be seen in this
part. The summary gives all achieved performance parameters and compares
the specification against this low-power design. Finally, the conclusion and
future work is given.

4
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Chapter 2
Oscillator Basics

For most of today’s modern integrated circuits oscillators are an integral
part. They provide a stable time reference and are essential for every digital
circuitry, like microprocessors. Other crucial applications range from carrier
synthesis in cellular phones down to wake-up time references within PMUs1,
requiring different topologies and performance characteristics.

Oscillators are designed to provide a periodic output signal without necessity
of an input signal. They act as a kind of feedback amplifier that is only
connected to the supply voltage. Over years many different types of oscillators
have been developed that are able to provide different waveforms, sinusoidal
or non-sinusoidal.

This chapter deals with some basic considerations concerning oscillators
and how they can be characterized. Section 2.1 gives information about
criteria that can be applied to a subset of linear systems, to analyse if they
are capable of oscillation.

2.1 Barkhausen criterion

First of all, it has to be noted that Barkhausen’s criterion is simple and
intuitive. Hence it is used throughout this thesis to explain basic behaviour,
but gives not full information if a system is stable or gives oscillation at a
certain frequency, [Teo13], [AK13]. Usually oscillators give a periodic output
in form of voltage Vout. As there is no input signal the circuit must entail a
self-sustaining mechanism, that provides a periodic fluctuation of energy. In
case of linear oscillators2 this is achieved by a feedback system depicted in
figure 2.1 and the overall transfer function T (s), where F (s) is the transfer
function of the feedback itself and A(s) of an amplifier.

T (s) = Vout
Vin

= A (s)
1−A (s)F (s)

As the system’s steady state behaviour is analysed, the complex frequency s
is set to be purely imaginary. This special case of the generalized Laplace

1Power Management Unit
2sinusoidal output
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A(s)

F (s)

∑
+

Vsum

Vfb

VoutVin

Figure 2.1: Feedback system

Transform implies that the transient behaviour is not of interest at this point.

s→ jω0

Self-sustaining implies that oscillation occurs without input signal Vin = 0.
Therefore, Barkhausen’s criterion for oscillation at ω0 is written as follows.

A (jω0)F (jω0) = 1.

This can be split into gain and phase criterion.

Gain criterion

|A (jω0) · F (jω0) | ≥ 1

Phase criterion

∠A (jω0) + ∠F (jω0) = 0◦or n · 360◦

Which n as a positive integer value, the gain and phase criterion must be
simultaneously be met at ω0. The phase criterion implies that a positive
feedback is needed to make a system oscillate. Once again it is stated that
general systems with a feedback path are able to, but not necessarily oscillates
if the gain and the phase shift of the loop is chosen properly.

Usually the feedback path, formed out of passive elements, is an attenuator
and this means that A (jω0) must be an amplifier to get the loop gain
equal to or greater than one. If the amplification factor is much higher
than needed, systems turn into non-linear oscillators and the output is a
non-sinusoidal waveform. Additional, amplifiers in integrated circuits have
low-pass characteristics (capacitive behaviour) so the feedback path needs
to shift back the phase by an inductive behaviour or shift it further to get
n-times 360◦ phase shift. There are different feedback configurations that are

8
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A(s)

F (s)

∑
180◦

−
Vsum

Vfb

Vin

(a) phase shift: 180◦

A(s)

F (s)

∑
360◦

+
Vsum

Vfb

Vin

(b) phase shift: 360◦

A(s)

F (s)

∑
0◦

+
Vsum

Vfb

Vin

(c) phase shift: 0◦

Figure 2.2: Various views of oscillator feedback

able to make a system oscillate. Seen in figure 2.2, where figure 2.2a includes
a negative summing point.

In a common amplifier design exactly this oscillation criteria should never
be met. For this structures the phase margin3 at unity gain is therefore an
important design parameter.

2.2 Classification

It is not easy to classify oscillators as there is enormous variation in target
applications, behaviour and structure. There are many methods to categorize
these circuits. In this thesis three approaches has been chosen. The first
one is based on the oscillation mode and the second one on the amplitude
stabilization method. The third one takes frequency range and power level
into account.

Furthermore, one might also classify oscillators based on the structure,
order of the resonator, noise characteristics or simply on the basis of it’s
application.

Oscillation mode

Truly sinusoidal waveforms can only be found in ideal undamped systems.
Anyway, all real circuits cause distortion and therefore the term ’harmonic
mode’ refers to low distorted, weakly non-linear oscillators, e.g. in LC
resonators, and is used for classification. The amount of distortion caused
by the oscillator depends on various aspects, such as it’s limiting mechanism
and structure.

The term ’relaxation mode’ is commonly used for circuits where the gain
factor is much higher than required for an oscillation build-up, [ES53].

|A (jω0) | |F (jω0) | � 1

This results in a rapid state transition, followed by a long period of an
almost constant state. Nowadays ring oscillators and multi-vibrators are
commonly called relaxation oscillators, but the term itself dates back to the
era of vacuum tubes. They build up tension slowly, but can quickly release

3how many degrees are left to hit a systems oscillation point
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2. Oscillator Basics ...................................
(i.e. relax) their voltage. Figure 2.3 shows how waveforms for an integrated
relaxation oscillator could look like.

t[µs]

t[µs]

0 5 10

0 5 10

steady state fast relaxation

I II

VC

Vclk

Vref

VDD

VSS

Tr

td

Figure 2.3: Waveform example of an integrated relaxation oscillator

Although there is a strict separation between these two modes, ring os-
cillators and multi-vibrators can be designed to produce almost sinusoidal
waveforms. If the frequency is increased these circuits do not necessarily
oscillate in relaxation mode. Also LC oscillators enter relaxation mode under
certain conditions. This means that the oscillation mode, determined by
design, does not depend on an oscillators structure.

10



.................................... 2.2. Classification

Amplitude stabilization

All oscillators include an amplitude stabilization or limiting mechanism. There
are different approaches like clipping, an amplitude control loop, self-limiting
or introducing a power-sensitive attenuator.

One option for amplitude stabilization, that is often used in modern IC
implementations, is ’self-limiting’. They are simply to design and alterna-
tives rarely show better performance. Non-linear characteristics of an active
element, most of the time the amplifier, are used for limitation. No addi-
tional circuitry is needed and this method is often applied in high-frequency
oscillators.

Another method is to introduce an ’amplitude control loop’, also called
AGC4. For low distortion and a constant amplitude over various parameters
such as temperature, process or supply voltage an amplitude control loop
is established. The system seen in figure 2.4 consists out of an amplitude
detector, providing a voltage that is proportional to the amplitude, an error
amplifier and a gain control block that is fed by the amplifiers output. This
block changes the bias current to adjust the transconductance and therefore
the gain of the oscillator. This leads to more complexity, increased power
consumption and might include stability issues.

gain control

amplitude detect

−

+
Amp

Oscillator core Vout

Vref

Figure 2.4: Amplitude control loop

’Power-sensitive attenuators’ might be used in low distortion designs but
are not very suitable within integrated circuits. Usually this are some kinds of
temperature-sensitive resistors and the systems suffer from long time constants
that make them inappropriate for high frequency oscillators.

The last method to limit the amplitude is ’clipping’ and causes an noisy
oscillator. Anyway it can be used in systems that oscillate in relaxation mode
as it might be an desired behaviour, e.g. rail to rail square-wave output.

Power level and frequency range

Oscillators can also be classified on basis of the application, targeting a certain
feature. Based on the frequency range, oscillators can be classified as listed
in table 2.1.

4Automatic Gain Control
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2. Oscillator Basics ...................................
Classification Frequency Range

Very Low Frequency <30Hz - 30kHz
Low Frequency 30kHz - 300kHz
High Frequency 300kHz - 3MHz

Medium Frequency 3MHz - 30MHz
Very High Frequency 30MHz - 300MHz
Ultra High Frequency 300MHz - 3GHz

Table 2.1: Frequency classification

Taking the power level as characterization method there is a major depen-
dency on the operating frequency and therefore on the application. Common
terms are ’Low Power’ and ’Very-Low Power’. Sometimes also the term ’sub
µ-Watt’ is used for low frequency oscillators.

12



Chapter 3
Fully-Integrated Time References

In this chapter information about oscillator structures that can be fully
integrated are given. Distinguished by their output waveform, either a linear
or non-linear oscillator is described.

3.0.1 Linear to nonlinear

As already described in section 2.1 a linear system can turn into a non-linear
one if high gain is applied to the closed loop, and active elements get piled out
of their linear region as the signal amplitude continuously rises. Therefore,
to obtain linear oscillators, an amplitude limitation is significant. Figure 3.1
shows the large signal characteristics of a differential pair. It’s commonly
used as input stage for amplifiers and biased with the current IBIAS . If
the differential input signal Vinp − Vinn exceeds

√
IBIAS
K , with the process

transconductance K ∝ W
L , the circuit gets strongly non-linear and sinusoidal

signals are distorted. By introduction of non-linearity the harmonic content
increases and the waveform changes, i.e. figure 3.2.

(Vinp − Vinn)

linear region saturated

slope:−gmRout

I II

(Voutp − Voutn)

Rout · IBIAS

−Rout · IBIAS

√
IBIAS
K−

√
IBIAS
K

Figure 3.1: Large signal - differential pair

Generally, most oscillators, linear and non-linear, are designed to satisfy
the Barkhausen criterion. However, this only indicates a constant periodic
output signal and not the shape of the waveform. In integrated circuits this
signals get buffered, resulting in a square-wave signal that can be used as a

13
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t f

Vout Amp

t f

Vout Amp

t f

Vout Amp

nonlinear

squarewave

linear

f0

m

f0

m

2f0

m
8

3f0 4f0

m
12

nonlinearity

f0

m

2f0 3f0

m
3

4f0 5f0

m
5

6f0 7f0

m
7

..........

f0 = 1
T0

T0

T0

T0

Figure 3.2: Output waveforms - linear and non-linear system

clock reference for digital circuitry. Many on-chip oscillators, especially for
low-power applications, are comparator based designs that are capable of
giving square-wave output without internal sinusoidal signals. Additional to
low power consumption this leads to a good noise performance, as internal
nodes are low ohmic most of the time. This designs are commonly named
relaxation oscillators and in this thesis listed under non-linear (RC) oscillators,
as they have non-sinusoidal square-wave outputs. Figure 3.2 shows a linear
harmonic signal, a distorted, and a square-wave signal including 6 harmonics.

3.1 LC based oscillators

This oscillator structure is preferred if higher frequencies of oscillation, usually
greater than 20 MHz, are required. They are known for their quasi linear
behaviour and the low phase noise. This makes them common circuits within
RF designs. They can be fully-integrated in modern RF technologies, having
monolithic inductors available, but consume more chip area compared to RC
oscillators.

3.1.1 Behavioral model

This type of oscillators consist out of a frequency selective tank (C, L, gt)
that is connected to an active transconductance element gm. The basic idea
is shown in figure 3.3, where gt models the losses within the LC tank.

Analysing the basic structural model of the LC oscillator gives the transfer
function of the feedback network F (jω), formed by the impedance of the
tank and the amplifier transfer function A (jω), given by gm.

14
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LC gt
+

−
gm

Vout

Figure 3.3: Structure of a LC based oscillator

F (jω) = 1
gt ·

(
1 + j

(
ω
ω0
− ω0

ω

)
·Q
)

A (jω) = gm

Where Q, the quality factor, is given as follows.

Q = 1
gt
·

√
C

L

To fulfil Barkhausen’s criterion for ω = ω0, the amplifier has to compensate
the losses of the tank circuit. To obtain a loop gain |A (jω0) · F (jω0) | of
unity, gm = gt has to be met. The overall phase shift is 0◦ due to a −90◦ shift
caused by the capacitance and 90◦ shift by the inductance. As gm cancels gt,
the frequency f0 can be calculated considering only a simple LC resonator.

f0 = 1
2π
√
LC

To build-up an oscillation the active gm has to be larger than gt, and
therefore a continuous amplitude increase is provided. After having reached
the steady state amplitude, gm has to be limited to gt.

3.1.2 Basic integrated LC circuit

In integrated circuits it is a common approach to use cross-coupled transistor
pairs to introduce negative resistance to a system. This is also capable for
LC tank circuits, seen in figure 3.4a. The gm of the behavioural model can
be replaced by the negative resistance that compensates the tank losses. gt is
renamed to Rt to make this approach obvious.

The active circuit of figure 3.4b that is used to generate negative resistance
is shown in figure 3.5a. Analysing the small signal differential behaviour gives
the input resistance rin.
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LC Rt −R

iin

Vout

(a) Compensation scheme

LC Rt

Active circuit
M1,M2

−R

(b) With active circuitry

Figure 3.4: Negative resistance approach

rin = vin
iin

= vin
−gmvin

2 − gm
vin
2

= − 2
gm

with the same transconductance gm for both devices

gm1 = gm2 = gm

M1 M2

−R

(a) Cross-coupled pair

−gmvin
2 gm

vin
2

vin
iin

(b) Small signal analysis

Figure 3.5: Active cross coupled pair

A common circuit known as differential nMOS LC circuit, that forms the
core of many integrated LC oscillators is shown in figure 3.6a. This differential
structure features two active MOS devices that form a negative resistance
between node X and Y , and four passive elements (L and C). It is easy to
implement and the output frequency is primarily the resonant frequency of
the tank circuit. The complementary version that includes nMOS and pMOS
devices can be seen in figure 3.6b. It features two cross-coupled pairs and
provides a larger tank amplitude for a given bias current IBIAS , in reference
to [Dar15]. The benchmark of different LC structures is shown in table 3.1.

3.1.3 Coupled LC oscillator

By coupling of two differential LC oscillators, shown in figure 3.7, quadrature
outputs that are indispensable for RF front-ends are obtained. Two differential
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M1 M2

IBIAS

VSS

X

L/2

VDD

Y

L/2

VDD

VSS

2C

VSS

2C

(a) Differential nMOS LC oscillator

M1 M2

M3 M4

IBIAS

VSS

X

L

Y

C

VDD VDD

(b) Differential
complementary
LC oscillator

Figure 3.6: Differential LC circuits

pairs are introduced, [OFF+08], acting as soft-limiter. They sense the output
voltages at node N1, N2, N3 and N4, convert it to a current and trigger the
opposite oscillator. After synchronization there is a 90◦ phase shift between
the differential output signals, Vout1 and Vout2. This can be seen in figure
3.8. The phase shift is only obtained if there is a strong coupling between
the LC structures and this leads to increased gate sizes (M5, M6, M7, M8)
and therefore also increased parasitics. Hence, accurate matching of circuit
elements is required and the noise performance is degraded compared to a
single differential LC oscillator.

The transfer function of the loop L (s) can be calculated by using the linear
model, depicted in figure 3.9 and taken from [OFF+08]. The corresponding
impedance Z (s) of a single LC oscillator and the transconductance gmc of
the coupling circuit gives the overall transfer function. The negative sign is
due to the 180◦ phase shift caused by the cross coupled connection.

L (s) = A (s)F (s) = − (gmc · Z (s))2

with

Z (s) = 1
1
sL + sC + gt − gm

= sL

1 + sL (gt − gm) + s2LC
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M1 M2

M5 M6

M3 M4

M7 M8

IBIAS

VSS

IBIAS

VSS

ISL

VSS

ISL

VSS

N1

L/2

VDD

N2

L/2

VDD

N3

L/2

VDD

N4

L/2

VDD

Vout1 Vout2

VSS

2C

VSS

2C

VSS

2C

VSS

2C

Figure 3.7: LC based coupled oscillator

t

Vout 90◦

Vout1

Vout1

f0 = 1
T0

T0

Figure 3.8: Output waveforms coupled LC oscillator

Applying Barkhausen’s criterion gives:

A (s)F (s) = 1

gt = gm

with

s→ jω

gives

±1 = gmcωL

1− ω2LC
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..................................3.1. LC based oscillators

To compare the frequency of the coupled LC circuit ω with that of a single
differential LC oscillator ω0, the basic formula ω0 = 1√

LC
is appended. This

gives two possible solutions.

ω1/2 = ±gmc2C + ω0

√
1 + L

g2
mc

4C

with the following term much smaller than one

L
g2
mc

4C � 1

gives the frequency ω

ω1/2 ≈ ω0 ±
gmc
2C

It can be seen that the frequency, by coupling of two integrated LC
oscillators, is shifted and it can lock either to a higher or lower frequency.
Please note that higher coupling leads to higher frequency shift.

LC gt −gm

LC gt −gm

−gmc

gmc

LC oscillator 1

LC oscillator 2

Figure 3.9: Linear model coupled LC oscillator

3.1.4 Colpitts oscillator

Single-ended Colpitts oscillators are seen in figure 3.10a. In comparison to
cross-coupled LC oscillators they have good cyclostationary noise properties,
[HL99, AH02], and achieve higher voltage swing for a given bias current
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Topology Diff. amplitude Efficiency Noise factor **

n/pMOS LC 2
π
IBIAS
gt

1
π

A
VDD

1 + γ + γ 1
4
πA
Veff

CMOS LC 4
π
IBIAS
gt

2
π

A
VDD

1 + γ + γ πA
Veff

Colpitts LC * 2 C2
C1+C2

IBIAS
gt

C2
C1+C2

A
VDD

1 + γC2
C1

+ γ
(

C1
C1+C2

)2
πA
Veff

* Please note that a single-ended Colpitts structure is considered.
** Veff - effective voltage of current source, γ - noise coefficient

Table 3.1: Benchmark LC structures

IBIAS and resonator (L,C, gt). The voltage amplitudes A within the tank,
efficiency and noise factor taken from [Dar15] are shown in table 3.1.

If the capacitance C1 is designed to be greater than C2, a noise factor less
than that of the standard differential LC topologies can be achieved. This
on the other hand decreases the efficiency and as shown in [AWVF05], the
FoM of Colpitts oscillators is always less compared to standard LC structures.
Please consider that the tank losses modeled by gt are only shown for the
single-ended structure in figure 3.10a.

M1

IBIAS

VSS

L

VDD

C2

VSS

gt

VDD

C1

Bias

(a) Single ended Colpitts structure

M1M2

L

VDD

L

VDD

IBIAS

VSS

IBIAS

VSS

C1C1

C2
2

Bias

(b) Differential Colpitts structure

Figure 3.10: Basic Colpitts structures

As single-ended Colpitts circuits require higher gains to start-up and have
the typical disadvantages of single-ended structures, implying noise sensitivity,
they are rarely used within integrated RF circuits. A differential Colpitts
structure as seen in figure 3.10b is able to overcome this issues, but also
increases the power consumption as two currents IBIAS are used for biasing.
However, current flows less than half of the period through one branch and
therefore it is possible to reuse it, leading to another improved Colpitts
structure that is depicted in figure 3.11a. To ensure synchronized current
switching [AH02] has introduced a tail cross-coupled pair that is shown in
figure 3.11b. Another advantage of this circuits is the improved start-up
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condition as the small-signal loop gain increases.

M1M2

L

VDD

L

VDD

C1C1
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2

IBIAS

VSS
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(a) Differential switched Colpitts
structure

M1M2

M3M4

L

VDD

L

VDD

C1C1

C2
2

IBIAS

VSS

Bias

(b) Differential switched Colpitts cir-
cuitry

Figure 3.11: Advanced Colpitts structures
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3.2 RC based oscillators

RC oscillators are most of the time designed to act as non-linear systems
and are therefore often called Relaxation Oscillators. They are generally
used for output frequencies up to several tenths of MHz, or higher if phase-
noise requirements are relaxed. Typically as part of a phase-locked loop.
As already mentioned for high frequency, low noise applications linear LC
circuits, discussed in section 3.1, are superior and should be used if monolithic
inductors are available within the process. Anyway, also RC oscillators can be
designed to be linear. [OFF+08] gives detailed information about relaxation
oscillators and advanced structures discussed in section 3.2.4 and 3.2.5.

3.2.1 Behavioral model

The non-linear behaviour of RC oscillators can be modeled as shown in figure
3.12a. It consists out of a Schmitt-trigger that is used as memory element
and an integrator. The output of the Schmitt-trigger Vout is fed to the input
of the integrator and therefore switches the sign of the integration constant
by reaching it’s thresholds. The output Vint of the integrator is again the
input of the Schmitt-trigger which leads to a closed loop system. Hence, the
output signal Vout is a squarewave and the output signal of the integrator Vint
is triangular shaped, shown in figure 3.12b. The frequency and duty cycle of
the output signal depends on the threshold voltages of the Schmitt-trigger
and the integration constant.

Schmitt− Trigger

∫Integrator

Vint

Vout

(a) Behavioural model non-linear RC oscillator

t

t

Vint

Vout

VH

VL

1

−1

Thigh

Tlow

(b) Waveforms behavioural model

Figure 3.12: Non-linear RC oscillator model
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3.2.2 Basic integrated RC circuit

Figure 3.13a shows a common implementation of differential RC oscillators.
Due to it’s simplicity that circuit is capable of high frequency operation as it
implies few parasitics and noise sources.

M1 M2

IBIAS

VSS

IBIAS

VSS

X

R

VDD

Y

R

VDD

C
ic

vc

vout

(a) Differential RC oscillator circuit

t

t

vc

vout

2IBIASR

−2IBIASR

2IBIASR

−2IBIASR

IBIAS
C

−IBIAS
C

Thigh

Tlow

(b) Waveforms differential RC oscillator

Figure 3.13: Differential RC oscillator

Corresponding to the behavioural model, discussed in section 3.2.1, the
integrator is formed, as simple as it is, by a capacitance C. The Schmitt-trigger
is shown in figure 3.14a. The output of the Schmitt-trigger is the current
ic and the input is the voltage vc, with figure 3.14b showing it’s transfer
characteristics. To understand the relaxation behaviour of the circuitry in
figure 3.13a, it is assumed that the switching between the two states occurs
when the sign of the voltage difference VGS1−VGS2 changes. Considering that
M1 is in the cut-off region as initial state, given that VGS1 < 0, the current i1
is equal to zero and i2 is equal to 2IBIAS . Therefore, X is equal to the supply
voltage VDD and Y is VDD − 2RIBIAS . Implying that ic is equal to −IBIAS
and therefore the capacitor voltage vc between the sources of M1 and M2
decreases constant with the rate of IBIAS

C . Hence, the switching condition
can be defined as follows.

VGS1 − VGS2 = 0

Therefore, the capacitor voltage vc is given by:

vc = Y −X
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And this gives depending on the initial state:

vc = ±2RIBIAS
Whenever vc reaches −2RIBIAS the state switches and M2 gets into the

cut-off region. ic is equal to IBIAS , X is equal to VDD − 2RIBIAS , Y is equal
to VDD and the capacitor voltage vc increases constant with the rate of IBIASC
till it reaches 2RIBIAS , and the circuit switches back to the first state.

M1 M2

IBIAS

VSS

IBIAS

VSS

i1 i2

X

R

VDD

Y

R

VDD

ic

vc

(a) Schmitt-trigger circuit

vc

ic
IBIAS

−IBIAS

−2R · IBIAS 2R · IBIAS

(b) Schmitt-trigger characteristic

Figure 3.14: Schmitt-trigger differential RC oscillator

The differential output current of the Schmitt-trigger ic is transferred into
a differential output voltage vout.

vout = −2R · ic
And therefore, the amplitude of the output signal vout is ±2RIBIAS . The

waveforms of this very basic differential RC oscillator are shown in figure
3.13b. Thus, the output frequency f0 can be defined as:

f0 = IBIAS
2C(4RIBIAS) = 1

8RC
However, this circuit only behaves non-linear for low output frequencies. If

the design implies a higher output frequency, the output signal gets sinusoidal
(with decreased amplitude) which leads to linear behaviour. It has been
assumed that there is a rapid transition between the cut-off and saturation
region when VGS1 − VGS2 changes the sign. But it has to be said that noise
is introduced, as there is a certain period of time where these transistors
operate within the triode region.
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3.2.3 Linear and non-linear behaviour

If high frequency operation is desired, the influence of parasitics increases.
As C decreases, the input of the Schmitt-trigger is loaded by the parasitic
capacitances Cgs1 and Cgs2. This causes an inductor equivalent behaviour,
[Lop10, Dia09]. Similar to LC oscillators the imaginary part of the inductor
and the capacitor impedance cancel each other to form a resonator. This leads
to a linear system, with sinusoidal output waveforms, where Barkhausen’s
criterion can be applied. Figure 3.15a shows the linear model of the Schmitt-
trigger with it’s input impedance zin. As the transistors form a cross-coupled
pair their gate-to-source capacitances are equal and therefore Cgs = Cgs1 =
Cgs2. With G = 1

R , this gives an input impedance of:

zin = gm1 + gm2
gm1gm2

· G+ sCgs
G

− 2
G
.

If the integration capacitance C is included, the characteristic equation
can be obtained as:

zin + 1
sC

= 0.

And this gives the equation:

s2 + s

[
1

RCgs

(
1− 2R gm1gm2

gm1 + gm2

)]
+ gm1gm2
CgsRC(gm1 + gm2) = 0.

To simplify the term, it is assumed that gm = gm1 = gm2 as it can
be considered that an equal current flows in both branches whenever the
oscillation starts. Therefore, the equation can be rewritten.

s2 + s

(
1−Rgm
RCgs

)
+ gm

2CgsRC
= 0

To analyze the damping factor ζ and the oscillation frequency ω0 of this
system, the roots are analysed.

s1/2 = Rgm − 1
2RCgs

±

√
(Rgm − 1)2 − 2RCgsgm

C

2RCgs

With the roots λ1 = 1−Rgm, λ2 = gm
2C and λ3 = RCgs the equation for the

damping factor ζ and the oscillation frequency ω0 can be written as follows.

ω0 =
√
λ2
λ3

=
√

gm
2CRCgs
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Figure 3.15: Schmitt trigger - analysis

ζ = λ1

2
√
λ2λ3

= 1−Rgm
2
√

gmRCgs
2C

The oscillation starts with the frequency ω0 when the damping factor
ζ has a negative sign. Therefore 1 − Rgm must be smaller than zero, or
gm > 1

R . By variation of the capacitance C the system starts to change it’s
behaviour. For small values of C there are conjugate complex roots that
implies linear action. By increase of C, the poles move towards to the real
axis as the imaginary part decreases. They arrive at the real axis when
(1−Rgm)2− 2RCgsgm

C = 0, or C = 2RCgsgm
(1−Rgm)2 applies. At this point the system

starts to get non-linear. If C further increases the roots are moving along the
real axis, one in the left and one in the right direction. The final positions are
s1 = 0 and s2 = Rgm−1

RCgs
. Figure 3.15b shows the corresponding s-plane and the

pole movement. The transition between the linear and non-linear behaviour
is smooth. The harmonic content increases gradually and the sinusoidal wave
gets distorted more and more. At the end the system oscillates in relaxation
mode with squarewave output signals.

To get the amplitude of the output signal, the differential equation of the
linear system has to be defined. As the term gm1gm2

gm1+gm2
varies with respect to

the capacitor current ic, following approximation can be made:

gm1gm2
gm1 + gm2

≈ gm
2

[
1−

(
ic

IBIAS
√

2

)2
]
.

Therefore, the differential equation can be written as follows.
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d2

dt2
+ d

dt

[
1

RCgs

(
1−Rgm

(
1−

(
ic

IBIAS
√

2

)2
))]

+ ω2
0ic = 0

By introduction of the normalized variable n = ic
IBIAS

√
2 and notations

λ4 = Rgm−1
2RCgs , λ5 = gm

2Cgs the simplified version of the differential equation is
given by the equation below.

d2n

dt2
− dn

dt
2
(
λ4 − λ5n

2
)

+ ω2
0n = 0

The corresponding solution can be written.

n = 2
√
λ4
λ5

sin(ω0t)

With the current to voltage relation, the output voltage vout can be shown
to be:

vout = 4
√

2IBIASR
√
λ4
λ5

sin(ω0t) = 4IBIASR
√

2
√

1− 1
Rgm

sin(ω0t).

Table 3.2 gives a short summary concerning linear and non-linear behaviour
of differential RC oscillators.

Mode Diff. amplitude Frequency Waveform

harmonic 4RIBIAS
√

2
√

1− 1
Rgm

1
2π

√
gm

2CRCgs sinusoidal
relaxation 4RIBIAS 1

8RC square

Table 3.2: Summary linear vs non-linear behaviour of RC oscillators

3.2.4 Coupled RC oscillator

As already discussed in section 3.1.3, oscillators can be coupled to get quadra-
ture output signals. This also applies to differential RC oscillators, [OFF+08].
They are coupled via limiters and provide 90◦ phase shifted squarewave signals
at their outputs. A squarewave output signal can only appear if the limiters
have sufficient gain. Unlike Schmitt-triggers, limiters start to saturate if the
triangular shaped input, provided by the integrator, crosses zero. With this
technique an open loop structure itself could provide a 90◦ shifted square
wave signal. However, there is an error introduced as the output signals have
different paths. In coupled RC oscillators the outputs of the limiters are
used to synchronize two oscillators, shown in figure 3.16. The signal of the
opposite limiter is added to the integrators output and therefore the output
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signals Vout1 and Vout2 have always 90◦ phase shift and the same output
frequency. This structure leads to a cross-coupled relaxation oscillator in a
feedback structure. The waveforms of this system are shown in figure 3.17.
This structure is less noise sensitive as the state transition is defined by steep
slopes of V1 and V2, rather than the gradually variation of the integrator’s
output. The outputs of the limiters with their corresponding inputs can be
seen as Vint1, Vlim1 and Vint2, Vlim2. Their gain defines the steepness of the
slope.

Schmitt− Trigger

Schmitt− Trigger

∫Integrator

∫
Integrator

∑

∑

Limiter

Limiter

+

V1

+

V2

Vint1

Vint2

Vout1

Vout2

Vlim1

−

Vlim2

+

Figure 3.16: Behavioural model of coupled RC oscillator

Different to coupled LC oscillators the output frequency is not changed
by coupling of two differential RC oscillators in relaxation mode. If they are
designed to operate within the harmonic mode the output frequency is affected,
similar to LC structures. The limiters can be implemented as differential pair,
depicted in figure 3.18. The circuit is studied as two relaxation oscillators
that are coupled via two additional current sources IL. The currents iL1, iL2,
iL3 and iL4, controlled by vc1 and vc2, are provided by the limiters and trigger
the opposite RC oscillator synchronously. Thus, one of the differential pairs
has to be cross coupled, leading to the negative sign at the summing point
in figure 3.16. Assuming that switching between the states occurs instantly
the circuit can be analysed in a simple way. As the system is symmetric,
the analysis is only done for one output voltage vout1 with an initial state,
that considers M1 as turned off and M2 as fully conductive. In this state the
potential at X1 is VDD − iL1R and at Y1 it is VDD − 2IBIASR − iL1R. As
iL1 + iL2 = IL, this gives a state dependent output voltage of:

vout1, vout2 = ±2
(
IBIAS + IL

2

)
R

The switching point is determined the same way as for the basic RC circuit.
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Vint1 , Vlim1

Vint2 , Vlim2

V1 , V2

Vout1 , Vout2

T1high

T1low

T2high

T2low

90◦

0 T0
4

T0
2

3T0
4

T0

Figure 3.17: Waveforms of coupled RC oscillator model

vc1, vc2 = ±2IBIASR− (iL2 − iL1)R

Since switching occurs with small values of (iL2 − iL1)R the maximum
values of the capacitor voltages vc1 and vc2 are:

vc1, vc2 = ±2IBIASR.

The waveforms of the coupled RC oscillator are shown in figure 3.19. The
four operating phases are:..1. M1 on, M3 on, vc1 increases, vc2 increases..2. M1 off, M3 on, vc1 decreases, vc2 increases..3. M1 off, M3 off, vc1 decreases, vc2 decreases..4. M1 on, M3 off, vc1 increases, vc2 decreases
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R
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X2

R

VDD
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Figure 3.18: Coupled RC oscillator circuit
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−2(IBIAS + IL
2 )R

IBIAS
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C
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1. 2. 3. 4.

Figure 3.19: Waveforms of coupled RC oscillator circuit

Whenever the capacitor voltage vc1 or vc2 changes the polarity, one of the
output voltages is forced to change it’s state, seen in figure 3.19.

The coupled RC structure is not capable of having low power consumption
as a certain supply voltage is needed to ensure correct operation. To overcome
this issue new coupling techniques have been developed. One approach is
capacitive coupling that leads to lower power consumption as well as better
noise performance.

30



................................. 3.2. RC based oscillators

However, this structures have been widely accepted and became the sub-
ject of many studies, due to the fact that it consumes low area, has good
performance and provides quadrature squarewave output signals.

Comparison coupled oscillator structures

For low noise applications coupled LC oscillators may be still preferred but
on the cost of area and the need of monolithic inductors. In [OFF+08] one
coupled linear RC and one LC oscillator were designed, having the same
output frequency (5GHz), supply voltage and process. Table 3.3 summarizes
the measured results.

Structure/Coupling* Phase-noise** Quadrat. Error Area factor
LC/strong −96 dBc/Hz 1.5◦ x7.7
LC/weak −101 dBc/Hz 3.5◦ x7.7
RC/strong −97 dBc/Hz 1◦ x1
RC/weak −87 dBc/Hz 2.7◦ x1
* Strong coupling: IL = 6mA, Weak coupling: IL = 1mA

** @1MHz

Table 3.3: Benchmark coupled oscillators

Generally, RC oscillators, designed for high frequency applications, are
known for their poor phase-noise performance if compared to LC oscillators.
This is true for single oscillator structures, but not for coupled oscillator
structures.

3.2.5 Two integrator oscillator

An uncoupled oscillator that generates inherent quadrature outputs, seen in
figure 3.20b and 3.20c, is known as the two integrator oscillator. It has two
integrators in a feedback structure and is capable of high oscillation frequencies
and a wider tuning range compared to other RC oscillators. Depending on
the behaviour of the limiters, the oscillator is designed to act as a non-linear
(triangular shaped outputs) or linear system, [OFF+08]. The behavioural
model is shown in figure 3.20a.

Non-linear behaviour

If a two integration oscillator is designed to be in relaxation mode, the limiters
act like saturated amplifiers and are called hard limiters. Thus, the output of
the limiters give square waveforms and change their sign when their input
crosses zero. Looking at the closed loop behaviour, this implies that each
integrator output determines the input polarity of the other integrator. This
can be seen in figure 3.20b. The frequency of the output is dependent on the
initial states of the integrator outputs Vout1(0), Vout2(0) and the integration
constants Ki1, Ki2. For Ki1 = Ki2 = Ki the output frequency f0 can be
written as follows.
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∫Integrator1 ∫Integrator2Limiter1 Limiter2

−1

Vout1 Vout2

(a) Behavioural model of two integrator oscillator

t

Vout1 , Vout2

VH

VL

(b) Waveforms: non-linear behaviour - same integration constants

t

Vout1 , Vout2 90◦

(c) Waveforms: linear behavior - same integration constants

Figure 3.20: Two integrator oscillator model

f0 = Ki

2 (Vout1(0) + Vout2(0))

And for Ki1 6= Ki2:

f0 = 1
4
(
Vout1(0)
Ki1

+ Vout2(0)
Ki2

) .

Linear behaviour

For linear behaviour the amplifiers act as soft limiters and operate in their
linear region. The sinusoidal outputs, depicted in figure 3.20c, are not
saturating these limiters and therefore better noise performance is achieved.
Hence, this approach is superior for high frequency designs. Also to be said,
hard limiters for high frequencies are difficult to design. The loop function
can be written as:
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L(s) = K1K2
s2 .

The gain factor K1 belongs to System 1 while K2 belongs to System 2,
seen in figure 3.20a. By applying Barkhausen’s criterion, setting the loop
transfer L(s) = 1, the output frequency ω0 can be defined as

ω0 =
√
K1K2.

Circuit implementation

For this structure the integrators are implemented as differential pairs. The
devices MD interact with the capacitors C as seen in figure 3.21. The cross
coupled pairs, provided by the devices ML, are included to compensate the
resistance related losses of R as well as to provide an amplitude limitation
mechanism. The amplitudes of the output signals are controlled by the
current ILim. This circuitry acts corresponding to the behavioural model
where an ideal integrator is connected to the limiter. The inverter is realized
by a cross coupled connection.

The behaviour of the circuit depends on the operating region of the upper
cross coupled differential pair. By increase of the transconductance of the
limiters gmL the slope gets steeper, losses are over-compensated, and the
circuit gets strongly non-linear. Thus, the oscillator operates in relaxation
mode. As gmL ∝

√
ILim, this current can be used to control the oscillator’s

behaviour. The differential output current Iout as function of the differential
input voltage Vin is given below.

Iout(Vin)


ILim, Vin < −

√
ILim
K

−gmL · Vin,
√

ILim
K ≥ Vin ≥ −

√
ILim
K

−ILim, Vin >
√

ILim
K

It can be seen that the maximum output voltage is proportional to ILim and
the linear region increases with the factor of

√
ILim. This leads to a voltage

gain factor (gmLRout) that is proportional to
√
ILim. Hence, by increasing

the current, saturation happens earlier.

Non-linear circuit behaviour

With increased current ILim the system is strongly non-linear and the tran-
sistors can be considered to operate as switches. The lower differential pair
determines the sign of the differential current ic1 or ic2 depending on the sign
of it’s input voltage. As the capacitors C form the integration constants, the
output frequency f0 can be written as follows.
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IBIAS

VSS

ILim

VSS

vc1

vout1

vc2

vout2

Figure 3.21: Two integrator circuit

f0 = IBIAS
2C (Vout1(0) + Vout2(0))

The output voltage Vout has approximately a triangular waveform with an
amplitude vamp. This amplitude is determined by the current ILim and R.

vamp ≈ ILimR

Linear circuit behaviour

If the upper differential pair operates in it’s linear region and the losses are
not (or only for start-up) overcompensated, sinusoidal output signals can be
obtained.

1
gmL

= R

To ensure a stable oscillation, this equation has to be met. 3.22 shows the
linear model of the circuit. The loop function L (s) can be defined as follows.

L (s) = A (s)F (s) = −g
2
mD

s2C2
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Where gmD is the transconductance of the devicesMD. Applying Barkhausen’s
criterion, A (s)F (s) = 1, with s→ jω0 gives the output frequency f0.

f0 = gmD
2πC

The phase shift of the complete loop is 360◦ as there is one signal inversion
and two 90◦ phase shifts due to the capacitance C. The output frequency
can be either changed by adjusting the transconductance gmD, most likely by
changing IBIAS , or the capacitance C. Hence, an advantage of this kind of
RC oscillator is the wide tuning range.

The output amplitude of the sinusoidal signal is considered to be less than
in relaxation mode, to ensure that the cross coupled differential pair doesn’t
enter the saturated region.

vamp < ILimR

C R −1/gmL

C R −1/gmL

−gmD

gmD

System 1

System 2

Figure 3.22: Linear model two integrator oscillator

3.2.6 Comparator based RC oscillator

This kind of RC oscillators are widely used for low-power, compact-size and
low-frequency applications. They are called RC oscillators as their output
frequency mainly depends on an integration constant formed by reference
currents and capacitances. Usually a current is defined by a resistance and
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therefore the term RC applies. In this section the conventional single- and
double comparator structures are discussed.

Double comparator structure

A double comparator circuit, depicted in figure 3.23, is realized by monitoring
the voltage of the capacitor Vc that is charged or discharged by a constant
current, either IC or ID. The voltages VL and VH are threshold voltages that
cause the two comparators to set or reset the memory element, that is realized
by a RS-flip-flop. The output signal Vout controls if the capacitor is charged
or discharged, by switching between the sourcing and sinking current.

−

+

Cmp2

−

+

Cmp1

S

R

C

ic

VSS

ID

VSS

VDD

IC Q

Vout

FFVc

−1

1

VL

VH

Figure 3.23: Double comparator circuit

Comparing with figure 3.2.1, the Schmitt trigger is realized by the com-
parators in combination with the flip-flop and the integrator by the current
source or sink in combination with the capacitor C. If IC is equal to ID, the
integrator has equal integration constants for rising and falling slopes, seen
in figure 3.24. The oscillation period is therefore:

T0 = C (VH − VL)
IC

+ C (VH − VL)
ID

+ tdH + tdL.

tdH and tdL are the delays of the feedback loop formed by the comparators
and the flip-flop. If the current source and sink are well matched, IC = ID =
Iref , and the delays are equal, tdH = tdL = td, the equation can be simplified
to:

T0 = 2C (VH − VL)
Iref

+ 2td.

If the delay time td is designed to be as short as the hold-time of the flip-flop
it can be neglected. High quality on-chip capacitors, i.e. MIM1 capacitors,

1Metal Insulator Metal
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have low temperature and voltage coefficients. Hence, the overall temperature
coefficient is affected by the temperature behaviour of the reference currents
and voltages leading to a main design challenge. The duty cycle of the output
signal is affected by the current matching ratio IC

ID
.

t

t

Vc

Vout

VH

VL

VDD

VSS

Thigh

Tlow

tdl

tdh

Figure 3.24: Double comparator RO - waveforms

Single comparator structure

The main purpose of this structure, depicted in figure 3.25, is to minimize the
power consumption as less circuitry is needed. Instead of changing the sign
of the integration constant, the integrator is reset within each clock cycle.
There is only one reference current and one reference voltage in use, making
this structure, on the face of it, easier to compensate over temperature.

−

+
Cmp Clk

C

VSS

VDD

Iref
Q

Vout
Q̄

D

FFVctrl
Vc

Vref

Figure 3.25: Single comparator circuit

The waveforms are shown in figure 3.26 and the oscillation period can be
written as follows.

37



3. Fully-Integrated Time References ............................

T0 = 2CVref
Iref

+ 2td

In this equation td is defined as the delay of the comparator summed with
the discharging delay of the reset switch, illustrated in figure 3.26. Vref and
Iref are the corresponding reference voltage and current. A main drawback of
this structure is that it usually creates spikes at the output of the comparator,
Vctrl. The spike’s pulse width and voltage level Vspike is dependent on the
delay td. As Vspike must reach the input referred high-level of the D-flip-flop
as well as the threshold voltage of the switch. This structure is not capable to
be designed for a low delay td. As td is sensitive to temperature and process
variation, temperature compensation is difficult to achieve. Additional, as
Vctrl generally not reaches VDD, this structure is also sensitive to noise and
jitter. The D-flip-flop, that also increases the dynamic power consumption,
is toggled by Vctrl to create a 50% duty cycle at the output of the oscillator
Vout.

t

t

t

Vc

Vctrl

Vout

Vspike

Vref

VSS

VSS

VDD

Tr

td

Figure 3.26: Single comparator RO - waveforms

The equation for the oscillator’s period reveals the design strategy for tem-
perature compensation. It is about matching the temperature characteristics
of Iref , Vref and td while considering a capacitor with a low temperature
coefficient. [Den10] uses the capacitor characteristics of a MOS transistor to
further compensate the overall temperature coefficient and improve the intrin-
sic gain sensitivity. A ultra low power concept for this structure is obtained by
introduction of a current mode comparator. The benefit is that it can share
one current branch with the capacitor charging path, [DR15, Den10, Chi14].
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3.3 Ring oscillators

This type of oscillators are made from gain or delay stages in a feedback
structure. There are many different implementations with very different stage
topologies found in the literature. In this thesis inverter based and differential-
pair based ring oscillators, as they are commonly used, are discussed.

3.3.1 Behavioural Model

Figure 3.27 shows the behavioural model of ring oscillators with n stages
connected to form a ring. Each stage consists of a gain and limiter block. As
long as the stages operate in their linear region the limiters can be described
as soft-limiters and sinusoidal output signals can be considered. On the other
hand, if the stages get pulled out of their linear regions and start to saturate
or the signal swing is to high and clipping occurs, the limiters are modeled as
hard-limiters that give a squarewave output.

G1(s)

Gain

G2(s)

Gain

Gn(s)

Gain

Limiter Limiter

Limiter

Stage 1 Stage 2

Stage n

Vout

Figure 3.27: Behavioral model ring oscillator

Considering that every stage is identical, which implies same behaviour and
therefore the same transfer function G(s), we can analyse the loop function
L(s). The transfer function G(s) of a 1 pole gain or amplifier stage loaded
with CL can be described as seen below.

G(s) = − G0
1 + s

ωG

with

G0 = gmRout

and

ωG = 1
RoutCL

Where, G0 is the low frequency gain, ωG is the −3dB bandwidth, gm is the
transconductance and Rout is the output impedance of the gain stage. Hence,
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the overall loop function L(s) for a n-stage ring oscillator can be described
as:

L(s) = A(s)F (s) = (−G0)n(
1 + s

ωG

)n .
By considering a negative phase shift per amplifier stage and applying

Barkhausen’s phase criterion, the frequency ω0 where the overall loop phase
shift is 0◦ respectively 360◦ is given by:

ω0(n)

ωG · tan
(

180◦
n

)
, odd n

ωG · tan
(

360◦
n

)
, evenn

Barkhausen’s gain criterion with s→ jω0 gives:

G0 =

√
1 +

(
ω0
ωG

)2
.

By fulfil of both criterion, the required ωG and G0 for a specified ω0 can be
calculated. This leads to a fixed Rout and gm of each stage. Please consider
that the input impedance of each stage is in parallel with Rout. This gives a
new impedance R′out = Rout||zin(ω0) for calculation. As the amplifier stage is
a one pole system, they are capable of shifting the phase by −90◦ but only
on a very high frequency where the gain criterion can not be met. Hence,
from the phase criterion it can be clearly seen, that for odd n’s at least 3
and for even n’s at least 6 stages are required. This is true for single ended
structures, but not for differential ones because an ideal −180◦ phase shift can
be implemented by a simple cross-coupled connection. One of this differential
structures is shown in figure 3.32. If the overall system gain is more than
unity there is an steady signal increase leading to a non-linear behaviour.
This had been discussed for a 3 stage oscillator in [Raz01]. The transfer
function T (s) of the closed loop system is given by:

T (s) = Vout
Vin

= (−G0)3

G3
0 +

(
1 + s

ωG

)3 .

Splitting the poles of the system gives:

G3
0 +

(
1 + s

ωG

)3
=
(

1 + s

ωG
+G0

)
·
[(

1 + s

ωG

)2
−
(

1 + s

ωG

)
G0 +G2

0

]
.

Therefor the 3 poles can be written.

s1 = − (1 +G0)ωG
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s2/3 = G0 − 2
2 ωG ± j

G0
√

3
2 ωG

Looking at the pole s1 it can be seen that the imaginary part is zero
and this pole leads to an exponential term, e−t(1+G0)ωG , if inverse Laplace
transferred. As G0 is positive this term is zero for the steady state oscillation
and therefore it gets neglected. The inverse Laplace transformation gives:

Vout(t) = L−1

 (−G0)3(
1 + s

ωG

)2
−
(
1 + s

ωG

)
G0 +G2

0

 = λ1 · eλ2t · sin(λ3t)

with

λ1 = −2G2
0√

3ωG

λ2 = <(s2/3) = G0 − 2
2 ωG

λ3 = =(s2/3) = G0
√

3
2 ωG.

The phase and gain criterion gives for n = 3: ω0
ωG

=
√

3 and G0 = 2. Clearly,
it can be seen that the oscillation frequency λ3 is ω0 and the exponential
term is equal to unity because λ2 = 0. Figure 3.28 shows how the output
signal Vout is affected if the gain factor G0 is not equal to 2. If it is less
than the oscillation stops after a certain time due to the decrease in signal
swing. On the other hand, if it is greater than 2 the oscillation sustains and
the amplitude increases till it is limited by saturation or clipping. Within
this condition the small-signal gain of the closed-loop is greater than unity.
However, if the system is saturated the loop gain decreases and the averaged
loop gain is still equal to unity. For saturated conditions the gain stages are
considered as delay cells and the output frequency is defined as in subsection
3.3.2.

This behaviour can be directly obtained if the equations of the poles are
considered. The real part of the conjugated complex poles s2/3 is correspond-
ing to the systems damping factor and the imaginary part to it’s output
frequency. This means if the G0 doesn’t exactly meet the gain criterion, not
only the amplitude starts to de- or increase, but also the output frequency
starts to deviate. The pole movement can be seen in figure 3.29.

3.3.2 Inverter based ring oscillator

Single ended ring oscillator are commonly implemented by connecting odd
numbers of CMOS inverters in a closed loop, illustrated in figure 3.30. These
inverters are usually used for digital circuitry and are not considered as typical

41



3. Fully-Integrated Time References ............................

t

Vout

t

Vout

t

Vout G0 > 2

G0 < 2

G0 = 2

T0

T0

T0

Figure 3.28: Signals behaviour - 3 stage ring oscillator
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Figure 3.29: Pole movement - 3 stage ring oscillator

one pole gain stages. They are not biased within there linear region, consist
out of a nMOS and pMOS device and are capable of rail-to-rail outputs.
Typically inverters are described as delay cells in the large-signal regime.
After a signal change on an inverter’s input the corresponding output state
appears one propagation delay tp delayed. Hence, the output frequency f0
for n stages in the large-signal regime can be defined as seen below.

f0 = 1
2ntp

It has to be said that the inverse Laplace transformation can’t be applied
to calculate the steady state output frequency, as this system is non-linear

42



....................................3.3. Ring oscillators
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Figure 3.30: Inverter based ring oscillator

and the inverter’s gain is a function of the input voltage. They only provide
gain during state transition. The gain G0 and Vout vs the input voltage Vin
can be seen in figure 3.31. For low input voltages the nMOS device is in the
cutoff region and the pMOS in triode region. As the input voltage increases
the nMOS gets into the saturation region if the threshold voltage VTn is
reached. Further increase leads to a steep slope and the inverter is forced into
it’s linear region as both MOS devices are saturated. The gain increases with
a peak at mid voltage VM , with Vout = Vin. Near to the voltage VDD + VTp
the nMOS is forced to the triode region and beyond the pMOS cuts off.

Vin

Vout , G0

VSS

VDD

VM

VMVTn VDD + VTpVDD

G0(VM )

Figure 3.31: Inverter characteristics

The gain peak at VM can be calculated within the small-signal regime as
both devices are saturated.
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G0(VM ) = − (gmn + gmp) (rdsn||rdsp)

with

VM =
VTn +

√
Kn
Kp

(VDD + VTp)

1 +
√

Kn
Kp

As the threshold voltages, VTn and VTp, are fixed within the process it
can be seen that the mid voltage VM can be laid down through the ratio of
the process transconductances Kn

Kp
. V DD refers to the supply voltage, while

gm and rds are the transconductance and the drain-to-source resistance of
the MOS devices. By applying the gain and phase criterion the start-up
frequency of the oscillator can be indicated. After the signal amplitude raises
and one of the transistors gets out of saturation, this frequency shifts to the
value of the delay based equation.

3.3.3 Differential pair based ring oscillator

Differential ring oscillators are widely used and are based on differential gain
or delay stages. As they are biased with a tail current IBIAS , they don’t
provide rail-to-rail output swing. The signal swing as well as the propagation
delay td are determined by this current. The load of the differential pairs
can either be active or passive and a replica bias block (CMFB) is used to
maintain a constant DC level. Their strength is that they have a proper
power supply rejection, as noise on the supply appears as common-mode and
is rejected by the next stage in the chain, and the propagation delay is only
dependent on the differential resistance. A very basic differential delay cell,
without a replica circuit is shown in figure 3.32. The propagation delay tp,
defined as delay between an input step and the zero crossing of the differential
outputs, can be calculated as follows, [Abi06].

tp = CLVsw ln(2)
IBIAS

= RCL ln(2)

With the differential output swing Vsw:

Vsw = IBIASR

Gives for a n-stage ring oscillator, biased with a current IBIAS , the load
capacitance CL and loaded with the resistance R:

f0 = 1
2nRCL ln(2) .

A very popular differential delay cell, often used in phase locked loops, is
the Maneatis cell [MH93]. It replaces the passive by an active symmetric load
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Figure 3.32: Basic differential delay cell
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0.5 · IL(VBn1)

(b) Load characteristics

Figure 3.33: Maneatis delay cell

which is formed by a current source and a diode connected MOS device. The
main idea is to form linear I-V characteristics for the symmetric loads. That
approach is leading to a superior power supply rejection and wide tuning
ranges if they are used within a VCO design.

The circuitry and the corresponding load characteristics of the Maneatis
cell are shown in figure 3.33. The load can be seen as a circuit that averages
or adds a pMOS source current ILsrc and a diode connected pMOS current
ILdio. As they are equal sized the overall current IL with respect to the load
voltage VL has a linear characteristics over a certain output swing range,
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depicted in figure 3.33b. The impedances of the loads might vary over swing
but they are equal to each other. To limit the output swing to the symmetric
range of the load, a dynamic bias scheme has to be added, [CVPHM07]. The
corresponding dynamic bias and the basic ring oscillator circuitry can be
seen in figure 3.34. The differential resistance and the output frequency is
controlled via VBIAS . Additionally an amplifier stage can be included to
the biasing circuit to reduce the supply voltage sensitivity, shown in figure
3.35. The feedback loop detects changes due to supply variation and adjusts
the gate source voltage of the nMOS current sources. Therefore, the output
impedance of the delay cells are increased.

M0

M1 M2

M11

M12 M13

M7

M8

M3 M4M5 M6 M14 M15M16 M17M9 M10

VSS VSS

VDD VDDVDD VDD

stage 1 stage 2dynamic bias stage n

VDD

VSS

VDD

VBIAS

Vout− Vout+ Vout− Vout+

Figure 3.34: Differential ring oscillator based on Maneatis delay cells
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M11

M12

− +

M9 M10M13 M14
Vctrl

improved bias to delay cells

VDDVDD

VSSVSS

VDDVDD

Figure 3.35: Improved bias circuit
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3.3.4 Pseudo differential ring oscillator

Many of the recently published delay cells are pseudo differential structures
without a tail-current bias and are capable of providing rail-to-rail outputs,
[PK99] [CL11]. A widely spread pseudo differential delay cell is the Kim Lee
cell [LK00], shown in figure 3.36. The delay element that consists out of
six MOS devices uses two cross-coupled pMOS transistors, M3 and M4, to
generate pseudo differential output signals with low rise- and fall times as
they form a positive feedback latch. The output frequency is controlled by
M5 and M6 via Vctrl. This structure gives rail-to-rail outputs and therefore,
in contrast to the biased differential structure, no additional level shifters are
required to get digital CMOS levels.

M1 M2

M3 M4M5 M6

VDD VDD

CL

VSS

CL

VSS

VSS VSS

Vctrl

Vin+ Vin−

Vout− Vout+

Figure 3.36: Kim Lee delay cell

Recent ring oscillator designs

As ring oscillators in CMOS technology have been used for a long time
there have been many different pseudo and fully-differential ring oscillators
published. Table 3.4 gives a comparison of recent designs in respective to
power consumption, output frequency and their FoM, [JJA13].
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Archit.* Topol. FOM[dBcHz ] Power[mW ] Freq.[GHz] Ref.
3-stage, sl Pseudo -157.6 2 2.4 [DT11]
2-stage, sl Pseudo -194.3 9.5 9 [SL11]
4-stage, dl Pseudo -161.35 100 5.22 [YST10]
4-stage, ml Pseudo -163.3 60 7.64 [HL09]
3-stage, dl Pseudo -172.3 9 5 [MP08]
4-stage, sl Fully -149.1 12.6 3.13 [CSA11]
3-stage, ml Fully -145.1 72 7 [HL08]
2-stage, sl Fully -165.96 11.38 0.85 [LdP07]
2-stage, sl Fully -148.92 17 3.6 [WHT04]

* sl: single delay loop, dl: dual delay loop, ml: multiloop
Table 3.4: Comparison of ring oscillator designs

3.4 Digital oscillators

Realizing circuits that have been mainly implemented as analog designs in the
past becomes more and more popular recently. Many digital PLLs and DLLs
have been published as well as approaches for digital oscillators, [Yan12].
The idea is to get sinusoidal, harmonic outputs out of digital, harmonic
distorted signals. By applying digital harmonic cancellation techniques and
filtering this can be achieved. The harmonic cancellation block sums up
phase-shifted squarewave inputs with respect to digital algorithms to cancel
certain harmonics. The rest of the harmonic content is suppressed by a filter
module.

3.4.1 Principle

A simple example of harmonic cancellation is the suppression of even harmon-
ics through differential signal paths, seen in figure 3.37. m is the fundamental
amplitude and mdc the dc level of the single-ended signals. It can be seen that
the even harmonics including the dc voltage are cancelled, the amplitudes of
the odd’s double and as a result the THD decreases. By applying a low pass
filter the THD would further decrease and the signal shape would more and
more transform into a sinusoidal one.

An already mentioned digital harmonic cancellation, short DHC, is a
technique that sums phase shifted signals of same frequency, depicted in
figure 3.38a. As a result the 3rd and 5th harmonic can be cancelled and by
applying different summing coefficients via a mathematical algorithm it is
possible to remove more harmonic content at the output. The Fourier series
expansion of a squarewave is:

x(t) = 4
π

∞∑
k=1,3,5...

1
k

cos(kω0t).
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Figure 3.37: Differential harmonic cancellation

Where ω0 is the fundamental frequency and the harmonic index k is
restricted to odd values. If a time-shift δt is applied the Fourier series can be
written as:

x(t+ δt) = 4
π

∞∑
k=1

[1
k

cos(kω0t) cos(kω0δt)
]
−
[1
k

sin(kω0t) sin(kω0δt)
]
.

If the former signal would be added with the shifted version, the summed
signal would get unsymmetrical around the origin. Therefore, a signal with
negative time-shift −δt is introduced. The sum of signals with opposite
time-shift gives:

x(t+ δt) + x(t− δt) = 4
π

∞∑
k=1

[1
k

cos(kω0t)2 cos(kω0δt)
]
.

From this series it can be seen that each harmonic is multiplied by a factor
of 2 cos(kω0δt). If n time-shifted signal pairs with δt1...δtn and summing co-
efficients are added, the harmonic multiplication factor Mk for each harmonic
is given by:

Mk = 4
πk

2
n∑
i=1

cos(kω0δti).

Introducing summing coefficients Cs with s = 0 for the initial unshifted
signal and s = 1 to n for the time-shifted pairs gives the Fourier series of the
overall sum s(t):

s(t) = 4
π

∞∑
k=1

1
k

cos(kω0t)
[
C0 + 2

n∑
i=1

Ci cos(kω0δti)
]
.
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Applying this to signals with one time-shifted pair n = 1 with summing

coefficients, C0 = 1 and C1 =
√

2
2 , and time shifts of δt1 = (±)T0

8 gives the
signals shown in figure 3.38b, [Yan12]. It can be seen that at the output the
3rd and 5th harmonic as well as higher harmonics are fully cancelled. The
multiplication factors of the harmonics can therefore be written as:

Mk = 4
πk

[
1 +
√

2 cos
(
k
π

4

)]
.

From this equation it is seen that harmonics with indexes k = 3 + 8i and
k = 5 + 8i for i = 1 to ∞ are cancelled. Please note that at the beginning of
this section it was defined that only odd k’s are included.

t f

Vin Amp

t f

Vout Amp

C1Vin1 + C2Vin2 + C3Vin3

Vin2

Vin3
Vin1

f0

m

2f0

m/8

3f0

m/4

4f0

m/12

f0

(1 +
√

2)m

2f0

(1 +
√

2)m8

3f0 4f0

(1 +
√

2)m12

f0 = 1
T0

THD = 8.5%

THD = 2.25%

f0 = 1
T0

T0

T0

(a) Summing waveforms with phase-shift

t f

Vin Amp

t f

Vout Amp

T0
8

T0
4

3T0
8

T0
2

5T0
8

3T0
4

7T0
8 T0 2T0

0.5

−0.5

√
2

4

−
√

2
4

0.5

0.5 +
√

2
4

−0.5

−0.5−
√

2
4

......

......

Vin1

Vin2

Vin3

Vin1 + Vin2 + Vin3

f0

m

3f0

m/3

5f0

m/5

7f0

m/7

9f0

m/9

f0

n = 2m

3f0 5f0 7f0

n/7

9f0

n/9

f0 = 1
T0

f0 = 1
T0

(b) Summing shifted squarewave signals

Figure 3.38: Harmonic cancellation by summing

Hence, by choosing proper summing coefficients and phase shifts of digital
signals followed by a passive linear filter the harmonic content of the cor-
responding output signal can be shaped. The two main approaches in the
digital oscillator design are open-loop and feedback systems.
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3.4.2 Digital open-loop oscillator

By using this structures it is possible to design low power, small area and large
output swing oscillators with THD<−70dB, hardly achieved with standard
structures in modern technologies, [ESS10]. Rather than acting in voltage or
current-mode in this oscillators, the information is represented by the time
difference between two digital state transitions. For advanced technologies
this gives main advantages as the supply voltage is decreasing, giving less
dynamic voltage range, and on the other hand the speed of digital circuitry
is increased. This leads to very precise timings and therefore a very good
dynamic time range. To obtain sinusoidal output signals Vout, this oscillators
are fed by a square-wave input signal Vin provided by a frequency synthesizer.
This signal is processed by a digital harmonic cancellation module, followed
by a passive low-pass filter, depicted in figure 3.39. Compared to digital
feedback oscillators the requirements for the DHC block as well as for the
filter are relaxed. The input of this oscillator is a high frequency Nf0 signal
that is converted to the desired output frequency f0 via the DHC block. This
block suppresses low harmonic content making a simple passive LPF capable
of removing the high harmonic content. This leads to a low THD at the
output and gives another advantage as the frequency and amplitude of the
input only affects the noise floor but not the harmonic cancellation. Instead
of introducing summing coefficients it is preferable to add more phase-shifted
pairs for digital circuitry. This gives easy DHC block designs as well as the
possibility to extend to pseudo differential topologies. This designs are called
time-mode oscillators, [ESS10]. If digital oscillator designs include summing
coefficients and time-shift pairs, they are called time-voltage-mode oscillator
and are capable of suppressing even more harmonic content within their DHC
block. Another approach is high-order-harmonic-boosting where also the
fundamental frequency is suppressed to use one of the harmonic tones as
main frequency for the output signal.

3.4.3 Digital feedback oscillator

A basic digital feedback oscillator is shown in figure 3.40a. It consists out
of a two-level voltage comparator and a BPF. In this approach no harmonic
content is cancelled, it is just suppressed by the BPF and implies the need
of a high quality factor. The sinusoidal signal is provided by filtering the
squarewave output signal of the comparator. After the oscillation build up,
the averaged loop gain is equal to unity and Barkhausen’s criterion is fulfilled.
As it is difficult to design high Q integrated BPF’s the linearity is a major
design challenge. The distortion HDk caused by the kth harmonic at the
output of a BPF can be approximately expressed as follows, [Yan12].

HDk ≈
1
k2Q

Hence, the total harmonic distortion THD can be expressed as:
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Figure 3.39: Digital open loop oscillator

THD ≈ 1
Q

∞∑
k=3,5,7..

1
k2 .

Taking into account harmonics from k = 1, 3, 5 to 11 and targeting a THD
of −50dB the quality factor of the filter Q must be greater than 60. This
is not practicable within integrated circuits where the Q factor of BPF’s
hardly exceeds 15. Hence, this structure suffers from linearity limitations. To
overcome this limitation the lower harmonic content, that is main contributer
of distortion, can be cancelled by a DHC module and therefore relaxes the
filter requirements. In figure 3.40b this block is realized by a multilevel
comparator, [SPSS07]. This mulitlevel comparator modifies the squarewave
in the same way as shown in figure 3.38b and gives a 20dB THD improvement.

Further decrease of harmonic content can be achieved by adding more
clamping levels to the comparator. On the other hand, this also increases the
complexity and power consumption of the oscillator and designing high Q
BPF’s, mainly done by using the switch capacitor approach, leads to even
more design challenges. Thus, in recent very low distortion oscillators the
open loop structure is dominant.

3.5 Characterization

According to the need of an application different oscillator structures are
preferable. From an economical perspective the area, power consumption
or the need of special components might be a reason to rule out certain
structures for a given application. For low-power applications it is important
that the oscillator keeps it’s oscillation frequency over temperature and supply
voltage as usually no continuous regulation loop is implemented. Most likely
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Figure 3.40: Digital feedback oscillators

they operate at much lower frequencies than RF oscillators. On the other
hand high-performance oscillators are most likely part of a regulation loop
(PLL) and the main challenge is to minimize phase noise. Hence, different
figures of merit have been defined.

3.5.1 Phase noise requirement

As already discussed, the amplitude of an oscillator is well defined and in
most cases limited by circuit non-linearity. If the signal amplitude raises and
the system gets non-linear the loop gain decreases and is dampened. As the
amplitude drops, the oscillator gets in it’s linear operating region, the loop
gain increases and the amplitude raises again. The averaged loop gain of
this self regulation mechanism is unity and fulfils Barkhausen’s criterion at
it’s operating frequency. The phase of the oscillator on the other hand has
no regulation mechanism and therefore phase errors persist. Noise due to
amplitude modulation is rejected and oscillators mainly generate phase noise.
Therefore, the output spectrum of an oscillator flattens around ±f0 rather
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than having a single peak. As in any non-ideal system the energy can’t be
concentrated in a single point. It’s spread but focused around this desired
point of interest, seen in figure 3.41.

f0−f0−f0 f0
ff

real

P

ideal

P

Figure 3.41: Ideal vs. real spectrum

Taking a basic RLC tank model, illustrated in figure 3.3, the losses are
compensated by the transconductance gm and it is acting as a ideal LC
parallel circuit. It is assumed that the only noise source is the tank circuit.
During the voltage peak vpk the complete energy Etank is stored within the
electrical field of the capacitance. This peak voltage can be expressed as
corresponding mean-square voltage v̄2

s .

Etank = 1
2Cv

2
pk = Cv̄2

s

To get the total mean-square noise voltage, the thermal noise density of the
resistance has to be integrated over the bandwidth of the RLC resonator in
reference to [Ody02]. The impedance of the tank ZRLC circuit is well known,
[VW48].

ZRLC(f) = R
d

d+ j
(
f
f0
− f0

f

)
With the resonance frequency f0:

f0 = 1
2π
√
LC

and the damping factor d:

d = 1
Q

= 1
R

√
L

C
= 2πf0L

R
= 1

2πf0RC

By definition the quality factor Q of the tank is fixed as:

Q = ω0Etank
Pdiss

Where Pdiss is the power dissipation and ω0 = 2πf0. The total mean-square
noise v̄2

n can be found below.
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v̄2
n = 4kBTR

∫ ∞
0

∣∣∣∣ZRLC(f)
R

∣∣∣∣2 df = 4kBTR
1

4RC = kBT

C

The signal to noise ratio SNR can be determined from the initial equation
in combination with this relation. kB is Bolzmann’s constant and T the
absolute temperature. The expression kBT

C , well known for RC circuits, is
also found in RLC circuits.

SNR = v̄2
s

v̄2
n

= Etank
kBT

= QPdiss
ω0kBT

From the equation above it can be seen that increasing the Q factor of an
ideal oscillator model, where losses are compensated and the resistance in
the tank is the only noise source, directly benefits the SNR. Therefore to
minimize noise within a LC oscillator, maximizing Q is essential. To invest
on the noise distribution around the resonance frequency ω0 the impedance
of LC tank at a small offset frequency ∆ω is approximately to be:

ZLC(ω0 + ∆ω) ≈ j ω0L

2∆ω
ω0

.

By incorporating the unloaded tank quality factor Q, solving for L, and
substitution of the absolute value of the impedance, the impedance ZLC can
be rewritten as follows.

|ZLC(ω0 + ∆ω)| ≈ R ω0
2Q|∆ω|

To obtain the spectral density of the mean-square noise voltage v̄2
n, the

spectral density of the noise current ī2n has to be multiplied by the squared
magnitude of the impedance.

v̄2
n

∆f = ī2n
∆f |ZLC |

2 = 4kBTR
(

f0
2Q∆f

)2

It can be seen that the spectral density of the mean-square voltage has a
1
f2 behaviour. As the voltage frequency response of a LC circuit rolls of with
1
f at each side of the center and the power is proportional to the squared
voltage, this relationship is not surprising. The noise density again benefits
from large quality factors Q. Please note that this equation represents the
total noise that impacts both amplitude and phase of the oscillators output.
The equipartition theorem states that noise impact splits evenly between
amplitude and phase for sinusoidal signals, [Lee98]. Hence, only half of the
spectral noise density is considered, as amplitude noise is rejected. To get the
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well known term for the power noise spectral density L{∆f} a normalization
to carrier signal power is done:

L{∆f} = 10 log
[

kBT

2PsigQ2

(
f0
∆f

)2]
Therefore, it can be seen that phase noise at given offset ∆f improves either

by increasing the signal power Psig of the carrier, or quadratically by having
a higher quality factor Q. This equation only includes the tank resistance as
noise source. If also the negative resistance of the active circuitry is taken
into account, the spectral noise density is given as follows. This can be seen
in figure 3.42.

v̄2
n

∆f =
( ¯i2nR

∆f +
¯i2ngm

∆f

)
|ZLC |2 =

¯i2nR
∆f

F (∆f)︷ ︸︸ ︷1 +

¯i2nR
∆f
¯i2ngm

∆f

 |ZLC |2

L{∆f} = 10 log
[
F (∆f) kBT

2PsigQ2

(
f0
∆f

)2]

The factor F (∆f) gives the ratio of total noise in the tank to noise caused
by the tank resistance at a frequency offset ∆f . However, in real circuits the
actual situation is much more complicated because noise is not only caused by
resistors. MOS devices have 1

f flicker noise and can degrade the quality factor
of the tank as well as their noise might be modulated by other transistors.
Anyway, in practical oscillators the overall spectral noise density follows the
1
f2 rule over a wide frequency range, but there is also a 1

f3 region for low
offset frequencies illustrated in figure 3.43.

LC ¯inR ¯ingm

Vout

ZLC

Figure 3.42: More noise sources

Leeson did a modification of the phase noise expression with a consideration
of F (∆f) = const = F to capture the noise profile of figure 3.43, [Lee96].

L{∆f} = 10 log

2FkBT
Psig

(
1 +

(
f0

2Q∆f

)2)1 +
∆f 1

f3

|∆f |
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Figure 3.43: Equation vs. practical power noise density

3.5.2 Additional performance parameters

Phase noise is the main requirement for RF oscillators, but on the other hand
low-power time-references focus on a different set of performance parameters.
Not being re-adjusted by continuous regulation loops, a robust design that is
as insensitive to process, supply voltage and temperature is essential...1. Temperature coefficient, TC in ppm

C◦..2. Voltage coefficient, V C in %
V..3. Process sensitivity, statistical 3σ-value..4. Power consumption and area

Beside the main requirement to consume low power, this designs are chal-
lenging because temperature compensation within this low power operation
is not easy to achieve. To get low cost implementations the area should be
minimized.

3.5.3 Figure of merit

For designs where the focus lies on low power consumption, e.g. energy
harvesting or wake-up circuits, FoM1 and FoM2 are preferred. High perfor-
mance oscillators focusing on low phase noise and low conversion losses from
DC to AC energy are mainly benchmarked by FoM3 for a single frequency
and by FoM3T if tunable, [CRA+07].

FoM = 10 log
[(

f0
∆f

)2 1
Pdiss · L{∆f}

]

FoMT = 10 log
[(

frange
∆f

)2 kB · T
Pdiss · L{∆f}

]
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FoM1 = Pdiss
f0

FoM2 = 10 log
(

f0 · Lmin
Pdiss · TC ·A

)
Where Pdiss is the power dissipation, f0 the operation frequency, Lmin the

process length, TC the temperature coefficient, A the area of the circuit,
L{∆f} the phase noise at the offset frequency ∆f , frange the tuning range
(fmax − fmin), kB is Bolzmann’s constant and T the absolute temperature.
Please note that within FoM3T the temperature dependency of the phase
noise is cancelled by kBT and could also be applied to FoM3. The phase
noise dependency on the offset frequency is cancelled in FoM . This figure of
merits are used to compare and benchmark fully-integrated oscillators.
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Design and Simulation
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Chapter 4
System Overview

4.1 Specifications

As the desired oscillator is the digital heart of a SoC’s standby mode, it’s power
consumption is essential to meet the overall system specification. All wake-up
functions are dependent on this oscillator. Hence, a robust PVT-insensitive
design is required. The oscillator’s output waveforms must be squarewave
rail-to-rail signals with a 50% duty-cycle. The rise- and falltimes should be
minimized while keeping the power consumption low. Main requirements of
the low power oscillator are:

Specification Value
Operation frequency 100 - 200kHz
Accuracy over PVT ±5%

Supply voltage 1.8V ± 10%
Current consumption 1 - 2µA

Trimming Yes
Temperature range -50 to 120◦C
CMOS-Process TSMC 180nm

Area less than 0.1mm2

Table 4.1: Design specification

During the standby mode the oscillator is supplied by a low power LDO
regulator and it’s clock feeds the wake-up timer, the power on reset circuit as
well as the control logic and other digital circuitry that is active during low
power operation. This is illustrated in figure 4.1. The low power oscillator
should provide a dedicated reference generator if there are reference voltages
or currents needed. No bandgap voltage is provided by the system during
standby. The oscillator’s process sensitivity should be low and trimming
capabilities have to be included to calibrate the absolute output frequency.
Once the oscillator is trimmed, it should stay within ±5% of the operation
frequency over temperature and supply voltage. No monolithic inductors or
special MOS devices should be used.
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Figure 4.1: LPO within standby mode

Selection of oscillator topology

The given specification rules out some of the oscillator topologies discussed
in chapter 3. An LC oscillator design is out of question because of several
factors. First of all, there are no monolithic inductors available. If they would
be available the operation frequency is far too low to reach the desired area
in reference to the frequency equation in subsection 3.1.1. These structures
don’t provide squarewave rail-to-rail outputs and would have a high current
consumption to get high signal swing. A ring oscillator design would be
an option but not with differential or pseudo-differential delay cells. Even
if they have improved performance they don’t provide rail-to-rail outputs.
Inverter-based ring oscillators are able to provide rail-to-rail outputs but are
very process dependent and the current consumption is not well defined. If
current-starved inverters are used the current consumption is defined but
again no rail-to-rail outputs are provided. Anyway, a combination of different
delay cells would be possible but ring oscillators are most likely designed
for high operating frequencies. To get output frequencies in the range of
200kHz a lot of delay cells would be needed and this implies that the current
consumption requirement can’t be met, in reference to table 3.4. Digital
oscillators can be ruled out simple by the fact that no digital circuitry is
running without the low power oscillator. Last but not least RC oscillators
are a good option for a low power design. A differential to single-ended
transformation is necessary to use differential RC oscillators in relaxation
mode as clock source for this application. This increases the complexity and
current consumption. Looking at table 3.2 shows that the requirements can’t
be met with this structures. The best choice for very low power operation is
a comparator based relaxation oscillator design as it’s possible to get very
low reference currents while a comparator provides rail-to-rail output signals.
As stated several times, temperature compensation is a major challenge for
this oscillator structures.
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4.2 Dual-phase system

This section explains the main idea of the oscillator structure used throughout
this thesis. It is a dual-phase system with two adaptive biased comparators
and a shared latch. The proposed reference generator is able to provide
a temperature compensated reference current and voltage to the oscillator
core. This oscillator structure gives two pseudo-differential squarewave output
signals, each with rail-to-rail signal swing. Figure 4.2 shows the concept of
the dual-phase oscillator. The nominal operation frequency has been chosen
to be 100kHz and is not influenced by the capacitor discharge time as seen
in figure 4.2b.

The oscillator period T0 can be defined as:

T0 = (C1 + C2)Vref
Iref

+ td1 + td2.

If the delays and the capacitors are well matched, C = C1 = C2 and td =
td1 = td2, the term can be simplified to:

T0 = 2CVref
Iref

+ 2td.

Where td is the delay of one of the comparators in combination with the
latch. The capacitors C1 and C2 get alternately charged by the reference
current Iref . The transistor M1 or M2 discharges one of the capacitors, while
M3 and M4 determine in which branch Iref flows. As the charging current is
constant, the capacitor acts as an integrator and the voltage VC1 or VC2 ramps
up with a slope of Iref

C1,2
. A certain time delayed the capacitor voltage exceeds

Vref and the trigger point Tr1 or Tr2 is reached. The system changes it’s
state, the corresponding capacitor gets discharged and the reference current
is redirected to charge the other capacitor. The discharging time is not of
interest as long as the capacitor voltage reaches zero in less than T0

2 . This
structure gives some advantages compared to those in section 3.2.6. For the
double comparator RC oscillator a well matched current source and sink is
important and two different reference voltages are needed. Therefore, low
power consumption and temperature compensation is very difficult to achieve.
The single comparator circuit’s discharge delay influences the oscillator period
and is process and temperature dependent. The main task within this design is
to keep the overall temperature coefficient as low as possible while minimizing
the current consumption. The proposed design also eliminates the need
of a resistance to define the reference current, by introducing a MOS-only
self-biased structure that is able to generate a compensated reference current
and voltage. The temperature dependency of the Vref

Iref
-ratio is minimized and

the delay of the comparator is kept low by using a low static bias current and
adding a dynamic bias current only during state transition. The temperature
coefficient of the delay is matched with the capacitor one’s. Rather than
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Figure 4.2: Dual-phase relaxation oscillator

narrow pulses with not well defined voltage levels it’s output is a 50% duty-
cycle rail-to-rail squarewave signal, that eliminates the need of additional
digital circuitry to shape the signal. To tune the absolute output frequency,
a trim scheme is proposed that benefits the overall temperature coefficient of
the oscillator. This scheme was extended by a current trimming approach
that gives a linear monotonic frequency variation over trim-word.
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Chapter 5
Literature review

The dual-phase oscillator’s main building blocks are the reference generator
and the comparator. This chapter reveals basic principles and circuits,
frequently used and found in literature and other articles.

5.1 Reference generator

As a circuit that generates a compensated reference voltage is an essential
building block within a modern IC, many different design approaches have
been made. In combination with an accurate resistor (-ratio) also a stable
DC current could be provided.

5.1.1 Bandgap reference

A widely used approach to provide temperature compensated references is to
combine a CTAT1 and a PTAT2 circuit. As the name implies, the outputs,
voltage or current, of these circuits vary linearly with temperature but in
opposite directions. By adding them with proper weighting, a temperature
compensated output can be achieved. There have been many variations of
this concept but the main idea, shown in figure 5.1, stays the same.

CTAT

voltage/current

PTAT

voltage/current

α1

α2

∑ α1CTAT + α2PTAT

T

V/I

T

V/I

T

Vref/Iref

Figure 5.1: Combination of PTAT and CTAT

1CTAT: complementary to absolute temperature
2PTAT: proportional to absolute temperature
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A well-known circuit that combines the CTAT behaviour of the forward-bias-

voltage of a PN junction3 with the PTAT behaviour of the extracted difference
voltage ∆VBE of two bipolar transistors on different current densities, is called
band-gab reference, [Bro74]. The principle is shown in figure 5.2.

T1

T2 T3

VSS

IB

VDD 1 : n

∑
VREF

VBE α ·∆VBE

PTATCTAT

Figure 5.2: Principle of a bandgap reference

The base-emitter voltage VBE of a bipolar transistor as a function of
temperature can be expressed as follows.

VBE(T ) = VG0

(
1− T

T0

)
+ VBE0

T

T0
+mVt ln

(
T0
T

)
+ Vt ln

(
JC
JC0

)
with the thermal voltage Vt:

Vt = kBT

q

Where VG0 is the bandgap voltage of silicon4, T0 is the reference tempera-
ture, VBE0 is the junction voltage at reference temperature and JC , JC0 are
the collector current densities for the actual and the reference temperature.
kB is Boltzmann’s constant, q is the charge of an electron and m5 is a tem-
perature constant. Under the assumption that current densities stay constant
and T = T0 = 300◦K (room temperature), the calculation of the temperature
coefficient for VBE is shown:

δVBE
δT

∣∣∣∣
T=T0=300◦K

= kB
q

[
−m+

(
VBE0 − VG0

Vt

)]
≈ −2mV◦K

Thus, the difference voltage ∆VBE and it’s temperature coefficient can be
easily expressed as:

3or the base-emitter voltage VBE of a bipolar transistor
4VG0 ≈ 1.206V
5m ≈ 2.3
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∆VBE(T ) = VBE1 − VBE2 = kBT

q
ln
(
JC1
JC2

)
.

And the temperature coefficient is given by:

δ∆VBE
δT

∣∣∣∣
JC1
JC2

=10
= kB

q
ln
(
JC1
JC2

)
= 0.198mV◦K .

This means that for a current density ratio n = JC1
JC2

= 10 the corresponding
difference voltage ∆VBE should be amplified by a factor of α ≈ 10 to com-
pensate over temperature. To get the optimal amplification factor α and to
achieve zero first-order temperature dependency of the output voltage VREF ,
the following expression in reference to figure 5.2 is fundamental. Please
note that the current junction density is usually proportional to absolute
temperature and therefore, JCi

JCi0
= T

T0 can be concluded.

VREF (T ) = VBE(T )1 + α∆VBE(T )2/3

= VG0 + T

T0
(VBE01 − VG0) + Vt ln

(
T

T0

)
(1−m) + αVt ln

(
JC2
JC3

)
By differentiating this equation with respect to temperature, the tempera-

ture coefficient of the output voltage VREF can be written as:

δVREF
δT

= 1
T0

(VBE01 − VG0) + kB
q

[
ln
(
T

T0

)
+ 1

]
(1−m) + α

kB
q

ln
(
JC2
JC3

)
.

To obtain a zero temperature coefficient at reference temperature, T =
T0 = 300◦K, this equation is set equal to zero and terms are rearranged to
find the optimal amplification factor α as well as the reference voltage VREF .

VBE01 + α
kBT0
q

ln
(
JC2
JC3

)
= VG0 + (m− 1) kBT0

q

α

∣∣∣∣
T=T0=300◦K

=
VG0−VBE01

Vt
+m− 1

ln
(
JC2
JC3

)

VREF

∣∣∣∣
T=T0=300◦K

= VG0 + (m− 1) kBT0
q

Thus, the output voltage VREF for zero TC is equal to 1.24V and for
JC2
JC3

= n = 10 this would lead to an amplification factor of α = 9.92. A
bandgap reference that only uses two bipolar devices to generate both the
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Figure 5.3: Bandgap reference design approaches

CTAT and PTAT behaviour has been the basis for many voltage reference
designs, [Bro74]. Till this design came up a three devices design was the
common way to go. Figure 5.3 shows both design approaches.

The emitter area and therefore current density ratio JC1
JC2

= 1
n , in reference

to figure 5.3b. The current and voltage expressions are given by:

VREF = VBE2 + VR1.

As the amplifier forces the collector voltages of T1 and T2 to be equal, also
equal collector currents flow through each branch. The current is fixed by R2.

IR2 = ∆VBE12
R2

VR1 = 2IR2R1

VREF = VBE2 + 2R1
R2︸ ︷︷ ︸
α

∆VBE12

Therefore, assuming a current density ratio of n = 10 the resistor ratio R1
R2

= α
2

should be equal to 4.96. Anyway, it has to be said that the base currents
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of the bipolar devices differ due to different collector current densities and
therefore introduce an offset into the loop that decreases ∆VBE . This offset
can be compensated by adding a resistance between the bases of transistor
T1 and T2, but in return leads to decreased noise performance. Generally
spoken, bandgap circuits achieve a first order temperature compensation of
their outputs, either current or voltage. The typical curvature of the output is
caused by the third term seen in the VBE equation, mVt ln

(
T0
T

)
. Hence, δVBEδT

is still a function of temperature and therefore VBE has not perfect CTAT
characteristics. The logarithmic term has a strong quadratic component6, that
gives a temperature dependency similar to figure 5.4. Further compensation
can be achieved by combining this curvature with one that has the same form
but different sign. Figure 5.5 shows a waveform of VREF , resulting from the
combination of a curvature voltage Vcurv and a opposite signed curvature
Vcurv−.
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Figure 5.4: Curvature of reference voltage
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Figure 5.5: Compensation of bandgap curvature

Nowadays, the majority of integrated circuits are fabricated within CMOS
processes that lack dedicated vertical bipolar devices. Therefore, a bandgap
reference that uses junctions, which can be easily fabricated by any CMOS

6when doing a series expansion
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5. Literature review ...................................
process, was developed, [BSU+99]. Within this circuit the reference voltage
is not fixed and can be used for low voltage operation as this is a requirement
in modern technology nodes. This design uses parasitic PNP transistors7 and
is based on current summing to obtain a temperature compensated reference,
depicted in figure 5.6.

−

+ Amp1 M1 M2 M3

T1

1 :

T2

n

VDD VDD VDD

VSSVSS VSS VSS

IREF

R1

IPTAT

IREF
X

R2

ICTAT

VSS

Y

R2

ICTAT

VSS

Y

X

R

IREF

VSS

VREF

Figure 5.6: Principle of a sub-bandgap circuit

The amplifier forces nodes X and Y to the same potential as it’s output
controls the equal sized devices M1 and M2. Hence, Y = X = VBE1 and R1
defines a PTAT current as VR1 = VBE1 − VBE2 = ∆VBE12 applies.

IPTAT = ∆VBE12
R1

= Vt
R1

ln (n)

The CTAT current ICTAT is defined via the equal sized resistors R2. As
already mentioned Y = X = VBE1.

ICTAT = VBE1
R2

Hence, IREF , delivered by M1 and M2, is the sum of IPTAT and ICTAT .

IREF = IPTAT + ICTAT = 1
R1
Vt ln (n) + 1

R2
VBE1

VREF = R

R1
Vt ln (n) + R

R2
VBE1

7even in a simple n-well process available
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Different to the previous discussed bandgap reference circuits, the CTAT
is also scalable. Introducing α1 and α2 in reference to figure 5.1 gives:

VREF (T ) = α1VBE(T )1 + α2∆VBE(T )1/2 =

= α1

[
VG0 + T

T0
(VBE01 − VG0) + Vt ln

(
T

T0

)
(1−m)

]
+ α2Vt ln

(
JC1
JC2

)
.

Thus, the deviation over temperature can be written as:

δVREF
δT

= α1

[ 1
T0

(VBE01 − VG0) + kB
q

[
ln
(
T

T0

)
+ 1

]
(1−m)

]
+ α2

kB
q

ln
(
JC1
JC2

)
.

By setting this equation to zero the optimal ratio of α2
α1

and the corresponding
reference voltage VREF can be calculated for T = T0 = 300◦K.

α1VBE01 + α2
kBT0
q

ln
(
JC1
JC2

)
= α1

[
VG0 + (m− 1) kBT0

q

]

α2
α1

∣∣∣∣
T=T0=300◦K

=
VG0−VBE01

Vt
+m− 1

ln
(
JC1
JC2

)

VREF

∣∣∣∣
T=T0=300◦K

= α1

[
VG0 + (m− 1) kBT0

q

]

As a consequence, the absolute value of VREF is not fixed anymore. There-
fore, such bandgap circuits give freedom to design for low reference voltages,
while keeping the α2

α1
ratio at it’s optimum. This design approach is used in

many modern semiconductor processes that get more and more limited by
lower supply voltages8. Going back to the voltage expression of the circuitry
and it’s equations, the following design expressions are given.

R2
R1

=
VG0−VBE01

Vt
+m− 1

ln (n)

has to be met to achieve first order temperature compensation with

VREF

∣∣∣∣
T=T0=300◦K

= R

R2

[
VG0 + (m− 1) kBT0

q

]

as the absolute value of the reference voltage VREF .
8in 2017 TSMC announced a 7nm CMOS platform that operates down to 0.5V
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5.1.2 CMOS current reference

Nowadays, for economic reasons, analog circuits has often to be designed
without bipolar transistors as more process steps are required. Especially, if
only MOS transistors are used, the creation of CTAT and PTAT behaviour
is difficult. Therefore, devices are often biased within the weak inversion
regime. Main relationships and reasons can be found in subsection 6.3. In
general, current references are derived from voltage references by means of an
additional voltage to current converter. The easiest way to convert voltage
into current is by the use of a resistor, shown in figure 5.7a and in reference
to [VF77]. The transistors M1 and M2 are operating in weak inversion and
therefore the PTAT voltage VR and current I is given by:

M1 M2

M5

M3 M4 M6

I k · I

VDD VDD VDD

Ip

In

VSS

R

VSS

S1 : S2

S3 : S4

VR

(a) PTAT current generation

M1 M2 M5

M7

M8

M9

M10

M3 M4 M6M11 M12

I k · I

VG1 VG2

VDD VDD VDDVDD VDD

Ip

In

VSSVSS VSS

(b) MOS-only circuit

Figure 5.7: Known current reference principles

VR = Vt ln
(
S1
S2

S4
S3

)

I = VR
R
.

Where Vt is the thermal voltage, equal to kBT
q , and Si are aspect ratios Wi

Li
of corresponding MOS devices. The current I can be reproduced by further
current mirrors, M3 and M6 for current sourcing or M2 and M5 for current
sinking.

Anyway, the use of a resistor as current defining element has some drawbacks
as the absolute value has a high tolerance and in most cases it’s temperature
coefficient is not well defined, or is wrong signed. This makes it difficult to
apply compensation schemes. For very low currents within the nA range a
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high resistance is needed that occupies a lot chip area. Another approach
that can be implemented just with MOS transistors is shown in figure 5.7b,
[SES88]. The gate voltage difference between M1 and M2, VG1 − VG2 has
PTAT characteristics. Various transistor pairs like M9 and M10, that are
biased in weak inversion, are used to form a floating PTAT voltage source
out of stacked drain-source voltages, [VN79]. The PTAT voltage VPTAT of
one pair, in reference to figure 5.7b, can be written as follows.

VDS9 = kBT

q
ln
(

1 + S10
S9

I9
I10

)

VPTAT = VG1 − VG2 = VDS9 + VDS7 + . . .

Transistors M1 and M2 are biased in strong inversion and their threshold
mismatch can be minimized as the floating voltage source is inserted between
the gates, [VN79]. The mobility and therefore the process transconductance
parameter K has a temperature dependency of:

K = K0

(
T

T0

)−m
.

With m as a process parameter and K0 the process transconductance at
T = T0. As the current in strong inversion follows the squared PTAT voltage,
an overall temperature dependency of T 2−m can be obtained, [SES88].

I = K1
2

(VPTAT − VTH1 + VTH2)2(
1−
√
M
)2

with VTH1 and VTH2 as threshold voltages and

M = S1
S2

S4
S3
.

Within this design approach the accuracy of the reference current I is
mainly limited due to the tolerance of process transconductance, rather than
the resistor tolerances. This is beneficial if no process trimming can be applied
and therefore smaller tolerance is required.

5.2 Comparator

This chapter deals with well-known comparator structures. Most comparators
use a transconductance stage at the input that converts a differential input
voltage into a differential current. This current feeds a latch that switches to
a low or high state within the digital domain. Hence, comparators act as a
interface between the analog and digital world.
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5.2.1 Clocked comparator

In clocked comparators as their name implies a clock source is used to
define the point in time when the decision is made. The clock period Tclk is
divided into a evaluation-phase and reset-phase, giving the comparator time
to recover. During the evaluation-phase the comparator reacts to it’s input
signals, makes a decision and gives after a certain delay td a digital output
signal. By increasing the clock frequency the comparator circuit has to get
faster as the evaluation and reset-phase are reduced, seen in figure 5.8.

t

Vclk

H

L

evaluation
phase

reset
phase

Tclk

Figure 5.8: Clock signal comparator

Figure 5.9a shows a simple clocked comparator circuit with a differential
pair M8 and M9, in combination with the current source IBIAS , that acts as
input stage. This input stage is loaded by diode-connected pMOS devices M7
and M6, that form together with M3 and M4 current mirrors to connect to
the cross-coupled devices M1 and M2. Through this constellation a positive
feedback and consequently a latch is formed. Please consider that high
performance comparators usually in addition use pre-amplifiers to decrease
the offset voltage of the latch and enhance together with a buffer stage the
gain and delay time of a comparator. When the clock signal goes high, the
output nodes Vout+ and Vout− are shorted by the switch M5 to reset the
circuit and give the latch time to recover. By applying a negative edge to the
clock signal, the comparator enters the evaluation phase and the latch is set
free to initialize the next decision.

The comparator’s output voltage Vout grows roughly exponential till it
reaches the desired voltage level, [Man90].

Vout = VinA · e
t
τ

Where, A is the initial circuit gain during the evaluation phase and τ is a
circuit constant, composed out of the load capacitance Cout and the effective
transconductance of the latch gmeff .

τ = Cout
gmeff

It can be seen that the input voltage Vin affects the time that is needed by
the comparator to reach a certain digital output voltage level Vout. As the
clock period and therefore the evaluation phase is fixed in most designs, there
is a minimum input voltage that can be detected by the comparator. The
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(a) Simple clocked comparator
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Figure 5.9: Common clocked comparator circuits

effective gain Aeff of the circuit during the evaluation phase can be written
as:

Aeff = Vout
Vin

= A · e
t
τ .

Aeff increases exponential with time t, due to the positive feedback of the
latch. Hence, lowering the time-constant τ for a given evaluation phase
decreases the voltage resolution Q of clocked comparators. By integration of
the effective gain over the time-slot of the evaluation phase Tep, the expression
for Q can be obtained for an output swing ∆Vout that is required to reach a
desired logic level.

Q = ∆Vout
A

Tep
τ

e
Tep
τ − 1

Therefore, by increasing the Tep
τ -ratio the voltage resolution Q can be min-

imized. To minimize τ , that is inversely proportional to the circuits gain-
bandwidth-product, the designer can follow similar design approaches as for
continuous-time amplifiers. To extract the time-constant τ out of simulations,
the transient behaviour of the output nodes is observed while varying the
input voltage step size.

∆t = t2 − t1 = ln
(
Vin1

Vin2

)
τ

Here, Vin1 and t1 are the input voltage step size and the time when the output
crosses the midpoint for the first transient simulation, and Vin2 respectively
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Figure 5.10: Multi stage comparator

t2 for the second one. This analysis should be done for different step sizes to
ensure that the accuracy of the simulator is not limiting.

Till now, only a single latch stage has been considered. As already men-
tioned, for high performance comparators usually a pre amplifier and N latch
stages are used. This concept is illustrated in figure 5.10. The enhanced
effective gain Aeff can be written as follows.

Aeff = Vout
Vin

= Ap

N∑
i=1

Ai · e
ti
τi

with

τi = Ci
gmieff

Where, Ap is the gain of the pre-amplifier, Ai the gains of single latches and
τi the corresponding time-constants. ti is the duration of the evaluation phase
for each latch and usually equal as they are clocked synchronously. The use of
a pre-amplifier is also benefiting the total offset voltage Vos. Offset voltages
of the individual stages are named Vos,n, seen in figure 5.10.

V 2
os = V 2

os,p +
(
Vos,1
Ap

)2

+
N∑
n=2

 Vos,n

Ap
n−1∏
i=1

Ai


2

The offset of CMOS latches, especially with small devices, can be large as
cross-coupled MOS transistors have large VGS voltages. One can see that the
first stage, which might be the main contributor of the total offset voltage,
benefits a lot from the use of a pre-amplifier. The pre-amplifier should be
designed in such a way that the overall offset voltage is minimized, while
keeping high speed operation.

Single-tail comparator

Clocked comparators usually aim low power consumption and high gain to
maximize the input voltage resolution. Thus, the circuit of figure 5.9a is
not the preferred solution because the bias current IBIAS adds to the static
power consumption. A popular structure that consumes no static power
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and is used within several comparator circuits is seen in figure 5.9b and in
reference to [KNSF93], [WY04]. In the literature this clocked regenerative
circuits are called single-tail latched comparators and can be designed for
low power consumption and fast speed, [GZ09]. During the reset phase, the
clock signal Vclk is high and the tail transistor M8 is opened preventing any
current flow. Transistors M9 and M10 define the voltage level of the output
signals during reset and give the initial condition, after the circuit enters the
evaluation phase by applying a negative edge to the clock signal. Assuming
that Vin+ > Vin−, the current in the left branch is more than that in the right
one. Therefore, node Vout+ is charged quicker than node Vout−. At some
point in time, Vout+ reaches the threshold voltage VTn of transistor M2 and
Vout− starts to decrease. The difference voltage Vout+ − Vout− is amplified
through the positive feedback of the cross-coupled devices M1, M2 and M3,
M4 to full logic level and the latch has made it’s decision. If Vin+ < Vin−,
the same actions take place just in the opposite branch. Hence, the overall
delay td can be described as the sum of the delay t0, till the load capacitor
Cout is charged to the threshold voltage VTn, and the latching delay tlatch of
the cross-coupled inverters to reach a certain output voltage swing ∆Vout,
[WNSL04].

t0 = 2CoutVTn
Itail

tlatch =

τ︷ ︸︸ ︷
Cout
gmeff

ln
(

2∆Vout
∆V0

)
After t0 the voltage difference at the output nodes is equal to ∆V0, the
cross-coupled inverters imply positive feedback and take tlatch to amplify the
output voltage to ∆Vout. The output voltage transfer characteristics for ∆V0
can be written as follows, [WNSL04].

∆V0 = VTn

√
8Kp

Itail
∆Vin

∆Vin is the differential input voltage of the comparator and Kp the transcon-
ductance factor of the pMOS input devices. Thus, the expression of the
overall delay can be written as:

td = 2CoutVTn
Itail

+ Cout
gmeff

ln
(

1
VTn

√
Itail
2Kp

∆Vout
∆Vin

)
.

Double-tail comparator

The single-tail circuit requires large voltage headroom, due to the stack of
transistors and the limiting effect of the current Itail within the input and
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latch stage. An alternative is to use two tail transistors and split the input
and latch stage to enhance performance, [SMK+07]. This enables a large
current in the latching stage for fast switching and a small current in the
input stage to minimize offset.

M1 M2

M9

VSS

X

M10

VSS

Y

M3 M4

MT1Vclk

VDD

VSSVSS

Vout+ Vout−

M5 M6

VDD VDD
Vclk

M7 M8Vin+ Vin−

MT2

VSS

Vclk

(a) Double tail comparator
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Vclk VclkM6

VDD VDD

M7 M8Vin+ Vin−

MT2

VSS

Vclk

M13 M14

(b) Enhanced version

Figure 5.11: Double-tail comparator circuits

Figure 5.11a shows the main idea of the double-tailed comparator. The
input and latching stage don’t share any current path, but are coupled via
transistorM9 andM10. During the reset phase the clock signal Vclk is low and
the nodes X and Y are pulled to VDD, while the tail transistorsMT1 andMT2
turned off. Therefore, the nodes Vout+ and Vout− are getting close to VSS and
give the initial condition, before the evaluation phase is entered by applying
a positive edge to the clock signal. When the clock signal Vclk goes high the
evaluation phase is entered and the tail transistors turn on. The common
mode voltage at the nodes X and Y starts to drop with a rate of IMT2

CX,Y
and a

differential voltage ∆VXY that is dependent on the differential input voltage
∆Vin will build up between them. As the common mode voltages of X and Y
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start to decrease, the transistors M9 and M10 get less conductive and start
to release the output nodes from VSS and pass ∆VXY to the latch. The
positive feedback of the latch starts to regenerate the voltage difference. This
circuit implies less kickback noise as M9 and M10 provide additional shielding
between the latching stage and the input nodes.

The delay t0 till one nMOS transistor reaches it’s threshold voltage VTn
and the general definition of the latch delay tlatch have been discussed before.
In addition, the transfer characteristics of the input voltage ∆Vin to the latch
circuit after t = t0 can be written as:

∆V0 = 4V 2
Tn

I2
MT1

Cout
CX,Y

gm7,8gm9,10∆Vin.

Where, gm7,8 is the transconductance of input and gm9,10 of the coupling de-
vices. CX,Y is the capacitive load at node X and Y , Cout the load capacitance
of the latch and IMT1 the current delivered by the tail transistor MT1. The
overall delay of this comparator therefore can be expressed as:

td = 2CoutVTn
IMT1

+ Cout
gmeff

ln
(
I2
MT1

2V 2
Tn

CX,Y
Coutgm7,8gm9,10

∆Vout
∆Vin

)
.

Of course the delay time td is also dependent on the tail current IMT2 of
the input stage, as it’s transconductance gm7,8 is equal to

√
2KnIMT2 . And

as already mentioned for this structures it is preferable to use a small current
in the input stage, to benefit the overall offset voltage and shifting most
of the required gain into the fast latching stage. By transistor sizing, the
optimal timing of the individual phases and an optimal operation point can
be achieved.

A enhanced version of the double-tail comparator can be seen in figure
5.11b. Positive feedback was added to the input stage to speed up the circuit
and decrease the delay with reduction of static current consumption, but on
the other hand kick-back noise is increased. During the reset phase the X
and Y node as well as the output nodes are defined in the same way as for the
conventional dual-tail comparator. The idea is to increase the regenerative
effect of the upper latch by increasing the differential voltage ∆V0, available
after t = t0, by an additional latch within the input stage.

∆V0 = 4VTn|VTp|
IMT1IMT2

gm7,8gm9,10∆Vine
t0
τ2

with

τ2 = CX,Y
gmeff,2

and

t0 = 2CoutVTn
IMT1
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Where, gm7,8 is the transconductance of input and gm9,10 of the coupling
devices. CX,Y is the capacitive load at node X and Y and Cout the load
capacitance of the output latch. IMT1 , IMT2 are the tail currents and gmeff,2
is the effective transconductance of the latch within the input stage. VTn
respectively VTp are threshold voltages of the MOS devices. The overall delay
of this comparator therefore can be expressed as follows.

td = 2CoutVTn
IMT1

+

τ︷ ︸︸ ︷
Cout

gmeff,1 + gm9,10
ln

 IMT1IMT2

2VTn|VTp|
1

gm7,8gm9,10e
t0
τ2

∆Vout
∆Vin


Here, the effective transconductance of the output latch is named gmeff,1 and
it can be seen that it’s overall time constant τ is decreased, compared to the
conventional double-tail comparator.

The input latch devices M5 and M6 add an additional current path to
the input stage. As soon as this circuit detects a voltage difference between
the nodes X and Y , the regeneration process starts and one node is pulled
back to VDD. Hence, this transistor turns on and a current path to VSS is
enabled. This would result in static current consumption, destroying the
power-efficiency of the circuit. To overcome this issue, devices M13 and M14
are added to cut down this conductive path. Table 5.1 gives some values
concerning power consumption and delay of the individual clocked comparator
structures, [GY14].

Structure Delay Power consumption
Single-tail 7ns 66µW

Conventional double-tail 7.5ns 15µW
Advanced double-tail 7.3ns 12µW

Table 5.1: Clocked comparator benchmark

It has to be said that clocked latch-type comparators are very fast and
power-efficient, but mismatch and noise can lead to wrong decision making,
if the input voltage difference is small. Further, in absence of clock signals
they are not operational and therefore they are unsuitable for the concept of
the dual-phase low-power oscillator.

5.2.2 Continuous-time comparator

In contrast to clocked comparators, the output of an continuous-time compara-
tor is updated any-time the input voltage changes. Usually clocked comparator
structures achieve lower power consumption, as they don’t need to track the
input continuously through their clock triggered nature. Continuous-time
comparators are designed in the same way as common amplifier circuits
but without applying any negative feedback. They are proposed to work
in open-loop and are designed to have high gain to get good input voltage
sensitivity as well as to have high bandwidth to decrease the settling time.
Thus, delay time necessary to reach valid logic levels is also decreased.
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gmVinVin VoutCLRL
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Vout+

Vout−

small signal Ai

Figure 5.12: Small signal behaviour of comparator

Considering a single pole open loop amplifier, depicted in figure 5.12, the
step response of the output voltage Vout is given by the following well-known
equation:

Vout = VinA0
(
1− e−

t
τ

)
.

The DC gain A0 is equal to gmRL and τ is equal to CLRL. Therefore the
expression can be simplified for small signals with t << τ to:

Vout ≈ VinA0

(
t

τ

)
= Vin

gm
CL

t.

By integration over time t, the transfer function for N cascoded single-pole
stages, seen in figure 5.12, can be found.

Vout = Vin

(
gm
CL

)N tN

N !

Rearranging the terms gives the time t needed to amplify the input signal
Vin to Vout.

t = CL
gm

(
N !Vout

Vin

) 1
N

Thus, for a certain Vout
Vin

-ratio, or gain, a optimal number of stages N can be
chosen.

Figure 5.13 shows how the normalized delay t gmCL varies with number of
stages. It can be seen that two to three stages usually get low delay, while
keeping circuit complexity and therefore area consumption low. The higher
the desired gain factor, the more preferable it is to add more stages. From
figure 5.14 it can be seen that the normalized delay increases over desired
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Figure 5.14: Gain vs. normalized delay

gain factor. Therefore, a large N is needed for high gain factors to keep the
delay low. It can also be seen that a latching stage that includes positive
feedback always outperforms a basic continuous-time circuit as it regenerates
faster, with tlatch = CL

gm
ln
(
Vout
Vin

)
.

Hence, also in continuous time comparators positive feedback can be used
to speed up operation. Practically, uncompensated two-stage amplifiers are
suitable for high-gain, open-loop comparators. The poles of this circuits are
designed to be much larger than the dominant pole of a typical compensated
operational amplifier and therefore they have a much faster linear response,
due to higher circuit bandwidth. Depending on the load capacitor, a fast
transient response can only be achieved, if the circuit has no slew rate
limitation. A very simple continuous-time comparator can be seen in figure
5.15. A differential pair loaded by diode-connected transistors M3 and M4
forms the input stage. This circuit is well-known and compared to a traditional
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Figure 5.15: Simple continuous-time comparator

structure, with a current mirror load, this avoids slew rate limitation within
the first stage, as the signal swing is decreased. The push-pull output of
the second stage, M5 and M9, in combination with the buffer circuit makes
this circuit able to provide a very high slew rate at the output node Vout. A
modified version of this comparator is seen in figure 5.16, [WDJF15]. It uses
additional circuitry to increase the tail current of the differential pair when
the voltage levels are close to the flip point. And therefore it is possible to
reduce the overall power consumption, while keeping the delay time low. The
dc gain A, the bandwidth BW and the gain-bandwidth product GBW of the
two stage9 circuit can be written as follows.

A = gmk1 (rds5||rds9)

BW = 1
2π (rds5||rds9)CX

GBW = k1
gm

2πCX

With k1 = S6
S4

= S5
S3

as the current gain factor, gm the transconductance of
the input stage, rds the corresponding drain-to-source resistance and CX the
capacitive load at node X. Please note that k1 can not be increased to very
high value, as the capacitive load at the drains of the input transistors M1
and M2 increases. The corresponding non-dominant pole would decrease and
start to make the circuit slow. The transconductance gm is proportional to
the square root of the tail current Itail.

9inverter not included
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Figure 5.16: Modified continuous-time comparator

The tail current can be written as the sum of currents provided by M7 and
M12.

Itail = I7 + I12

The current provided by M12 can be expressed as:

I12 = I7
k2

2− k2
.

Where k2 is the radio of S14
S4

= S16
S3

. It can be seen that it is important to
choose k2 in such a way that I12 convergences. Otherwise the overall tail
current will get very large and a oscillation may occur.

For the comparator circuit of the proposed oscillator a similar adaptive
biasing scheme has been implemented, seen in the following section.
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Chapter 6
Design Methodology

This chapter gives information about the design methodology used throughout
this thesis. Beside simulations with embedded BSIM1 models, provided by
the foundry’s design kit, an easy approach was found by the use of a compact
model with reduced parameters. This model is called ACM and it is an
effective tool to do initial hand design. The main parameters for the hand
calculations can be extracted from the BSIM model. Here, the term of
inversion coefficient has been found to be very useful to achieve a low power
design including devices in different inversion regions, especially for the
designed reference generator. As weak inversion gives some special properties,
this is discussed in short within this chapter. The final circuit design has
been simulated with the BSIM model that has been developed over many
years and gives very accurate results. It is optimized via many parameters to
give best matching between simulation and silicon.

6.1 The ACM model

This section gives general information about ACM2, a compact current-mode
MOS transistor model that uses the concept of inversion levels. In reference
to [CSGM98]. It is shown that the normalized output characteristic of a
long-channel MOS device within this model is independent of technology
and transistor dimensions. This makes it usable in modern technologies
and valid in the whole inversion regime. The expressions provided by the
model are accurate in weak, moderate, and strong inversion and fit well for
low voltage and low current applications. As MOS devices have an intrinsic
source-to-drain symmetry, [EKV95], the overall drain current can be split
into forward and reverse current components. The forward component is a
function of the terminal voltages VG and VS , while the reverse current is a
function of VG and VD. Please note that all voltages are referred to the bulk
terminal. The normalized forward and reverse components are defined as
follows.

1Berkeley Short-channel IGFET Model by the BSIM Group
2Advanced Compact MOSFET
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if = IF
IS

= I(VG, VS)
IS

ir = IR
IS

= I(VG, VD)
IS

with

IS =

IS�︷ ︸︸ ︷
µnC ′ox

V 2
t

2
W

L

Where IS is the specific current determined by multiplying the technology
parameter IS� with W

L . µ is the mobility, n the slope factor3, Vt = kBT
q the

thermal voltage and C ′ox is the oxide capacitance per unit area. Depending
on which value is larger, if or ir is usually referred as the inversion coefficient
and indicates in which inversion regime the device operates. The overall drain
current ID is the superposition of independent and symmetrical effects of the
drain and source voltage VD and VS , seen in figure 6.1.

ID = IF − IR = IS (if − ir)

Or the integral form in reference to [Tsi87]:

ID =

β︷ ︸︸ ︷
µC ′ox

W

L

∫ VD

VS

− Qi
C ′ox

dV.

Where V is the channel voltage and Qi is the local mobile inversion charge
in the channel. This relationship comes from physical features of the MOS
transistor structure. It is based on the charge-sheet model and the relationship
between the surface potential and the inversion charge density.

Within the ACM model all static and dynamic transistor characteristics
can be expressed as functions of the two inversion coefficients and this gives
an easy approach to do hand calculations. As it is a continuous model, it is
easy to define the inversion regime the devices are working in, and to obtain
if a device is in it’s saturation region. An forward inversion coefficient greater
than 100 usually indicates strong inversion. Up to if = 1 the device is in weak
inversion and between 1 and 100 moderate inversion is indicated, [CSGM98].

Table 6.1 gives the ACM model’s most relevant relationships and figure
6.2 illustrates very important design parameters in respect to the inversion
coefficient. VP is the pinch-off voltage and VT0 is the gate threshold voltage for
V = 0. Only three parameters (IS , Cox and n) are required to characterize the
small-signal behaviour. The majority of analog circuits are current biased and

3typical values: 1.2 to 1.6
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Figure 6.1: drain current components, VG = const

№ Variable Expression
(1) ID = IS (if − ir)
(2) gms(d) = 2IS

Vt

(√
1 + if(r) − 1

)
(3) gmg = gms−gmd

n

(4) Cgs(d) = 2
3Cox

(
1− 1√

1+if(r)

)[
1− 1+ir(f)

(
√

1+if+
√

1+ir)2

]
(5) VP−VS(D)

Vt
=

√
1 + if(r) − 2 + ln

(√
1 + if(r) − 1

)
(6) VDS

Vt
=

√
1 + if −

√
1 + ir + ln

(√
1+if−1
√

1+ir−1

)
(7) IF (R)

Vtgms(d)
=

√
1+if(r)+1

2

(8) VDSsat
Vt

= ln
(

1
ε +

√
1 + if − 1

)
(9) fT

2πL2

µVt
∼= 2

(√
1 + if − 1

)
(10) W

L
µnC′oxVt
gms

= 1√
1+if−1

Table 6.1: ACM model - important relationships, Cox = C ′oxWL, VP ∼= VG−VT 0
n

this makes all expressions very useful as they are current based. Hence, using
the inversion coefficient as the main design variable is a very powerful tool and
it is easy to sketch the area consumption as well as the power consumption
of a specific design, by the use of equation (7) in combination with (10).
Equation (5) gives the main current to voltage relationship and (6) shows
that the normalized output characteristics of a MOS device are independent
of technology and transistor dimensions. As the current-to-transconductance
relationship is essential in most analog designs, (7) is an important expression
and is used to extract the specific current IS out of the measured or simulated
current-to-transconductance ratios. Key is that it’s independent of gate
voltage, transistor dimensions, technology and temperature. The expression
(8) gives the boundary VDSsat between the saturation and triode region
in terms of inversion coefficient. ε is an arbitrary number that is much
smaller than one. Figure 6.2a shows that the saturation boundary and the
transconductance-to-current ratio are independent of the inversion coefficient
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Figure 6.2: inversion coefficient as design variable

in weak inversion, while they are direct respectively indirect proportional to
it’s square root in strong inversion.

The intrinsic cut-off frequency fT , expressed through equation (9), reflects
the frequency capability and therefore the speed of a MOS device. This as
well as the geometric ratio expression (10) are represented in figure 6.2b.
Often the intrinsic cut-off frequency is chosen to be higher than required
due to the lack of appropriate models. This leads to an increase of power
consumption not needed to fulfil the specified requirements.

6.2 Model parameters

It is seen in table 6.1 that three parameters IS , C ′ox and n are required
to make use of the ACM model’s equations. Further, the definition of the
threshold voltage VT0 is different for this model. As C ′ox is a parameter that
is given by most technology datasheets, the focus lies on the extraction of IS�,
VT0 and n. In this subsection the procedure and results of this extraction is
shown.
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6.2.1 Extraction of VT0 and IS�

Starting point is equation (5) of table 6.1 that gives for the forward component

VP − VS
Vt

=
√

1 + if − 2 + ln
(√

1 + if − 1
)
.

To get a direct relation between the gate voltage VG and the threshold voltage
VT0, the equation is simplified by forcing a forward coefficient of if = 3 while
keeping the source voltage on the same level as the bulk, VS = 0. Hence, the
right side term is equal to zero. With VP ∼= VG−VT0

n is equal to zero it is seen
that for if = 3 and VS = 0 indeed

VG = VT0.

To cancel out the thermal voltage Vt, the drain voltage is fixed to VD = Vt
2 .

Therefore, the reverse component can be written as

1
2 =
√

1 + ir − 2 + ln
(√

1 + ir − 1
)
.

This value set gives an reverse coefficient of ir = 2.115. By applying the
reverse and forward coefficient to equation (1), the specific sheet current can
be obtained:

IS� = ID

0.885WL
.

In the next step a relation between the threshold voltage and the transconductance-
to-drain-current ratio gmg

ID
is found. By substitution of equation (2) into (3)

and dividing through (1) the ratio can be written as follows.

gmg
ID

= 1
Vtn

2√
1 + if +

√
1 + ir

Hence, the maximum of gmgID
is equal to 1

Vtn
and reached whenever the inversion

coefficients are zero. For the given value set this gives

gmg
ID

= 1
Vtn︸︷︷︸

gmg

ID
,max

2√
1 + 3 +

√
1 + 2.115

∼= 0.53gmg
ID

,max

for VG = VT0 and VD = Vt
2 . Figure 6.3 shows the principle of extraction. The

gate voltage VG is varied while the drain current and the transconductance-
to-drain-current ratio are analysed. As explained above, this results in the
finding of VT0 and IS�.

Figure 6.5 shows plots for a nMOS and pMOS device. At 0.53-times the
maximum of the gm

ID
curve the threshold voltage VT0 is found, with a drain

current equal to ID = 0.885WL IS�.
The complete value set for the extracted values of IS� and VT0 over different

transistor lengths and widths is shown in figure 6.6 and 6.7.
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Figure 6.3: Principle of extracting IS� and VT0. VB = VSS .
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Figure 6.4: Principle of extracting n. VB = VSS .

6.2.2 Extraction of the slope factor n

For the extraction of the slope factor again a forward coefficient of if = 3 is
forced. But different to the previous extraction circuit the MOS devices are
connected in diode configuration, by means of if >> ir. This is seen in figure
6.4 and therefore the voltage equation (5) can be written as

VP − VS
Vt

= 0.

Further, with the voltage VP ∼= VG−VT0
n it is seen that

nVS = VG − VT0.

By taking the derivative of VS , the slope factor n can be isolated and as the
threshold voltage doesn’t vary with respect to VS , the slope factor can be
expressed as

n = dVG
dVS

.

The result of this analysis is shown in figure 6.8.
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Figure 6.5: Extraction of IS� and VT0 for L=W=10µm

Figure 6.6: Extraction of IS� and VT0 over L. W=10µm.
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Figure 6.7: Extraction of IS� and VT0 over W. L=10µm.

Figure 6.8: Extraction of n over VS for different sizes
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6.3 Features of weak inversion

As discussed in section 6.1, the characteristics of a transistor can be modeled
over the whole inversion regime and is different for weak and strong inversion.
Designing within the weak inversion regime gives the ability to decrease the
overall power consumption, [WCC06]. Some advantages are the exponential
characteristics (voltage to current), maximum output swing as the saturation
boundaries are a minimum, and maximum gm

ID
-ratio. However, weak inversion

designs have drawbacks like low speed and weak current matching (dominated
by VT0 mismatch), as well as maximum noise content of the drain current.
Depending on the function of a MOS device it has to be decided in which
inversion regime it has to be biased. A combination of devices working
within the weak, moderate and strong inversion region might give the best
performance.

The deviation that gives the drain current expression in weak inversion
with ID0 as a process-dependent constant follows:

− Qi
C ′ox

= 2nVte
VP−V
Vt

and with the voltage VP ∼= VG−VT0
n the drain current expression ID is given

by:

ID = 4ISe
VG−VT0
nVt (e

−VS
Vt − e

−VD
Vt ) = 4ISe

−VT0
nVt︸ ︷︷ ︸

ID0

e
VG
nVt (e

−VS
Vt − e

−VD
Vt ).

Rearranging the terms gives the well known expression:

ID = ID0e
1
nVG−VS

Vt

(
1− e

−VDS
Vt

)
.

Where, VG, VD and VS are the terminal voltages of a MOS device and VDS
the corresponding voltage between drain and source. n is the subthreshold
slope factor and Vt the thermal voltage. From the forward characteristics
that are related to the current expression, depicted in figure 6.9, it can be
seen that VDSsat is in the range of 4− 6Vt. The slopes of the logarithmic gate
and source transfer characteristics are 1

n respectively −1 and this leads to
some special properties within weak inversion: Similar to bipolar devices it is
possible to extract a voltage that is proportional to the thermal voltage, to be
used within voltage and current references. The exponential relationship is
also used for amplitude regulators and log-domain filters. As the saturation
voltages are at their minimum, very low voltage designs can be achieved if
the threshold voltage is sufficient low.
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Figure 6.9: Forward characteristics
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Chapter 7
Reference Generator

A major challenge of the proposed low power oscillator is the design of a
voltage and low current reference circuit. The main objective is to establish
a dc voltage and current, while compensating the oscillator’s period over
temperature. Beside the delay introduced by the comparator and temperature
coefficient of the capacitor, this circuit influences the frequency change over
temperature the most.

This chapter deals with a novel reference generator design that was imple-
mented throughout this thesis. It is a circuit that provides a compensated
reference voltage VREF for the comparators, as well as a compensated ref-
erence current IREF to charge the capacitors of the integrator block. To
prevent high power consumption it was essential to keep this block as simple
as possible, while getting low temperature coefficients to satisfy the oscillator’s
requirements.

7.1 Principle and schematics

The core of the proposed reference circuit is a self-biased CMOS structure
with M5 and M6 working in weak inversion, seen in figure 7.1. All other
devices are biased in strong or moderate inversion while the drain-to-source
voltage of M2 and M3 is limited to keep them in their linear region. By the
elimination of resistance as voltage to current converter, the total process
spread is reduced. The schematics of the reference generator is depicted below.
The start-up circuit that is connected to nodes X, Y and Z is discussed in
subsection 7.4.

7.2 Derivation of design equations

The drain current equations for saturation-, linear- and subthreshold- region
are shown below. Please note that channel length modulation was not
considered.
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M1 M2 M3 M4

M5 M6

M7
M8 M9 M10

Mref

a.I a.I

I I
IREF= S8

SREF
.I

VREF
Y Z

X

VDD VDD VDD VDD VDD

VSS VSS VSS VSS

S1 : S2 S3 : S4S2 : S3

S5 : S6

S8 : S9S7 : S8 S8 : S10 S8 : Sref

vTA B

Figure 7.1: Principle of the proposed reference circuit

Saturation:

ID = µCox
2

W

L
(VGS − VTH)2 = K

2 (VGS − VTH)2

Linear region:

ID = µCox
W

L

[
(VGS − VTH)VDS −

V 2
DS

2

]
= K

[
(VGS − VTH)VDS −

V 2
DS

2

]

Weak inversion:

ID = µV 2
t

W

L
e

1
nVGS−VTH

Vt

(
1− e

−VDS
Vt

)
Where µ is the carrier mobility, Vt is the thermal voltage, VTH is the threshold
voltage and n the subthreshold slope factor. K is the device transconductance
and given by µCoxWL .

7.2.1 Reference current

If MOS devices are biased within weak inversion they have similar properties
than bipolar transistors. Hence, a PTAT voltage vT can be obtained by
operating them on different current densities. If both bulks are connected
to VSS , the difference voltage between their sources in reference to figure 7.1
can be written as:
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vT = VDS3 − VDS2 = nVt ln
(
K6
K5

)
.

By using the equation for the linear region, the drain-to-source voltages
can be written as follows.

VDS31/2 =
√

2I
K4

√
K10
K8

(
1±

√
1− K4

K3

K8
K10

)

VDS21/2 =
√

2I
K1

√
K7
K8

(
1±

√
1− K1

K2

K8
K7

)

As a consequence of the quadratic equation the linear region is modeled by,
the solution with the negative sign is chosen. By substitution and introducing
K10
K8

= K7
K8

= a, K4
K3

= K1
K2

= b, K1
K4

= c and K6
K5

= d the current expression I
can be obtained.

I = K1
2

n2V 2
t ln (d)2

(
√
c− 1)2

[√
a

(
1−

√
1− b

a

)]2

If devices M5 and M6 are not designed to sit in a dedicated well, or the
process is not capable of, the body effect gives some additional temperature
behaviour. This happens because the bulk terminals are connected to VSS .
The body effect is modeled by:

VTH = VTH0 + γ
(√

VSB + 2φF −
√

2φF
)
.

With the surface potential φF assumed to be proportional to Vt1 and the
body effect parameter γ. By considering a difference in threshold voltage due
to different bulk-to-source voltages, it can be written:

vT = nVt ln (d)−∆VTH56.

Therefore, as VTH05 = VTH06 the expression for the threshold voltage differ-
ence ∆VTH is given by:

∆VTH56 =
√

2φFγ
(√

1 + VDS3
2φF

−
√

1 + VDS2
2φF

)
.

1only first order effects considered
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The ratio of VDS3

VDS2
is equal to

√
c, seen in the equations of the drain-source-

voltages. The temperature dependency of this term can be written as propor-
tional to T 0.5, as the ratios VDS3

2φF and VDS2
2φF stay constant over temperature2.

∆VTH56 = ∆VTH056

(
T

T0

)0.5

Hence, the overall temperature behaviour of the reference current can be
expressed as follows.

I = K01

A

(
T

T0

)−m [
VPTAT0

(
T

T0

)
−∆VTH056

(
T

T0

)0.5
]2

Where, A = 2 (
√
c− 1)2

[√
a

(
1−

√
1− b

a

)]2
, VPTAT0 = nkBT0

q ln (d) and
∆VTH056 is the threshold difference voltage for T = T0. K01 is the process
transconductance for T = T0. However, if by design the effect of the threshold
voltage term is minimized, the resulting current can be considered to be
proportinal to T 2−m. From [Sze81], and also mentioned in [FA01], it has
to be said that the mobility exponent m of a nMOS device within modern
technologies most likely gets close to 23 and results in a good first order
temperature compensation.

7.2.2 Reference voltage

By substituting the current equation into the equation for saturation, the
reference voltage VREF that is equal to VGS4 can be expressed as follows.

VREF =
√√√√√ c · a

|
√
c− 1|

√
a

(
1−

√
1− b

a

)n ln (d)Vt + VTH4

The temperature dependency of the threshold voltage VTH(T ) is given by:

VTH(T ) = VTH(T0) + αVTH (T − T0) .

Hence, the reference voltage is composed out of a PTAT voltage that follows
the thermal voltage Vt and a CTAT voltage, as the threshold coefficient αVTH
has a negative sign. This gives by choosing proper geometric factors the
possibility to form a first-order compensated curvature voltage, similar to
bandgap circuits.

2both VDS and φF are proportional to T
3for 0.35µm CMOS: between 1.9 and 2.1, [FA01]
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7.3 Circuit design based on ACM

By the use of the ACM model’s easy approach of inversion coefficients, some
design considerations concerning device sizing can be made. First of all it has
to be said that devices M1 to M4 are designed to not get into weak inversion.
The reason for that is that there is enough voltage headroom and the bad
current matching properties within the weak inversion regime, [KAGM06].
To keep the overall power consumption low, the current I is designed to be
in the nA-range. This implies that the devices aspect ratios are very low,
to get the current density within the channel up. As already mentioned M1
and M4 are saturated, while M2 and M3 are sized to be in their linear region.
Therefore, if1 � ir1 and if4 � ir4. This gives for the forward inversion
coefficient if1:

if1 = aI

S1I1S�
.

With the geometric factor a, the device aspect ratio S1 and the sheet
specific current IS�1. Clearly it can be seen that a determines the inversion
coefficient of M1 for a given current target I. Please note, that the aspect
ratio cancels within the current’s design equation. In the next steps the
remaining inversion coefficients are refered to if1. As M1 and M2 share the
same gate voltage VG = VG1 = VG2, VS1 = VS2 = 0, and the threshold voltage
VT0 is close for long channel devices, equation (5) gives:

√
1 + if1 − 2 + ln

(√
1 + if1 − 1

)
=
√

1 + if2 − 2 + ln
(√

1 + if2 − 1
)
.

if2 = if1

The reverse coefficient ir2 for M2, operating below saturation, follows:

I = S2I2S� (if2 − ir2) .

By substitution of the equation of if1 and implying that I2S� is close to
I1S� it can be written:

ir2 = if1

(
1− b

a

)
.

The same approach for device M4 and M3 gives the following equations:

if4 = if1c
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if3 = if1c

ir3 = if1c

(
1− b

a

)
.

Hence, the ratio b
a has to be designed to be lower than one, to get M2

and M3 out of saturation. Another important design consideration is to not
choose too low values for c, as M3 and M4 would enter the weak inversion
regime.

7.3.1 Device sizing

For this design the minimal reference current target should be greater than
10nA to minimize the dependency on leakage. Hence, the target was set to
I = 20nA to get a good trade-off between current consumption and a robust
design that is not dependent on second order effects.

In the next step, in accordance to the design considerations out of the
ACM model, the ratio b

a is set to 0.5, c is set 0.25 and a to 3. Care has to be
taken by setting the value of d. For a given set of values, d has to be scaled
to get the reference voltage VREF first order temperature compensated. This
means that:

ln (d)
√√√√√ c · a

|
√
c− 1|

√
a

(
1−

√
1− b

a

) kB
q

= −αVTH

With kB as Boltzmann’s constant, q as the charge of an electron and the
geometric factors. For this design a value of d = 6 was found to be appropriate.
Now, S1 can be sized to get the target current I, by applying the design
equation of the current. Once S1 is fixed, S2 to S4 follow. Afterwards S8 is
given by designing M8 to be in strong inversion, if8 > 100. Together with
a, S7 to S10 are given. M5 and M6 are designed to enter the weak inversion
regime. Hence, in combination with d and the current target I, S6 and S5
are sized for an inversion coefficient less than 1. All device dimensions for the
reference generator and their corresponding inversion coefficient are listed in
table 7.1.

Clearly it can be seen that devices that operate in strong and moderate
inversion have low W

L -ratios. These devices were composed out of a series
stack of transistors. For the device length this is indicated by the dot, while
for the width the dot means a parallel composition of transistors.

If one of the devices is found to work in a wrong inversion regime, the
geometric factors can be reset and the transistor ratios adapted.

To show how easy hand calculations by the use of the ACM and the
inversion coefficient approach are, two voltages are calculated. By applying
the voltage equation (5), the gate voltage VG of M1 and M2 can be calculated
to be around 889mV while for M3 and M4 the voltage is around 639mV .
Figure 7.2 illustrates the DC-simulation results with embedded BSIM models.
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Device W
L if Inversion regime

M1 1u/42 · 10u 185 strong
M2 1u/63 · 10u 185 strong
M3 4u/63 · 10u 23 moderate
M4 4u/42 · 10u 46 moderate
M5 10u/5.5u 0.081 weak
M6 6 · 10u/5.5u 0.0135 weak

M7,M10 3 · 1u/20 · 10u 108 strong
M8,M9 1u/20 · 10u 108 strong

Table 7.1: Device sizes and inversion coefficients

To sum up, by choosing proper geometric factors a, b, c, d, the reference
generator can be designed for a target current I and a corresponding VREF ,
with devices working in the right inversion regime and proper first order
temperature compensation. After having fixed those values, it is easy to size
the transistors and estimate the total area. All the formulas of table 6.1 can
be applied once the inversion coefficients have been calculated.

M1 M2 M3 M4

M5 M6

M7
M8 M9 M10

VDD VDD VDD VDD

VSS VSS VSS VSS

900.158m 645.992m

359.22m

999.262m

113.009m 60.5225m

60.579n 20.189n 20.205n 60.593n

Figure 7.2: BSIM: DC operating point of reference generator

In table 7.2 a comparison between the simulated values and the calculated
ones, out of the design equations can be seen. For the calculation the process
transconductance was found withKn = 341.4µA

V 2 , the subthreshold slope factor
n = 1.28, the threshold voltage for nominal temperature VTH(T0) = 458mV
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and it’s temperature coefficient αVTH = −0.37mV◦K .

Design variable Design equation Simulation

Current I 19.38nA 20.2nA
Voltage VREF 640.7mV 646mV

PTAT voltage vT -59.3mV -52.5mV

Table 7.2: Accuracy of design equations

7.3.2 Achievements

Figure 7.3 shows the simulated temperature behaviour of the reference current
for different corner cases. It is seen that this design enables a unique ap-
proach to achieve temperature-compensated reference currents, while keeping
the process spread low. Monte-Carlo sampling over process and mismatch
confirmed a very robust design with standard deviations of less than 2.5%
and 1.5%, seen in figure 7.4. As intended, the implemented design gives a
reference current close to 20nA that is first-order temperature-compensated
with low spread across process and mismatch variation.

And in figure 7.5 the simulated temperature behaviour of the reference
voltage for different corner cases is shown. The sub-1V reference voltage
is also first-order compensated. Monte-Carlo sampling over process and
mismatch showed that the variation for voltage is even lower than for the
current, with standard deviations of 1.3% and 0.3%. This can be seen in figure
7.6. Of course a bandgap reference circuit could achieve better compensation,
but this novel circuit is able to generate a compensated reference voltage
and current with low power consumption, while keeping overall process and
mismatch spread low. Therefore, this circuit is a perfect match for the
proposed dual-phase low-power oscillator.
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Figure 7.3: Temperature characteristics of reference current
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(a) Process variation - Histogram 1000 samples

(b) Mismatch analysis - Histogram 1000 samples

Figure 7.4: Process and mismatch analysis - reference current
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Figure 7.5: Temperature characteristics of reference voltage
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(a) Process variation - Histogram 1000 samples

(b) Mismatch analysis - Histogram 1000 samples

Figure 7.6: Process and mismatch analysis - reference voltage
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7.4 Operation point

As the proposed low power oscillator acts as a time-reference for the power-
on-reset block, it is essential to make sure that it comes up and is not stuck in
an unwanted operation point. If the self-biased reference generator is trapped
in it’s zero-current condition, it not only makes the low power oscillator
inoperative, but also the complete SoC. The conventional way to verify circuit
start-up is to run repeated transient simulations. However, even if a start-up
circuit gets rid of the zero-current condition, the simulator will only provide
one solution to a circuit and therefore it’s not guaranteed that this is the only
stable equilibrium point. Other stable points can be captured by the circuit
under special conditions. This makes it very important to do further analysis
[WZG+12] to observe hidden operation points and if needed remove them by
additional circuitry.

The self biased structureM5,M6,M8 andM9 of the reference generator is a
positive feedback system with two common-source stages connected together.
This can be seen in figure 7.7a. To investigate possible operation points, this
loop is broken and an ideal voltage source VIN added to one of the inputs,
while keeping track of the output voltage VOUT , depicted in figure 7.7b.

M5 M6

M8 M9

VDD VDD

BA

CSin2

CSin1

(a) Self-biased MOS structure

M5 M6

M8 M9

−
+VIN

VSS VSS

VDD VDD

VOUT

BA

(b) Broken loop for OP analysis

Figure 7.7: Reference generator operation point analysis

This procedure gives the transfer characteristics and it is observed that for
this circuitry two possible cases exist. Whenever the transfer curve crosses the
unity-slope, one stable point of equilibrium can be concluded. The two cases
can be seen in figure 7.8. If this analysis results in only one single crossing
point, no start-up is needed, this case is shown in figure 7.8b. However, as
this curve moves with process a detailed analysis over corners has to be done
to make sure that the system stays inherently stable.

On the other hand, if the transfer curve crosses the unity-slope three times
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VIN

VOUT

VSS

VDD unityslope

VDD

OP1

OP2

OP3

(a) three possible operation points

VIN

VOUT

VSS

VDD unityslope

VDD

OP

(b) one possible operation point

Figure 7.8: Broken loop transfer characteristics

it is inevitable to add a proper start-up circuit. Figure 7.8a shows the initial
characteristics and 7.9a how the start-up circuitry clamps the transfer to
eliminate operation point OP1 and OP2. Again, care should be taken to
verify the singularity of operation point over multiple corners. In figure 7.9b
the grey area shows how process variation shifts the circuit’s transfer curve
and, as the reference generator is supposed to work over a wide temperature
range, the possible deviation is even higher.

VIN

VOUT

clamping

VSS

VDD unityslope

VDD

OP

(a) Clamping of transfer curve

VIN

VOUT

unityslope

↑
↓
process

VSS

VDD

VDD

(b) Variation over process

Figure 7.9: Transfer characteristics after adding start-up

In figure 7.10 the outcome of this advanced operation point analysis can
be seen. Under all conditions the unity-slope is crossed in one point and
therefore a singular operating point is concluded.
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Figure 7.10: Reference - OP analysis

7.5 Start-up circuit and settling

It has to be said, that even if analysis leads to the conclusion that the system
has only one operation point, it might be preferable to add start-up circuit
to help the reference generator get up faster after initial power cycling. Also
from a system perspective start-up time could be an issue and therefore it is
common practise to add such circuitry. Figure 7.11 shows the start-up circuit
of the proposed reference generator. Nodes X, Y and Z are connected to the
reference generator as seen in figure 7.1. The idea is to form a circuit that is
active during power-up but disables itself as the reference gets closer to the
desired operation point. Rather than charge injection, used by many circuits
to start-up faster, this concept is based on charge exchange. This means that
node X shares it’s charge to node Y and Z. Hence, the potential at node
X gets down and node Y and Z are pushed up to decrease start-up time.
After a certain threshold, the circuit disables itself and by the use of stacked
long channel transistors the leakage and therefore the influence on the rest
of the circuit is minimized. It has to be said that the reference generator is
self-starting even without start-up circuit, if the leakage of M6 is more than
that of M5 and therefore S6 > S5.
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MST1

MST2

MST3

MST4

MST5

X

Y Z

Figure 7.11: Start-up circuit of reference generator

7.5.1 Device sizing

All devices of the start-up are designed for low leakage currents between the
upper node X and the lower nodes Y and Z whenever the operation point is
reached. Therefore, both current branches are designed out of series stacked
long transistors in diode configuration. As depicted in figure 7.2 the settled
voltage levels of X and Y are close, while there is an about 350mV difference
between X and Z. Therefore, the right hand-side branch is connected to
the source of MST1 to get two diode-connected devices in series and an
overall higher threshold voltage. This means that there is a more high-ohmic
connection between X and Z.

There is a trade-off between leakage current and reduction in settling time.
The time constant of the charge distribution process is dependent on the
resistance between the terminals. This resistance is indirect proportional to
the W

L -ratio of the diodes, while the leakage current is direct proportional to
it. Hence, for lower settling times one have to decrease the resistance, but
on the other side increases leakage currents. A good compromise has been
found with the sizes of transistors MST1 to MST5 that are shown in table 7.3.
These dimensions showed little impact on the settled values, while giving a
significant speed up in settling.

Device W
L

MST1 220n/15u
MST2 220n/15u
MST3 220n/15u
MST4 220n/10.5u
MST5 220n/10.5u

Table 7.3: Device sizes of start-up circuit
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7.5.2 Achievements

As already mentioned the start-up circuitry enhances the start-up time and
as seen in figure 7.12a without this feature the leakage based start-up would
have a significant influence on the start-up time of the complete SoC. The
settling time is decreased by a factor of more than 30 and it is proven that the
start-up circuit has minimal influence on the settled values of the reference
generator. In addition this circuit consumes no static power. Figure 7.12b
shows how charge is exchanged between nodes X and Y . Please note that
the reference current is pushed to a higher value first and settles back to
the target. This benefits the start-up of the designed oscillator. Figure 7.13
shows the transient settling for different temperatures and process corners.
In this plot again the low variation over process and temperature can be seen.
The temperature range was set to be 170◦C. A plot of the settling time over
temperature is given by figure 7.14. In this case the settling time is defined
as the time the current takes to get 95% within it’s final value.
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(a) without start-up circuit

(b) with start-up circuit

Figure 7.12: Settling behaviour of reference generator - TT corner
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Figure 7.13: Transient waveform of settling over corners and temperature

Figure 7.14: Settling time for different corners over temperature
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Chapter 8
Comparator

This chapter deals with the proposed adaptive-biased low-power comparator
that was implemented throughout this thesis. Within the dual-phase oscillator
it converts analog signals into a digital clock with 50% duty cycle if circuitry
is well-matched. In respect to system behaviour, the comparator’s delay time
td impacts the period of the output signal directly. Even if the reference
generator is well-designed and provides a temperature compensated voltage
VREF and current IREF , the delay time moves with temperature. As the
oscillator is optimized for low-power the delay time can’t be made negligible.
Kick-back is suppressed by the dual-phase concept and therefore the size of
the comparator’s input devices is not limited. Therefore, the focus lies on
designing the delay time to get good temperature behaviour while keeping
the power consumption as low as possible.

8.1 Principle

As seen in figure 8.1, the two comparators of the oscillator share a latching
and buffer stage to keep power consumption low. The pre-amplifiers A1 and
A2 are separated and whenever the capacitor voltage VC1 or VC2 exceeds the
reference voltage, the latch switches it’s state and needless to say the output
voltages Vclk and Vclk do so.

A1

A2

latch buff.

VREF

VC1

VREF

VC2

S

R

Q′

Q̄′

φ Vclk

φ̄ Vclk

en

en

Figure 8.1: Principle of comparator

If the state gets flipped, parts of the pre-amplifier that did the corresponding
decision get shut down, while the opposite amplifier is enabled. This approach
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gives possibility not only to further decrease the power consumption but also
to introduce positive feedback to the first stage of the comparator, as enough
regeneration time is given. Hence, the pre-amps are only active for half of a
clock period Tclk. The design considerations for each block of the comparator
are discussed in the following subsections.

8.2 Pre-amplifier

The pre-amplifier circuits consist out of a differential pair loaded by diode-
connected and cross-coupled nMOS devices, [BB97]. In differential-mode
this offers a high output impedance, as the negative resistance of the cross-
coupled devices cancels the positive one. Another advantage is that this
fully-differential structure implies local common-mode feedback without the
need of additional devices. The common-mode impedance is low and therefore
the common mode level stabilizes itself at one VGS above VSS . Thus, this
structure has a low common-mode and a high differential-mode gain as well
as a good common-mode rejection and the lack of common-mode feedback
makes it suitable for very low-power designs. Figure 8.2 shows the complete
pre-amplifier that also includes a adaptive biasing scheme to speed up the
circuit.

M1 M2 M3 M4 M5 M6

Min1 Min2

MbiasM7 M8

M9 M10 M11

S1 S2

Iadp Ibias
X

Vbias

φ φVREF VC

Vlatch

VDD VDD VDD VDD VDD VDD

VSS VSS VSS VSS VSS VSS

Figure 8.2: Input stage of comparator
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8.2.1 Small signal analysis

In reference to figure 8.3, the differential voltage gain Ad of the circuit can
be written as:

Ad = −gmin
( 1
gm2
|| − 1

gm3
||rdsin ||rds2 ||rds3

)
≈ −gminrdsin3 .

gminVidVid Vodrdsin rds2 rds3
1
gm2

− 1
gm3

compensation

Figure 8.3: Differential-mode small signal analysis

Figure 8.4 shows the common-mode small signal analysis. Therefore, the
common-mode voltage gain Ac is found as:

Ac = − gmin
1 + 2gminrdsbias

( 1
gm2
|| 1
gm3

)
≈ 1

2rdsbias (gm3 + gm2) .

Where, the transconductances are fixed to gm3 = gm4 , gm2 = gm5 and gmin .
The small signal drain-source-resistance rdsin refers to the input devices of
the differential pair.

gminVGSin

2rdsbias

VGSinVid Vod1
gm2

1
gm3

Figure 8.4: Common-mode small signal analysis

Transfer characteristics of the differential pair for different load configura-
tions are shown in figure 8.5. The upper graph shows flat transfer and low
gain, if only diode-connected transistors are used. The graph in the middle
corresponds to a current-mirror load and the lower one to the loading seen in
figure 8.2. The last graph shows that the implemented structure has enhanced
symmetry and similar gain compared to a current mirror load.
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Figure 8.5: Transfer characteristics for different loads

8.2.2 Adaptive biasing

Whenever VC increases and gets close to VREF , an additional current Iadp
is injected into the tail of the differential pair to speed up the transmission.
This current is provided by an positive feedback loop that consists out of
the devices M2, M1, M7 and M8. In difference to [IHT+11], within the dual
phase system only the pre-amplifier’s positive edge is adaptive biased because
the latch is flipped back by action of the second pre-amplifier, depicted in
figure 4.2b. After a decision has been made and the latch has flipped, the
additional current paths of the corresponding pre-amplifier get shut-down
by switches S1 and S2, while at the same time this paths within the second
pre-amp gets activated.

Whenever the gate of Min1 is on a lower potential than the gate of Min2,
respectively VC went higer than VREF , the positive feedback loop gets active.
If these two voltages are close in both branches an equal current of Ibias

2 is
present. Hence, in Min1 depending on the input voltages a current equal
to αIbias, with α between 0.5 and 1, flows. This current is amplified by the
positive feedback loop with the current gain of K and increases with time.

Iadp = αIbias
(
1 +K +K2 +K3 + . . .

)
with

0.5 < α < 1
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and

K = S1
S2

S8
S7

It can be seen that by designing K to be larger than one, Iadp can increase
very fast and forces the latch to flip it’s state. As it is important for low
power circuits to have a defined current consumption the adaptive current
Iadp was limited. Whenever the input voltages are close, both current paths
get active and the adaptive current is limited by M9 and M11. Applying
Kirchhoff’s law to node X, seen in figure 8.2, the current I7 flowing through
M7 can be written as follows.

I7 = K
Ibias

2 −K ′I7 = K

1 +K ′
Ibias

2

with

K ′ = S9
S7

= S11
S10

Thus, the adaptive current can be expressed as:

Iadp = Ibias
2

[
1 + K

1 +K ′
+
(

K

1 +K ′

)2
+
(

K

1 +K ′

)3
+ . . .

]
.

This approach can be seen as a combination of positive and negative feedback
to make the current convergent and to prevent high current consumption. By
designing K

1+K′ to be smaller than one, the expression can be simplified to:

Iadp = Ibias
2

1 +K ′

1 +K ′ −K
.

with

K

1 +K ′
< 1

Hence, the current consumption is even defined when the input voltages
are close or when the switching delay would lead to an increased current
consumption. The single-ended output node Vlatch of each pre amplifier is
connected to the latching stage, described in the following subsection.

Figure 8.6 shows the action of this adaptive biasing scheme during operation.
The upper waveforms show the input voltages, VREF and VC1, of one pre-
amplifier, while the most bottom one shows one of the corresponding output
signals after the buffer circuit. In-between the introduced adaptive current as
well as the current consumption of the complete pre-amplifier are plotted. It
can be seen how the state transition is speed up while the current consumption
is kept low.
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Figure 8.6: Adoptive current seen during operation

8.3 Latch and buffer

The two pre-amplifier circuits are connected to the latching stage, followed by
the output buffer. Both the latch itself as well as the buffer stage include cross-
coupled devices and ensure that the full output logic levels are reached. Figure
8.7 shows the circuitry of these stages. The latching stage was implemented
as low energy level converter, in reference to [ST07] and [ST09]. The buffer
stage makes sure that there is no slew rate limitation at the oscillators output
nodes φ and φ.

Within the latching stage two transistors M5 and M6 ensure that the
positive feedback is triggered even with low input voltages Vpre1 and Vpre2.
They weaken the pull-down capability of M3 and M4 to make sure that even
a small current out ofM1 orM2 can pull-up node X or Y above the threshold
voltage, to activate the feedback. Whenever this happens, also the input
devices of the buffer stage get active and after a certain delay the positive
feedback of the last stage kicks in.

It should be needed, that the current provided by M1 or M2 during the
state transition is derived from the adaptive biasing current Iadp of the pre-
amplifier. Thus, the crowbar currents within the latching and buffer stage
are well defined.

Figure 8.8 shows waveforms within the latch and buffer stage during
operation. On the top the current consumption of this stages is plotted. The
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M3 M4

M1 M2

VDD VDD

M5 M6

YX

Vpre1 Vpre2

VSS VSS

M7 M8

VSS VSS

M9 M10

VDD VDD

φ

φ

latch buffer

Figure 8.7: Latch and buffer stage of comparator

adaptive biasing also acts on this part of the circuit and it is seen that the
static current consumption is very low, while large dynamic currents flip
the circuit’s state fast. The waveforms in the middle represent the output
voltages of the latch, corresponding to node X and Y . In the last plot it is
seen that this concept gives clean digital output signals with low fall and rise
times.

8.4 Circuit design based on ACM

One of the important steps is to design the pre-amplifier’s differential gain.
For this step the advanced biasing scheme is neglected and the pure differential
input stage considered. It has already been shown that the differential gain
Ad is determined by the intrinsic gain of the input devices Min. Now, it is
shown that by the use of the ACM model it is easy to design for a certain gain
value. As the input devices are saturated, the reverse inversion coefficient
can be set to irin = 0. Hence, the equation for the gmg

ID
-ratio, derived in

subsection 6.2.1, can be simplified to be:

gmin
ID

= 1
Vtn

2√
1 + ifin + 1 .

With the thermal voltage Vt, the subthrehold slope factor n and the forward
inversion coefficient ifin. This coefficient can be calculated out of the bias
current IBIAS and the device aspect ratio Sin. During the gain peak, it has
to be considered that the devices are balanced and ID = IBIAS

2 flows in each
branch.

121



8. Comparator .....................................

Figure 8.8: Current and voltage waveforms of the latch and buffer stage

ifin = ID
SinIinS�

The intrinsic gain Ain of the input pair can be written as follows:

Ain = gminrdsin

With rdsin as the small-signal output resistance of the input transistor.
This value is dependent on the normalized channel modulation factor λ0, the
device length Lin and the drain current ID.

rdsin = Lin
λ0ID

Therefore, the intrinsic gain can be rewritten as:

Ain = gmin
ID

Lin
λ0

This results in some design considerations. To get a large intrinsic gain
the inversion coefficient has to be small, while the gmg

ID
-ratio gets large. This

implies that increasing the bias current IBIAS would speed up the circuit,
but decrease the gain and therefore the resolution of the pre-amplifier.
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IBIAS 20nA 40nA 80nA

Ain 391 373 342
rdsin 1.88G 1.07G 0.614G
gmin 208n 349n 557n
λ0 0.114 0.1 0.087
gmin
ID

20.83 17.44 13.93

ACM: calculated with λ0 = 0.1

Ain 465 385 307
gmin
ID

21.17 17.53 13.95
ifin 2.7 5.4 10.81

Table 8.1: Input characteristics vs. bias current. Lin = 2.2µ. λ0 in µm
V

Figure 8.9: Simulated transfer for different bias currents

Table 8.1 shows simulation results of this behaviour. It is seen that the
normalized channel length factor λ0 has current related dependencies in the
BSIM model. Hence, the effect of an increased gmin

ID
is less dominant due to

an decrease of λ0, seen in figure 8.9.
Another important consideration is the scaling of Lin. It can be seen that

long input transistors increase the inversion coefficient ifin as the current
density in the channel goes up. The gmin

ID
-ratio is proportional to L−0.5

in and as
the gain is proportional to Lin, overall the gain increases. But in a opposite
manor, the circuit gets slower. For this design it was preferred to design for
a higher gain, as the circuit is speed up via the adaptive biasing approach.

Table 8.2 shows simulation results of this behaviour. It is seen that the
normalized channel length factor λ0 stays constant over a change of length
Lin. Thus, the effect is more dominant, depicted in figure 8.10.

Therefore, the gain of the pre-amplifier should be scaled via adaptation of
transistor lengths. Once a faster circuit is needed or matching analysis show
bad results, the bias current can be increased but with a negative impact on
power consumption. This can be seen in figure 8.13.

As the comparator delay effects the overall temperature behaviour of the
oscillator, it has to be designed carefully. Of course it could be made as fast
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Lin 1.1µ 2.2µ 4.4µ

Ain 208 356 540
rdsin 0.36G 0.77G 1.51G
gmin 575n 461n 358n
λ0 0.099 0.093 0.095
gmin
ID

20.83 17.44 13.93

ACM: calculated with λ0 = 0.1

Ain 210 339 529
gmin
ID

19.06 15.41 12.02
ifin 4.05 8.1 16.2

Table 8.2: Input characteristics vs. length. IBIAS = 60nA. λ0 in µm
V

Figure 8.10: Simulated transfer for different lengths

as possible to have low impact on the output frequency, but a better approach
was found. The temperature coefficient of the comparator’s delay was matched
with the temperature behaviour of the charging capacitor. Hence, the current
budget was conserved while getting a lower temperature dependency of the
output frequency.

8.4.1 Device sizing

Please note that the current IBIAS was fixed to be three times the core current
of the reference generator, with a value of 60.6nA in reference to subsection
8.4.2. The pre-amplifier was designed to have a differential gain of more than
40dB, seen in the bottom plot of figure 8.5.

The adaptive biasing was implemented with the geometric factors of K = 2
and K ′ = 1.5. Hence, the design restriction of

K

1 +K ′
< 1

is fulfilled. As this circuit is biased with a low current, care has also to be
taken about matching. Again, by looking at the ACM’s inversion coefficient
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the devices can be designed to work in moderate or strong inversion by means
of reduced current mismatch, [KAGM06]. Thus, to get the devices out of
weak inversion, long unity transistors have to be considered. As the circuit’s
delay is sensitive to mismatch, seen in figure 8.16b, it is preferable to compose
all devices out of unity transistors that can be matched in a single well.

Even with the lowest current condition of IBIAS4 the nMOS devices should
not enter weak inversion. The aspect ratios Sn of this devices can be calculated
to be:

IBIAS
4InS�

> Sn.

For the pMOS devices the minimum current is K-times higher:

KIBIAS
4IpS�

> Sp.

Where the sheet specific currents InS� and IpS� were extracted form the
BSIM models. To keep the area low, Sn = Sp = 0.1 and a narrow width for
all unity devices was chosen. From the small-signal analysis it is clear that
S2 = S3 = S4 = S5 = Sn applies. The biasing scheme gives S1 = S6 = KSn,
S7 = S8 = S10 = Sp and S9 = S11 = K ′Sp. Table 8.3 shows the corresponding
transistor dimensions for the pre-amplifier. Voltages and currents of the input
stage, for the input voltages Vin1 = Vin2 = VREF , are shown in figure 8.11.

M2 M3 M4 M5

Min1 Min2

Mbias

VDD

VSS VSS VSS VSS

999.262m

645.992m645.992m

1.11654

339.836m 339.836m

60.567n

15.145n 15.142n 15.142n 15.142n

Figure 8.11: Voltages and currents balanced pre-amplifier
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Device W

L

Mbias 3 · 1u/20 · 10u
Min1, Min2 220n/2.2u
M2 to M5 220n/2.2u
M1, M6 2 · 220n/2.2u

M7, M8, M10 220n/2.2u
M9, M11 330n/2.2u
S1, S2 1u/720n

Table 8.3: Device sizes of pre-amplifier circuit

For a given bias current, in this case multiples of the reference generators
core current, the absolute value of the delay can be tweaked by the size
of the two diode-connected nMOS transistor of the latch. This method
doesn’t influence the temperature behaviour of the delay. Please note, that
the devices of the buffer and latch stage are also composed out of unity
transistors. Figure 8.12 shows how changing the multiplier does affect the
delay for different corners. The transistors in the buffer stage are designed
to have a big multiplier to improve the slew-rate at the oscillator’s output.
Out of design the buffer drives area-intense switches, that are designed to
overcome leakage dependencies. Table 8.4 shows the transistor sizes for the
latch and buffer stage.

Figure 8.12: Optimization of comparator delay

Device W
L

M1 to M4, M9, M10 220n/2.2u
M5, M6 2 · 220n/2.2u
M7, M8 10 · 220n/2.2u

Table 8.4: Device sizes of latch and buffer circuit
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8.4.2 Achievements

The delay and current consumption are the main design parameters for the
comparator, therefore in this subsection simulation results and statistical
analysis are represented. For simulations of the delay, the current source of the
reference generator and it’s voltage reference as well as the MIM capacitors
were replaced by ideal components. The time-constant was fixed for an ideal
100kHz clock. The deviation of the output signal from the ideal clock was
calculated as delay.

It is clear that the bias current influences the speed of the comparator
circuit. In figure 8.13 this effect is shown for different corner cases. It is
seen that the decrease in delay flattens out with increased bias currents. As
the current consumption increases linearly, it doesn’t make sense to bias the
circuit with a very large current. A good trade-off between delay and current
budget was found at three times IREF , that corresponds to around 60nA and
gives a delay of around 5% of the oscillator’s period.

Figure 8.13: Delay and current consumption vs bias current

Figure 8.14 shows the temperature characteristics of the comparator delay
and current consumption. The temperature coefficient of the delay can be
calculated to be around 650ppm◦C . But as already mentioned, only 5% of the
clock period are caused by the comparator delay. Thus, the delay dependent
temperature coefficent of the oscillator period is in the range of 33ppm◦C . And
that value is well matched with the temperature coefficient of the MIM
capacitors used throughout this design. As all the currents in the comparator
circuit are fixed by the adaptive biasing scheme, it is not surprising that the
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Figure 8.14: Delay and current consumption vs temperature

current consumption is little varying with temperature, seen in the bottom
plot.

Both the comparator delay and the current consumption have been sta-
tistical analysed. The histograms for process variation can be seen in figure
8.15. The standard deviation for the delay and current consumption are at
1.3% and 1%. The Gaussian distributions and the low values for the standard
deviation indicate a robust design with fixed current consumption.

Figure 8.16 gives information about mismatch sensitivity of the circuit. A
standard deviation of 2% and 9.5% are reached for the current consumption
and the comparator delay. Even if spread for the delay seems to be high, it
has to be said that the oscillator period would only vary by 0.5% for one
sigma. Overall the impact of mismatch is not having an significant effect on
the system performance and the current consumption stays very centred.
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(a) Current consumption - Histogram 1000 samples

(b) Delay - Histogram 1000 samples

Figure 8.15: Process variation of comparator delay and current consumption
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(a) Current consumption - Histogram 1000 samples

(b) Delay - Histogram 1000 samples

Figure 8.16: Mismatch analysis of comparator delay and current consumption
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Chapter 9
Time-Constant

The time-constant refers to the main principle of the dual-phase system. It
consists out of two capacitors, that get charged by the reference current
alternately. The capacitors act as current integrators and whenever the
reference voltage is reached, after a certain delay, one of the comparators flips
the latch. This immediately starts to discharge the corresponding capacitor
and re-routes the current to the opposite one. Figure 9.1 shows the principle
during a state transmission. The capacitor voltage VC1 reached VREF , and td
delayed the switches S2 and S3 close while S1 and S4 open. C1 gets discharged
and the voltage VC2 starts to increase with a rate of IREFC2

. After VC2 reached
VREF the sequence repeats in the opposite way.

VDD

IREF

C1

VSS

comparators

td1 td2

C2

VSS

VREF

VC1
X

VSS

VC2
Y

VSS

S1 φ

S2 φ

S3φ

S4φ

Figure 9.1: Time-constant of dual-phase oscillator

As already mentioned, if the circuitry is well matched, C = C1 = C2 and
td = td1 = td2, the period T0 of the output signal can be written as:

T0 = 2CVREF
IREF

+ 2td.

The oscillator’s period is supposed to stay within ±5% over temperature,
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process and voltage change, while digital programming is applied to trimm it’s
absolute value. Not only the temperature dependency of the reference voltage
VREF , reference current IREF , capacitor C and the delay td give the overall
temperature coefficient, but also the leakage current of the switches has to
be taken into account. This subthreshold and junction leakage is heavily
dependent on temperature and process. Especially for low-power circuits,
where the reference current is low, the impact should not be underestimated.
By applying digital programming to the circuit, even more switches have to be
considered. Therefore, leakage reduction techniques have been implemented
in the design.

The transient waveforms of the oscillator can be seen in figure 9.2. The
upper waveforms represent the voltages across the capacitors, VC1 and VC2,
and the reference voltage VREF . Clearly, it can be seen that the comparator
delay gives rise to a increased period and therefore a reduction of output
frequency. As already stated, the temperature coefficient of this delay was
matched to the temperature behaviour of the MIM capacitors. As the reference
current and voltage itself have by design a low temperature dependency, the
oscillator period is stabilised over temperature. By using current trimming,
explained in subsection 9.2.2, as preferred trim option, another advantage is
given. The temperature behaviour stays stable while trimming the absolute
value of the output frequency. This would not be the case, if the reference
current would have been designed as PTAT. The lower waveforms show the
output signals of the oscillator and the transient current consumption of the
complete oscillator design.

Figure 9.2: Transient simulation of the low-power oscillator
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Figure 9.3 shows a zoomed view into one of the oscillator’s phases. This
approach is superior to single capacitor designs, as the discharging delay, seen
in the green curve, is not contributing to the clock period. Another advantage
is that the design gets by on only one reference current and voltage. Hence,
this low-power design enables the ability to give a 50% duty-cycle output
clock that is proper temperature-compensated.

Figure 9.3: Detailed look into one charging phase

It is seen in table 9.1 that the capacitance C gets into a reasonable range
for the 100kHz output clock. The reference current IREF was fixed to be
five times the reference generator’s core current.

Parameter Value

VREF 646mV
IREF 101nA
C 700fF

Table 9.1: Design for 100kHz output clock
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9.1 Leakage reduction

A very detailed look into leakage mechanisms and reduction techniques is
given by [RMMM03]. As in modern technologies the oxide thickness and
therefore threshold voltages get lower and lower, it is more difficult to turn
a transistor completely off. Even if the gate-to-source voltage is zero, if
the device acts as switch, a leakage current persists. Please note that the
threshold voltage further decreases and additional the subthreshold slope gets
linearly higher with temperature. Hence, more voltage reduction is needed
for a certain current shrinkage and it is obvious that the leakage current
increases.

A very effective way to reduce the leakage current within a current path,
is the use of transistor stacks, [YBD98] and [CJWR98]. This area and power
efficient technique can also be applied to the switching devices of the dual-
phase oscillator, [IKT+06]. The principle is seen in figure 9.4. Whenever the
switch is turned off, the middle voltage VM is clamped to a fixed voltage. In
this case VDD or VSS . This means that device M1 has a negative gate-to-
source voltage VGS and is therefore fully cut-off. Hence, node A is isolated
in a much stronger way from node B. As MOS transistors are symmetric
devices, depending on the voltage level of node B, leakage could occur via
M3 and M2. Whenever the switches are closed, the reference current IREF is
only affected by leakage into node A. Therefore, this would not lead to an
influence of the system’s temperature coefficient.

M1
A B

φ

M1
A B

φ

M1 M2

M1 M2

M3

M3

VM

VM

VDD

VSS

φ

φ

A

A

B

B

NMOS

PMOS

Figure 9.4: Simple and reduced leakage switch

The effect of this technique is made visible in the figures below. Both
graphs show the leakage current from the capacitor node over the discharge
switch to ground. This was simulated for two high temperature points while
both devices had equally W

L -ratios. Figure 9.5 gives the graph for a simple
nMOS switch and figure 9.6 for the modified low-leakage switch.

The upper part of the graphs give the charging current and the lower
one the unwanted leakage towards ground. Clearly it can be seen, that the
leakage is reduced by a factor of 3. Please not that not only the ground
switch is connected to the capacitor node, but also switches that are used for
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Figure 9.5: Leakage - simple switch

Figure 9.6: Reduced leakage - modified switch
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capacitive trimming. Therefore, even if the process is not optimized for low
leakage, this technique may enable the design of low-power circuits.

Figure 9.7 shows how leakage reduced switches are applied in the design.
The switches have low aspect ratios as they are designed for high off-resistance
rather than low on-resistance. The pMOS devices route the reference current
IREF between both branches while the nMOS devices make sure that leakage
against ground is minimized. The corresponding device sizing is seen in table
9.2.

C1

VSS

IREF

C2

VSS

MT1

MT2

MT3

MT4

MT5 MT6

MT7MT8

VDDVDD

φ̄φ

VSSVSS

Figure 9.7: Leakage reduction applied

Device W
L

MT1 to MT4 220n/2.2u
MT5, MT6 220n/4.4u
MT7, MT8 220n/8.8u

Table 9.2: Device sizes of switches
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9.2 Digital programming

Before the system goes into power-down mode, the absolute value of the
output frequency is trimmed once during active mode. The system clock that
is provided by an accurate phase-locked-loop circuit, gives the reference for
the trimming procedure. A synchronisation signal, that stays over a defined
number of B periods high, is generated out of the low-power oscillators output
and acts as an enable signal for a synchronous counter. This circuit counts
the number of system clocks, synchronized via it’s enable. And therefore the
accuracy QDP of the digital programming can be written as:

QDP = 2
B

fLPO
fSY S

.

Where, fLPO is the frequency of the low-power oscillator, fSY S the high
frequency system clock and B the number of clock cycles the synchronisation
signal stays high. One iteration of the trimming loop has a duration of ti
seconds and gives a counter output C.

ti = B

fLPO

The relation between the counter output and the actual frequency of the
low-power oscillator is therefore given by:

fLPO = B

C
fSY S ±

(
QDP

2

)
%.

The maximum duration tmax of the complete trimming procedure is dependent
on the number of trim bits n. ts refers to a possible settling time after each
iteration.

tmax = 2n (ti + ts)

For the n-bit digital programming it is essential to implement a monotonic
analog trimming scheme into the oscillator. For this design this can be
done either by trimming the reference current IREF or the capacitors C.
Additional a coarse and fine trimming procedure was applied. The flowchart
of the trimming procedure can be seen in section 10.3. Table 9.3 shows the
parameter values for the design including the accuracy QDP reached with
5-bit programming.

9.2.1 Capacitor trimming

Throughout this thesis MIM1 capacitors were used, as they have superior
density, linearity and matching properties. But most important is their low
temperature coefficient that makes them very suitable for this design. To

1Metal Insulator Metal
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Parameter Value

fSY S 13.56MHz
fLPO 100kHz
B 5
n 5
ts 1 LPO cycle
tmax 1.92ms
QDP 0.295%

Table 9.3: Parameters for digital programming

vary the capacitance on node X and Y , seen in figure 9.1, they are connected
in parallel via leakage reduced nMOS switches. As this approach introduces
many parasitics and post-layout simulations showed that for low reference
currents IREF no monotonic trimming characteristic can be achieved, it was
found that current trimming is superior for this low-power design. Only one
bit capacitive trimming is applied.

9.2.2 Current trimming

The device that provides the reference current IREF is by design aM+1-times
parallel composition of a N + 1-times stacked unity transistor. The current
trimming is done by shorting these pMOS devices. Therefore, the W

L -ratio
and the current provided by the transistor stack changes. Figure 9.8 shows
the trimming matrix of the current sourcing device.

M02

M01

M00

M0N

VDD

S00 D00

S01 D01

S02 D02 M12

M11

M10

M1N

VDD

S10 D10

S11 D11

S12 D12 M22

M21

M20

M2N

VDD

S20 D20

S21 D21

S22 D22

IREF

Vbias

source trimming source trimming source trimming

M

M

Figure 9.8: Current trim matrix

138



................................. 9.2. Digital programming

0 2 4 6 8 10 12 14

60

70

80

trimcode

I R
E
F

0 2 4 6 8 10 12 14 0

10

20

30

T
C

/
S
te
p

IREF [nA] TC[ppm◦K ] Step[%]

Figure 9.9: Simulated trim characteristics

Just the lower X + 1 unity transistors get shorted to keep the trimming
characteristics as linear as possible. A decoder has to ensure that the switches
S00 to SMX

are closed from the bottom left to the top right part of the
matrix. This approach gives a linear, monotonic trimming procedure that
has minimal impact on the temperature coefficient of the reference current.
This is depicted in figure 9.9. This graph corresponds to the following design
variable values N = 9, M = 2 and X = 4. Increasing M would lead to a
further reduction of the step size and therefore the trimming resolution would
increase. The design would get more insensitive against parasitics but on
the other hand area and power consumption is increased. N as well as the
current step Istep, after shorting one unity transistor, is fixed by the design
of the current reference. Hence, the accuracy of the trimming QT can be
written as:

QT = Istep
(M + 1) IREF0

.

Where, IREF0 is the current delivered by one transistor stack. It can be seen
that there is a trade-off between trimming accuracy and current consumption.
The number of desired digital bits n is given by

n = dlog2 [(M + 1) (X + 1)]e.

The corresponding parameters for the design are shown in table 9.4a. Hence,
the trim-matrix consists out of ten series devices,Mx0 toMx9 and five parallel
branches, M0x to M4x . Six devices in each branch can be shorted via switches
Sx0 to Sx5 . Once again, the switches are designed for low leakage with low
aspect ratios. Moreover to benefit layout, they are kept at the same length
than the sourcing devices, seen in table 9.4b.
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Parameter Value

Istep 1.18nA
IREF0 20.2nA
M 4
X 5
QT 1.17%
(a) Parameters

Device W
L

Mxx 1u/10u
Sxx 220n/10u
(b) Device sizes

Table 9.4: Current trimming of design

9.3 Meeting the specification

To meet the specifications, first X has to be chosen to meet the following
condition:

DPM < (X + 1) Istep
IREF0

.

Where, DPM is the maximum deviation over process and mismatch. Please
note that a linear trimming function, illustrated in figure 9.9, is only achieved
if X is close to or less than N

2 . The maximum deviation should also include
the process dependency of the capacitor. To fulfil the accuracy specification
given in 4.1, the sum of the deviation over voltage DV C and the deviation over
temperatureDTC , in combination with the trim accuracy QT and the accuracy
of the digital programming QDP has to be lower than the specification SPEC.

SPEC > DV C +DTC +QDP +QT

Variable in combination with gives
M current reference QT
X current reference > DPM
B PLL accuracy QDP
TC temperature range DTC

V C voltage range DV C

QT ,QDP ,DTC ,DV C < SPEC

Table 9.5: Summary of design variables
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Chapter 10
Results

Simulation results of the reference generator, comparator and trimming scheme
have been shown before. This chapter deals with the system performance
of the implemented oscillator design. Many graphs give a compact view on
the performance. The layout as well as complete schematics are shown and a
summary is included in section 10.6.

10.1 Performance analysis

Important performance characteristics of the low-power oscillator can be seen
in this section. The variation of the output frequency with respect to supply
voltage and temperature are shown for different process corners. Another
graph gives the settling behaviour for the typical, slowest and fastest corner
case.

In figure 10.1 the output frequency in respect to time is seen. After initial
start-up, the oscillator gives an output clock after several microseconds and
starts to increase the frequency fast. Looking at the typical case, after about
0.5µs the start-up circuit of the reference generator deactivates itself and
the frequency starts to converge slowly till the final value is reached. This
behaviour can be seen in figure 7.12b. After both the reference current and
voltage reached the peak, the slow settling behaviour occurs.

The variation of the output frequency in respect to supply voltage is plotted
in figure 10.2. For the fast-fast corner it is seen that a high voltage coefficient
is obtained and therefore this gives one drawback of the design. However, as
this design is well compensated over temperature, the variation over PVT is
well within the specification.

Figure 10.3 shows the normalized variation of the output frequency in
respect to temperature. At temperatures above 80◦C the output frequency
starts to rise for all corner cases. This is due to low leakage of the switches.
As the reference current itself gets higher and the leakage-reduced switches
lower the charging current far less, the current to the capacitors is increased
for higher temperatures. This increases the frequency and the beneficial effect
of the reduced leakage is made visible within this graph.

The design’s current consumption over temperature for different corners is
shown in figure 10.4. It is seen that variation of the absolute current over
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Figure 10.1: Settling time over corners
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process is less than ±10%. As TSMC’s 180nm process isn’t designed for low
leakage, the current consumption increases for high temperatures. At the
worst condition the current peaks at around 725nA. It has to be said, that
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the leakage of the SoC’s memory block as well as the digital part exceeds this
values by far. In conclusion, this design enables a very low power consumption
during the SoC’s standby mode.
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10.2 Statistical analysis

The statistical analysis over 200 samples proved that the design is robust
against mismatch. Both the output frequency and the current consumption
follow a Gaussian distribution with standard deviations of 1.5% and 1.9%.
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Figure 10.5: Monte Carlo Mismatch Analysis - 200 Samples
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10.3 Trimming flowchart

The trimming flowchart for B = 5, N = 9, M = 4 and X = 5 is given below.
Additional 1-bit capacitive trimming was included, to ensure that the desired
variation over process and mismatch is covered. The number of bits is five.
Hence 30 states are for current trimming and 2 states for capacitive trim.

LPRO, XOSC settled

Start: Calibration

Default
Trim Bit Injection

trim<4:0>=00000LSB

Start: Coarse Calibration, C

Counter < 665
Set C Bit:
trim<4>=1

Start: Fine Calibration, IREF

665 <= Counter <= 692

Increase Bit-Field
trim<3:0>
by 1 LSB

-wait 2 cycles

Calibration done

trim<4:0> to memory

102kHz ± 0.3%

98kHz ± 0.3%102kHz ± 0.3%

timebase: B=5 cycles

time: B cycles

yes

no

maxtime: 24 (B+2) cycles

no

yes

maxtime: 117 cycles (LPO)

Figure 10.6: Calibration flowchart

10.4 Schematics

Figure shows the schematics of the designed oscillator. Trimming capabilities,
the digital decoder, test-interface and power-down devices are not included.
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10.5 Layout

It is seen in figure 10.8 that the reference generator with it’s large transistors
occupies most of the oscillator’s area. Throughout the layout it was taken
care that the matching is as good as possible. Common-centroid layout and
the use of dummy structures was common practise. The area of the full layout
is less than 0.075mm2.

Figure 10.8: Layout of the Low-Power Oscillator
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In the figures below parts of the layout are shown in more detail. The

symmetric layout of the comparator that combines two pre-amplifiers, a
latching and buffering stage can be clearly seen in figure 10.9. The leakage
reduced switching structures can also be seen in this view. In figure 10.10
techniques to improve matching are shown. All the current sources of the
design are matched in a common-centroid pattern.

Figure 10.9: Layout of the comparator block

Figure 10.10: Layout view of matched devices
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10.6 Summary

This section gives a summary of the most relevant performance parameters
of the implemented low-power design, seen in table 10.1. Afterwards it
is concluded that all specifications are well met, in reference to table 10.2.
Statistical analysis showed that the design is robust, with current consumption
way below the specification. The design’s accuracy is due to good temperature
compensation within range, even if the voltage coefficient is quite high.

Worst Info Reference
TCVREF

[ppm
◦C

]
68 over corners: 36 to 68 figure 7.5b

TCIREF
[ppm
◦C

]
52 over corners: 28 to 52 figure 7.3b

TCfLPO
[ppm
◦C

]
65 over corners: 29 to 65 figure 10.3

V CfLPO

[
%
V

]
9 over corners: 3.8 to 9 figure 10.2

3σfLPO [%] 4.7 tt corner figure 10.5a
3σILPO [%] 5.6 tt corner figure 10.5b

Table 10.1: Summary of the system performance

To check against the accuracy specification, the total variation of the output
frequency DfLPO after trimming can be calculated as follows.

DfLPO = TCfLPO · 170◦C
10000 + V CfLPO · 0.36V +QDP +QT = ±2.87%

Hence, the final comparison of the low-power design against the specification
can be made.

Specification Design
Operation frequency 100 - 200kHz 100kHz
Accuracy over PVT ±5% ±2.87%

Supply voltage 1.8V ± 10% 1.8V ± 10%
Current consumption 1 - 2µA 500nA

Trimming Yes Yes
Temperature range -50 to 120◦C -50 to 120◦C
CMOS-Process TSMC 180nm TSMC 180nm

Area less than 0.1mm2 0.073mm2

Table 10.2: Design vs. specification
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Chapter 11
Conclusion and Future Work

In this thesis, a very low-power relaxation oscillator design for a wide tem-
perature range was presented. Table 10.2 shows that all specifications are
met and the current consumption by far not reaches the limit. Nevertheless,
the accuracy is better than specified, which could be achieved by the low
temperature coefficient of the novel reference circuit, in combination with the
current trimming approach and leakage reduction techniques. Additional, the
absolute variation of the reference voltage and current over process could be
minimized, by the absence of integrated resistors. It can be seen in figure 7.5a
and 7.3a that the variation is not more than ±4% for the voltage and ±7% for
the current. Hence, this unique MOS-only circuit is very suitable to achieve
low-power consumption as well as minimal absolute variation, in combination
with a good temperature coefficient. The adaptive biased comparator circuit
ensured maximum speed for a given current budget.

It has to be said, that the design aims an industrial product and therefore
robustness is also very important. Thus, the target was not to push the design
to it’s current consumption limits. The low-power oscillator is essential for
the boot procedure of the targeted SoC and therefore proper start-up has
to be ensured. This can be seen in figure 7.10. This design gets included
into a chip, targeting the Internet of Things, to outperform competitors in
concern of standby current consumption. This is an important performance
parameter, especially for battery powered mobile devices.

11.1 Future work

As the voltage coefficient of the oscillator is high for the ff-corner, seen in
figure 10.2, cascode structures can be used to lower it. This parameter with
±1.6% is the main contributor to the design’s accuracy DfLPO . If the accuracy
specifications get tighter this parameter has to be lowered. Figure 10.1 shows
the settling time for different corner cases. It can be seen that the start-up
circuit of the reference speeds up the settling just for a certain amount of
time. Therefore, if faster settling is needed additional circuitry has to be
added and analysed.
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