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Abstract

Fast detection and localization of leaks is of great importance to reduce losses in water distribution
systems. Common leak detection and localization techniques (e.g. step-testing or acoustic logging)
are labor-intensive, time-demanding and require frequent implementation. Alternatively, model-based
approaches—coupling hydraulic measurement data with mathematical models of the systems—can
be used to detect and locate leaks automatically. This thesis aims to develop such model-based ap-
proaches with a special focus on small leaks (<1 L/s) and is subdivided in three distinct although
interconnected parts: (i) leak detection, (ii) sensor placement and (iii) leak localization.

In the first part, new leak detection methods are presented that combine time series analysis with
stochastic event detection algorithms. Using these methods, real-world flow and pressure signals are
deseasonalized and the remainder is modeled with low-order ARMA processes to extract trends from
noise. This approach shows excellent forecast performances. Subsequently, different event detection
techniques (e.g. CUSUM or Bayesian detectors) are applied on the ARMA model results. These novel
methods are successful in automatically detecting a small exemplary leak within two hours—also
whilst exclusively using pressure information—and are robust against false alarms. Other methods
that have been developed, effectively estimate the full probability distributions of the leak’s start time,
magnitude and induced pressure drops—necessary for successful leak localization.

The second part addresses optimal sensor placement. The efficiency of leak localization depends
on the pressure measurement positions in a system. Uncertainties such as unknown customer demand
may affect those measurement locations. A new sensor placement method is presented that incor-
porates uncertainties to retrieve more robust measurement points. Moreover, cost-benefit analysis is
performed to examine the ideal sensor numbers for specific systems. For the first time, the power-law
behavior is shown for the localization performance as a function of sensor numbers . This behavior
stays true under incorporation of uncertainties. Furthermore, different optimal sensor placement algo-
rithms are benchmarked with this novel algorithm in a real-world field study.

As a third part, a new model-based leak localization algorithm—formulated as an inverse optimi-
zation problem—is presented. The fitness landscape is examined for different metrics and parameter
space orderings and reveals a multi-modal nature. Yet, only meta-heuristic algorithms (e.g. Differen-
tial Evolution) reach the global optimum. The novel insights from fitness landscape analysis are used
to improve the algorithm’s convergence properties. Leak localization is tested in simulations as well
as in a real-world case study. Throughout the case study, artificial leaks of different sizes are intro-
duced at different locations. The developed methods effectively locate small leaks with pressure and
flow measurements in the real-world. Through a two stage optimization approach based on fitness
landscape insights, the algorithms additionally locate leaks using pressure information only.

In conclusion, through combining the three distinct parts presented within this thesis, an automated
real-time detection and localization of leaks proved to be attainable, prospectively contributing to
minimize water losses and their accompanying costs in water distribution systems.
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Kurzfassung

Eine schnelles Auffinden von Lecks in Trinkwassernetzen ist von enormer Bedeutung, um Was-
serverluste zu reduzieren. Weitverbreitete Techniken zur Leckdetektion und -lokalisierung (z.B. Stu-
fentest, Geräuschlogger) sind arbeitsintensiv, zeitaufwendig und erfordern eine regelmäßige Anwen-
dung. Eine Alternative bieten modellbasierte Ansätze, in denen die Informationen aus hydraulische
Messungen mit mathematischen Modellen der Systeme kombiniert werden. Diese Techniken können
ebenfalls verwendet werden, um Lecks automatisch zu finden. Die vorliegende Arbeit beabsichtigt,
solche modellbasierten Ansätze, mit speziellem Fokus auf kleine Lecks (<1 L/s), zu entwickeln. Die
Arbeit ist in drei eigenständige, jedoch thematisch miteinander verbundenen Teile gegliedert: (i) die
Leckdetektion, (ii) die Sensorplatzierung und (iii) die Lecklokalisierung.

Im ersten Teil werden neu entwickelte Verfahren vorgestellt, die Zeitreihenanalyse mit stochas-
tischen Ereignisdetektionsalgorithmen kombinieren, um Lecks frühzeitig zu detektieren. Druck- und
Durchflussdaten werden zunächst von Saisonalitäten befreit. Der Rest wird mit ARMA Prozessen nie-
driger Ordnung modelliert, um Trends aus dem Rauschen zu extrahieren. Dieser Ansatz zeigt hervo-
rragende Prognoseeigenschaften. Anschließend werden verschiedene Ereignisdetektionsalgorithmen
(z. B. CUSUM- oder Bayes-Detektoren) auf die Ergebnisse des ARMA Modells angewendet. Die
neuen Verfahren erwiesen sich als erfolgreich in der automatischen Detektion eines kleinen Lecks:
Das Leck wurde in unter zwei Stunden entdeckt, einzig durch Informationen aus den Drucksensoren.
Darüber hinaus erwies sich die Methode robust gegenüber Fehlalarmen. Andere Methoden, die zu-
sätzlich entwickelt wurden, schätzen effektiv die vollständigen Wahrscheinlichkeitsverteilungen der
Startzeit, der Größe des Lecks und der durch das Leck verursachten Druckabfälle im System ab. Das
ist notwendig für eine erfolgreiche Lecklokalisierung.

Der zweite Teil befasst sich mit der optimalen Sensorplatzierung. Die Effizienz der Lecklokalisie-
rung hängt von den Druckmesspositionen in einem System ab. Unsicherheiten, wie unbekannte Ver-
bräuche, können diese Messorte beeinflussen. Eine neue Sensorplatzierungsmethode wird vorgestellt,
die Unsicherheiten berücksichtigt und so robustere Messpositionen liefert. Darüber hinaus wird eine
Kosten-Nutzen-Analyse durchgeführt, um die ideale Sensoranzahl für spezifische Systeme zu ermit-
teln. Zum ersten Mal wird gezeigt, dass die Qualität der Lokalisierung als Funktion der Sensoranzahl
einem Potenzgesetz folgt. Dieses Verhalten bleibt auch unter Berücksichtigung von Unsicherheiten
erhalten. Zusätzlich werden in einer Feldstudie verschiedene Algorithmen zur optimalen Sensorplat-
zierung mit diesem neuartigen Algorithmus verglichen.

Im dritten Teil wird ein neuer, modellbasierter Lecklokalisierungsalgorithmus, der als inverses Opti-
mierungsproblem formuliert ist, vorgestellt. Die Fitnesslandschaft wird auf unterschiedliche Metriken
und Parameterraumordnungen untersucht und zeigt die Multimodalität des Optimierungsproblems.
Daher können nur metaheuristische Algorithmen (z. B. Differential Evolution) das globale Optimum
erreichen. Die neuen Erkenntnisse aus der Analyse der Fitnesslandschaft werden verwendet, um die
Konvergenzeigenschaften des Algorithmus zu verbessern. Die Lecklokalisierung wird sowohl in Si-
mulationen als auch in einer realen Fallstudie getestet. Während der gesamten Fallstudie werden Lecks
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unterschiedlicher Größe an verschiedenen Orten künstlich erzeugt. Die entwickelten Methoden loka-
lisieren selbst kleine Lecks effektiv mit Hilfe von Druck- und Durchflussmessungen. Durch einen
zweistufigen Optimierungsansatz, der auf Erkenntnissen aus der Fitnesslandschaft basiert, können die
Algorithmen Lecks auch unter der alleinigen Verwendung von Druckinformationen finden.

Zusammenfassend ermöglicht die Kombination der drei Teile, die in dieser Arbeit präsentiert wer-
den, eine automatisierte Echtzeiterkennung und -lokalisierung von Lecks. In Zukunft könnte diese
Methode daher zur Minimierung von Wasserverlusten und den damit verbundenen Kosten verwendet
werden.
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Chapter 1
Introduction

“Don’t panic!"

— Douglas Adams, The Hitchhiker’s Guide to the Galaxy

1.1. Why finding leaks is relevant all over the world

The world is steering into a freshwater crisis and the only way out is a sustainable management of our
precious water resources. Across the globe, Water Utilities (WUs) face exceptional challenges (Moe
and Rheingans 2006; Niemczynowicz 1999) as communities are running out of water and new re-
sources are ill-equipped to meet rising water demands. Already today, more than two billion people
live in highly water-stressed areas while growing urbanization and climate change is expected to exac-
erbate this tragedy (Oki and Kanae 2006). Once water is scarce, the true value of this precious good is
revealed and countermeasures are taken, but unfortunately often too late. Furthermore, shortsightedly
acting on water scarcity leads to unsustainable decisions, both, economically and environmentally.
However, there exists an underestimated comparably easy solution: Make our water systems more
efficient by reducing leakages through model-based approaches that emerged through the use of new
information and communication technology in the water related sector.

Three regions on three continents facing the same problem A well-known example of a drink-
ing water crisis is the Millennium drought in Southern Australia (Grant et al. 2013), which started in
1997 and lasted more than a decade. Low (below-average) rainfall in combination with high (above-
average) temperatures dried out the city’s reservoirs resulting in extreme pressure on urban water
supply in Southern Australia’s major cities. In the city of Melbourne, for instance, the storage vol-
umes fell to a historic low capacity of 25.6% in 2009 during this drought (Low et al. 2015)—despite
retaliatory actions increasing water supply and decreasing demand as, e.g., demand-side water restric-
tion and voluntary conservation programs, massive introductions of greywater systems and distributed
rainwater harvesting or use of recycled waste water. Concerning bad decisions, Melbourne invested
approximately e4 billion in the largest desalination plant in the Southern Hemisphere—completed in
2012 which has been three years after the drought had ended (Grant et al. 2013). Because the cost and
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carbon footprint of water produced by desalination is significantly higher than producing water from
conventional sources and nowadays in the absence of an immanent shortage of water, not a single drop
of water left the brand-new plant until today. But not only in the Melbourne area, in total six major
desalination plants were build during this drought in Australia (IWA 2017).

Another recent example of dry periods impacting urban water management was the drought in Cal-
ifornia from 2011 to 2017. During these years the state of California faced the driest period since
record keeping started in the late 1800s (Hanak et al. 2015). The situation is very similar to the South-
ern Australia drought, although this water scarcity was amplified in California by a more dramatic
population growth (Grant et al. 2013). Furthermore, the drought has been intensified by anthro-
pogenic warming (Williams et al. 2015). Since California experienced heavy droughts in the past,
heavy investments in water infrastructure were undertaken long before 2011—cushioning the impact
of this drought on the major cities. Since the early 1990s, WUs invested in new interconnections
that enabled sharing water supply with neighboring communities and water companies introduced
more-diversified water resource portfolios (Hanak et al. 2015). "These innovations focused largely
on augmenting supply and only rarely on attenuating demand or encouraging more efficient water
use" (Grant et al. 2013). The drought lead to dropping reservoir levels and communities started to
exploit their groundwater resources massively and in an unsustainable way. Additionally, since May
2015 a statewide urban water conservation mandate has been launched—forcing all communities to
save 25 % of water compared to 2013 (Hanak et al. 2015). Although previous management decisions
prevented a serious water crisis in the big cities, rural areas were hit hard by the drought as wells
ran dry. Additionally, small rural poorly financed WUs—already facing water quality problems due
to contaminants such as nitrate—have been further compromised by water scarcity. New pipes and
deeper wells had to be constructed to limit the economic impacts of the drought (Hanak et al. 2015).
But as a stopgap, bottled water had to be trucked to consumers or temporary holding tanks had to be
filled.

Certainly, the most vivid example at the moment—as writing this thesis—is the Cape Town water
crisis that began 2015. South Africa experienced between 2015 and 2017 the driest three years period
since comparable record data, statistically only occurring once every 300 years (Wolski 2018). The
current crisis is preceded by a strong population growth of 79 % in the last 23 years, while the reservoir
capacity had been only increased by 15 % (Bohatch 2017). Currently, the government introduced
restrictions on the first of February—limiting water usage per person per day to 50 liters (CNN 2018).
If the conditions do not change, Cape Town will face "day zero" on August the 27th when drinking
water supply will be switched off (BBC 2018). From this time on residents will only be able to get
their daily ration of water of 25 liters at 200 water collection points distributed over the city. This
will be the first time that a major city will run out of water in the world, ever (Mulligan 2018). The
proposed solution—big desalination plants—have been delayed due to bureaucracy and inefficient
negotiations, leaving the City of Cape town under criticism by desalination companies (Morris 2017).

All of the above examples have in common that water scarcity was planned to be solved through
a combination of (i) increasing the availability of water by exploiting new water resources which
resulted in high-cost investments and (ii) painfully restricting water consumption.

Another more sustainable and often overseen solution for the water scarcity problem is increasing
the water distribution efficiency by decreasing water losses. Whereas well maintained Water Distri-
bution System (WDS) only loose 3 - 7 % of the inputed water, this number can go up to 50 % and
more (Colombo, Lee, et al. 2009) in developing countries. Most of the lost water originates from
leaks. That is why locating and repairing leaks in WDS is becoming highly important. Especially
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in South Africa, where on average 37 % of water is lost due to leaks in the distribution system (Vu-
uren 2014), water restrictions could have been prevented by solely reducing the amount of lost water
through leaks.

A positive example of increasing efficiency—although driven by acute water scarcity and accompa-
nied by bad management decisions—can be found in the handling of the water crisis in South-East
Australia. In fact, Melbourne has shown that high pressure on water resources increases the urge for
more efficiency in distribution systems as the levels of Non-revenue water (NRW) were reduced from
over 40 % at the beginning of the crisis in 1995 (Scolnicov 2013) to a level of 9 % in 2015 (Leeuwen
2017), in addition, to other innovative solutions. A vivid example of the famous saying: "No pressure,
no diamonds".

What about Europe? Europe is not an exception. In many European cities, years of stringent fi-
nancial constraints on WUs, unoptimized operations and the unaffordability for WUs to maintain and
replace aging infrastructure have resulted in leakage levels growing dramatically, especially in re-
gions already under high water stress, e.g. south of Spain and Italy (González-Gómez et al. 2012).
Even today, regions in Europe exist where WUs are not able to supply their customers twenty four
seven—switching from continuous supplied systems to intermittent supply. Contemporary, in Euro-
pean countries an average of 23 % of treated water is lost in WDSs before it reaches the customer
(EurEau 2017), which costs society around e80 billion per year. Certainly, this represents a big
potential to use water in a more efficient and sustainable way. This fact makes leak detection and
localization of high relevance even in Europe’s WDSs.

It is not only about water savings Reducing leaks and, hence, water losses in WDS have addi-
tional benefits besides savings on valuable water. Especially, in countries that possess vast quantities
of water (e.g. Austria), water is not the major economic driver for reducing losses. Besides sav-
ing on valuable water, lower distribution losses also result in savings on energy—used for treating
and pumping water—hence, decreasing the carbon footprint of urban water systems in total. Leaks
can also increase the risk of contaminant intrusion from surrounding groundwater or soil (Colombo
and Karney 2002). Last, leaks harm the surrounding infrastructure—either the escaping water causes
flooding of roads, houses and basements, or undermine roadways eroding the underlying soil or poten-
tially recharge underlying aquifers in cities which poses risks to foundations of buildings (Colombo
and Karney 2002). The latter impacts can easily cause damages resulting in millions of e per leak.

1.2. The language used for describing water losses

Before discussing leak detection and localization, the standard terminology for the components of
the famous International Water Association (IWA) water balance are defined here following Lambert
and Hirner 2000. This sets the leaks into context of other terms for describing water losses (e.g.
NRW, real losses, physical losses). The water balance can be found in Figure 1.1. The system input
volume is the starting point of the water balance and describes the volume of the water input to
the transmission or WDS. It is the most important part of the water balance and, hence, has to be
measured accurately. It splits up into authorized consumption and water losses. The authorized
consumption branches out in billed and unbilled, respectively, metered or unmetered consumption.
It includes—besides domestic, commercial and industrial use—the volume of water for fire fighting,
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Billed Metered Consumption

Billed Unmetered Consumption

Unbilled Metered Consumption
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Figure 1.1.: IWA Standard Water balance (adapted from Lambert and Hirner 2000). This thesis’ focus
is highlighted as red square.

frost protection, flushing of mains or sewers, gardening, water for street cleaning, building water,
etc. . .. Which part of the authorized consumption is metered or billed relies on local practices of the
WU. The billed metered consumption together with the billed unmetered consumption form the
revenue water. Non-revenue water is calculated by subtracting the revenue water from the system
input volume and describes the amount of water where the WU actually loses money. The water
losses are obtained by subtracting the authorized consumption from the system input volume and
can be further distinguished into real and apparent losses. Apparent losses contain unauthorized
consumption (e.g. water theft or illegal use) and metering inaccuracies. How accurate water meters
are, depends on careful meter management of the WU by, e.g., choosing the right meters, calibration
of meters or the capability of the WU for detecting and changing inaccurate meters. The volume that
is physically lost in the pressurized system until the customer meters form the real losses. From the
customer meter to the end-use (e.g. water tap, toilet), the water is already billed and, therefore, losses
are the customer’s problem since the area of responsibility of the WU ends at the meter (at least in
Austria). The real losses can be further distinguished in leaks and overflows at tanks, leaks in the
transmission or distribution pipes and leaks at the service connections until the customer’s water
meter. This thesis focuses on methods to detect and locate leakages to minimize real losses on the
latter two ones—on distribution mains and service connections.

1.2.1. Leak or leakage?

Different publications use different terminologies while describing similar methodologies for finding
leaks. This is why the herein-used terminology is defined here at the beginning of the thesis to build
a common vocabulary for preventing misunderstandings.

In Water Distribution Networks (WDNs), water is lost through holes, cracks or breaks in pipes or water
escapes the pipe system through faulty joints and fittings between pipes. In many publications this
is either called leak or leakage. The term leak is the physical hole in a pipe throughout which water
is lost. While a leakage is the water escaping the system through leaks. Throughout this thesis, the
terms leak and leakage are used synonymously since this thesis describes how to find leaks by the
physical effects that the lost water causes (e.g. dropping pressure or increasing inflow). Furthermore,
no distinction is made between holes, cracks, faulty joints, etc., since it is not relevant how the water
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is lost1for the mathematical methods described in this thesis, only the location and the amount are of
interest. Consequently, only the terms leak and leakage are used.

Regularly, there exists some confusion about leak/leakage detection, location, localization, awareness
and pinpointing. Again, this terms are used in different ways in different publications. In this thesis,
leak detection refers the task of realizing that a leak occurred in the system without finding its location.
It describes methods for detecting leaks in inflow and/or pressure data by, for example, time series
analysis techniques as described in Chapter 2.

Leak awareness is the act of becoming conscious that there is one or more leaks in the system. This
can be triggered either through analyzing the water balance, Minimum Night Flow (MNF) analysis or
leak detection methods.

After a leak is detected, the location of the leak has to be found. Leak localization refers to the activity
of finding the approximate location of a leak in a certain area. Finding the exact location of a leak is
called leak pinpointing. Leak localization makes leak pinpointing easier since not the entire system
where a leak is detected has to be searched, only the part of the network that has been identified by
the localization technique.

Additionally, it has to be mentioned that, in general, there is a difference between WDS and WDN. The
term WDN describes solely the pipe network itself. A WDN together with pumps, tanks and reservoirs
builds the WDS in its entirety.

1.2.2. Detectable leaks and their run-times

The real losses through leaks described in Section 1.2 can be further subdivided in three categories
(see Figure 1.2): (i) reported leaks, (ii) detectable unreported leaks and (iii) undetectable background
leaks (see Thornton et al. 2008, for a more detailed description).

(i) Reported leaks: High flow rates are characteristic for reported breaks and leakages due to a
large and fast disruptive event (Thornton et al. 2008). In general, they are reported after short
time by customers or WU employees, as they cause high pressure drops, supply interruptions or
a large amount of water suddenly being visible at the surface.

(ii) Detectable unreported leaks: These leaks can only be found if utilities actively search for
leaks, since they are hidden under the surface and, hence, result in long run times. In general,
they have moderate and smaller pressure drops and leakage outflows than reported leaks. In
addition, they do not lead to supply interruptions, otherwise they will be reported. They are
detected through their physical effects, either flow and/or pressure measurements or through
the noise they are causing with acoustic leak localization and pinpointing equipment.

(iii) Undetectable background leakages: Background losses are very small leakages smaller than
≈ 0.07 (L/s) (Thornton et al. 2008) that occur at pipe fittings or joints. They are too small to
be detected, because they do not have measurable physical effects. For that reason, they run for
a long time. They grow over time by incrementally deteriorating the pipe and, thus, become
detectable at some future point. The loss through background leakages can only be minimized
by pressure management or replacing the affected infrastructure.

1It has to be noted that the shape and type of the leak actually influences the emitter exponent described in equation (2.63)
introduced in Section 2.2—see for example Fuchs-Hanusch, Steffelbauer, Günther, and Muschalla 2015.
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The losses through reported leaks and bursts—although spectacular when a huge amount of water is
shooting out a big diameter pipe at high pressures—keep within limits. Due to their damage-causing
nature (Thornton et al. 2008), they are detected, located and repaired quickly2. In contrast to common
sense, most water in WDSs is lost due to unreported leaks and background leakages, because of their
long run-times. For example, a leak with an leakage outflow of a quarter liter per second leads to
water losses of more than 20 cubic meters a day.

Therefore, this thesis focuses on the detection and localization of unreported leakages, however, the
developed techniques are also applicable to detect and locate bigger pipe bursts more quickly. Back-
ground leakages remain not detectable with the methods described in this thesis since they have no or
too small physical effects to be measurable, according to their definition.

Reported Unreported Background

Surface

Sub-Surface

Figure 1.2.: Components of real losses (adapted from Thornton et al. 2008).

The leakage run-time is the overall amount of time that water is lost through a leak, starting when the
leak occurs and ending when the damage in the system is fixed. The runtime of particular leak types
(reported, unreported, background) is different and depends on the size of the leak. Smaller leaks are
harder to detect and have usually longer leakage run-times. Big detectable leaks and pipe bursts tend
to be visible on the surface and can lead to supply disruptions, thus, are generally reported faster. Due
to the supply disruptions, WUs additionally tend to repair this leaks faster than smaller leaks.

The run-time of a leak is composed of the (i) awareness time, the (ii) localization time and the (iii)
repair time (see for example Thornton et al. 2008).

(i) Awareness time: This is the time it takes the WU to become aware of the leak in their WDS.
This strongly depends on the size of the leak. Smaller leaks are harder to become aware of.
Becoming aware of unreported leaks is only possible, if the WU conducts active leakage control
methods.

(ii) Localization time: Once the WU is aware of the leak, they have to localize it in their WDS. The
localization time is the time it takes to find the leak. Besides the size of the leak, this time also
depends on the tools and skills of the WU’s personnel in finding leaks. Additionally, the time
for leak-pinpointing is contained within this time.

(iii) Repair time: The time it takes for the WU’s personnel to repair an already located leak. This
depends on a lot of factors which are not elaborated here in detail since this thesis emphasizes
on detecting and locating leaks. (For the interested reader chapter 17 of Thornton et al. 2008, is
recommended).

2Usually, they are reported to the WU by customers with the words: "No pressure, no water" in contrast to the famous
saying "No pressure, no diamonds" from before.
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This thesis aims to develop methods to reduce the overall run-time of leaks by (i) automatically detect-
ing leaks faster and (ii) automatically localizing these leaks3. The developed methods for detecting
leaks reduce the awareness time, the methods for localizing the leak reduce the localization time.

The total water loss through a leak is the leakage outflow multiplied by the leak’s run-time. Thus,
reducing the run-time of leaks reduces the water loss, as can be seen graphically in Figure 1.3.

Regarding leakages, another important time is crucial—the time of MNF. In general, the MNF is the
flow between 2:00 and 4:00 in the morning (according to Puust et al. 2010)4. This time is important for
most leakage localization techniques, either focusing on the inflow in the system (e.g. step-testing)
since customers are asleep and the noise in the inflow measurements are minimal, or for acoustic
measurement devices the interfering noise of traffic is minimal during the MNF time.
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Figure 1.3.: Components of leak run-times: awareness-, localization- and repair-time (based on
Thornton et al. 2008). Left: leak localization with conventional methods. Right: re-
duced awareness and localization times due to model-based approaches results in savings
of valuable water.

1.3. State of the art methods for finding leaks

1.3.1. Physical effects of leaks

Leaks cause several physical effects. For example, they result in (i) increasing inflow, (ii) dropping
pressure and (iii) acoustic noise5.

(i) WDNs are pressurized6 and all the water that escapes the system through the leak, has to addi-
tionally flow into the system. This results in an increasing inflow in the part of the WDS that
is affected by the leak as a consequence of the flow conservation law 7 (see Chapter 2 Section
2.2).

3. . . in the sense of getting the approximate area where the leak occurs, not the exact location.
4This time can vary in different countries, or in rural and urban areas according to inhabitant’s habits and should be

determined by measurements prior to leak localization.
5Leaks are also increasing the humidity of the surrounding soil, influence the grounds temperature, etc . . . , but these effects

are seldom used for locating leaks.
6Not in intermittent-supply-systems or during big failures.
7. . . and if the fluid is assumed to be incompressible
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(ii) The increase in flow through the leak leads to higher velocities of water in parts of the system
which are upstream to the leak. Higher velocities result in higher friction losses due to the
non-linear friction laws in pressurized pipe systems (see again Section 2.2). This friction losses
manifest themselves in pressure drops. Additionally, sudden breaks result in transient pressure
waves (transients) traveling through the system until they dissipate their kinetic energy and are
completely damped.

(iii) The water escaping the pressurized pipe system cause a whistling noise transferred on the pipe
wall respectively the medium itself. The distance over which this noise is measurable depends
on the pipe material.

All of these physical effects can be used to localize and pinpoint leaks.

1.3.2. Leakage control methods

Generally, water utilities deal with leakages through two contrary leakage control methods (according
to Puust et al. 2010): (i) passive and (ii) active leakage control:

(i) In the passive approach, utilities wait until customers report leaks due to supply problems or
leaks becoming visible at the surface. In most of the cases, as soon as leaks become visible,
serious damage has already occurred at the surrounding infrastructure. Yet, not all leakages
appear at the surface. This leads to unreported and consequently high total water losses.

(ii) In contrast, active leakage control is characterized by regularly examining the distribution sys-
tem for leakages with the purpose to drastically reduce the time between leak occurrence, aware-
ness and repair.

Consequently, active leakage control results in much lower water losses than passive leakage con-
trol (M. Farley and Trow 2003). Accordingly, its application is strongly recommended by, for exam-
ple, the IWA and the American Society of Civil Engineers (ASCE).

1.3.3. Leak localization methods

At this point, different state-of-the-art leak localization methods are compared based on the more
extensive review that can be found in Puust et al. 2010.

Most active leakage control methods have in common that they have to be applied on the whole
WDN on a regular basis. One of the most widespread active methods is performing regular district
audits with manual listening sticks by utilizing the noise effect of leaks. Although these devices
seem simple, their handling requires a lot of skilled, trained and highly concentrated staff. More
advanced electronically amplified listening sticks exist which have the advantage of lowering the
demanded skills of their operators. This technique is very labor intensive, because WDNs of big cities
easily contain thousands kilometers of water distribution pipes. Furthermore, such audits can only be
performed during night time, when surrounding noises are minimal.

Another technique making use of leak noise is acoustic logging. Acoustic sensors are temporarily
or permanently attached (e.g. magnetically) every few hundred meters to pipe fittings. During the
nighttime, they continuously measure and store sound levels. Subsequently, the data is collected and
analyzed on a regular basis. If a leak occurs, sound levels rise. Drawbacks of this method are the high
number of sensors that have to be deployed and material dependency as noise is transmitted poorly

8



1.3. State of the art methods for finding leaks

through plastic pipes. Added to this, many acoustic techniques are insensitive to large leaks as they
do not generate vibrations in the expected high frequency domains (Colombo, Lee, et al. 2009).

Many WUs use step testing, a renowned, material independent and effective but also labor intensive
localization method which is not applicable to all networks. Step testing is also performed during
MNF similar to the previous technique. During the night, valves are closed systematically, subdividing
a monitored zone in subareas. The inflow into the zone is observed. If the inflow decreases while
a certain sub-area is isolated, a leak might be situated in this part of the system. The drawbacks of
this methods are that parts of the WDN are not pressurized, resulting in possible contamination (e.g.
back-siphonage, groundwater intrusion).

Ground penetrating radar is a novel method which allows a non-intrusive leak inspection. Leaks
are detected with radar by finding voids excavated by circulating water running out of the pipe or by
finding relocated pipes. This method is not material dependent, but penetration depths of only two
meters in the ground make it not suitable for finding leaks in Northern European countries with cold
climate where water pipes are laid in depths of 1.8 meters and more. Furthermore, it is also labor
intensive since all pipes in the network have to be checked individually. Additionally, anomalies like
under-ground metal objects may lead to false conclusions.

WU’s Supervisory Control and Data Acquisition (SCADA) systems can also be used for leakage
awareness and localization. The inflow in a subsystem of the WDS is observed permanently and
analyzed on a regular basis. If the flow increases over a longer time frame—especially during MNF

hours—a leak may have occurred in the observed area.

All the here mentioned techniques share8 that they yield only an approximate area where a leak oc-
curred and not the exact position. Since excavating pipes and resurfacing streets after leak repairs are
expensive, mistakes in locating leaks potentially cause avoidable interruptions. That is why leakage
localization does only the groundwork for pinpointing techniques by narrowing down the search area.
The exact location of a leak is only found by leak pinpointing techniques.

1.3.4. Leak pinpointing methods

Again, this is a brief overview of possible leak pinpointing techniques based on the more extensive
review of Puust et al. 2010. Leak pinpointing techniques are the most accurate techniques to obtain
leak locations in a pipe system, but come with high financial costs and are very labor intensive. In
general, leak pinpointing methods are distinguished between invasive and non-invasive techniques.

First, the most common non-invasive technique to pinpoint leaks since the late 1970s is the applica-
tion of leak noise correlators. Two microphones are brought in contact with the pipe (or a valve)
surrounding the assumed leak spot. The noise signal from the leak is then correlated between the two
microphones and from the difference in the travel time of the sound waves of the noise, the leak’s
positions is computed with an accuracy of up to one meter. Again, leaks in PVC or PE pipes are
harder to locate than leaks in metallic pipes due to the noise damping properties of plastics.

Second, the exact position of a leak can be found by the invasive intrusion of tracer gas. This gas
must have certain properties, e.g., lighter-than-air, non-toxic, non-soluble in water. At a leak, the
gas escapes the pipe system and can be measured with special probes on the surface above the leak.
Additionally—contrary to leak noise correlators—multiple leaks can be found at a single pipe section
or branched pipes.

8Besides ground microphones and ground penetrating radar which can also be used for pinpointing.
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Third, so called pig-mounted sensing devices can be inserted under pressure into the pipe system.
These devices flow with the water stream, continuously measuring and transmitting physical quantities
as well as their current position. The devices can be equipped with ultrasonic sensors, hydrophones,
magnetic flux sensors, etc. . . . , measuring quantities which enable to draw conclusions about the
pipe’s condition.

In general, leak pinpointing methods are labor intensive and/or expensive and should only be con-
ducted after previous application of leak localization—after the search area is already narrowed down.

1.4. Why model-based leak localization

In general, all available techniques for active leakage control share that they are (i) expensive, (ii) time
consuming, (iii) tedious resulting in long detection and localization times, (iv) only applicable in the
middle of the night, (v) material dependent and working poorly especially in systems consisting of
plastic pipes or arbitrary combinations of all mentioned drawbacks (Puust et al. 2010). Whereas the
main drawback for WUs is certainly that these techniques are labor intensive and hence expensive.

Alternatively, one can take advantage of the hydraulic responses of pipe systems to leaks. A damaged
pipe in a network results in leakage outflow where water escapes the pipe system changing the flow
characteristics—increasing flow and decreasing pressure—in the network (Poulakis et al. 2003). Not
surprisingly, it is possible to detect leaks and determine their positions in a WDS by these hydraulic
phenomena which they are causing (Colombo, Lee, et al. 2009). Prerequisites for achieving this goal
are that (i) hydraulic measurements are available in the network and (ii) an accurate hydraulic model
exists of the system under observation.

The intensity of hydraulic system changes caused by a leak at specific measurement positions depends
on two entities—the location and the outflow magnitude (Poulakis et al. 2003). If a leak causes a
clear and unique footprint in flow and pressure measurements, it is theoretically possible to locate it
(Colombo, Lee, et al. 2009). Permanent monitoring of flow and pressure in a system enables detecting
the occurrences of leaks (Poulakis et al. 2003). Once a leak is detected, the hydraulic model can be
updated through fitting the new measurement data under the leak’s influence to draw conclusions
about the leak’s location. This is the basic principle of model-based leak localization.

Beneficial for a model-based leak localization approach is certainly the possibility to work in a com-
plete automated way, alarming WU staff when a leak occurs in the system and already giving them the
approximate location of the leak, enabling to directly start with leak pinpointing. This has the potential
to drastically shorten the leak awareness and the leak localization time compared to state-of-the-art
methods, reducing the leakage run-time and, hence, minimizing water losses.

Especially nowadays—as sensor and real-time data communication technologies are increasingly
more affordable—the latest developments in sensor technology will encourage WUs to install more
sensors in their WDSs in near future. This will be additionally in favor of model-based approaches.
In more detail, it is envisaged that implementing an increased number of pressure sensors would be
the water companies’ preferred choice (Romano et al. 2013, according to). Reasons for that are that
pressure sensors have lower installation costs and less maintenance effort is needed compared to flow
sensors. Thus, technologies utilizing pressure sensors such as model-based leak localization with hy-
draulic sensors will play an important role in near real-time operational optimization of WDS in future
(Romano et al. 2013).

10



1.5. Objectives and research questions

The biggest competitor to leak localization with hydraulic sensors is without doubt acoustic logging.
While the costs and data communication effort is similar to pressure sensors, the measurement grid
of these sensors has to be more dense since sensors have to be placed every few hundred meters.
This leads to high sensors numbers, especially, if one wants to detect all possible leaks in a system.
Additionally, more and more WUs—particularly in rural areas—favor plastic materials for their new
pipes. These materials are the Achilles heel for acoustic methods since the propagation of sonic waves
is strongly damped leading to even higher sensor numbers. That is why acoustic loggers will lose out
in favor of pressure and flow sensors in plastic pipe systems. Whereas no additional information
can be retrieved from acoustic sensors—since they only contain indirect system information which is
not relevant for WDS operation besides finding leaks—hydraulic sensors have further advantages and
fields of application, e.g., optimization of network operations, hydraulic network calibration, detect
closed valves, retrieving important information for future expansion and rehabilitation plans.

All this mentioned benefits predict model-based leak localization a bright future even though they are
at the moment a subject of research and not yet ready for the market.

1.5. Objectives and research questions

This is a short and condense summary of the motivation for the research questions. A broader moti-
vation of the questions can be found in the corresponding chapters.

Model-based approaches already exist in literature to detect and locate leaks, but, first, they are seldom
applied on real-world studies. Second, if they are tested in the real-world, they are studied most of
the time on huge pipe bursts of several liters per second. These bursts are easier to detect than small
leaks with outflows lower than one liter per second. Third, most of the time the approaches utilize
flow sensors only to localize leaks and it is stated as a great success if the method can identify the
right DMA where a leak has happened. Fourth, if pressure sensors are involved for leak localization,
then an uneconomically high number of sensors is used.

To bring model-based leak localization to everyday WU practice, these techniques have to be able to
find smaller leaks in the real-world. Additionally, to actually reduce water losses, these techniques
have to even detect and locate these small leaks faster, and, definitely cheaper than already used
common techniques. And that all, of course, with less overhead for WU’s staff than today’s already
successful applied techniques. Only this will increase their acceptance and decrease the barriers in the
minds of the operators which always exist when applying new technologies.

This thesis will try to develop a methodology with such aims by dealing with three interconnected
parts important for model-based water loss reduction: (1) Leak Detection, (2) Optimal Sensor Place-
ment and the (3) Leak Localization problem itself.

(1) Leak Detection Seasonality effects and noise surmounting tiny pressure deviations resulting
from small leaks in the system make leak detection a challenging problem. Additionally, pressure
data is considered less reliable and often played the poor cousin to flow measurement data (B. Farley
et al. 2010). Of course, statistical methods have to be used to retrieve appropriate information from
small signals in the noisy environment of WDS, a problem similar to search for a needle in the haystack.
All of that leads to the first research question:
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Q.1.1: Is it possible to early detect small leaks (<1 L/s) in the real world with pressure sensors in an
automatic way?

A question that has not been answered in the scientific literature till now.

(2) Optimal Sensor Placement The leak detection and localization performance depends on the
positions where sensors are located in a WDS. In literature, there exist a few algorithms of how to place
sensors in an optimal way. Every single method claims to find the optimal positions. Nevertheless,
applying different algorithms on the same network leads to diverging sensor positions. The algorithms
have never been benchmarked neither in simulations nor in the real-world. Hence, the second research
questions is obvious

Q.2.1: Which optimal sensor placement algorithm finds the best pressure sensor positions for model-
based leak localization?

Furthermore, uncertainties, e.g. uncertain water demand, may affect pressure measurements. Since
customer demands affect the system in the same way as leaks, a leak might be overseen because of
fluctuations in demand. That is why sensor locations with a high demand noise might be less ideal
than other positions.

Q.2.2: How to incorporate different sources of uncertainties in sensor placement algorithms to obtain
more robust optimal measurement locations?

Finding the right positions is one thing, but another interesting question arises especially for WUs

which want to apply these techniques in their systems. (This question is also closely related to the
costs of applying model-based leakage localization)

Q.2.3: How many sensors are needed for model-based leak localization?

(3) Leak Localization Model-based leak localization formulated as inverse problems solved with
heuristic optimization algorithms has already been studied in scientific literature. Since heuristic al-
gorithms are less efficient than deterministic algorithms to solve unimodal optimization problems, but
fail in finding optimal solutions in multi-modal optimization problems, it is astonishing that the form
of the optimization problem itself has never been examined in any scientific study to my knowledge.

Q.3.1: What is the actual type (form,shape) of the optimization problem?

Are heuristic optimization algorithms even necessary for finding leaks? Also related to an exhaustive
study of the optimization problem is the question

Q.3.2: How to increase the performance of model-based leak localization?

Small leaks lead to small pressure signals which are already hard to detect. Are the differences in the
pressures big enough to distinguish between different leak positions for small leaks? Again it has to
be noted that former studies have applied localization on big leaks mostly simulations and seldom in
reality. It is the aspiration of this thesis to actually address real-world problems which leads to the
final research question

Q.3.3: Is model-based leak localization applicable for finding small leaks in the real-world?

Summarizing all the research questions in a single sentence, the objective of this thesis is best de-
scribed through:

Finding smaller leaks with less and cheaper sensors automatically within a real-world DMA.
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1.6. Overview of the thesis

A short overview of the thesis is given in this section consisting of short descriptions of the single
chapters and their content.

After the Introduction of the thesis in this chapter, Background information—mainly consisting of
the methods that are used throughout this thesis—is given. The Background chapter is divided in
four main parts: (i) Optimization, (ii) Hydraulic simulations, (iii) Stochastics and (iv) the used Case
Studies. (i) Optimization is a big part of this thesis used in almost every subsequent chapter. Termi-
nologies used in mathematical optimization will be clarified (e.g. the difference between local and
global optima). Since this thesis makes mainly use of meta-heuristic algorithms, like e.g Genetic
Algorithm (GA) or Differential Evolution (DE), the difference between stochastic and deterministic
algorithms will be highlighted. For that reason, different deterministic and stochastic optimization
algorithms will be introduced and their field of application will be explained by applying these algo-
rithms on examples from literature. (ii) The section on hydraulic simulations will give an overview of
different hydraulic simulation approaches followed by a motivation, why a specific approach in this
thesis is chosen for the purpose of model-based leak localization. (iii) The comprehensive although
short section on stochastics will introduce different algorithms for different purposes. For example,
Monte Carlo Simulations (MCS) algorithms for computing uncertainty effects, Markov-Chain-Monte-
Carlo (MCMC) for probabilistic sampling, outlier detection with Tukey’s test, Goodness-of-Fit (GoF)
statistics for deciding between different modeling functions. Since model-based leak localization will
be applied on real-world data, a big part will address time series analysis techniques, followed by an
introduction on different event detection algorithms. (iv) Finally, the chapter will conclude with an
overview of the three case study networks used throughout the thesis. Two networks are just used in
simulations, but one network additionally serves as a real-world field study. Hence, also the measure-
ments taken in this network are described and the network’s calibration will be explained.

Then the main three chapters of this thesis will be introduced: Leak Detection, Optimal Sensor Place-
ment and Model-based Leak Localization. Each chapter is more or less independent of each other,
although, they are all interconnected. However, each of these three chapters share the same skeleton.
It will start with a comprehensive literature review on the specific topic presenting the state-of-the-art,
followed by a methodology section presenting all the methods which have not already been described
in the Background chapter. Then the chapter’s results are presented and it ends with a conclusion.

Chapter 3 tinkers the topic of Leak Detection. The methodology of this chapter is mainly a back ref-
erence since most of the methods on time series analysis and detection algorithms have been already
introduced in the Background chapter. The results section starts with methods for extracting season-
alities from water related data. Additionally, a method for identifying days with abnormal water use
will be introduced which can be also used for leak detection. Flow and pressure data will be analyzed
to retrieve better models step-by-step by removing seasonalities and random fluctuations. The result-
ing models are then used to forecast unknown near-future states of the system. The purpose of this is
that the better the forecast is—the better unusual events can be detected. This is the principle of leak
detection. Subsequently, different event detection algorithms will be applied on the prior developed
time series models on flow as well as pressure measurement data. Methods will be introduced that
are able (i) to detect leaks very fast (also in pressure data) and subsequently raise a leak alarm, (ii) to
estimate the exact time when the leak has appeared in the system afterwards and (iii) to retrieve the
complete probability distributions and likelihoods of the leak events for all parameters. All presented
methods are designed to work in a complete automatic way.
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Chapter 4 deals with the Optimal Sensor Placement problem, since the success of model-based leak
localization as well as leak detection depends on the measurement positions in a WDS. Different
optimal sensor placement approaches are introduced which are benchmarked afterwards. A novel
approach to place sensors that is also able to incorporate uncertainties will be introduced. Additionally,
a method to enable cost-benefit analysis in a specific network is presented.

Chapter 5 is a chapter on Model-Based Leak Localization. An optimization capable of finding leaks
will be introduced. Then the leak localization problem is studied in more detail, by examining the
optimization problem itself through fitness landscape analysis. Different influences will be studied
concerning the optimization problem, like the consequences of reducing the number of sensors, using
different metrics in the optimization problem or changing the problem itself by rearranging the search
space. All of this has influences on the convergence of the optimization which will be investigated
in detail. Subsequently, the introduced localization algorithms are applied on real leaks introduced
in a system during a field study. The influence of the sensor positions will be analyzed in the real-
world as well as the performance of leak localization on small leaks. Furthermore, a method will be
introduced that is capable of finding leaks by only using information from pressure sensors. Finally,
the leak localization right after leak detection will be undertaken for testing if the developed methods
are capable of actually saving water in the real-world by reducing leak detection and localization
times.

The thesis will conclude by summarizing all important methods and findings and discussing their
applicability in the real-world in a short Conclusion chapter. Moreover, possibly future research
directions will be pointed out.

1.7. List of scientific publications and presentations related to this
thesis

The author has published and contributed to research related to this thesis in multiple journals and
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Chapter 2
Background

“All you really need to know for the moment is that the universe is a lot more compli-
cated than you might think, even if you start from a position of thinking it’s pretty damn
complicated in the first place."

— Douglas Adams, Mostly Harmless

2.1. Optimization

2.1.1. Mathematical definition of the problem

Mathematical optimization9 has various real-world applications in economics, engineering, decision
making, to name just a few fields. Mathematically, an optimization problem can be defined by finding
the minimum of an objective function (also called fitness function) in following way

min
xxx∈Rn

f (xxx) 3
{

ci(xxx) = 0, i ∈ E
ci(xxx)≥ 0, i ∈ I

(2.1)

where xxx is a n dimensional parameter vector of real numbers (xxx ∈ Rn), called the trial or optimization
variables, f is the (scalar) objective function that one wants to minimize, ci are (non-)linear constraint
functions that the parameters xxx have to satisfy. 3 is a mathematical symbol with meaning "such that" or
"subject to". The constraints ci can be equality constraints, where E is the set of indices belonging to
this equality constraints, or inequality constraints represented by the set I of all inequality constraints
for the specific optimization problem. Points in the parameter space xxx ∈ Rn fulfilling this constraints
are called feasible points. Note that maximization problems in equation (2.1) can be formulated by
multiplying the objective function with -1, hence (2.1) describes optimization in general. Since the
parameter consists of real numbers, the problem formulated in equation (2.1) is called a continuous
nonlinear optimization problem. The roughness calibration in Section 2.4.3.2 belongs to this class of
problems.

9Note that the mathematical definitions throughout this section follow the naming conventions from (Nocedal and Wright
2006) for optimization problems.
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In some optimization problems, the elements of vector xxx are not real numbers, but rather have in-
tegrality constraints and thus consist of integer numbers xxx ∈ Zn. These problems are called integer
programming problems and the field of solving this problems is called discrete optimization. Com-
binatorial problems like the optimal sensor placement problem in Chapter 4, for example, are often
formulated as discrete optimization problems. Continuous optimization problems are easier to solve
since algorithms can retrieve information of the functions behavior close to a point through derivation,
e.g., slope and curvature (Nocedal and Wright 2006). For discrete problems, in contrast, the objec-
tive function can vary significantly between one feasible point and a point close or even adjacent to
it. If some parameters in the trial variable vector xxx are chosen from real numbers xi ∈ Rn and some
parameters have integrality constraints x j ∈ Zn, this problem is named mixed-integer programming
problem. The problem of model-based leakage localization in Chapter 5 is a mixed integer program-
ming problem, because integrality constraints for the location of the leak exist. However, this problem
is reformulated to a continuous problem by temporarily ignoring the integrality constraints to make
the problem solvable for DE algorithm which only works in continuous parameter spaces.

2.1.1.1. Local and global optima and convex functions

x

f
(x

)

x⇤
global

x⇤
local

x⇤
local ± �x⇤

global ± �

Figure 2.1.: Local and global optima of a function

xxx∗ is called the solution of the problem defined in equation (2.1). The solution of the optimization
problem stated in equation (2.1) is a global minimizer xxx∗ of f or a global optimal solution if it is the
point where the objective function has its minimal value over the whole parameter space. Mathemati-
cally (Nocedal and Wright 2006, see for example), a point xxx∗ is a global minimizer if

f (xxx∗)≤ f (xxx) ∀xxx ∈ Rn . (2.2)

In contrast, a point is a local minimizer or a local optimum if there exists only a neighborhood N of
xxx∗ such that

f (xxx∗)≤ f (xxx) ∀xxx ∈N . (2.3)

Usually, one lacks the global perspective of a function since—especially if a simulator is involved—
one knows only the values of a function at certain points. Although, an interesting type of functions
exist where global assertions on global optima can be made. This functions are called convex functions
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( f : X → R) on arbitrary vector spaces (X). f is a convex function if

∀x1,x2 ∈ X , ∀t ∈ [0,1] : f (tx1 +(1− t)x2)≤ t f (x1)+(1− t) f (x2) (2.4)

and is strictly convex if

∀x1 6= x2 ∈ X , ∀t ∈ (0,1) : f (tx1 +(1− t)x2)< t f (x1)+(1− t) f (x2) . (2.5)

Every local minimum of a convex function is also a global minimum and a strictly convex func-
tion will have at most one global minimum. The property of a function being convex is strictly
related to the properties of its second derivative, since a continuous, twice differentiable function
(on a convex set) is convex if and only if its Hessian matrix H(xxx) (see equation (2.7)) is positive
(semi-)definite (xxxᵀH(xxx)xxx ≥ 0) (see for example Strang 1986). For optimization, convex functions
have a lot of convenient properties which are efficiently used by diverse algorithms. The hydraulic
solver in EPANET (Rossman 2000) minimizes such a function, for example.

2.1.2. Optimization methods

All manner of different optimization methods exist—some make use of algebra, others mimic nature.
Each of them have in common that they are iterative methods, beginning with an initial guess of xxx and
iteratively improving it until a global optimum xxx∗ is reached or a termination criterion is met (Nocedal
and Wright 2006). Yet, the methods differ in the strategy that is used to improve the trial vector by
moving through the parameter space from one iteration step to the next. While some optimization
methods make use of objective function f (xxx) values, the constraints ci of the optimization problem
and perhaps its first and second derivative at current iteration—other methods use information of the
optimization’s history itself by incorporating knowledge from previous iteration steps in the present
step. Others again, simultaneously solve the optimization problem not just with one trial vector xxx, but
with many possible solutions which exchange information of their current objective function values
in the parameters space.

The No-Free-Lunch (NFL) theorem states that there cannot be an ideal algorithm solving all kinds of
optimization problems (Wolpert and Macready 1997). Some algorithms perform better for some type
of optimization problems, while other algorithms work better for other problems. Over the whole
range of all mathematically possible optimization problems, all algorithms perform equally good. For
example, classical methods (e.g. Newton’s method) are efficient for linear, quadratic, strongly convex,
unimodal objective functions, whereas evolutionary algorithms are better suited for discontinuous,
non-differentiable, multi-modal and noisy objective functions (Bäck et al. 2000).

Nevertheless, one can define desired properties of good algorithms. According to Nocedal and Wright
2006, good optimization algorithms should be (i) robust, (ii) efficient and (iii) accurate. (i) Robust
means that algorithms should perform well on a wide range of problems and also at the same problem
with different starting points. (ii) Efficient means that the algorithms should not require exorbitant
computation time, power or storage. (iii) Accurate means that good algorithms should be able to find
a solution with any desired precision and not being sensitive to numerical or rounding errors. These
goals may conflict since, for example, a more robust algorithm might be less efficient.

Additionally, algorithms can be classified according to which order of derivative they are using. Zero
order methods use only the function f (xxx) itself for finding the new optimization step. First order
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methods make use of the function and additionally the gradient of the function ∇ f (xxx)

∇ f (xxx) =


∂

∂x1
...
∂

∂xn

 · f (x1, · · · ,xn) =


∂ f (xxx)
∂x1
...

∂ f (xxx)
∂xn

 . (2.6)

Second order methods use the function, its gradient plus the second derivative, the Hessian matrix
H(x)

H(x) = ∇(∇ f (xxx))ᵀ
(2.6)
= ∇

(
∂ f (xxx)
∂x1

, · · · , ∂ f (xxx)
∂xn

)
=



∂2 f (xxx)
∂x2

1

∂2 f (xxx)
∂x2∂x1

· · · ∂2 f (xxx)
∂xn∂x1

∂2 f (xxx)
∂x1∂x2

. . .
...

...
. . .

...
∂2 f (xxx)
∂x1∂xn

· · · · · · ∂2 f (xxx)
∂x2

n

 (2.7)

Numerical calculations of the gradient in equation (2.6) are of order O(n) ·C ( f ) (Naumann 2012),
calculations of the Hessian in equation (2.7) are of order O(n2) ·C ( f ) (Naumann 2012). O(·) is the
Bachmann-Landau notation for classifying a computer algorithm’s run time on the input size n and
C ( f ) is the computational cost of an objective function evaluation. This corresponds to an EPANET
simulation in most of the problems throughout this thesis.

Furthermore, optimization algorithms can be distinguished between deterministic (see Section 2.1.2.1)
and stochastic (see Section 2.1.2.2) methods.

2.1.2.1. Deterministic algorithms

Deterministic methods are greedy methods for which f (xxx) has to improve at each iteration step.
Hence, deterministic methods end up in the same solution if they start from the same point x0 in
the parameter space. For that reason, they can get stuck in local optima.

There exist deterministic methods of different order. Zero order methods are, for example, the Simplex
method or the Pattern search method; Gradient methods and Quasi Newton methods are of first order.
Second order methods is the Nonlinear Conjugate Gradient (NCG) algorithm , for example.

All these methods have in common that they start from a vector xxxk at iteration step k and move in
the search direction pppk to retrieve a better point xxxk+1 with a better objective function value f (xxxk+1)<
f (xxxk)

xxxk+1 = xxxk + pppk ⇒ f (xxxk+1)< f (xxxk) . (2.8)

Yet, all these methods differ in how pppk is found.

2.1.2.1.1. Newton-Raphson Algorithm EPANET uses the Newton-Raphson Algorithm (NRA) for
solving the hydraulic network equation problem in Section 2.2.2.1 equation (2.65). Originally, this
method finds roots in functions. Therefore, if the global optimum of the function is zero and the
function is convex, this method can find the global optimum. The idea behind this method is to ap-
proximate the function by its tangent and intercepting this tangent with x = 0. Subsequently, this gives
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a better estimate for the root and the iteration is started again until this root is found. Mathematically,
this can be formulated in following way

y = ∇ f (xxxk)(xxxk+1− xxxk)+ f (xxxk) = 0 . (2.9)

Rearranging leads to following iteration formula

xxxk+1 = xxxk−∇ f (xxxk)
−1 f (xxxk) . (2.10)

The search direction is hence pppk = −∇ f (xxxk)
−1 f (xxxk). Furthermore, this method is also the basis for

the algorithm in Section 2.1.2.1.3.

2.1.2.1.2. Gradient Descent Algorithm The Gradient Descent Algorithm (GDA) is also called
steepest descent. GDA updates the iteration step by going in the opposite direction of the gradient,
since in this direction the function decreases the fastest

xxxk+1 = xxxk−α∇ f (xxxk) . (2.11)

Thus, the search direction is pppk = −α∇ f (xxxk). The α parameter can be updated in each iteration by
line search methods in the current search direction or by using the inverse of the Hessian matrix H(xxx)
defined in equation (2.7) (see Section 2.1.2.1.3) leading to second order methods. Furthermore, there
exist first order methods approximating H(xxx) only by the gradient (Nocedal and Wright 2006).

2.1.2.1.3. Nonlinear Conjugate Gradient Algorithm The NCG algorithm (also known as nonlinear
newton method) finds the ideal search vector pppk through a second order Taylor series approximation

f (xxxk + pppk)≈ f (xxxkkk)+∇x f (xxxkkk)
ᵀ · pppk +

1
2

pppᵀk H(xxxkkk)pppk︸ ︷︷ ︸
Φ(pppk)

+ · · · . (2.12)

Higher order terms are neglected in the expansion. Minimizing the right hand side of the equation
with respect to pppk results in an ideal search vector

min
pppk∈Rn

Φ(pppk) → ∇pΦ(pppk)
!
= 000 (2.13)

with the ∇p operator defined in following way

∇p =


∂

∂p1
...
∂

∂pn

 . (2.14)

Subsequently, throughout this derivation the indices p and x highlight the difference between the gra-
dient in the parameter space defined in equation (2.6) and the operator in equation (2.14). Furthermore,
following three mathematical identities—equation (2.15) to (2.17)—are needed

∇p (uuuᵀvvv) = (∇puuuᵀ)vvv+(∇pvvvᵀ)uuu (2.15)
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∇p pppᵀk =


∂

∂p1
...
∂

∂pn

 · (p1, · · · , pn) =


∂p1
∂p1

· · · ∂pn
∂p1

...
. . .

...
∂p1
∂pn

· · · ∂pn
∂pn

=


1 0 · · · 0
0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

= 1 (2.16)

∇p (cccᵀpppk)
(2.15)
= (∇pcccᵀ)︸ ︷︷ ︸

000

pppk +
(
∇p pppᵀk

)︸ ︷︷ ︸
(2.16)

ccc = 1 · ccc = ccc . (2.17)

The first identity (equation (2.15)) is the derivative of the dot product of the vector values function
uuu and vvv, where the superscript ᵀ denotes the transpose of the vector. The second identity (equation
(2.16)) denotes the derivative of the transpose of the search vector pppᵀk resulting in an (n×n) identity
matrix 1. Finally, the third equation (2.17) shows that the derivative of the transpose of constant
vector ccc with respect to p (note that this vector can still be dependent on, e.g., xxx) times the search
vector results in this constant vector ccc.

For equation (2.13), this leads to

∇pΦ(pppk) = ∇p (∇x f (xxxkkk)
ᵀ · pppk)︸ ︷︷ ︸

(A)

+
1
2

∇p
(

pppᵀk H(xxxkkk)pppk
)︸ ︷︷ ︸

(B)

. (2.18)

For clarity, the equation is divided into two parts (A) and (B). Starting with (A) and making use of
identity (2.17) leads to

(A) : ∇p (∇x f (xxxkkk)
ᵀ · pppk)

(2.17)
= ∇x f (xxxkkk) (2.19)

since the gradient f (xxxk) at point xxxk is not dependent on the search vector pppk.

For part (B) starting with identity (2.15) and subsequently solving one resulting term after another
leads to

(B) : ∇p
(

pppᵀk H(xxxkkk)pppk
) (2.15)

=
(
∇p pppᵀk

)︸ ︷︷ ︸
(2.16)

H(xxxkkk)pppk +
(
∇p pppᵀk H(xxxkkk)

ᵀ)︸ ︷︷ ︸
(2.15)

pppk =

= 1 ·H(xxxkkk)pppk +
(
∇p pppᵀk

)︸ ︷︷ ︸
(2.16)

H(xxxkkk)
ᵀpppk +∇pH(xxxkkk)︸ ︷︷ ︸

000

pppk pppk =

= (H(xxxkkk)+H(xxxkkk)
ᵀ) pppk = 2 ·H(xxxkkk)pppk .

(2.20)

In the second row the Hessian matrix H(xxxk) is not dependent on the search vector pppk and hence the
derivative becomes zero. In the last row the symmetry of the Hessian matrix in equation (2.7) was
used since

∂2 f (xxx)
∂xi∂x j

=
∂2 f (xxx)
∂x j∂xi

→ H(xxxk) = H(xxxk)
ᵀ . (2.21)

Thus, the result of equation (2.13) is

∇pΦ(pppk) = ∇x f (xxxkkk)+H(xxxkkk)pppk
!
= 0 . (2.22)

Rearranging this equation
H(xxxkkk)pppk =−∇x f (xxxkkk) (2.23)
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leads to a formula for the ideal step direction

pppk =−H−1(xxxkkk)∇x f (xxxkkk) . (2.24)

Consequently, the update formula for a single Newton iteration step is equal to

xxxk+1 = xxxk +H−1(xxxkkk)∇x f (xxxkkk) . (2.25)

It has to be noted that the matrix inversion of the Hessian matrix in equation (2.25) comes at compu-
tational cost of O(n3). For that reason, NCG is computationally expensive for optimization problems
in high dimensional parameter spaces and thus can be surpassed by meta-heuristic methods.

2.1.2.1.4. Levenberg-Marquardt The Levenberg-Marquardt method acts more like a gradient-descent
method when the parameters are far from their optimal value, and acts more like the Gauss-Newton
method when the parameters are close to their optimal value.

2.1.2.2. Stochastic algorithms

Stochastic algorithms, also called meta-heuristic algorithms, include a random component which al-
lows escaping local optima. Reasonably, their convergence is due to their randomness usually slower,
hence the big drawback is their higher computational burden compared to deterministic methods.
Stochastic optimization algorithms are usually first order methods. Examples are Evolution Strategies
(Rechenberg 1973), Genetic Algorithms (Goldberg 1989), Particle Swarm Optimization (Poli et al.
2007) or Simulated Annealing (Kirkpatrick et al. 1983).

Termination
CriterionInitialization Recombination Mutation Selection

t = 0

M(⇥M ) S(⇥S)

t! t + 1

R(⇥R)

Yes

No

Figure 2.2.: Scheme of GA

2.1.2.2.1. Genetic Algorithms GAs are widely used to obtain optimal solutions to countless prob-
lems in the water related fields (Nicklow et al. 2009). GAs—first proposed by (Holland 1975)—mimic
the principles of evolution to solve optimization problems. In contrary to the former mentioned al-
gorithms, GAs are population based. Hence, not just a single solution evolves over the iterations, but
rather they utilize the collective learning process of a population consisting of many single solutions
(Bäck et al. 2000). Each solution—called individual—consists of parameters—called genes—which
represents a single search point in the parameter space. Descendants of individuals are produced by
random either (i) through reproduction by exchanging genes with other individuals or (ii) by mutation,
introducing randomly small changes in genes mimicking germ line mutation effects. Subsequently,
the fitness of each individual is determined and fitter individuals are more likely to survive and repro-
duce, thus, giving their good genes to potentially more descendants and hence increasing the fitness
of the whole population over the iterations.
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Mathematically, the population is defined as a time dependent (n×µ)-matrix P(t)

P(t) = (xxx1(t), . . . ,xxxµ(t)) ∈ Rn×µ (2.26)

where a single column is a n-dimensional parameter vector xxxiii ∈ Rn, a possible solution of the opti-
mization problem as described in Section 2.1.1. µ is the size of the population respectively the number
of individuals in it and t denotes the current time or iteration step since the population and its individ-
uals change over time. Recombination, mutation and selection can be described as operators (R,M,S)
effecting the population and are applied consecutively on the population (see Figure 2.2). Addition-
ally, an initialization procedure generates a population of individuals (Bäck et al. 2000). Usually, the
single individuals are produced randomly over the whole parameter space. After the initialization,
the fitness of the individuals can be determined and the fittest individuals can be selected before the
evolution starts.

Recombination The first operator in the evolution is the recombination operator, also called crossover
operator. Recombination is responsible for large changes in the solution vectors. The operator pro-
duces κ new solutions by combining genes of different individuals of the population of size µ

R(ΘR) : Rn×µ → Rn×κ , (2.27)

In addition to the population, the operator also depends on an additional set of parameters ΘR, con-
trolling the reproduction of the individuals such as the probability pr that the genes of two individuals
are recombined. GAs have in common that they favor recombination over mutation (Bäck et al. 2000),
hence, pr is chosen to be high (e.g. pr = 0.8).

Single-Point-Crossover (SPC) is a specific example of a recombination operator (see Figure 2.3). Two
individuals are taken and a crossover point is selected by random between c∈N∩ [1, . . . ,n]. All genes
beyond that crossover point are swapped between the two individuals to produce two descendants.
Let i, j be random integer numbers drawn from i, j ∈N∩ [1, . . . ,µ] choosing two individuals xxxi and xxx j

from the population P(t), then the SPC operator works on the population P(t) as follows

R(P(t)|ΘR) = R



. . . x1,i . . . x1, j . . .
...

...
xc,i xc, j

xc+1,i xc+1, j
...

...
. . . xn,i . . . xn, j . . .


=



. . . x1,i . . . x1, j . . .
...

...
xc,i xc, j

xc+1, j xc+1,i
...

...
. . . xn, j . . . xn,i . . .


= P′(t) (2.28)

to produce and altered population P′(t) containing two new individuals xxx′i and xxx′j.

Mutation The second operator in the GA is the mutation operator. This operator makes small changes
to the genes of an individual, hence, broadening the genetic variability of a population

M(ΘM) : Rn×κ → Rn×λ . (2.29)

The operator also depends on an additional set of parameters ΘM, controlling the mutation of indi-
viduals. GAs have in common that the mutation operator is applied with a low probability pm so that
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xi

xj

c c

P (x) P 0(x)R(⇥R)

Figure 2.3.: Scheme of SPC recombination operator

mutation works more as a "background operator" (Bäck et al. 2000) (usually pm < 0.2).

Uniform-Integer Mutation (UIM) is an example for a specific mutation operator, where a gene xi j

with j ∈N∩ [1, . . . ,n] of an individual is chosen at random and, subsequently, this gene is replaced by
drawing randomly an integer x′i j ∈N∈ [a j, . . . ,b j] within the parameter space boundaries of parameter
j (see Figure 2.4). The effect of UIM on a population P′(t) can mathematically be described as

M(P′i (t)|ΘM) = M ((xi1 . . .xi j . . .xin)
ᵀ) = (xi1 . . .x′i j . . .xin)

ᵀ = P′′i (t) . (2.30)

The mutation operator is applied to each individual xi of the population with probability pm.

xi

P 0(x) M(⇥M ) P 00(x)

Figure 2.4.: Scheme of UIM operator

Selection The last operator in the GA is the selection operator. This operator chooses µ individuals
from the through mutation and recombination altered population of λ individuals based on their fitness

S( f ,ΘS) : Rn×λ → Rn×µ . (2.31)

Once again, this operator can depend on additional parameters ΘS, controlling the selection process.
Usually, for GAs the selection is probabilistic so that unfit individuals have a chance to further partic-
ipate in the evolution by giving their genes to descendants (Bäck et al. 2000). Before the selection
operator is applied on the population, the fitness of each individual has to be evaluated through the
objective function f (x)

f (xxx) : Rn → R , (2.32)

leading to λ fitness values. The evaluation of the fitness corresponds normally to an EPANET simula-
tion throughout this thesis.

For example, tournament selection serves as a specific selection operator. This operator applies for
the survival of the fittest µ tournaments between k at random chosen individuals, where the winner of
each tournament will survive. The probability of an individual to win depends on its fitness as well
as on the fitness of his opponents in the tournament. Mathematically, the fitness of the k individuals
is sorted in ascending order f (x1) ≤ f (x2) ≤ . . . ≤ f (xk) and the probability P (i) of the i-th fittest
individual to win is

P (i) = pT (1− pT )
i−1 . (2.33)
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pT ∈ R∩ (0,1] represents the probability of the fittest individual to win the tournament. For pT = 1
the best individual wins any tournament.

After selection, the convergence of the algorithm is examined by checking one or more termination
criteria. This criteria can be fulfilled, for example, (i) if a certain fitness value is reached, (ii) if the
fitness of the population did not decrease over a certain number of iterations or (iii) if a maximum
number of iterations Nmax(I) is performed.

If the termination criterion is not fulfilled, the circle of recombination, mutation and selection is again
repeated with the current population. This circle is named a generation in GA terminology. In contrary,
if the termination criterion is fulfilled after I iterations, the individual of the current population with
the smallest fitness value is chosen as the best solution of the problem

xxx∗ 3 min
f (xxx)

P(t + I) . (2.34)

Due to the stochastic components of GAs, it can not be guaranteed that xxx∗ is a global optimal nor a local
optimum solution. Coupling the GA with a subsequent deterministic method by using the GA’s result
as the starting point of the deterministic algorithm, can at least guarantee local optimality. However,
just meta-heuristic algorithms have the chance to find global optima for multi-modal, non-convex and
noisy fitness functions, where deterministic algorithms alone fail.

It has to be noted that the default case for population sizes throughout one iteration for GAs is
κ = λ = µ. Furthermore, the computational cost of the GA described in this section is approximately

µ(1+(pr + pm)NI) ·C ( f ) , (2.35)

where µ is the population size, pr and pm are the recombination (crossover) and mutation probability,
NI is the number of iterations that are performed and C ( f ) is the computational cost of a fitness
function evaluation. Note that the dimensionality n of the problem does not occur in the computational
costs in contrary to the NCG algorithm in Section 2.1.2.1.3.

2.1.2.2.2. Differential Evolution The DE algorithm was introduced by Ken Price and Rainer Storn
two decades ago (Storn and Price 1995, 1997). Basically, DE works the same way as GAs. The al-
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Figure 2.5.: Scheme of DE algorithm

gorithm is again population based. Individuals—who are now called candidate solutions or agents—
build a population of solutions. The candidates move around the search space and are altered and
combined by simple algebraic formulas. The crucial idea behind DE is that this algorithm generates
new candidate solutions by adding a weighted difference vector between two population agents to a
third agent (Storn and Price 1995). This process can again be seen as a sequence of mutation, recom-
bination and selection operators. Mutation leads again to new solutions in the parameter space while
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recombination combines information contained in two agents, one from the original population and
one as the result from mutation, to obtain new candidate solutions. Confusingly, mutation in the DE al-
gorithm is also similar to recombination in GAs (according to Storn and Price 1995). Furthermore, this
operators are used in different order compared to GAs since mutation and recombination are switched
(see Figure 2.5). If a candidate solution leads to better fitness values, it is selected to replace the agent
with whom its fitness was compared and becomes part of the population in the following iteration.
Thus, this selection procedure is in general greedier than in GAs.

Before the algorithm starts, a first population P(t = 0) of µ solutions has to be generated randomly
within the boundaries of the parameter space. This is called the initialization phase.

Mutation The mutation operator generates new parameter vectors—called donors—by adding a
weighted difference vector with weights Fi between (at least) two population members xxxr1 and xxxr2
randomly drawn from the population to a third member, which (i) can also be randomly drawn xxxr3
from the population, or (ii) is the same vector as used for recombination xxx j or (iii) is the best solution
xxxbest of the current population. Which of these three cases is applied depends on the mutation strat-
egy that is used. Table 2.1 shows different mutation strategies described in Storn 1996. Figure 2.6
shows the mutation on the example of the DE/best/1 strategy. Two random vectors are taken from the
population, their difference vector is build and this vector is subsequently multiplied by the mutation
factor F1, which controls the amplification of the differential variation (Storn and Price 1995), and
then added to the best solution xxxbest so far to generate the donor vector v. Once the donor vector v j is
produced, it is passed to the recombination operator.

Table 2.1.: Mutation strategies for DE algorithm (according to Storn 1996)

Strategy Donor Formula (vvv j = . . .)

DE/rand/1 xxxr1 +F1 (xxxr2− xxxr3)
DE/best/1 xxxbest +F1 (xxxr2− xxxr3)
DE/rand to best/1 xxxr1 +F1 (xxxr2− xxxr3)+F2 (xxxbest − xxxr1)
DE/current to best/1 xxx j +F1 (xxxr2− xxxr3)+F2 (xxxbest − xxx j)
DE/rand/2 xxxr1 +F1 (xxxr2− xxxr3 + xxxr4− xxxr5)
DE/best/2 xxxbest +F1 (xxxr2− xxxr3 + xxxr4− xxxr5)

Recombination The recombination operator increases the diversity of the parameter vectors by
combining the donor vector vvv j by forming a trial vector uuu j through following procedure (Storn and
Price 1997)

ui, j =

{
vi, j if randi, j ≤CR ∨ i = jrand

xi, j else
, (2.36)

where randi, j is a uniform random number drawn within the interval randi, j ∈ [0,1] and CR is the
crossover probability parameter chosen from CR ∈ [0,1] determined by the user. xxx j is called the target
vector and jrand is a randomly drawn integer from jrand ∈N∩ [1,n], assuring that at least one parameter
differs between the trial vector uuu j and the target vector xxx j. Thus, if randi, j is smaller than CR for the
i-th element of the vectors, the i-th element is transferred from the donor to the trial vector, otherwise
the i-th element is taken from the target vector. Figure 2.7 shows a graphical representation of the
recombination procedure (based on Storn and Price 1997, Figure 2).
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<latexit sha1_base64="1trTb3SU+pYcwDzRm3wixrPuPSc=">AAACMHicbVDLSgMxFE3qq9ZXqwsXboJFcCFlRgRdFty4rGAf0BlKJk3b0GQyJBlxGOZr3OrGr9GVuPUrzLSzsI8TAodz7uXee4KIM20c5wuWNja3tnfKu5W9/YPDo2rtuKNlrAhtE8ml6gVYU85C2jbMcNqLFMUi4LQbTO9zv/tMlWYyfDJJRH2BxyEbMYKNlQbVU48PpdHIy18g0pdskCqWoUG17jScGdAqcQtSBwVagxqE3lCSWNDQEI617rtOZPwUK8MIp1nFizWNMJniMe1bGmJBtZ/OLsjQhVWGaCSV/aFBM/V/R4qF1okIbKXAZqKXvVxc5/VjM7rzUxZGsaEhmQ8axRwZifI40JApSgxPLMFEMbsrIhOsMDE2tHVTrgI+xUrhZOGiNBBZpWJDc5cjWiWd64brNNzHm3qzUcRXBmfgHFwCF9yCJngALdAGBGTgFbyBd/gBP+E3/JmXlmDRcwIWAH//ADkNqFs=</latexit><latexit sha1_base64="1trTb3SU+pYcwDzRm3wixrPuPSc=">AAACMHicbVDLSgMxFE3qq9ZXqwsXboJFcCFlRgRdFty4rGAf0BlKJk3b0GQyJBlxGOZr3OrGr9GVuPUrzLSzsI8TAodz7uXee4KIM20c5wuWNja3tnfKu5W9/YPDo2rtuKNlrAhtE8ml6gVYU85C2jbMcNqLFMUi4LQbTO9zv/tMlWYyfDJJRH2BxyEbMYKNlQbVU48PpdHIy18g0pdskCqWoUG17jScGdAqcQtSBwVagxqE3lCSWNDQEI617rtOZPwUK8MIp1nFizWNMJniMe1bGmJBtZ/OLsjQhVWGaCSV/aFBM/V/R4qF1okIbKXAZqKXvVxc5/VjM7rzUxZGsaEhmQ8axRwZifI40JApSgxPLMFEMbsrIhOsMDE2tHVTrgI+xUrhZOGiNBBZpWJDc5cjWiWd64brNNzHm3qzUcRXBmfgHFwCF9yCJngALdAGBGTgFbyBd/gBP+E3/JmXlmDRcwIWAH//ADkNqFs=</latexit><latexit sha1_base64="1trTb3SU+pYcwDzRm3wixrPuPSc=">AAACMHicbVDLSgMxFE3qq9ZXqwsXboJFcCFlRgRdFty4rGAf0BlKJk3b0GQyJBlxGOZr3OrGr9GVuPUrzLSzsI8TAodz7uXee4KIM20c5wuWNja3tnfKu5W9/YPDo2rtuKNlrAhtE8ml6gVYU85C2jbMcNqLFMUi4LQbTO9zv/tMlWYyfDJJRH2BxyEbMYKNlQbVU48PpdHIy18g0pdskCqWoUG17jScGdAqcQtSBwVagxqE3lCSWNDQEI617rtOZPwUK8MIp1nFizWNMJniMe1bGmJBtZ/OLsjQhVWGaCSV/aFBM/V/R4qF1okIbKXAZqKXvVxc5/VjM7rzUxZGsaEhmQ8axRwZifI40JApSgxPLMFEMbsrIhOsMDE2tHVTrgI+xUrhZOGiNBBZpWJDc5cjWiWd64brNNzHm3qzUcRXBmfgHFwCF9yCJngALdAGBGTgFbyBd/gBP+E3/JmXlmDRcwIWAH//ADkNqFs=</latexit><latexit sha1_base64="1trTb3SU+pYcwDzRm3wixrPuPSc=">AAACMHicbVDLSgMxFE3qq9ZXqwsXboJFcCFlRgRdFty4rGAf0BlKJk3b0GQyJBlxGOZr3OrGr9GVuPUrzLSzsI8TAodz7uXee4KIM20c5wuWNja3tnfKu5W9/YPDo2rtuKNlrAhtE8ml6gVYU85C2jbMcNqLFMUi4LQbTO9zv/tMlWYyfDJJRH2BxyEbMYKNlQbVU48PpdHIy18g0pdskCqWoUG17jScGdAqcQtSBwVagxqE3lCSWNDQEI617rtOZPwUK8MIp1nFizWNMJniMe1bGmJBtZ/OLsjQhVWGaCSV/aFBM/V/R4qF1okIbKXAZqKXvVxc5/VjM7rzUxZGsaEhmQ8axRwZifI40JApSgxPLMFEMbsrIhOsMDE2tHVTrgI+xUrhZOGiNBBZpWJDc5cjWiWd64brNNzHm3qzUcRXBmfgHFwCF9yCJngALdAGBGTgFbyBd/gBP+E3/JmXlmDRcwIWAH//ADkNqFs=</latexit>

xr2
<latexit sha1_base64="SYP+bIS1BZl2pBXU2LjGAzIXHe4=">AAACI3icbVDLSsNAFJ2prxpfrS7dDBbBhYSkCLosuHFZwT6gCWUynbRDZ5IwMxFDyG+41Y1f407cuPBfnLZZ2MeBC4dz7uXee4KEM6Ud5wdWtrZ3dveq+9bB4dHxSa1+2lVxKgntkJjHsh9gRTmLaEczzWk/kRSLgNNeML2f+b1nKhWLoyedJdQXeByxkBGsjeR5gchfimEumwUa1hqO7cyB1olbkgYo0R7WIfRGMUkFjTThWKmB6yTaz7HUjHBaWF6qaILJFI/pwNAIC6r8fH50gS6NMkJhLE1FGs3V/xM5FkplIjCdAuuJWvVm4iZvkOrwzs9ZlKSaRmSxKEw50jGaJYBGTFKieWYIJpKZWxGZYImJNjlt2nId8CmWEmdLH+WBKCzLhOauRrROuk3bdWz38abRssv4quAcXIAr4IJb0AIPoA06gIAEvII38A4/4Cf8gt+L1gosZ87AEuDvH2B/o+s=</latexit><latexit sha1_base64="SYP+bIS1BZl2pBXU2LjGAzIXHe4=">AAACI3icbVDLSsNAFJ2prxpfrS7dDBbBhYSkCLosuHFZwT6gCWUynbRDZ5IwMxFDyG+41Y1f407cuPBfnLZZ2MeBC4dz7uXee4KEM6Ud5wdWtrZ3dveq+9bB4dHxSa1+2lVxKgntkJjHsh9gRTmLaEczzWk/kRSLgNNeML2f+b1nKhWLoyedJdQXeByxkBGsjeR5gchfimEumwUa1hqO7cyB1olbkgYo0R7WIfRGMUkFjTThWKmB6yTaz7HUjHBaWF6qaILJFI/pwNAIC6r8fH50gS6NMkJhLE1FGs3V/xM5FkplIjCdAuuJWvVm4iZvkOrwzs9ZlKSaRmSxKEw50jGaJYBGTFKieWYIJpKZWxGZYImJNjlt2nId8CmWEmdLH+WBKCzLhOauRrROuk3bdWz38abRssv4quAcXIAr4IJb0AIPoA06gIAEvII38A4/4Cf8gt+L1gosZ87AEuDvH2B/o+s=</latexit><latexit sha1_base64="SYP+bIS1BZl2pBXU2LjGAzIXHe4=">AAACI3icbVDLSsNAFJ2prxpfrS7dDBbBhYSkCLosuHFZwT6gCWUynbRDZ5IwMxFDyG+41Y1f407cuPBfnLZZ2MeBC4dz7uXee4KEM6Ud5wdWtrZ3dveq+9bB4dHxSa1+2lVxKgntkJjHsh9gRTmLaEczzWk/kRSLgNNeML2f+b1nKhWLoyedJdQXeByxkBGsjeR5gchfimEumwUa1hqO7cyB1olbkgYo0R7WIfRGMUkFjTThWKmB6yTaz7HUjHBaWF6qaILJFI/pwNAIC6r8fH50gS6NMkJhLE1FGs3V/xM5FkplIjCdAuuJWvVm4iZvkOrwzs9ZlKSaRmSxKEw50jGaJYBGTFKieWYIJpKZWxGZYImJNjlt2nId8CmWEmdLH+WBKCzLhOauRrROuk3bdWz38abRssv4quAcXIAr4IJb0AIPoA06gIAEvII38A4/4Cf8gt+L1gosZ87AEuDvH2B/o+s=</latexit><latexit sha1_base64="SYP+bIS1BZl2pBXU2LjGAzIXHe4=">AAACI3icbVDLSsNAFJ2prxpfrS7dDBbBhYSkCLosuHFZwT6gCWUynbRDZ5IwMxFDyG+41Y1f407cuPBfnLZZ2MeBC4dz7uXee4KEM6Ud5wdWtrZ3dveq+9bB4dHxSa1+2lVxKgntkJjHsh9gRTmLaEczzWk/kRSLgNNeML2f+b1nKhWLoyedJdQXeByxkBGsjeR5gchfimEumwUa1hqO7cyB1olbkgYo0R7WIfRGMUkFjTThWKmB6yTaz7HUjHBaWF6qaILJFI/pwNAIC6r8fH50gS6NMkJhLE1FGs3V/xM5FkplIjCdAuuJWvVm4iZvkOrwzs9ZlKSaRmSxKEw50jGaJYBGTFKieWYIJpKZWxGZYImJNjlt2nId8CmWEmdLH+WBKCzLhOauRrROuk3bdWz38abRssv4quAcXIAr4IJb0AIPoA06gIAEvII38A4/4Cf8gt+L1gosZ87AEuDvH2B/o+s=</latexit>

xr3
<latexit sha1_base64="4bx0B17mPX4+5U9aszrA5HXdrEo=">AAACI3icbVDLSsNAFJ2prxpfrS7dDBbBhYREBV0W3LisYB/QhDKZTtqhM0mYmYgh5Dfc6savcSduXPgvTtss7OPAhcM593LvPUHCmdKO8wMrG5tb2zvVXWtv/+DwqFY/7qg4lYS2Scxj2QuwopxFtK2Z5rSXSIpFwGk3mNxP/e4zlYrF0ZPOEuoLPIpYyAjWRvK8QOQvxSCX1wUa1BqO7cyAVolbkgYo0RrUIfSGMUkFjTThWKm+6yTaz7HUjHBaWF6qaILJBI9o39AIC6r8fHZ0gc6NMkRhLE1FGs3U/xM5FkplIjCdAuuxWvam4jqvn+rwzs9ZlKSaRmS+KEw50jGaJoCGTFKieWYIJpKZWxEZY4mJNjmt23IZ8AmWEmcLH+WBKCzLhOYuR7RKOle269ju402jaZfxVcEpOAMXwAW3oAkeQAu0AQEJeAVv4B1+wE/4Bb/nrRVYzpyABcDfP2I1o+w=</latexit><latexit sha1_base64="4bx0B17mPX4+5U9aszrA5HXdrEo=">AAACI3icbVDLSsNAFJ2prxpfrS7dDBbBhYREBV0W3LisYB/QhDKZTtqhM0mYmYgh5Dfc6savcSduXPgvTtss7OPAhcM593LvPUHCmdKO8wMrG5tb2zvVXWtv/+DwqFY/7qg4lYS2Scxj2QuwopxFtK2Z5rSXSIpFwGk3mNxP/e4zlYrF0ZPOEuoLPIpYyAjWRvK8QOQvxSCX1wUa1BqO7cyAVolbkgYo0RrUIfSGMUkFjTThWKm+6yTaz7HUjHBaWF6qaILJBI9o39AIC6r8fHZ0gc6NMkRhLE1FGs3U/xM5FkplIjCdAuuxWvam4jqvn+rwzs9ZlKSaRmS+KEw50jGaJoCGTFKieWYIJpKZWxEZY4mJNjmt23IZ8AmWEmcLH+WBKCzLhOYuR7RKOle269ju402jaZfxVcEpOAMXwAW3oAkeQAu0AQEJeAVv4B1+wE/4Bb/nrRVYzpyABcDfP2I1o+w=</latexit><latexit sha1_base64="4bx0B17mPX4+5U9aszrA5HXdrEo=">AAACI3icbVDLSsNAFJ2prxpfrS7dDBbBhYREBV0W3LisYB/QhDKZTtqhM0mYmYgh5Dfc6savcSduXPgvTtss7OPAhcM593LvPUHCmdKO8wMrG5tb2zvVXWtv/+DwqFY/7qg4lYS2Scxj2QuwopxFtK2Z5rSXSIpFwGk3mNxP/e4zlYrF0ZPOEuoLPIpYyAjWRvK8QOQvxSCX1wUa1BqO7cyAVolbkgYo0RrUIfSGMUkFjTThWKm+6yTaz7HUjHBaWF6qaILJBI9o39AIC6r8fHZ0gc6NMkRhLE1FGs3U/xM5FkplIjCdAuuxWvam4jqvn+rwzs9ZlKSaRmS+KEw50jGaJoCGTFKieWYIJpKZWxEZY4mJNjmt23IZ8AmWEmcLH+WBKCzLhOYuR7RKOle269ju402jaZfxVcEpOAMXwAW3oAkeQAu0AQEJeAVv4B1+wE/4Bb/nrRVYzpyABcDfP2I1o+w=</latexit><latexit sha1_base64="4bx0B17mPX4+5U9aszrA5HXdrEo=">AAACI3icbVDLSsNAFJ2prxpfrS7dDBbBhYREBV0W3LisYB/QhDKZTtqhM0mYmYgh5Dfc6savcSduXPgvTtss7OPAhcM593LvPUHCmdKO8wMrG5tb2zvVXWtv/+DwqFY/7qg4lYS2Scxj2QuwopxFtK2Z5rSXSIpFwGk3mNxP/e4zlYrF0ZPOEuoLPIpYyAjWRvK8QOQvxSCX1wUa1BqO7cyAVolbkgYo0RrUIfSGMUkFjTThWKm+6yTaz7HUjHBaWF6qaILJBI9o39AIC6r8fHZ0gc6NMkRhLE1FGs3U/xM5FkplIjCdAuuxWvam4jqvn+rwzs9ZlKSaRmS+KEw50jGaJoCGTFKieWYIJpKZWxEZY4mJNjmt23IZ8AmWEmcLH+WBKCzLhOYuR7RKOle269ju402jaZfxVcEpOAMXwAW3oAkeQAu0AQEJeAVv4B1+wE/4Bb/nrRVYzpyABcDfP2I1o+w=</latexit>

x1
<latexit sha1_base64="zXJvkAey5QryJPiqh/u5q3Ml54E=">AAACInicbVDLSgMxFE3qq46vVpdugkVwIWVGCrosuHFZwT5gOpRMmmlDk8mQZMRhmM9wqxu/xp24EvwY08fCPg5cOJxzL/feEyacaeO6P7C0tb2zu1fedw4Oj45PKtXTjpapIrRNJJeqF2JNOYtp2zDDaS9RFIuQ0244uZ/63WeqNJPxk8kSGgg8ilnECDZW8vuhyF+KQe4VaFCpuXV3BrROvAWpgQVagyqE/aEkqaCxIRxr7XtuYoIcK8MIp4XTTzVNMJngEfUtjbGgOshnNxfo0ipDFEllKzZopv6fyLHQOhOh7RTYjPWqNxU3eX5qorsgZ3GSGhqT+aIo5chINA0ADZmixPDMEkwUs7ciMsYKE2Nj2rTlOuQTrBTOlj7KQ1E4jg3NW41onXRu6p5b9x4btWZjEV8ZnIMLcAU8cAua4AG0QBsQIMEreAPv8AN+wi/4PW8twcXMGVgC/P0DdG2jdA==</latexit><latexit sha1_base64="zXJvkAey5QryJPiqh/u5q3Ml54E=">AAACInicbVDLSgMxFE3qq46vVpdugkVwIWVGCrosuHFZwT5gOpRMmmlDk8mQZMRhmM9wqxu/xp24EvwY08fCPg5cOJxzL/feEyacaeO6P7C0tb2zu1fedw4Oj45PKtXTjpapIrRNJJeqF2JNOYtp2zDDaS9RFIuQ0244uZ/63WeqNJPxk8kSGgg8ilnECDZW8vuhyF+KQe4VaFCpuXV3BrROvAWpgQVagyqE/aEkqaCxIRxr7XtuYoIcK8MIp4XTTzVNMJngEfUtjbGgOshnNxfo0ipDFEllKzZopv6fyLHQOhOh7RTYjPWqNxU3eX5qorsgZ3GSGhqT+aIo5chINA0ADZmixPDMEkwUs7ciMsYKE2Nj2rTlOuQTrBTOlj7KQ1E4jg3NW41onXRu6p5b9x4btWZjEV8ZnIMLcAU8cAua4AG0QBsQIMEreAPv8AN+wi/4PW8twcXMGVgC/P0DdG2jdA==</latexit><latexit sha1_base64="zXJvkAey5QryJPiqh/u5q3Ml54E=">AAACInicbVDLSgMxFE3qq46vVpdugkVwIWVGCrosuHFZwT5gOpRMmmlDk8mQZMRhmM9wqxu/xp24EvwY08fCPg5cOJxzL/feEyacaeO6P7C0tb2zu1fedw4Oj45PKtXTjpapIrRNJJeqF2JNOYtp2zDDaS9RFIuQ0244uZ/63WeqNJPxk8kSGgg8ilnECDZW8vuhyF+KQe4VaFCpuXV3BrROvAWpgQVagyqE/aEkqaCxIRxr7XtuYoIcK8MIp4XTTzVNMJngEfUtjbGgOshnNxfo0ipDFEllKzZopv6fyLHQOhOh7RTYjPWqNxU3eX5qorsgZ3GSGhqT+aIo5chINA0ADZmixPDMEkwUs7ciMsYKE2Nj2rTlOuQTrBTOlj7KQ1E4jg3NW41onXRu6p5b9x4btWZjEV8ZnIMLcAU8cAua4AG0QBsQIMEreAPv8AN+wi/4PW8twcXMGVgC/P0DdG2jdA==</latexit><latexit sha1_base64="zXJvkAey5QryJPiqh/u5q3Ml54E=">AAACInicbVDLSgMxFE3qq46vVpdugkVwIWVGCrosuHFZwT5gOpRMmmlDk8mQZMRhmM9wqxu/xp24EvwY08fCPg5cOJxzL/feEyacaeO6P7C0tb2zu1fedw4Oj45PKtXTjpapIrRNJJeqF2JNOYtp2zDDaS9RFIuQ0244uZ/63WeqNJPxk8kSGgg8ilnECDZW8vuhyF+KQe4VaFCpuXV3BrROvAWpgQVagyqE/aEkqaCxIRxr7XtuYoIcK8MIp4XTTzVNMJngEfUtjbGgOshnNxfo0ipDFEllKzZopv6fyLHQOhOh7RTYjPWqNxU3eX5qorsgZ3GSGhqT+aIo5chINA0ADZmixPDMEkwUs7ciMsYKE2Nj2rTlOuQTrBTOlj7KQ1E4jg3NW41onXRu6p5b9x4btWZjEV8ZnIMLcAU8cAua4AG0QBsQIMEreAPv8AN+wi/4PW8twcXMGVgC/P0DdG2jdA==</latexit>

x
2

<latexit sha1_base64="+7YnWt8xNlbw5w2aeCFNKKgbQ9U=">AAACInicbVDLSgMxFE181vpqdekmWAQXUmZKQZcFNy4r2AdMh5JJM21okhmSjDgM8xludePXuBNXgh9j2s7CPg5cOJxzL/feE8ScaeM4P3Bre2d3b790UD48Oj45rVTPujpKFKEdEvFI9QOsKWeSdgwznPZjRbEIOO0F0/uZ33umSrNIPpk0pr7AY8lCRrCxkjcIRPaSD7NGjoaVmlN35kDrxC1IDRRoD6sQDkYRSQSVhnCstec6sfEzrAwjnOblQaJpjMkUj6lnqcSCaj+b35yjK6uMUBgpW9Kgufp/IsNC61QEtlNgM9Gr3kzc5HmJCe/8jMk4MVSSxaIw4chEaBYAGjFFieGpJZgoZm9FZIIVJsbGtGnLTcCnWCmcLn2UBSIvl21o7mpE66TbqLtO3X1s1lrNIr4SuACX4Bq44Ba0wANogw4gIAKv4A28ww/4Cb/g96J1CxYz52AJ8PcPdiOjdQ==</latexit><latexit sha1_base64="+7YnWt8xNlbw5w2aeCFNKKgbQ9U=">AAACInicbVDLSgMxFE181vpqdekmWAQXUmZKQZcFNy4r2AdMh5JJM21okhmSjDgM8xludePXuBNXgh9j2s7CPg5cOJxzL/feE8ScaeM4P3Bre2d3b790UD48Oj45rVTPujpKFKEdEvFI9QOsKWeSdgwznPZjRbEIOO0F0/uZ33umSrNIPpk0pr7AY8lCRrCxkjcIRPaSD7NGjoaVmlN35kDrxC1IDRRoD6sQDkYRSQSVhnCstec6sfEzrAwjnOblQaJpjMkUj6lnqcSCaj+b35yjK6uMUBgpW9Kgufp/IsNC61QEtlNgM9Gr3kzc5HmJCe/8jMk4MVSSxaIw4chEaBYAGjFFieGpJZgoZm9FZIIVJsbGtGnLTcCnWCmcLn2UBSIvl21o7mpE66TbqLtO3X1s1lrNIr4SuACX4Bq44Ba0wANogw4gIAKv4A28ww/4Cb/g96J1CxYz52AJ8PcPdiOjdQ==</latexit><latexit sha1_base64="+7YnWt8xNlbw5w2aeCFNKKgbQ9U=">AAACInicbVDLSgMxFE181vpqdekmWAQXUmZKQZcFNy4r2AdMh5JJM21okhmSjDgM8xludePXuBNXgh9j2s7CPg5cOJxzL/feE8ScaeM4P3Bre2d3b790UD48Oj45rVTPujpKFKEdEvFI9QOsKWeSdgwznPZjRbEIOO0F0/uZ33umSrNIPpk0pr7AY8lCRrCxkjcIRPaSD7NGjoaVmlN35kDrxC1IDRRoD6sQDkYRSQSVhnCstec6sfEzrAwjnOblQaJpjMkUj6lnqcSCaj+b35yjK6uMUBgpW9Kgufp/IsNC61QEtlNgM9Gr3kzc5HmJCe/8jMk4MVSSxaIw4chEaBYAGjFFieGpJZgoZm9FZIIVJsbGtGnLTcCnWCmcLn2UBSIvl21o7mpE66TbqLtO3X1s1lrNIr4SuACX4Bq44Ba0wANogw4gIAKv4A28ww/4Cb/g96J1CxYz52AJ8PcPdiOjdQ==</latexit><latexit sha1_base64="+7YnWt8xNlbw5w2aeCFNKKgbQ9U=">AAACInicbVDLSgMxFE181vpqdekmWAQXUmZKQZcFNy4r2AdMh5JJM21okhmSjDgM8xludePXuBNXgh9j2s7CPg5cOJxzL/feE8ScaeM4P3Bre2d3b790UD48Oj45rVTPujpKFKEdEvFI9QOsKWeSdgwznPZjRbEIOO0F0/uZ33umSrNIPpk0pr7AY8lCRrCxkjcIRPaSD7NGjoaVmlN35kDrxC1IDRRoD6sQDkYRSQSVhnCstec6sfEzrAwjnOblQaJpjMkUj6lnqcSCaj+b35yjK6uMUBgpW9Kgufp/IsNC61QEtlNgM9Gr3kzc5HmJCe/8jMk4MVSSxaIw4chEaBYAGjFFieGpJZgoZm9FZIIVJsbGtGnLTcCnWCmcLn2UBSIvl21o7mpE66TbqLtO3X1s1lrNIr4SuACX4Bq44Ba0wANogw4gIAKv4A28ww/4Cb/g96J1CxYz52AJ8PcPdiOjdQ==</latexit>

Figure 2.6.: Graphical representation of DE/best/1 mutation operator in DE algorithm (based on Storn
and Price 1995)
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Figure 2.7.: Graphical representation of recombination operator in DE algorithm (based on Storn and
Price 1997)
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2.1. Optimization

Selection Before selection, the fitness of the trial vectors has to be evaluated. Subsequently, the
selection operator compares the fitnesses of xxx j and uuu j in iteration k and the fitter individuals will
proceed to the next iteration. This can be mathematically written as

xxxk+1
j =

{
uuuk

j if f (uuuk
j)< f (xxxk

j)

xxxk
j else

. (2.37)

The iteration again stops, if a termination criterion is met. This criterion can be the same as for GAs.
Furthermore, an additional criterion might be if the crowding radius cr is below a certain value. The
crowding radius of a population P(t) ∈ Rn×µ of µ candidate solutions with parameter dimension n is
defined as follows

cr = max

(
n

∑
i=1

(xi j− xi)
2

)
with xi =

1
µ

µ

∑
j=1

xi j . (2.38)

Other possibilities are reseeding (initializing) the entire population by only keeping the best solution
so far xxx∗. This can be done if the variability in the population described by cr is low to increase once
again the diversity of the population.

Finally, the computational cost of the algorithm is

µ(NI +1) ·C ( f ) , (2.39)

where µ is the population size, NI is the number of iterations and C ( f ) is the computational cost of a
fitness function evaluation. Again, the cost is not dependent on the parameter space dimension similar
to GAs.

Moreover, it has to be mentioned that DE works only in continuous parameter spaces. For parameter
spaces with integrality constraints this problem can be circumvented by mapping real values on integer
values just for the fitness evaluation through, e.g., floor or ceiling functions

floor(xi) = bxic or ceiling(xi) = dxie with xi ∈ R , (2.40)

where dxie (bxic) is the least (greatest) integer that is greater (less) than or equal to xi. This workaround
will reappear in the chapter on model-based leak localization (Chapter 5).

2.1.3. Optimization examples

To test the former introduced mathematical optimization algorithms—deterministic as well as stochas-
tic ones—two optimization test functions are taken from literature: (i) the Rosenbrock function in
Section 2.1.3.1 and (ii) the Rastrigin function in Section 2.1.3.2. These functions have different prop-
erties (e.g. unimodal, multi-modal) and their fitness landscapes will serve as excellent examples for
objective functions faced later on in this thesis. The objective functions will be from real-world op-
timization problems in WDSs (e.g. roughness calibration, model-based leakage localization, optimal
sensor placement). Furthermore, the strengths and drawbacks of different optimization algorithms
will be shown, providing the reader of this thesis with a deeper understanding which algorithm is use-
ful for what problem class. Additionally, fitness landscapes as well as convergence considerations will
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be examined that will also reappear throughout this thesis. The examples serve also as test examples
showing that the implemented optimization algorithms function properly.

2.1.3.1. Rosenbrock function

The Rosenbrock function is a non-convex function with one minimum (unimodal) and is widely used
as a performance test problem for optimization algorithms (Rosenbrock 1960). Its general form for n
dimensions is

f (xxx) =
n−1

∑
i=1

(
(a− xi)

2 +b
(
xi+1− x2

i
)2
)

. (2.41)

The two-dimensional form n = 2 results in

f (xxx) = (a− x1)
2 +b(x2− x2

1)
2 . (2.42)

The optimum xxx∗ of the Rosenbrock function

xxx∗ =
(

a
a2

)
with f (xxx∗) = 0 (2.43)

lies in a flat, narrow and curved channel, which gives the function its nickname Rosenbrock’s ba-
nana. For applying GDA optimization algorithm, calculation of the gradient is needed. The gradient
according to equation 2.6 for the two-dimensional Rosenbrock function results in

∇ f (xxx) =

(
∂ f (xxx)
∂x1

∂ f (xxx)
∂x2

)
=

(
−4b

(
x2− x2

1
)

x1−2(a− x1)
2b
(
x2− x2

1
) )

. (2.44)

Additionally, for the NCG method, the Hessian matrix according to 2.7 has to be calculated. The
Hessian H(xxx) results in

∇(∇ f (xxx))ᵀ =

 ∂2 f (xxx)
∂x2

1

∂2 f (xxx)
∂x2∂x1

∂2 f (xxx)
∂x1∂x2

∂2 f (xxx)
∂x2

2

=

(
12bx2

1−4bx2 +2 −4bx1
−4bx1 2b

)
(2.45)

.

Setting a = 1 and b = 100 within the parameter space boundaries x1 ∈ [−2,2] and x2 ∈ [−1,3] results
in a specific example of the Rosenbrock function that is examined in this thesis. This function has
a global minimum at xxx∗ = (1,1)ᵀ. The gradient at this point is ∇ f (xxx∗) = 000 and the determinant of
the Hessian is positive |H(xxx∗)| > 0, proofing that this is in fact a minimum. The fitness landscape of
the function over the parameter space is depicted in Figure 2.8—on the left hand side as a 3-d plot
(see Figure 2.8a) and on the right hand side as a contour plot (see Figure 2.8b), in which the global
minimum is depicted as a black cross. Note the log10 coloring scheme to enhance the visibility of the
function’s narrow banana-shaped valley.

2.1.3.1.1. GDA vs NCG The convergence properties of GDA (see Section 2.1.2.1.2) and NCG (see
Section 2.1.2.1.3) are compared on the two-dimensional Rosenbrock function (see Figure 2.8) de-
fined in equation (2.42). A special formulation of the GDA method is used—the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) formulation (see for example Fletcher 1987; Nocedal and Wright 2006). In
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(a) 3-d plot (b) contour plot in log10 scale

Figure 2.8.: Fitness landscape of Rosenbrock function

this algorithm, the Hessian matrix is approximated through evaluations of the gradient to find the α

parameter needed for the optimal search vector in equation (2.11). NCG is used as defined in equation
(2.25). The implementations of the GDA and NCG algorithm are taken from Python’s SciPy pack-
age (Jones et al. 2001) throughout this thesis.

First, to compare the convergence of GDA and NCG, both algorithms are started from the same starting
point xxx0 = (1.25,0.2)ᵀ. Figure 2.9 shows the results of the optimization run. Figure 2.9a presents
the trajectory of the solution over the iterations in the parameter space, while Figure 2.9b shows the
fitness values of the algorithms as a function of the iterations NI in log10 scale. Figure 2.9a clearly
shows that, despite starting from the same point, the algorithms perform differently. GDA overshoots
the valley already in the first iteration step and takes time to recover from that while NCG is more
reluctant in entering the valley. This is a result of utilizing information of the real Hessian matrix in
NCG compared to using approximations in the BFGS formulation of GDA. After overshooting, GDA

starts in the wrong direction and is zig-zagging while entering the valley. Finally, once the trajectory
has entered the canyon, GDA converges fast. NCG does not have this problems and converges straight to
the optimal solution marked as black cross in Figure 2.9a. This can also be seen in a faster convergence
of the fitness values of NCG compared to GDA in Figure 2.9b. Hence, if the Hessian of a problem is
known, NCG is preferred over GDA for unimodal differentiable functions. Additionally, the greediness
of the two methods can be seen in Figure 2.9b, since the fitness values monotonically decrease at each
iteration step ( f (xxx|NI+1)< f (xxx|NI)).

2.1.3.1.2. Different Starting Points Second, the effect of different starting points on the conver-
gence behavior of NCG is examined again on the two-dimensional Rosenbrock function. The opti-
mization algorithm starts at three different starting points distributed over the parameter space, namely
xxx01 = (−1.8,2.0)ᵀ, xxx02 = (−0.5,1.5)ᵀ and xxx03 = (1.0,2.8)ᵀ. Logically, this results in different trajec-
tories in the parameter space (see Figure 2.10a). Furthermore, the starting points also result in different
convergence speeds. Whereas the NCG algorithm takes 25 iterations to find the global optimum start-
ing at xxx03, the algorithm needs approximately ten times more iterations starting from xxx01 (see Figure
2.10b). Hence, gradient-based algorithms are sensitive to their starting points. Nevertheless, since the
Rosenbrock function is unimodal, all optimization runs at all starting points result finally in the global
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(a) trajectory (b) convergence

Figure 2.9.: Comparison of convergence of GDA and NCG algorithm on the Rosenbrock function

optimum.

(a) trajectory (b) convergence

Figure 2.10.: Comparison of convergence of NCG with different starting points on the Rosenbrock
function

2.1.3.1.3. DE vs NCG Finally, the performance of the DE (Section 2.1.2.2.2) and the NCG algorithm
are compared on the Rosenbrock function (see Figure 2.11). Since DE is a population based algorithm,
the comparison differs compared to Section 2.1.3.1.1 and 2.1.3.1.2. The starting point for NCG is
the same as in section 2.1.3.1.1. The DE has no single starting point since the population P(xxx) is
initialized randomly over the whole search space. The boundaries of the search space are limited to
xi ∈ [0.15,1.3] in this example fitting the segment of the Rosenbrock function depicted in Figure 2.11a.
DE with DE/rand/1 mutation strategy is used with a population size of µ = 20, a crossover probability
of cr = 0.5 and a mutation factor of F = 0.8. The parameters are chosen according to the rule of
thumb described in (Storn 1996). The trajectory of the mean of all solutions (mean(P(xxx))) of the
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population P(xxx) in one generation and the best solution xxx∗ with the lowest fitness value (min( f (xxx))) of
the DE algorithm is shown in Figure 2.11a. This is compared with the trajectory of the NCG algorithm.
It can be seen that DE needs crucially longer to find the optimal solution. At first the variability in
the solution is high shown in a high difference of the mean of the population and the best solution.
Over the generations this discrepancy gets lower indicating lower variability as the fittest candidate
solutions survive the selection. Since DE evaluates the fitness function µ times in each generation, the
number of fitness function evaluations N( f ) is taken into account instead of the number of iterations
NI in the previous examples (see Figure 2.11b). The computation of the Hessian as well as the gradient
is also taken into account in N( f ) for the NCG algorithm. The fitness value convergence is depicted in
a log10− log10-scale in Figure 2.11b. The NCG algorithm converges nearly 100 times faster than DE.
Consequently, deterministic algorithms like NCG should be favored to stochastic algorithms like DE

for unimodal problems due to their higher convergence speed. Stochastic algorithms are less efficient
than deterministic algorithms on unimodal problems.

(a) trajectory (b) convergence

Figure 2.11.: Comparison of convergence of DE and NCG on the Rosenbrock function

2.1.3.2. Rastrigin function

The second test function is the famous Rastrigin function which was first formulated by Rastrigin
1974. It is a non-convex, multi-modal function with many local optima and is widespread used as a
test problem for optimization algorithms. It is defined in n dimensions as follows

f (xxx) = a ·n+
n

∑
i=1

(
x2

i −a · cos(2π xi)
)

(2.46)

and has besides its many local minima a global minimum xxx∗ at

xxx∗ = 000 with f (xxx∗) = 0 . (2.47)

For applying GDA and NCG, again, the calculation of the gradient and the Hessian is necessary. The
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gradient results in
∂ f (xxx)

∂xi
= 2xi +2πasin(2πxi) . (2.48)

The function has an infinite number of local optima at

xi =
ni

2
with ni ∈ Z ∀ i . (2.49)

The Hessian calculation leads to

∂2 f (xxx)
∂xi∂x j

=

{
if i = j : 2+4π2acos(2πxi)

if i 6= j : 0
. (2.50)

The Hessian is a sparse, diagonal matrix. The determinant of the Hessian is positive if ni is even
leading to a local minimum, whereas if ni is odd, a negative determinant and a local maximum results.

The two-dimensional Rastrigin function with a= 10 within the parameter space boundaries xi ∈ [−2,2]
is shown in Figure 2.12. Figure 2.12a shows the 3-d plot of the function’s fitness landscape while Fig-
ure 2.12b shows its contour. The global minimum at xxx∗ = (0,0)ᵀ is depicted as a black cross. The
function’s many local optima can be seen in Figure 2.12.

(a) 3-d plot (b) contour plot

Figure 2.12.: Fitness landscape of Rastrigin function

2.1.3.2.1. Deterministic Algorithm with Different Starting Points First, the effect of different
starting points is examined similar to Section 2.1.3.1.2. However, the NCG algorithm is now ap-
plied on a multi-modal function. Again, optimization is started at three different starting points
(xxx01 = (0.49,0.30)ᵀ, xxx02 = (0.51,0.30)ᵀ and xxx03 = (−1.30,−0.51)ᵀ). The results can be seen in Fig-
ure 2.13. Figure 2.13a shows again the convergence in parameter space, while 2.13b shows the con-
vergence of the fitness function f (xxx) as a function of iterations. In contrast to Section 2.1.3.1, the
algorithm does not find the global optimum for every start point. Only xxx01 converges to the global
optimal solution, whereas xxx02 and xxx03 get stuck in the local optimal solution xxx∗local = (1.0,0.0)ᵀ with
f (xxx∗local) = 1.0 respectively xxx∗local = (−1.0,−1.0)ᵀ with f (xxx∗local) = 2.0—also visible in the conver-
gence of the fitness function in Figure 2.13b. In fact, only starting points located in proximity of
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the global optimum in the subsection xi ∈ (−0.5,0.5) of the parameter space converge to the global
optimum. Other starting points lead to solutions attracted by local optima. This is a result of the greed-
iness of deterministic search algorithms described in Section 2.1.2.1. Hence, deterministic algorithms
are not robust on multi-modal problems.

(a) trajectory (b) convergence

Figure 2.13.: Comparison of convergence of NCG with different starting points on the Rastrigin func-
tion

2.1.3.2.2. GA vs DE The reason why multi-modal optimization problems have to be solved with
stochastic algorithms is the lack of robustness of deterministic algorithms resulting from their greed-
iness. This section compares the performance of two stochastic algorithms, e.g. GA and DE, on the
Rastrigin function. GA and DE are implemented with the help of Python’s DEAP toolbox (Fortin et al.
2012) in this thesis. The results can be found in Figure 2.14.

DE with DE/rand/1 mutation strategy is used with a population size of µ = 20, a crossover probability
of cr = 0.5 and a mutation factor of F = 0.8. The parameters are chosen according to the rule of
thumb described in (Storn 1996).

The settings for GA consist of a populations size of µ = 20, a two-point crossover operator is applied
with the crossover probability of pc = 0.8 and a Gaussian mutation operator with σ = 1.0 is applied
with a mutation probability of pm = 0.2. DE is initialized in the lower left square of Figure 2.14a
within the boundaries x1 = [−2.0,−1.0] and x2 = [−1.5,−0.5]. GA is initialized in the upper right
square of Figure 2.14a within the boundaries x1 = [1.0,2.0] and x2 = [0.5,1.5]. Since the Rastrigin
function is symmetric, this results in the same starting conditions for the two algorithms. The mean
of the population P(xxx) is depicted in the parameter space in Figure 2.14a while the convergence of the
mean fitness function values f (xxx) is shown in Figure 2.14b. DE is greedier than GA resulting in faster
convergence. However, DE is not greedy enough to get stuck in a local optimum for this problem.
Furthermore, GA gets stuck in local optima, but due to stochastic processes in the algorithm especially
introduced through the mutation operator, pulling the population out of local optima. Finally, the
algorithm finds the surroundings of the global optimum, but it takes a long time until the optimum is
found with high precision. DE is more efficient than GA in converging to the global optimum. Note,
that both algorithms are initialized in an area far from the global optimum, which is surrounded by
maxima. Nevertheless, both algorithms managed to overcome this maxima to find the global optimal
solution.
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(a) trajectory (b) convergence

Figure 2.14.: Comparison of convergence of GA and DE on the Rastrigin function

2.2. Hydraulic water distribution network analysis

2.2.1. Short history of hydraulic network analysis

Basic hydraulic principles were already known by ancient civilizations (e.g., Egyptians, Greeks, Ro-
mans, . . . ) millennia ago (see Mala-Jetmarova et al. 2015). However, this knowledge has been based
more on experience rather than on scientific principles, hence, these civilizations were not able to
mathematically describe the complexity of WDS with satisfactory models (Crouch 1993). It took till
the 17th century until the first hydraulic principles were formulated and, additionally, this mathe-
matical description evolved slowly. According to Walski 2006, Castelli discovered the continuity
principle10, his student Torricelli showed the relationship between velocity and head, in 18th hun-
dreds Newton and Bernoulli11 developed the principles of fluid flow and at the end of the 19th cen-
tury Reynolds investigated laminar and turbulent flow regimes (Reynolds 1883). Darcy-Weisbach
and Hazen-Williams head loss equations date back to 1845 respectively 1906 (Mala-Jetmarova et al.
2015).

In the early 20th century, the increasing complexities of WDSs made precise estimations of flows and
pressures necessary. The quest for methods that analyze entire networks gave birth to the field of WDN

analysis (Ramalingam et al. 2002). The former described hydraulic principles built the foundation
for the analysis of whole WDS. To calculate flows, head losses and pressures for an entire WDN, a
large set of non-linear equations has to be solved. These equations are based on physical conserva-
tion laws, e.g., conservation of mass, flow and energy. Such calculations were impossible until recent
advantages in computer modeling were achieved (Walski 2006). Ormsbee 2008 divides the evolution
of modeling of pipe networks in three periods: (i) the pre-computer age (late 1800s to the 1960s), (ii)
the dawn of the computer age (in the 1960s around 1957) and (iii) the advent of advanced computer
methods (1960s to present).
(i) During the pre-computer age different methods were used to retrieve flows and pressure in pipe
networks ranging from graphical methods, methods using physical analogies, e.g., and finally mathe-

10Originally discovered from no less a figure than Leonardo da Vinci already in the 15th century, but unfortunately forgotten
by mankind (Mala-Jetmarova et al. 2015)

11Bernoulli’s equation was actually developed by Euler around 1750.
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matical methods (Ormsbee 2008). Graphical methods involved preparation of curves of discharge vs.
head loss of pipes and complex arrangements of pipes on transparent thin celluloid and subsequently
combining this graphs to shifting and juggling this curves (Ramalingam et al. 2002). Freeman’s
graphical method (Freeman 1892) dominated this period. Physical methods made use of the simi-
larities between electrical networks and WDN. In 1934 at MIT, Camp and Hazen 1934 applied their
electric network analyzer consisting of a bunch of resistors (corresponding to water pipes) and elec-
trical "buses" with flexible-lead schemes (corresponding to network junctions) on WDSs. The MIT
network analyzer has been flexible enough to represent any desired pipe network by arranging the
resistors in a specific way (Ramalingam et al. 2002). The only serious problem has been that voltage
drop in a resistor differs from the head loss in water pipes. Whereas the drop of voltage is directly
proportional to the current flow, the head loss in water pipes is an exponential function of discharge.
That is why years followed of developing resistor elements showing the desired characteristics of wa-
ter pipes. Finally, McIlroy developed the direct-reading network analyzer using non-linear transistors
providing a method to visualize and analyze WDSs in 1950 (McIlroy 1950). Mathematical methods
were already applied since the advent of Hazen-Wiliams equation in 1906, which provided engineers
with an easy way to decompose or aggregate composite systems of pipes into a hydraulically equiva-
lent single pipe (Ramalingam et al. 2002). In 1936, Hardy Cross developed a mathematically method
for solving pressure and flows in closed looped WDSs (Cross 1936). Interestingly, this method was
initially developed for performing moment distribution analysis for statically determinate structures.
Cross actually presented two methods: the node and the loop method—because the convergence of
the node method was not satisfactory, the loop method gained more popularity and is what is now
known as the "Hardy Cross Method" (Ramalingam et al. 2002).
(ii) The Hardy Cross Method, which was intentionally not developed for computer simulations, has
been the best candidate for such computer applications (Ormsbee 2008) during the second period, the
dawn of the computer age. Hoag and Weinberg 1957 were the first solving hydraulic network equa-
tions with the Hardy Cross method on a digital computer. Already in the same year, first companies
started to sell pipe network analysis programs (Ramalingam et al. 2002). The first models were just
able to solve steady-state hydraulic problems on large mainframe computers with punch-card input
(Walski 2006).
(iii) Because of the bad convergence properties of the Hardy Cross method, more advanced computer
methods—benefiting from advantages of modern computers ability to efficiently solve matrix prob-
lems (Walski 2006)—were developed in the subsequent decades (Mala-Jetmarova et al. 2015), e.g.,
the simultaneous node method by Martin and Peters 1970, the simultaneous loop method by Epp and
Fowler 1970, the linear method by Wood and Charles 1972 and the gradient method by Todini and
Pilati 1987. The last method had been adopted in the development of the most widespread hydraulic
simulation package EPANET (Rossman 2000). Nowadays, EPANET is used extensively in conjunc-
tion with various optimization techniques to solve numerous optimization problems resulting in the
field of WDS analysis (Mala-Jetmarova et al. 2015).

2.2.2. Different hydraulic models for different purposes

The purpose of a mathematical hydraulic model is to simulate the behavior of a WDS given different
operating conditions (see Kapelan 2002, p. 73) in a pressurized pipe network. For that reason, a
hydraulic model computes flows and head losses at all np links and all unknown pressures at all nn

nodes in a WDN. This is achieved by simultaneously solving a large set of non-linear equations that
describe different physically principles, e.g., conservation of mass and energy.
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Every mathematical model is an approximation of the real-world. The better a model should describe
reality, the more mathematically complex it becomes since the more physical effects have to be added
to the model. Hence, mathematical modeling of WDSs is always finding a compromise between sim-
plicity of use and accuracy of prediction (B. S. Jung and Karney 2016). Additionally, the less simple
a model becomes, the more computational expensive it gets to solve the more complex mathematical
equations. Finally, the decision is up to the modeler if a higher computational price is worth a more
complex model (B. S. Jung and Karney 2016), always keeping in mind that no matter how complex a
mathematical model becomes, it is still only an approximation of the real world (Kapelan 2002).

Four types of different models exists for WDS analysis according to Kapelan 2002. The following
four subsections will introduce these models, starting from the simplest one (steady flow models) and
increasing their complexity until reaching the unsteady incompressible flow models (see Figure 2.15).

The main focus of this thesis is optimization in WDSs on the example of model-based leak localization.
The time scales for leak localization are much longer than the time frame of, for example, control valve
optimization. Thus, the focus will be on (quasi-)steady flow models, which will be presented in more
detail compared to unsteady models in the following sections.

Model
Simplicity

Model
Accuracy

Steady
flow

Unsteady
incompressible

flow

Unsteady
compressible

flow

Quasi-steady
flow

Figure 2.15.: Simplicity versus accuracy of different hydraulic models (based on B. S. Jung and Kar-
ney 2016, Figure 1 (a))

2.2.2.1. Steady flow models

The steady flow model, also called steady-state simulation model, is the biggest simplification of a
WDS. Mathematically, it is the easiest to formulate and the least expensive one to solve in terms of
computational costs (see Kapelan 2002). EPANET (Rossman 2000) uses this type of hydraulic model
for performing steady-state simulations. In EPANET, a hydraulic model consists of links (pipes,
pumps and valves) and nodes (junctions, tanks and reservoirs). Junctions are nodes which connect
pipes and where water can leave network (customer, leaks). As mentioned already before, the aim of
hydraulic model is to compute all flows and head losses at links and pressures at nodes in a network.
The hydraulics of a WDN are completely defined by the pipe parameters (e.g. roughness, diameter,
length), the demands at junctions, the hydraulic heads at fixed head nodes (tanks, reservoirs), and, of
course, the topology of the WDN. The network’s topology is mathematically defined by the incidence
matrix A ∈ Rnp×nn (see for example Abraham and Stoianov 2016)

Ai j =


−1 , if pipe i leaves node j
+1 , if pipe i enters node j

0 , otherwise

. (2.51)

This incidence matrix relates the links to the nodes in the network.
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Note that there exists a second matrix relating links to nodes in a network—the adjacency matrix A′i j
for a not weighted graph. The difference between the adjacency matrix and the incidence matrix is
that the adjacency matrix is not directed. The relation between those matrices is:

A′i j = |Ai j| . (2.52)

Physical principles behind the steady flow network calculations are two conservation laws, the con-
servation of energy respectively the conservation of mass. Due to the assumption that the fluid is
incompressible, the conservation of mass is equal to the conservation of flow (Abraham and Stoianov
2016).

The conservation of energy states that difference in energy between two points in a network is equal
to the friction loss along the path between them. Thus, the head loss ∆h jk across a pipe i connecting
node j with node k is represented in following way (Abraham and Stoianov 2016)

∆h jk = h j−hk = ri|qi|n−1qi , (2.53)

where h j is the head at node j and hk at node k, qi is the flow through the pipe, ri is its resistance coef-
ficient and n is a number depending on the head loss equation that is used. The resistance coefficient
ri is defined as (Elhay and Simpson 2011)

ri =
αLi

Cn
i Dm

i
, (2.54)

where Li,Ci and Di are the length, roughness and diameter of pipe i. The coefficients α and m are
again depending on the head loss model.

In the Hazen-Williams (HW) head loss model, the coefficient are defined as α = 10.67, n = 1.852 and
m = 4.871, which gives the HW resistance coefficient

rHW
i =

10.67 ·Li

C1.852
i D4.871

i
. (2.55)

For the Darcy-Weisbach (DW) head loss model, in addition, the flow regime has to be distinguished
(Simpson and Elhay 2011). The flow regime is given by the Reynolds number R which is defined as
follows

R =
ViDi

ν
. (2.56)

ν is the kinematic viscosity of water, Vi is the average velocity in pipe i and Di is again its diameter.
R< 2000 represents laminar flows, whereas all flows with R> 4000 are turbulent. In between (2000≥
R ≥ 4000) lies the regime of transitional flow. It has to be noted that the flow in pressurized WDSs is
always turbulent, except in the perimeter of the system, where due to low demands, laminar and or
even stagnant flows can occur (according to Walski et al. 2003, p. 28)

The Darcy-Weisbach head loss formulas for the different regimes are (according to Simpson and Elhay
2011, equation 1 and 2)

∆h jk =

{
rDW

i qi for laminar flow
rDW

i |qi|n−1qi for turbulent flow
. (2.57)
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Note that n = 1 (resulting in |qi|1−1 = |qi|0 = 1) for laminar and n = 2 for turbulent flow in this
equation. The DW resistance factor rDW

i is defined in the following way (Simpson and Elhay 2011)

rDW
i =


128ν

πg
Li
D4

i
, for laminar flow

8
π2g

Li fi
D5

i
for turbulent flow

. (2.58)

ν is again the kinematic viscosity of water, g is the gravitational acceleration constant, fi is the Darcy-
Weisbach friction factor, which is a function of the pipe’s relative roughness εi/Di, where εi is the
roughness of the pipe, and the Reynolds number R. It has to be noted that for laminar flows ri is
independent of the pipe’s flow qi, while for turbulent flows ri depends on qi.

Through bringing the term ri|qi|n−1 into matrix form by building a diagonal matrix G(qqq)∈Rnp×np (Abra-
ham and Stoianov 2016)

Gii(qi) = ri|qi|n−1, i = 1, . . . ,np , (2.59)

together with the incidence matrix A from equation (2.51), the energy equation (2.53) can be formu-
lated for the whole network by

G(qqq)qqq = Ahhh+AFeeeF , (2.60)

where qqq ∈ Rnp is vector of unknown flows, hhh ∈ Rnn represents the unknown heads. Additionally in
equation (2.60), fixed head nodes are defined through the fixed head node incidence matrix AF and
the vector of fixed head elevations eeeF , with n f being the number of the fixed head nodes (reservoirs
plus tanks) in the system.

A second type of losses exist in WDS modeling—the minor head losses or local losses–caused by
turbulences at bends and fittings (Rossman 2000). The minor loss hM is defined by the product

hM = ki

(
v2

i

2g

)
, (2.61)

where ki is the pipe’s minor loss coefficient, vi is the velocity in pipe i and g is again the gravitational
acceleration constant.

The conservation of flow states that the inflow at every node equals the outflow, in other words, the
net flow in a node is zero (Walski et al. 2003). If there is a customer demand at this node, the sum of
all flows of all pipes that enter or leave node j must equal its demand d j

∑
∀i7→ j

qi = d j . (2.62)

∀i 7→ j defines all links i that are connected to node j.

EPANET performs demand-driven simulations, where the demand is assumed to be known. It has to
be noted that there also exist pressure-driven simulation approaches, where nodal demand is a function
of the pressure pi at the node (di(pi)) (see for example Giustolisi and Laucelli 2011; Giustolisi, Savic,
et al. 2008; Pathirana 2011, among others). The pressure at node i is given by the head hi minus the
node’s elevation ei (pi = hi− ei). Additionally, there exist a possibility to add pressure dependent
emitters in EPANET, normally used for simulating the pressure dependency of leaks. The emitter
equation in EPANET is defined as follows

Qi = ce · pee
i , (2.63)
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where Qi is the emitter (leakage) outflow at node i, ce is the emitter coefficient, ee is the emitter
exponent and pi is the pressure at node i.

For the whole network, the flow conservation equation can be written in matrix form (Sanz Estapé
2016)

Aᵀqqq = ddd . (2.64)

ddd ∈ Rnn is the vector of all nodal demands in the system and Aᵀ is the transpose of the incidence
matrix A (Aᵀ

i j = A ji).

Equations (2.60) and (2.64) can be put together leading to following matrix equation (see Todini and
Pilati 1987)

f (qqq,hhh) =
(

G(qqq) A
Aᵀ 0

)(
qqq
hhh

)
+

(
AFeeeF

−ddd

)
= 0 . (2.65)

This is the set of nonlinear equations that define the steady-state flow conditions (Abraham and
Stoianov 2016). The non-linearity of the equation is given by the implicit dependency of matrix
G(qqq) on qqq. Since all head losses are monotonically increasing functions for all pipes, it can be proved
that a unique solution of the system exists (see Todini and Pilati 1987). The nonlinear set of equations
f (qqq,hhh) = 0 can be iteratively solved using Newton’s method (see for example Strang 1986)

∇ f (xxxk)(xxxk+1− xxxk) =− f (xxxk) , (2.66)

which results for equation (2.65) in (see for example Abraham and Stoianov 2016)(
NG(qqqk) A

Aᵀ 0

)(
qqqk+1−qqqk

hhhk+1−hhhk

)
=−

(
G(qqq) A
Aᵀ 0

)(
qqqk

hhhk

)
+

(
−AFeeeF

ddd

)
. (2.67)

A solution for flows and heads is found by repeatedly solving this equation system.

2.2.2.2. Quasi-steady flow models

Quasi-steady flow models are the most extensively used models by WUs and engineering firms for
planning the basic components of system operation, design and expansion (B. S. Jung and Karney
2016). In EPANET they are called Extended Period Simulations (EPSs). These models simulate
changing states of a WDS over time, although, each time step in these models is a steady-state sim-
ulation as described in section 2.2.2.1. The variation of demand and heads at reservoirs is given in
EPANET in the form of time patterns (demand patterns for demands, respectively, head patterns for
reservoir heads). Subsequently, the water levels in tanks have to be updated at each time step accord-
ing to the water that enters or leaves the tank. The change of the water level over time (dh j(t)/dt) at
tank j defined through following equation (Kapelan 2002)

A j
dh j(t)

dt
= ∑
∀i7→ j

qi(t) , (2.68)

where A j is the cross section area of tank j, h j(t) is the head as a function of time t, qi(t) is the flow
in pipe i connected to tank j (∀i 7→ j). This is an extension of the flow conservation law in equation
(2.62) for tanks; the left side of equation (2.68) is the change in the water volume in the tank and
equals all the flows that enter or leave the tank at the right side of the equation.
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The ordinary differential equation (2.68) is solved using the forward Euler method (see Kapelan 2002,
p. 77)

A j
(h j(t +∆t)−h j(t))

((t +∆t)− t)
= ∑
∀i7→ j

qi(t) , (2.69)

where ∆t is the increment in time to the next calculated time step t +∆t. This results in following
update formula for the tank levels for the next time step

h j(t +∆t) = h j(t)+
∆t
A j

∑
∀i 7→ j

qi(t) . (2.70)

The tank level at the initial time step (t = 0) is assumed to be known.

2.2.2.3. Unsteady incompressible flow models

Unsteady incompressible flow models, the most rarely used in practice (B. S. Jung and Karney 2016),
are also known as slow transient models or rigid water column models. This class of models assume
that the fluid is incompressible, hence, neglecting convective acceleration (B. S. Jung and Karney
2016). Nevertheless, inertia effects of water are included in the model. This class of models are
important, when despite the incompressibility of the fluid, mass oscillations exist in the network over
time (Sanz Estapé 2016). For example, this happens for slow valve closures (according to Fox 1977).
To include inertia effects, the energy conservation principle in equation (2.53) has to be extended

∆h jk = h j−hk = ri|qi|n−1qi +
4Li

gπD2
i

dqi

dt
, (2.71)

resulting in an Ordinary Differential Equation (ODE), where the last term accounts for the acceleration
(dqi/dt) of the water column in pipe i. Li and Di are the pipe’s length and diameter and g is again the
gravitational acceleration constant. Since in this model fluids are assumed to be incompressible, the
flow continuity equation (equation (2.62)) stays the same as for the static model. A formulation of the
network equations resulting in unsteady incompressible flow models for whole WDSs can be found in
Kaltenbacher et al. 2017.

2.2.2.4. Unsteady compressible flow model

Rigid models do not realistically represent rapid flow changes. As the operational time of devices
decreases, pressure in these models increases without bounds (B. S. Jung and Karney 2016). Since
compressibility—the physical effect limiting infinite increasing pressures—is not modeled in slow
transient models, more complicated models are needed. These models are called water hammer or
(full) transient models.

The physical principles behind the water hammer model is the same as for the other already discussed
approaches. Therein, again two conservation laws have to be fulfilled—the conservation of mass as
wells as the conservation of energy. The conservation of energy is given in form of the dynamic
equation, which is also called the equation of motion, and is mathematically formulated as follows
(see Wylie and Streeter 1978, p.19 eq. 2.8)

∂h(x, t)
∂x

+
1
λi

∂q(x, t)
∂t

+ J = 0 (2.72)
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with the constant λi for pipe i
λi =

πg
4

D2
i . (2.73)

The hydraulic head h(x, t) as well as the flow q(x, t) in pipe i are now functions of space x and time t.
The friction slope J can be split into a steady (Js) and and an unsteady (Ju) term

J = Js + Ju . (2.74)

The steady friction slope Js is again represented through Hazen-Williams or Darcy-Weisbach formula
as already mentioned in equation (2.53). The unsteady friction term Ju accounts for the change in the
velocity profile and is defined as follows

Ju = g λ
2
i q(x, t)

∂q(x, t)
∂x

. (2.75)

The second conservation law, the conservation of mass, is formulated in following way (see Wylie
and Streeter 1978, p.23 eq. 2.28)

∂h(x, t)
∂t

+
c2

λi

∂q(x, t)
∂x

= 0 . (2.76)

This is the continuity equation in the transient model formulation, where parameter c represents the
wave speed.

The equations representing the continuity of mass and energy (equations (2.72) and (2.76)), are a pair
of quasi-linear hyperbolic differential equations, which have to be formulated for each pipe in a WDS.
Unfortunately, this pair of equations cannot be solved analytically (Fox 1977). Hence, the price of the
most accurate hydraulic model comes in form of the most complicated mathematical formulation as
well as the highest computational burden.

2.2.3. What hydraulic model for model-based leak localization

Despite their complexity, the use of transient models for model-based leak detection and localization
(see Colombo, Lee, et al. 2009, for a short review on different methods) has gained massive popularity
in the last decades (Puust et al. 2010). The reason for that is that a large amount of data can be recorded
in short time, resulting in always over-determination of the inverse leak localization problem (Pudar
and Liggett 1992) and hence promising high leak localization accuracies. Additionally, the signals are
less sensitive to accurate estimation of pipe friction factors compared to steady-state models (Puust
et al. 2010). Nevertheless, the advantages does not come without drawbacks. First, other sources of
uncertainties besides pipe friction factor estimates heavily influence the goodness of the results (Puust
et al. 2010). For example, pressure waves get reflected by unknown components and bends in a pipe
system. In real-world underground systems, these informations can’t be known with the demanded
precision by the models. That is why transient methods mainly focus on leak localization in single
pipeline systems or very simple systems consisting of few pipes only (Puust et al. 2010). Second, ex-
pensive pressure sensors are necessary which are capable of obtaining accurate measurements in very
high time resolutions to resolve pressure waves accurately. The reason for that is the high propagation
velocities of perturbations in water resulting from high wave speeds of water in pipes. Additionally,
due to the high time resolution, the transmitted data packages are also huge. Third, the computational
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complexity and hence the computational cost of solving the transient model for a real-world WDS is
very high compared to steady state models. That is another reason why they are not applicable in
real-world WDN. Potentially, with growing computer power and more affordable data communica-
tion as well as cheaper high-performance sensors, leak localization with transient models may render
possible in future.

Since nowadays the time resolution of common used pressure sensors is not high enough to perform
transient-based localization and the demanded computer power is not available, a step back in model
complexity to more simple models for leak localizations is made. In this thesis steady and quasi-
steady flow models will be used as described in Sections 2.2.2.1 and 2.2.2.2. This has been already
proposed nearly three decades ago by Pudar and Liggett 1992, but was found as not suitable for leak
localization by the authors stating that "in the case of leak detection by static methods, an inverse
program is unlikely to provide the definitive results that would supplant more conventional methods".
However, later on in this thesis, we will see that this simple approach can indeed be satisfactory for
finding leaks.

2.2.4. Graph theory and water distribution networks

12 The concept of a network is describing an object by its elements and connections between these
elements (Brandes and Erlebach 2005). The mathematical discipline of describing networks is called
graph theory. In view of this, a graph G = (V,E) is defined as an abstract object formed by a set of
vertices V (G) (or nodes) and a set of edges E(G) (or links) which connect pairs of vertices. Two
vertices are called neighbors (or adjacent) if they are connected by an edge. Directed and undirected
graphs exist. In directed graphs, two vertices are only connected in one direction. The graphs in this
thesis are always supposed to be undirected. It is possible to associate numerical values to edges as
weights ω (E(G)→ ω). Depending on the context, these weights can describe different properties
(e.g. cost, distance, travel time, capacity, interaction strengths).

A WDN can be described as such a graph. Vertices are the WDN’s nodes (junctions, tanks and reser-
voirs), edges are the WDN’s links (pipes and valves). Graph theory has already many fields of appli-
cation in WDS analysis as, for example, to improve the efficiency of hydraulic simulations (Elhay and
Simpson 2011), WDN optimization (Zheng et al. 2013), WDS calibration (Sophocleous et al. 2016),
resilience analysis (Herrera et al. 2016) or WDN sectorization (Tzatchkov et al. 2006). In this thesis,
the graph theoretic description of a WDN will be used for efficiently computing shortest paths between
nodes in the system with the shortest path algorithm of Dijkstra 1959. The length of the pipes l will
be used as edge weights ω for these calculations.

2.3. Probability theory, statistics and time series analysis in a nutshell

This section presents a short and concise overview of the statistical techniques used in this thesis.

2.3.1. Monte Carlo simulation

Since all hydraulic modeling approaches which were introduced in Section 2.2 describe deterministic
forward models, hydraulic simulations rely heavily on model input parameters. Unfortunately, these
12Mathematical definitions in this section are taken from Brandes and Erlebach 2005.
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input parameters are usually fraught with uncertainties and these uncertainties in input parameters
will again produce uncertain model outputs. To estimate propagations of these uncertainties in the
model, different mathematical approaches exist, e.g. the First-order-second moment method13, MCS

or Latin hypercube sampling (D. S. Kang et al. 2009), among others. In this thesis, MCS are chosen
to calculate the output uncertainties since this technique converges to the exact estimates as long as
a large number of parameter sets is simulated. Furthermore, the implementation of this technique
is easy and straight-forward and it enables parallel computations similar to GAs described in Section
2.1.2.2.

MCS generate a large number of input parameter set realizations by randomly drawing samples from
probability distributions associated with the model input uncertainties. Subsequently, a hydraulic
model is used to evaluate all these realizations producing output parameter sets, which then represent
in their entirety the model output uncertainties. A large number of input parameter sets has to be
evaluated to get good estimates of the output uncertainties. Latin hypercube sampling can provide
remedy by more sophisticated sampling of the model input spaces.

MCS will be used later on in this thesis in the Chapter 4 to incorporate uncertainties in optimal sensor
placement algorithms.

2.3.2. Markov-Chain-Monte-Carlo methods

MCMC is a class of sampling methods specifically useful for Bayesian applications, because they can
be used to sample arbitrary probability density functions and to compute marginal densities, posterior
distributions and evidences (Ruanaidh and Fitzgerald 1996) (see for example Section 2.3.6.3). The
mathematical definitions and the description of the Metropolis Hastings algorithm follow Ruanaidh
and Fitzgerald 1996 in this section.

A Markov chain is the first generalization of an independent process where each step only depends on
the previous step

P(xN+1|x1x2 . . .xN) = P(xN+1|xN) . (2.77)

The random variables are defined in a certain range in a continuous or discrete space—known as the
state space. A Markov chain begins at a certain point in this state space and moves through it with a
defined transition probability T between those states

PN+1(x) = ∑
x′

PN(x′)TN(x′,x) . (2.78)

If TN is not dependent on N, the Markov chain is homogeneous. Two properties must be fulfilled for
MCMC: (i) the existence of an invariant distribution π(x) (which can be formulated more restrictive
for a Markov chain to be reversible) and (ii) the Markov chain has to be ergodic.

(i) The reversibility criterion is mathematically formulated as

π(x)TN(x,x′) = π(x′)TN(x′,x) . (2.79)

Hence, the probability to travel in one direction is the same as the probability for the reverse
direction.

13First-order-second-moment is a first order approximation method that propagates uncertainties in a system by matrix
multiplications of model input uncertainties with corresponding sensitivity matrices—which are linearized mappings of
network equations.
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(ii) Ergodicity means that regardless of the initial distribution the Markov chain has to converge to
the invariant distribution π(x) for N→ ∞

lim
N→∞

PN(x) = π(x) . (2.80)

Furthermore, a certain number of initial states in the so-called burn-in phase should be discarded.

Metropolis-Hastings The most famous MCMC is without doubt the Metropolis-Hastings formula-
tion. It is also the standard form of the simulated annealing algorithm—a stochastic optimization
algorithm (see Section 2.1.2.2). For this algorithm, a probability density function P(x) is assumed in
functional form y = P(x)—no normalization of the density function is needed. A next realization of
the probability function is produced by adding random perturbations to the current realization

yi = xi +ξ , (2.81)

where ξ is randomly drawn from the proposal density s(ξ). For the next step in the Markov chain, the
proposed step is either accepted xi+1 = yi, or rejected. If it is rejected, the next step is equal to the old
step xi+1 = xi. The acceptance probability is defined through

A(xi,yi) = min(1,Q(xi,yi)) , (2.82)

with

Q(xi,yi) =
p(yi)T (yi|xi)

p(xi)T (xi|yi)
. (2.83)

T (x|y) is usually the proposal density s(ξ). If this density is symmetric, then T (yi|xi) = T (xi|yi).

If u is a uniform random variable between 0 and 1, then the Metropolis-Hastings algorithm can be
written as

xi+1 =

{
yi if p(yi)T (yi|xi)> u · p(xi)T (xi|yi)

xi else
. (2.84)

The Markov chain usually moves through the state space like a random-walker, hence, each sample
drawn from the chain is highly correlated with previous samples. Additionally, the random walk
behavior has the drawback that the time to move a certain distance is proportional to the square of this
distance. For that reason, using random walks is very inefficient in exploring the parameter space—
starting points far from the probability mass might never converge in reasonable time. That is why
more sophisticated methods have been developed.

Hamiltonian-Monte-Carlo (HMC) For example, HMC (also called hybrid Monte Carlo) avoids the
random walk behavior by taking a series of steps that is informed by the first derivatives information.
This results in much higher convergence speeds especially for high-dimensional target distributions
(Hoffman and Gelman 2014). However, this class of algorithms is sensitive to the step size and the
number of steps of the algorithm.
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No-U-Turn Sampler (NUTS) No-U-Turn Sampler (NUTS)—an extension to HMC developed by Hoff-
man and Gelman 2014—promise remedy. This algorithm is at least as efficient as HMC without the
necessity of any tuning or user intervention, thus, it functions in a complete automatic way. That is
why NUTS is used in this thesis when performing MCMC.

2.3.3. Tukey’s fence test

This method represents a simple statistical test to recognize outliers in datasets. Tukey’s test identifies
outliers with help of the interquartile range ∆q

∆q = q3−q1 . (2.85)

qi is the i-th quartile of the dataset. If a measurement is outside the range

[q1− k∆q,q3 + k∆q] , (2.86)

then this data point is defined as an outlier. k = 1.5 defines the boundaries for (normal) outliers
and k = 3.0 defines the boundaries for far outliers. Most people are already familiar with Tukey’s
fence test without even knowing—the whiskers around the ends of box-plots represent Tukey’s outlier
boundaries.

Tukey’s outlier test will be used later on for determining unusual customer demand during MNF hours
and serves as a simple approach for detecting leak in real-world WDS data.

2.3.4. Goodness of fit statistics

GoF statistics will be used to determine the best model order of ARMA models (described in Section
2.3.5.5) as well as for identifying the ideal cost-benefit functions for the optimal sensor placement
algorithm described in Section 4.2.2.4. GoF statistics include Akaike’s Information Criterion (AIC)
and Bayes Information Criterion (BIC). Both criteria are based on χ2 statistics

χ
2 =

n

∑
i=1

(yi− f (xi))
2 , (2.87)

where yi is the data point on position xi, f (xi) is the value calculated by the fitting function and n is
the total number of data points. Additionally, the degrees of freedom ν, respectively the number of
function parameters (n−ν) must be considered. For example, the reduced χ2

r statistics derived from
equation (2.87) aiming to take the number of parameters into consideration in following way

χ
2
r =

χ2

ν
. (2.88)

The AIC takes the function parameters into account by punishing fitting functions with many parame-
ters. It is defined through following equation

AIC = n ln
(
χ

2/n
)
+2(n−ν) . (2.89)
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BIC penalizes the number of parameters of the fitting function even more than AIC

BIC = n ln
(
χ

2/n
)
+(n−ν) ln(n) , (2.90)

and, hence, prefers even smaller parametrized models. The smaller the AIC or the BIC value are, the
better a certain model will describe the data.

2.3.5. Time series analysis techniques

The following short section addresses some Time Series Analysis (TSA) techniques. The mathematical
definitions within this section are based on standard time series analysis methodologies and can be
found, for example, in (Shumway and Stoffer 2006).

2.3.5.1. Mathematical notation and definitions

In the field of TSA, a single data point of a time series is assumed to be the realization of an underlying
stochastic process. Adjacent observations are not independent and identically distributed, they are
correlated with previous observations (Shumway and Stoffer 2006). This effect distinguishes the field
of TSA from conventional statistical analysis. Before these techniques are explained in more detail, a
standardized notation is defined to provide the reader with clarity throughout this thesis.

A series of data points {xi} ordered by time {x1,x2, . . .xN} is called a time series xt of length N. Note
that throughout this thesis there will be no distinction in the notation between the stochastic process
underlying a time series and its realization. Both will be defined through xt . The mean xt over the
whole time series xt is defined through

xt =
1
N

N

∑
i=1

xi . (2.91)

Consequently, the sample standard deviation σt of the time series is written as

σt =

√
1

N−1

N

∑
i=1

(xi− xt)
2 . (2.92)

Similarly to equation (2.91), the median x̃t is defined in following way

x̃t = median({xi}) . (2.93)

The median is more robust to outliers than the mean. A measurement similar to the sample standard
deviation, but also more robust to outliers, is the median absolute deviation (madt)

mad t = median({xi− x̃t}) . (2.94)

Frequently, time series posses one or more repeating components with fixed period lengths P. Hence,
cyclic operators are defined. For example, the cyclic mean with period length of P is described in
following way

xt|P =
1

NP

NP

∑
i=1

xP(i−1)+ j ∀ j = 1,2. . . . ,P . (2.95)
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where NP = bN
P c is the number of full periods in the time series. Definitions of the cyclic sample

standard deviation σt|P, the cyclic median x̃t|P and the cyclic median absolute deviation madt|P follow
the same procedure.

Moving averages are used to suppress random fluctuations in measurement data when illustrating them
in figures. The moving average MAw operator with a window size w of a time series xt is defined in
following way

MAw(xt) =
1
w

w−1

∑
i=0

xt−i . (2.96)

2.3.5.2. Autocorrelation functions

The AutoCorrelation Function (ACF)—the correlation of a time series with a delayed copy of itself—is
defined in following way

ρ(xs,xt) =
γ(xs,xt)√

γ(xs,xs)γ(xt ,xt)
, (2.97)

where xs and xt represent observations at time s and t, and γ(xs,xt) is the auto-covariance function
defined as follows

γ(xs,xt) = cov(xs,xt) = E [(xs− xs)(xt − xt)] . (2.98)

E defines the expectation value or the average and γ(xt ,xt) is the variance of the time series (γ(xt ,xt) =
σ2

t ), if the variance does not change with time.

If xt is a weakly stationary time series14, then equation (2.97) can be written as (according to Shumway
and Stoffer 2006)

ρ(h) =
γ(xt+h,xt)√

γ(xt+h,xt+h)γ(xt ,xt)
. (2.99)

The Partial AutoCorrelation Function (PACF) is defined as the autocorrelation with removed linear
dependencies.

2.3.5.3. Deseasonalization

In Section 3.3.3.1, seasonal effects in water related measurement data will be introduced (e.g. daily
and weekly seasonalities). This section deals with separating these seasonal effects from data to
smooth time series. In general, seasonal components can be extracted from the measurement data by
subtracting the cyclic mean (equation (2.95)) with P being the season’s period length. Two different
seasonalities exist in water related measurement data; (i) daily seasonality with a period length of
P = 24H and (ii) weekly seasonal effects with P = 168H = 7D. The daily seasonality is defined in
following way

s̀1
t = xt|24H . (2.100)

14A weakly stationary time series is a time series (i) with finite variance, (ii) without time dependency of its mean value and
(iii) an auto-covariance function that only depends on the difference |s− t| between time steps s and t (see for example
Shumway and Stoffer 2006).
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Additionally, this seasonal effect s̀1
t (x j) is normalized by subtracting the mean value over the whole

season to get rid of additive effects

s1
t = s̀1

t −
1
P

P

∑
i=1

s̀1
i . (2.101)

The seasonal component s1
t over a whole time series is given by repeating the seasonal component

s1
t = s1

t%P , (2.102)

where % represents the modulo operator. Subtracting s1
t from xt results in time series x̀t

x̀t = xt − s1
t (2.103)

that is free of daily seasonal effects. The same procedure is applied to extract the weekly seasonality
s2

t from x̀t with period P = 168H = 7D

s2
t = x̀t|7D−

1
P

P

∑
i=1

x̀i|7D . (2.104)

Subsequently, the time series consisting of summing up the two seasonal effects plus the mean value
of all measurements will serve as a first simple time series model15

x̂t = xt + s1
t + s2

t . (2.105)

2.3.5.4. Time series models, residuals and white noise

The aim of time series modeling is to reveal and extract all parts of a time series that obey some math-
ematical law until only a stochastic completely random component remains which can’t be described
by any deterministic model anymore. The residual rt is defined as the observations xt minus the time
series model x̂t

rt = xt − x̂t . (2.106)

Ideally, if a time series x̂t describes all underlying parts that can be modeled, the residuals rt possess
white noise properties.

White noise wt is defined as an independent and identically distributed, uncorrelated random variable
with zero mean wt = 0 and finite variance σ2

t,ω < ∞. A special form of white noise is Gaussian white
noise wt = N (0,σ2

t,ω), but it has to be mentioned that white noise can have more general forms than
a Gaussian distribution (e.g. heavy tail distributions).

rt should be checked if they have white noise properties subsequently after time series modeling. This
can be done by analyzing the ACF and PACF of rt to check if rt is uncorrelated, among others. Only if
rt ∈ wt , the time series model describes the measurement data sufficiently.

15Note that time series models will always be formulated as x̂t throughout this thesis. It emerges from the context which
specific model is used.

52



2.3. Probability theory, statistics and time series analysis in a nutshell

2.3.5.5. Autoregressive-moving-average models

An AutoRegressive (AR) model of order p is based on the idea that current values xt of a time series
can be explained by the past p observations xt−1,xt−2, . . . ,xt−p plus white noise wt (Shumway and
Stoffer 2006)

xt =
p

∑
i=1

ϕixt−i +wt , (2.107)

where ϕ1 . . .ϕp are constants with ϕp 6= 0. The model in equation (2.107) is called an AR(p)—an
autoregressive model of order p.

In contrary, the idea behind Moving Average (MA) models is that a linear combination of the last q
white noise processes forms the current observation (Shumway and Stoffer 2006)

xt =
q

∑
i=1

θi wt−i +wt , (2.108)

where θ1 . . .θq are constants with θq 6= 0. The model in equation (2.108) is called a MA(q)—a moving
average model of order q.

AutoRegressive-Moving Average (ARMA) models represent a class of models that are not sufficiently
described either only by a MA processes nor solely by AR processes (Shumway and Stoffer 2006).
Hence an ARMA(p,q) model is defined as a combination of both

xt = c+wt +
p

∑
i=1

ϕi xt−i +
q

∑
i=1

θi wt−i . (2.109)

c is a constant, p is the order of the AR part, q is the order of the MA part, ϕi and θi are coefficients
that have to be fitted, xt−i is the time series value and εt−i is the error term i time steps ago.

Fitting ϕi and θi to the observations is an optimization problem which will be solved in this the-
sis by the BFGS algorithm—a famous deterministic optimization algorithm defined through a special
formulation of GDA (see section 2.1.2.1.2).

2.3.5.6. State space models and Kalman filter

This section is again based on the book of (Shumway and Stoffer 2006) on time series analysis.

State Space Form The state space form of a model is defined as a system of two sets of linear
equations. Suppose the model consists of a time series of vectors αααt with m parameters—the state
vectors—describing the current state of a system. For example, αααt can describe meaningful but imper-
fectly measured physical variables, but not necessary. Typically, αααt is not observed, thus, an observed
variable xt is introduced which corresponds to a data point xt in TSA.

The first set of equations in the state space form is the transition equation—describing the evolution
of the system

αααt = Kαααt−1 + vvvt . (2.110)
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The second set of equations is the measurement equation—describing the relation between the sys-
tem and the observation

xt = bbbT
αααt +ut . (2.111)

K is a (m×m) matrix of constants, bbb is a (m× 1) dimensional vector, vvvt is a vector of white noise
processes of size (m×1) and ut is a scalar white noise process.

Advantages All ARMA models described in Section 2.3.5.5 can be translated into the state space
form. The state space representation posses many advantages over the ARMA representation. Just to
name a few examples of benefits: (i) the possibility for handling non-stationary processes, (ii) easy
handling of missing observations and the possibility to impute them, (iii) computations with non-
regular time series—that are time series which have irregular spaced time stamps, (iv) using multiple
sensors of different types to estimate states (sensor fusion) and (v) highly efficient update and forecast
formulas16 using only information from the current observation without refitting the model to the
whole dataset by utilizing Kalman filters.

ARMA in State Space Every ARMA(p,q) model—thus also any MA and AR model—can be repre-
sented in state space through following derivation. Let m be m = max(p,q+ 1), then by setting not
used orders of coefficients to zero and applying c = 0 without loss of generality, one can rewrite
equation (2.109) into

xt = wt +θ1wt−1 + . . .+θm−1wt−m+1 +ϕ1xt−1 + . . .+ϕmxt−m (2.112)

Then any order of ARMA model can be represented through defining the relationship between equation
(2.112) and the sets of state space equations (2.110) and (2.111)

ut = 0 and vvvt = ddd ·wwwt (2.113)

together with

bbb(m×1) =


1
0
...
0

 , ccc(m−1×1) =


ϕ1
ϕ2
...

ϕm−1

 , ddd(m×1) =


1
θ1
...

θm−1

 (2.114)

and the matrix

K(m×m) =

[
ccc 1

ϕm 000

]
, (2.115)

where the identity matrix is of dimension 1(m−1×m−1) and the zero vector is of dimension 000(1×m−1).

The state space representation of an ARMA(1,1) results, for example, in the transition equation(
α1

t
α2

t

)
=

[
ϕ1 1
0 0

](
α1

t−1
α2

t−1

)
+

(
wt

θ1wt

)
(2.116)

16This is the most important aspect in this thesis why the state space formulation is used.
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and the measurement equation

xt = (1 0) ·
(

α1
t

α2
t

)
= α

1
t (2.117)

The truth of these equations can be checked through substituting the second line of equation (2.116)
in to equation (2.117). The first line results in

α
1
t = ϕ1α

1
t−1 +α

2
t−1 +wt . (2.118)

The second line is equal to
α

2
t = θiwt . (2.119)

Substituting α2
t in equation (2.118) results in

α
1
t = wt +ϕ1α

1
t−1 +θiwt−1 . (2.120)

Since α1
t = xt (equation (2.117)) this is indeed the ARMA(1,1) model.

Kalman filter The Kalman Filter is an algorithm used to solve state space models in the linear case
and was first derived by Kalman 1960. It can be used for (i) filtering, (ii) forecasting as well as
(iii) smoothing of time series. The filter takes the state space formulation and defines prediction and
updating equations from it. The Kalman filter evolves by predicting and updating the predictions of
αααt . The best guess for an observation xt at time t based on all former available information at time
t− 1 will be further written as xt|t−1. Furthermore, the conditional variance Pt|t−1 of the prediction
error αααt −αααt|t−1 is defined as

Pt|t−1 = E
[
(αααt −αααt|t−1)(αααt −αααt|t−1)

T ] . (2.121)

The prediction equations of the Kalman filter have following form

αααt|t−1 = Kαααt−1|t−1 (2.122)

xt|t−1 = bbbT
αααt|t−1 (2.123)

Pt|t−1 = KPt−1|t−1KT +dddσ
2
wt

dddT . (2.124)

With the help of
νt = xt − xt|t−1 , (2.125)

the variance matrix can be defined as

Σt = E(νtν
T
t ) = E

(
(xt − xt|t−1)(xt − xt|t−1)

T )= dddT Pt|t−1ddd . (2.126)

The updating equations are defined as follows

αααt|t = αααt|t−1 +Pt|t−1bbbΣ
−1
t νt (2.127)

Pt|t = Pt|t−1−Pt|t−1bbbΣ
−1
t bbbT Pt|t−1 . (2.128)

The updating equations can be interpreted in the following way: any new information enters the
system of equations through the Kalman gain Pt|t−1bbbΣ

−1
t νt . Intuitively, the gain can be seen as a
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measure of how much to trust in the current measurement by taking all past observations into account.

2.3.5.7. Time series analysis forecast error metrics

Error metrics are used to judge the quality of forecasts of time series data. The metrics presented here
can be found in Hyndman and Athanasopoulos 2014. These metrics are used on the residuals rt of
a time series forecast. Note that it is important that the forecast is applied not on the same data on
which the time series mode has been fitted. Now follows a list of forecast metrics used to judge the
goodness of a time series model. The first metric is the Mean Absolute Error (MAE)

MAE =
1
N

N

∑
t=1
|rt | . (2.129)

N is the number of residual observations rt . Another often used metric is the Root Mean Squared
Error (RMSE)

RMSE =

√
1
N

N

∑
t=1

r2
t (2.130)

To compare the forecast performance between different data sets, the scale independent Mean Abso-
lute Percentage Error (MAPE) can be used

MAPE = 100 · 1
N

N

∑
t=1

∣∣∣∣ rt

xt

∣∣∣∣ . (2.131)

For comparing the performance of a certain model with a reference model, the Forecast Skill Score
(SS) can be used

SS = 1−MSEF

MSER
, (2.132)

with the Mean Squared Error (MSE) defined through

MSE =
1
N

N

∑
t=1

r2
t (2.133)

The subscript F stands for the forecast time series and R stands for the reference time series. SS is 1 if
the forecast is perfect, between 0 and 1 if the forecast is better than the reference, 0 if the forecast and
the reference are equally good and negative if the reference performs better.

2.3.6. Stochastic event detection

A stochastic event detection algorithm has to be able (i) to determine whether there is a statistical
evidence for claiming that an event has occurred in the system and (ii) to automatically detect the most
likely time when this event started. Since the measurement signal is overshadowed by uncertainties
and stochastic fluctuations, probability theory is necessary to extract signal from noise. All methods
presented in this section can be found, for example, in (Basseville and Nikiforov 1993).
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2.3.6.1. CUSUM method

The CUmulative SUM control chart (CUSUM) method is a technique to identify changes in data. It is
based on computations of the cumulative sum of positive g+t and negative g−t differences (Basseville
and Nikiforov 1993). An event is detected if these changes surpass a specific threshold τ. If this
happens, an alarm is triggered and g+t and g−t is set to zero. The algorithm can be applied on mod-
els containing a drift with an additional drift parameter d. Additionally, this drift parameter can be
used to clear the memory of the algorithm on small changes going only in one direction in the past.
Mathematically, the CUSUM method is formulated in following way

Ct = xt − xt−1 . (2.134)

The sum of positive changes is defined as

g+t = max
{

Ct +g+t−1−d,0
}

. (2.135)

Similarly, the sum of negative changes is defined as

g−t = max
{

g−t−1−Ct −d,0
}

. (2.136)

The event detection time tD—the time when an anomaly is dected—is the time when the positive
and/or negative signal escapes the threshold defined by

tD = min
(
t|g±t ≥ τ

)
. (2.137)

The CUSUM algorithm depends heavily on the τ value. The higher τ—the stronger the signal changes
have to be to become detected timely. In contrary, small τ will lead to a lot of false alarms. The ideal
τ can be found by analyzing historical measurement data.

Later in this thesis, the CUSUM technique will be used for leakage detection. Equation 2.135 will be
used for flow measurements due to the inflow increase caused by the leak—Equation 2.136 will be
used for detecting pressure drops. But also both criteria can be used simultaneously if one wants to
detect a signal escaping a certain band, which occurs during sensor failures, for example.

2.3.6.2. Likelihood-ratio test

This is a log-likelihood approach for detecting an event and can be found in Basseville and Nikiforov
1993 and Granjon 2013, for example. The event is supposed to change the parameters ξt of the
signal’s underlying stochastic process. For example, a realization of the stochastic process can be the
data points of a time series xt (Shumway and Stoffer 2006).

The task for event detection is (i) to identify if the parameters ξt of the probability distributions
changes at all, and if that is true, (ii) to identify the point in time τ when they change. Subsequently,
additional information can be retrieved of the magnitude of this change.

The null hypothesis H0 is that the parameters do not change, H1 that ξt changes at a certain point in
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time τ

H0 : ξ1 = ξ2 = . . .= ξN−1 = ξN (2.138)

H1 : ξ1 = ξ2 = . . .ξτ 6= ξτ+1 = . . .= ξN−1 = ξN . (2.139)

The detection is based on the log-likelihood ratio. The likelihoods L—a measure of the goodness of
a hypothesis—is defined through (Granjon 2013)

L(H0) = p(xxx|H0) =
N

∏
i=1

p(xi|ξ) (2.140)

L(H1) = p(xxx|H1) =
τ

∏
i=1

p(xi|ξ1) ·
N

∏
j=τ+1

p(xi|ξ2) . (2.141)

Subsequently, the log-likelihood ratio is (Basseville and Nikiforov 1993)

Rτ = ln
(

L(H1)

L(H0)

)
=

τ

∑
i=1

ln p(xi|ξ1)+
N

∑
j=τ+1

ln p(xi|ξ2)−
N

∑
i=1

ln p(xi|ξ) . (2.142)

This is a function of τ (Rτ = f (τ)).

The generalized likelihood G is defined as (Basseville and Nikiforov 1993)

G = max
i≤τ≤N

Rτ . (2.143)

The time instant τ̂ when a change is detected, is then defined through the optimization

τ̂ = argmax
i≤τ≤N

Rτ . (2.144)

H0 is rejected if G is larger than a threshold value λ∗

2G = 2R > λ
∗ . (2.145)

λ∗ can be chosen, for example, as AIC or BIC values (see Section 2.3.4).

For leakage detection, we will suppose that the measurement values are normal distributed17 and that
the mean of the distribution changes due to a leak—either the mean increases in the flow measure-
ments or the mean decreases in the pressures

xt =

{
N (µ1,σ) for t ≤ τ

N (µ2,σ) for t > τ .
(2.146)

The null hypothesis is that the mean does not change over time at all (xt ∈N (µ,σ) ∀t). The probability
density function of the normal distribution N is defined over its mean µ and its standard deviation σ

in following way

N (x|µ,σ) = 1√
2πσ2

e−
(x−µ)2

2σ2 . (2.147)

17In fact, the approach is flexible enough that any distribution can be used.
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Thus, the null hypothesis results in

L(H0) =

(
1√

2πσ2

)N N

∏
i=1

e−
(x−µ)2

2σ2 . (2.148)

Consequently, the alternative hypothesis is

L(H1) =

(
1√

2πσ2

)N τ

∏
i=1

e−
(x−µ1)

2

2σ2
N

∏
i=τ+1

e−
(x−µ2)

2

2σ2 (2.149)

The log-likelihood ratio results then in

Rτ =

(
L(H1)

L(H0)

)
=

1
2σ2

(
τ

∑
i=1

(xi−µ1)
2 +

N

∑
j=τ+1

(xi−µ2)
2−

N

∑
i=1

(xi−µ)2

)
. (2.150)

If this value is greater than λ∗ then a leak occurred. The start time of the leak τ̂ can be found by
applying equation (2.144).

2.3.6.3. Bayesian step detector

The problem defined in equation (2.146) can be formulated in terms of Bayes’ theorem

P(A|B) =
P(B|A)P(A)

P(B)
. (2.151)

The short discussion of the derivation presented here in this section is based on Ruanaidh and Fitzger-
ald 1996.

The problem rewritten in the Bayes’ theorem context results in

P(µ1µ2στ|xxx) = P(xxx|µ1µ2στ)P(µ1µ2στ)

P(xxx)
, (2.152)

where P(µ1µ2στ|xxx) is the posterior distribution, P(xxx|µ1µ2στ) is the likelihood and P(µ1µ2στ) is called
the prior distribution. P(xxx) is the evidence—since it is analytically difficult to calculate and since it is
a constant factor, its calculation can be skipped. Then the posterior distribution is proportional to the
likelihood and the prior

P(µ1µ2στ|xxx) ∝ P(xxx|µ1µ2στ)P(µ1µ2στ) . (2.153)

Constant uninformative priors ci are assumed for the parameters: P(µ1) = c1, P(µ2) = c2, P(τ) = c3
and P(σ) = c4 =

1
σ

. P(τ|xxx) is sought and it can be calculated through marginalization

P(τ|xxx) ∝

∫
∞

0
dσ

∫
∞

−∞

dµ1

∫
∞

−∞

dµ1
P(xxx|µ1µ2στ)

σ
(2.154)
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The likelihood function is given through

P(xxx|µ1µ2στ) =
τ

∏
i=1

P(xi|µ1σ)
N

∏
j=τ+1

P(xi|µ2σ) = . . . (2.155)

. . .=
(
2πσ

2)−N/2
exp

[
− 1

2σ2

(
τ

∑
i=1

(x2
i +µ2

1−2µ1xi)+
N

∑
j=τ+1

(x2
i +µ2

2−2µ2xi)

)]
.

Following two identities can be used to solve the integrals for marginalization through integration∫
∞

−∞

exp
(
−ax2−bx+ c

)
dx =

√
π

a
exp
(

b2

4a
− c
)

(2.156)

and ∫
∞

0
xα−1 exp(−Qx)dx =

Γ(α)

Qα
. (2.157)

After integration the distribution of τ—depending on the measurements only—results in

P(τ|xxx) ∝
1√

τ(N− τ)

(
N

∑
k=1

x2
k−

(∑τ
i=1 xi)

2

τ
−

(∑N
j=τ+1 x j)

2

N− τ

)−N−2
2

. (2.158)

Together with the log-likelihood defined through the logarithm of the likelihood function in equation
(2.155), the single marginal distributions P(τ|xxx), P(µ1|xxx), P(µ2|xxx) and P(σ|xxx) can be also retrieved
numerically by MCMC (see Section 2.3.2). This will be examined in more detail for leakage detection
in Section 3.3.5.5.

2.4. Case studies and field tests

In this thesis the developed methods and algorithms will be tested on three networks—a simple net-
work taken from literature and two real-world networks from Austria. These three networks, the
purpose why they have been chosen, for what task they will be used and field tests (if any) will be
presented in this section.

2.4.1. Poulakis

The first network is an artificial network taken from literature. It was first introduced by Poulakis
et al. 2003 who used it for testing a developed Bayesian probabilistic system identification framework
for leakage detection and localization. According to Poulakis et al. 2003, this network represents a
simplified municipal WDS that is typical for an industrial unit. It is small in terms of the numbers of
nodes, big in terms of total pipe length and very densely meshed.

Hydraulic model Figure 2.16 shows the hydraulic model of the Poulakis network simulated with
OOPNET (Steffelbauer and Fuchs-Hanusch 2015). Nodes are shown as circles with colors depending
on their simulated pressure value in bar. Their names—respectively ids—start in this network with
a J. The network’s pipes are represented as lines between these nodes with colors corresponding to
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their actual flow value in L/s. Pipe names start in this network with P. The reservoir in the upper left
corner is represented in a diamond shape with id J-01.
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Figure 2.16.: Network of Poulakis (Poulakis et al. 2003) with simulated pressures p and flows Q

The network consists of 31 nodes—30 junctions plus one reservoir—connected through 50 pipes. This
network is highly meshed possessing 20 loops in total. The pipes have different diameters ranging
from 300 to 600 mm. The pipe length is 1000 m for vertical and 2000 m for horizontal pipes, resulting
in total length of the network of 71 km. All pipes possess the same roughness coefficient of Ci = 0.26
mm. The junctions have zero elevation and each junction has a water demand of qD = 50 L/s. The
junctions are supplied by a tank (J-01) with an elevation of e = 52 m. The total water demand
respectively the inflow in the system equals Q = 1500 L/s.

Purpose The model is a theoretical network taken from literature and serves as a concise example.
It will be used for vividly illustrating leakage localization algorithms and fitness landscape analysis in
simulations (see Section 5.3.2).

2.4.1.1. Transformation of pressure units

The hydraulic simulation software EPANET (Rossman 2000) returns heads and pressures in meter
water column (mH20)18. Usually, pressure sensors provide measurements in (derived) SI units—
Pascal (Pa) respectively N/m2 or bar (1 mbar=1 hPa = 100 Pa).

The conversion factor cF between pressure in meter (water column) and bar is calculated in the fol-
lowing way:

p [m] =
105

ρH2O(T ) ·g︸ ︷︷ ︸
cF

p [bar] , (2.159)

where ρH2O is the density of water (note that this quantity is temperature dependent) and g is the
gravitational acceleration on Earth (g = 9.80665 [m/s2]).

18... or pounds per square inch (psi) in US Customary units.
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The temperature dependence of ρH2O is approximated through following formula19

ρH2O(T ) = 999.972−
(
7.0 ·10−3) · (T −4.0)2 . (2.160)

T is given in degree Celsius. If not stated otherwise, T is assumed to be T = 4 [◦C] resulting in a
conversion factor of ρH2O(4) = 999.972.

2.4.2. Linz-Pichling

The second network is a real-world WDS. It is located in a small rural part around the city of Linz—
Austria’s third biggest city. This network has been chosen as a case study network during a project
because of its District-Metered Area (DMA) structure as it has a single inlet and a single outlet point.
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Figure 2.17.: Case study Linz network with simulated pressure p and flows Q

Hydraulic model The hydraulic network is gravitationally fed by a reservoir from the west side of
the system (diamond shape). It consists in total of this reservoir, 392 junction nodes and 452 pipes,
with a total length of approximately 37 km. The pipe diameters vary from 70 to 400 mm. The
nodal base demands were allocated from billing information of the particular customers. The area is
mainly a residential zone with a few small industries. A big industrial customer is in the north of the
measurement zone. The roughness values of the pipes result from a calibration campaign undertaken
by a company prior to the project. Calibration scenarios have been generated by opening hydrants
during the night to produce high velocities in the network.

Purpose First, field tests for leakage localization were planned in this network, but later on during
the project, they have been canceled. Nevertheless, sensor placement algorithms and leakage local-
ization were widely tested on this network. For the purpose of leak localization and hence for the
application of the introduced sensor placement approach, the nodal minimum night consumption has
been of interest. Nodal consumption was derived for each node from the nodal demand taken from
yearly billing information and a pattern generated from inflow measurements of the DMA.

19This formula is taken from Formula 2.3 in http://www.iup.uni-heidelberg.de/institut/studium/lehre/
AquaPhys/docMVEnv3_11/MVEnv3_2011_p1_2_Dichte.pdf.
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2.4.3. Graz-Ragnitz

The third studied system is a real-world network in an rural area located in the surroundings of the
city of Graz (Austria). The network has been chosen due to its DMA structure and its proximity to our
institute. Long-time real-world field studies have been performed in this study area during 2015 and
2016.

2
3
4
5
6
7
8
9

p
(b

ar
)

0.0

0.2

0.4

0.6

0.8

1.0

Q
(L

/s
)

Figure 2.18.: Case study Ragnitz-Simple network with simulated pressures p and flows Q

Hydraulic model Three different hydraulic models exist for this WDS in different resolutions: (i) the
Ragnitz-Simple model, (ii) the Ragnitz-Complicated model and the (iii) Ragnitz-Detailed model.
All three models are supplied by a single tank in the southern part of the system (e.g. diamond in
Figure 2.18) since they represent the same network. From this tank, water enters the system over
two pipes. The inflow in the system has been measured on the left pipe—the right pipe, where no
inflow was measured, has been closed during the whole field testing campaign. The demand data
was retrieved from billing information from the years 2012 to 2015 and a nodal demand equal to the
average consumption of the customers during this time-span has been allocated to the nodes in the
system. In total, 35 hydrants are situated in the WDS where outflows are generated for calibration
and leakage localization purposes as well as pressures were measured. The system consists mainly of
PVC and PE pipes, but also some steel and cast iron parts can be found in the system. Noticeable is
the high pressure of over 9 bar in some parts of the system resulting from huge elevation differences
between the tank and the northern area of the network—North elevation is 404.5 m, South elevation
is 505.2 m. No pressure reducing valves are installed in the measurement zone.

(i) Ragnitz-Simple is the most elementary model consisting of 216 pipes and 212 junctions. Di-
ameters are ranging between 25.4 mm (1 inch) and up to 125 mm. The total pipe length of the
simple system is 9.6 km. The graphical representation of the model with simulated pressure
and flow values can be found in Figure 2.18.

(ii) Ragnitz-Complicated is a less skeletonized model of the network than Ragnitz-Simple. It
consists of 650 nodes 658 pipes with a total pipe length of 10.2 km. The pipes have the same
diameter range as the simple model. A graphical representation of the model with simulated
pressure and flow values can be found in Figure 2.19.
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(iii) Ragnitz-Detailed is the model containing the most details. It has been generated from a GIS
export during the Aquademia project by a student worker. It consists of 1300 nodes and 1309
pipes and has a total pipe length of 16.2 km since all household connections are contained in
this model. A hydraulic simulation of this model is depicted in Figure 2.20.
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Figure 2.19.: Case study Ragnitz-Complicated network with simulated pressures p and flows Q
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Figure 2.20.: Case study Ragnitz-Detailed network with simulated pressures p and flows Q

Purpose The purpose of these networks is to test algorithms for calibration, optimal sensor place-
ment, leakage detection and localization in simulations and with real-world data.

2.4.3.1. Measurements

For real-world case studies, (i) flow, (ii) pressure and the (iii) tank level were measured in the system.

(i) Flow Flow was measured at the tank with two measurement devices at the DMA inlet of the
system: (a) a Woltmann water meter and an (b) Ultrasonic Flow Meter (UFM).

64



2.4. Case studies and field tests

(a) The data from the Woltmann water meter has been provided by the WU from their SCADA sys-
tem. This measurement device has been used to check the measurements of the UFM.

(b) The UFM at the inflow point is a clamp-on device of type FLUXUS ADM 6725 by FLEXIM.
Data was manually read out from the internal data storage of this device, usually once a week
(depending on the time resolution). The accuracy according to the data sheet for flow measure-
ments is 1 % to 3 % of the measurement value ±0.01 m/s.

(ii) Pressure At peak times, up to twelve pressure loggers where installed at selected hydrants in
the system. The measurement positions and the hydrants are depicted in Figure 2.21. The hydrants
were selected according to optimal sensor placement algorithms described in Chapter 4. All high
precision pressure sensors were of the same type—SEWAD 30 with a measurement range of 0 - 30
bar and a resolution of up to 10 mbar (or ≈ 0.01 [mH2O]) with an accuracy of ±0.2% of the current
measurement value. Data was recorded and stored at the measurement device and manually collected
approximately once every ten days (also depending on the time resolution).

HG3420

HG3445

HG3835

HG3933

HG4150

HG4162
HG4215

HG4339b

HG4383

HG4540

HG4576

HG4744

Figure 2.21.: Ragnitz-Simple network with hydrants (green squares) and pressure sensor locations
(blue circles)

(iii) Tank level The tank level data was retrieved from the WU’s SCADA system and serves as (a) a
boundary condition for the hydraulic model in the automatic calibration process and (b) for model-
based leak detection and localization the tank levels are subtracted from the pressure data to get rid of
the water level influences on the measurements.

All the measurement data has been collected and stored in the institutes Time Series Database (TSDB)—
an InfluxDB data base part of the Open-source Scientific Data Management System (OpenSDM) (Camhy
D. et al. 2014; Camhy et al. 2012).
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2.4.3.2. Hydraulic model calibration

Calibration scenarios The calibration experiments were conducted in the night from 11th to the
12th of April 2016. The MNF has been chosen in order that the influence of customer demand is mini-
mal on the calibration measurements. For successful roughness parameter assessment, high velocities
have to be produced in the system (Walski 2000) to guarantee that the effect of roughness on pressure
becomes larger than the measurement uncertainties. For that reason, hydrants were opened to produce
large water flows in the system. Pressure was measured at during the calibration night 12 locations.
The measurement locations are depicted in Figure 2.21. The inflow has been measured at the tank.
Additionally, the outflow and pressure at the opened hydrants has been measured with additional
devices—Hydatlog 80mm with Storz B hose coupling—magnetic inductive flow meters capable of
measuring flows between Qmin = 1.5 [L/s] and Qmax = 60.3 [L/s] with an accuracy of 0.5%. The most
time consuming part of the night measurements has been relocating and connecting the hydrant mea-
surement devices. Hence, a scheduled hydrant opening scheme was developed where hydrants were
opened in parallel to produce supplementary calibration scenarios without the necessity of relocating
the devices. This promised the most effective use of the short time frame during the MNF.

A
B

C

D

E

F

Figure 2.22.: Ragnitz-Simple network with hydrant opening positions for generating calibrations sce-
narios named from A to F

The locations of the hydrant openings can be found in Figure 2.22. The measurement campaign was
originally planned with three measurement devices. The scenarios have been generated in two stages:
In the first round, hydrants were opened at positions A, B and C. The generated outflows and measure-
ment times are listed in Table 2.2. The measurements were taken between tstart and tend . tstart is the
time when the hydrants are already fully opened and the pressures in the system steadied down. tend
is the time-step before the hydrants were closed again. Through parallel opening, seven scenarios—
named from S1 to S7—were generated within the first round. S1, S4 and S6 were generated by opening
a single hydrant. In scenarios S2, S3, S5 and S7 hydrants were opened in parallel. Subsequently, the
measurement devices were moved to positions D, E and F. Then the second measurement round was
performed by opening these hydrants. The corresponding outflows with start- and end-times are listed
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in Table 2.3.

Table 2.2.: Calibration scenarios Si for the first round with measured outflows for hydrant openings at
positions A, B and C (see Figure 2.22) from tstart to tend .

A B∗ C tstart tend
Scenario [L/s] [L/s] [L/s] [H:M:S] [H:M:S]

S1 15.03 — — 01:37:45 01:40:30
S2 8.06 4.11 — 01:47:30 01:49:45
S3 4.97 1.14 5.10 01:58:00 01:59:30
S4 — 11.54 — 02:04:00 02:06:00
S5 — 2.62 7.05 02:09:15 02:11:45
S6 — — 12.03 02:15:45 02:18:15
S7 6.93 — 7.06 02:22:15 02:25:15

Table 2.3.: Calibration scenarios Si for the second round with measured outflows for hydrant openings
at positions D, E and F (see Figure 2.22) from tstart to tend .

D∗ E F tstart tend
Scenario [L/s] [L/s] [L/s] [H:M:S] [H:M:S]

S8 7.60 — — 03:23:45 03:26:30
S9 1.81 6.06 — 03:31:30 03:33:30
S10 1.27 5.08 5.05 03:36:45 03:39:30
S11 — 15.97 — 03:44:00 03:45:45
S12 — 6.00 6.00 03:51:45 03:54:45
S13 2.20 — 6.02 03:58:30 04:01:00
S14 — — 9.07 04:04:30 04:07:45

Unfortunately, only two instead of three hydrant measurement devices were available in the calibra-
tion night. Therefore, outflows generated at locations B∗ and D∗ were not measured directly at the
hydrants. That is why they are marked with a star in Tables 2.2 and 2.3. The corresponding outflows
have been estimated by subtracting the MNF from the corresponding inflow measurements at the times
of the hydrant openings. The MNF for the measurement night has been calculated by averaging the
inflow respectively the according pressures between 1:22 and 1:31 in the morning. The night flow
results in QMNF = 1.217 [L/s]. Differences in pressure and flow of the calibration scenarios and the
MNF values are depicted in Tables 2.4 and 2.5. The system’s inflow Q(t) and the measured pressures
p(t) during the scenarios can be seen in Figure 2.23 and 2.24. Additionally, the times when the mea-
surements are used for calibration and for leak localization are highlighted for each scenario in the
time series.

Automatic calibration Model-based leak localization depends on measured flow and pressure dif-
ferences when a leak occurs. The pressure differences are generated by higher friction losses resulting
from the increased flow respectively velocities in the network. The roughness parameters of the pipes
are responsible for these head losses. Consequently, these roughnesses have to be estimated as accu-
rate as possible. For that reason, a computer program has been developed to calculate pipe roughness
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Table 2.4.: This table shows the differences to the MNF and calibration scenario measurements for
the inflow (∆Q) and the first six pressure measurements (∆p). See Figure 2.21 for the
measurement device locations.

Inflow HG3420 HG3445 HG3835 HG3933 HG4150 HG4162
∆Q [L/s] ∆p [bar] ∆p [bar] ∆p [bar] ∆p [bar] ∆p [bar] ∆p [bar]

S1 14.66 -0.92 -0.92 -1.53 -1.95 -0.92 -0.92
S2 12.12 -0.68 -0.68 -1.01 -1.14 -0.68 -0.68
S3 11.16 -0.64 -0.64 -0.72 -0.77 -1.14 -0.88
S4 11.49 -0.65 -0.65 -0.85 -0.84 -0.65 -0.65
S5 9.63 -0.52 -0.52 -0.49 -0.49 -1.41 -0.95
S6 11.75 -0.76 -0.76 -0.67 -0.66 -3.10 -1.91
S7 13.69 -0.91 -0.91 -1.02 -1.12 -1.80 -1.35
S8 7.69 -0.30 -0.30 -0.45 -0.54 -0.30 -0.30
S9 7.83 -0.30 -0.30 -0.41 -0.41 -0.31 -0.31
S10 11.36 -0.64 -0.64 -0.68 -0.69 -0.68 -0.68
S11 15.69 -1.03 -1.03 -1.31 -1.30 -1.03 -1.03
S12 11.62 -0.67 -0.67 -0.70 -0.70 -0.73 -0.73
S13 8.17 -0.38 -0.38 -0.39 -0.40 -0.44 -0.44
S14 9.34 -0.50 -0.50 -0.45 -0.45 -0.62 -0.63

Table 2.5.: This table shows the differences to the MNF and calibration scenario measurements for
the inflow (∆Q) and the last six pressure measurements (∆p). See Figure 2.21 for the
measurement device locations.

Inflow HG4215 HG4339b HG4383 HG4540 HG4576 HG4744
∆Q [L/s] ∆p [bar] ∆p [bar] ∆p [bar] ∆p [bar] ∆p [bar] ∆p [bar]

S1 14.66 -0.92 -2.97 -2.90 -2.84 -2.61 -1.16
S2 12.12 -0.68 -1.43 -1.40 -1.38 -1.29 -0.77
S3 11.16 -0.88 -0.89 -0.88 -0.87 -0.83 -0.60
S4 11.49 -0.65 -0.78 -0.78 -0.77 -0.75 -0.64
S5 9.63 -0.95 -0.47 -0.47 -0.47 -0.47 -0.43
S6 11.75 -1.91 -0.65 -0.65 -0.65 -0.64 -0.61
S7 13.69 -1.34 -1.35 -1.33 -1.31 -1.24 -0.87
S8 7.69 -0.30 -0.96 -1.00 -1.02 -1.10 -0.40
S9 7.83 -0.31 -0.44 -0.45 -0.45 -0.48 -0.36
S10 11.36 -0.68 -0.71 -0.71 -0.71 -0.75 -0.63
S11 15.69 -1.03 -1.28 -1.28 -1.28 -1.31 -1.22
S12 11.62 -0.73 -0.68 -0.68 -0.68 -0.71 -0.64
S13 8.17 -0.44 -0.43 -0.43 -0.44 -0.48 -0.34
S14 9.34 -0.62 -0.45 -0.45 -0.45 -0.49 -0.41
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2.4. Case studies and field tests

Figure 2.23.: Flow Q(t) (top) and pressure p(t) (bottom) measurements during the first round of the
calibration. The scenarios S1 to S7 are marked and the time-spans where the measure-
ments are used for automatic calibration are highlighted

Figure 2.24.: Flow Q(t) (top) and pressure p(t) (bottom) measurements during the second round of
the calibration. The scenarios S8 to S14 are marked and the time-spans where the mea-
surements are used for automatic calibration are highlighted
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values from the calibration data.

An implicit calibration approach is chosen (Savic et al. 2009). Roughness parameter estimation is
formulated as an inverse problem and the roughness parameters are found that fit the measured values
the best with a heuristic optimization algorithm from Section 2.1. This approach is similar to the
model-based leak localization approach in Chapter 5. The fitness function of the calibration problem
is formulated as a sum of least squares

f (x) =
NS

∑
j=1

Nm

∑
i=1

(mi, j− m̂i, j(x))2 → min
x

f (x) . (2.161)

mi, j is the i-th measurement value in scenario j, m̂i, j(x) is its corresponding value resulting from a
hydraulic simulation, Nm is the number of measurements and NS is the number of calibration scenarios.
x is the parameter vector containing the roughness values and depends on the parametrization of
the problem. In general, more roughness values have to be found than measurements exist in the
system. For that reason, finding all roughness values accurately is a highly under-determined problem.
Consequently, the roughness values have to be subsumed into groups. Criteria for selecting pipe
groupings are pipe material, pipe age, diameter, relative locations in the system or the identification of
critical pipes influencing pressure heads (Mallick et al. 2002). The developed algorithm is capable of
using all these criteria and furthermore also allows combining different groups to increase the number
of possible groups. Lippacher 2018 found that one of the best groupings for the Ragnitz network for
roughness calibration aiming model-based leak localization was to group the pipes into five groups
according to their relative position in the system. The locations of these five groups are depicted
in Figure 2.25 with different colors for the groups from G1 to G5. Additionally, while analyzing the
pressures in the calibration scenarios, a pipe belonging to G5 with high head loss has been identified in
the system prior to calibration. This pipe was expected to either be heavily encrusted20 or a valve has
been partially closed. The affected pipe is highlighted in Figure 2.26 with an arrow. Later on, after
the field testing campaign, the WU confirmed that a valve has been forgotten to be fully re-opened
after maintenance work in the system. Since this partially-closed valve affected the results of the
roughness calibration, it was modeled with a minor loss coefficient ki (see equation (2.61)) which was
also incorporated in the parameter vector x in the optimization problem defined in equation (2.161).

The optimization problem in equation (2.161) was solved with the DE algorithm as described in Sec-
tion 2.1.2.2.2. Not all generated scenarios were used due to the missing measurement device at loca-
tion B∗ respectively D∗, because the hydrant outflow could not be estimated accurately. Hence, only
scenarios without hydrant openings at these locations are chosen. This scenarios are S1, S6, S7, S11,
S12 and S14 (see Table 2.2 and 2.3). Additionally, a MNF scenario S0 was taken into account using
measurement values between 1:21 and 1:31. The resulting roughness values ci for the groups are
taken from Lippacher 2018 and can be found in Table 2.6. A minimal fitness value of f (x) = 20.28
was found. The average absolute deviation Di

Di =
1

NS

NS

∑
j=1
|mi, j− m̂i, j(x)| (2.162)

at the measurement points are listed in Table 2.7. m are the measured and m̂ are the simulated values
for all pressure sensors pi, NS is the number of scenarios. The difference between the measured and the
simulated values are also shown as a correlation plot in Figure 2.28. The minor loss and the roughness
20... which is not very likely in a system consisting mainly of plastic pipes like the Ragnitz network.
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values are depicted in Figure 2.26. Due to the small differences of the values, the logarithm with base
10 of the roughnesses are additionally depicted in Figure 2.27. The minor loss of the partially-closed
valve resulted in a very high coefficient of ki = 1384.
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Figure 2.25.: Groups for roughness calibration

Table 2.6.: This table shows the roughness values ci for the pipe groups from Figure 2.25 resulting
from the automatic calibration approach.

ci
Group [mm]

G1 0.0148
G2 0.0061
G3 0.2594
G4 0.9101
G5 1.9980
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Table 2.7.: This table shows the average absolute deviation of measurements and simulations for the
optimal roughness parameter set in Table 2.6.

Di

Sensor [bar]

HG3420 0.059
HG3445 0.043
HG3835 0.021
HG3933 0.020
HG4150 0.038
HG4162 0.016
HG4215 0.016
HG4339b 0.029
HG4383 0.018
HG4540 0.027
HG4576 0.063
HG4744 0.041

ki = 1384
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Figure 2.26.: Roughness values after calibration
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ki = 1384
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Figure 2.27.: Roughness values in logarithmic scale after calibration
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Figure 2.28.: Correlation plot for pressures with calibrated roughness values between measured m and
simulated values m̂(x)
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2.4.3.3. Leak scenarios

In addition to the calibration scenarios where huge outflows were generated, smaller scenarios have
been produced serving as artificial leakages in the system. First, also in the calibration night by smaller
openings of the hydrants. Second, long-time leak outflow experiments were generated with a special
device allowing to measure small leakage outflows down to QL = 0.25 L/s and even smaller. This
small leak datasets will act as real-world leak detection and localization benchmark scenarios in this
thesis.

2.4.3.3.1. Small artificial leaks during calibration night In the calibration night, the hydrant de-
vices measuring the outflow have been also used to generate smaller leakage outflows that are used
later for leak localization. The measurement devices had a low flow measurement threshold of 1.25
L/s. The hydrants were opened until the measurement devices registered a leakage outflow, then the
outflow was reduced a bit to generate scenarios with approximately Q≈ 1.0 [L/s]. The leakages were
produced at positions A, E and F (see Figure 2.22). The generated leak scenarios are named S15 to S17
carrying on the calibration scenario nomenclature. All scenarios, their start tstart and end times tend ,
inflow ∆Q and pressure measurement differences ∆p and their leak positions are summarized in Table
2.8. Additionally, the inflow and pressure measurement differences to the MNF of each scenario are
depicted in the same manner as before in Figures 2.29 to 2.31. Again, the timespans, where averages
are taken, are highlighted in green color. The pressure response at all measurement locations is one to
two magnitudes smaller than for the calibration scenarios. This can be seen if Table 2.8 is compared
with Table 2.4 respectively Table 2.5. The pressure drops are even hard to see in Figures 2.29 to 2.31.

Furthermore, it can be seen that in Figure 2.30 large flow and pressure fluctuations were produced
during Scenario S16 at around 03:04. This fluctuations resulted probably from readjusting the leakage
outflow manually during scenario generation. It has to be noted that producing a constant leakage
outflow out of a hydrant in a system with high pressures of up to 10 bar is obviously not as trivial as
expected, because this process has been dynamically than anticipated and the measurement devices
were not well suited for this purpose.
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Figure 2.29.: Leak generated in Scenario 15
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Table 2.8.: Leak table for smaller leak scenarios during the calibration night with start tstart and end
times tend and differences in pressure ∆p and flow ∆Q to the MNF for different leak positions

Scenario S15 S16 S17
Leak Pos. A E F

tstart 02:30 02:57 04:12
tend 02:45 03:10 04:23

Sensor

Inflow ∆Q [L/s] 1.177 1.138 1.338
HG3420 ∆p (bar) -0.019 -0.018 -0.025
HG3445 ∆p (bar) -0.020 -0.020 -0.026
HG3835 ∆p (bar) -0.029 -0.025 -0.024
HG3933 ∆p (bar) -0.035 -0.024 -0.025
HG4150 ∆p (bar) -0.020 -0.020 -0.032
HG4162 ∆p (bar) -0.020 -0.021 -0.031
HG4215 ∆p (bar) -0.020 -0.020 -0.032
HG4339b ∆p (bar) -0.047 -0.025 -0.024
HG4383 ∆p (bar) -0.046 -0.025 -0.023
HG4540 ∆p (bar) -0.045 -0.025 -0.023
HG4576 ∆p (bar) -0.041 -0.036 -0.060
HG4744 ∆p (bar) -0.023 -0.022 -0.022
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Figure 2.30.: Leak generated in Scenario 16
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Figure 2.31.: Leak generated in Scenario 17

2.4.3.3.2. Small long-time artificial leaks Soon after the calibration night measurements, artificial
leaks with small leakage outflows were introduced in the system—aiming to produce measurement
data for small leak scenarios with long run-times. For that reason, a special measurement device has
been build to enable the production and measurements of such small leaks. The same pressure and
flow sensors as before were used in the WDS of Ragnitz, although approximately after one and a half
month, the number of pressure measurements had to be reduced to six sensors, since the WU needed
the measurement devices for other daily business operations.

I

II

III

IV

Figure 2.32.: Locations of artificial leaks in Ragnitz-Simple network labeled with Roman numbers
from I to IV

The experimental setup for producing and measuring small leaks consisted of a fire hose of 15 meters
length attached to the hydrant at the planned leak positions. Further attached to this fire hose was
an approximately two meter long PVC pipe with a diameter of 32 mm. After a calming section, an
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UFM was clamped on onto this PVC pipe for measuring accurately the leak outflow. The type of this
UFM was a "Prosonic Flow 92" with a build in data logger charged by a car battery. It has to be noted
that this outflow was only measured for obtaining controlled experimental conditions and that this
information was not used for leak detection nor for localization.

The long-time leak experiments took place in a time-frame of three months between April and July
2016. Leaks at four different positions were produced in the Ragnitz network. The leak locations
are depicted in Figure 2.32 and labeled with Roman numbers from I to IV. Additionally, different
scenarios were produced at these locations with different leak magnitudes. The scenarios are named
from Sa to Sl . The magnitudes ranged between 0.25 and 1.0 L/s. Leak run-times were between two
days (49 hours) and more than a week (188 hours)—in the long-term scenario Sk at leak position I
with a magnitude of 0.7 L/s. All leak scenarios are summarized in Table 2.9. In total, 1952 m3 of water
were dissipated during the long-time leak scenarios. This is approximately six and a half complete
fillings of the measurement zone’s tank21. In general, the leak scenarios were changed approximately
every third day. Between the mid of May and the beginning of July a longer period existed, where the
leak free system could be observed.

Unfortunately, problems occurred during the first scenario Sa. The internal storage of the pressure
measurement devices had been overestimated, leading to a memory overflow in the internal ring mem-
ory which resulted in a measurement data loss almost during the whole first scenario. This is why this
scenario will not be used for leak localization. Anyway, experiments with the same leak magnitude at
the same positions have been repeated in scenario Sd after the storage fault was recognized.

Furthermore, it has to be mentioned that the measurement campaign fell luckily in a period with few
National holidays. The leak scenario Sg produced on the National holiday at the first of May has been
a Sunday and hence is supposed not to be different to a normal Sunday. Only scenario S j contains a
holiday day (the 16 of May) which has been on a Monday, hence, the customer behavior may differ
from a normal Monday.

Table 2.9.: Overview of the long-time artificial leak experiments in the Ragnitz network

Pos. Hydr. ≈QL tstart tend tD
Scenario [L/s] [hours]

Sa I HG3880 0.50 15.04 11:15 17.04 12:32 49
Sb I HG3880 0.70 17.04 12:33 20.04 09:49 69
Sc I HG3880 0.30 20.04 09:51 22.04 09:47 47
Sd I HG3880 0.50 22.04 10:35 25.04 10:51 72
Se II HG4504 0.25 25.04 12:15 28.04 15:16 75
S f II HG4504 0.50 28.04 15:19 01.05 16:12 72
Sg II HG4504 0.70 01.05 16:13 04.05 08:29 64
Sh III HG3164 0.50 09.05 11:30 12.05 14:37 75
Si III HG3164 1.00 12.05 14:38 15.05 10:40 68
S j III HG3164 0.25 15.05 10:51 18.05 14:38 75
Sk I HG3880 0.70 04.07 12:20 12.07 09:15 188
Sl IV HG4118 0.90 12.07 10:21 15.07 09:44 71

21The tank volume in Ragnitz is 300 m3.
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Chapter 3
Leak Detection

“Time is an illusion. Lunchtime doubly so."

— Douglas Adams, The Hitchhiker’s Guide to the Galaxy

3.1. Literature review

Modern sensors and data communication technologies enable—while at the same time tight financial
budgets urge—WUs to save on human resources. Whereas in the past, human operators were in charge
of small single supply areas, nowadays, modern supervisors are simultaneously responsible for multi-
ple WDS locations (Bakker, Vreeburg, Roer, et al. 2014). The increasing distance between the human
operator and the physical WDS leads to a growing risk of failures being unrecognized for long times.

Data analysis methods processing pressure and flow measurements in an automatic way are of par-
ticular interest for providing a rapid response to pipe burst and leaks (Romano et al. 2013). These
techniques can efficiently handle huge amounts of data in a way that no single human is capable of.
The data is preprocessed by extracting only useful and relevant information for making operational
decisions.

Several different approaches exist in scientific water related literature addressing this topic—some of
these approaches are presented here in this section. Most of them make use of statistical methods, soft
computing algorithms like Artifical Neural Networks (ANN) or time series models. For instance, S. R.
Mounce and Machell 2006 used ARIMA models to get rid of diurnal effects in the measurement data
and to impute missing values. Subsequently, static and time delay ANNs—where the latter performed
better—were used. The data was artificially generated by flushing hydrants during the MNF with leak
outflows of 1 to 5 L/s. This corresponded to 2 to 10 % of the average inflow in the system. Flow and
pressure measurements at the inflow and outflow of the DMA were used with a time resolution of one
minute to detect these events. After all, the method was able to detect 75 % of the leaks correctly.

S. R. Mounce, R. B. Mounce, et al. 2011 used Support Vector Machiness (SVMs) to detect unusual
flow and pressure fluctuations. The method was able to detect bursts, sensor failures as well as hydrant
flushing events of known size (2 L/s) in the system. The outflow corresponded to 6 to 12% of the

79



Chapter 3. Leak Detection

average inflow. Furthermore, S. R. Mounce, R. B. Mounce, et al. 2011 found that pressure is a less
reliable parameter than flow for event detection and that the response of a particular meter is strongly
connected to its location in the system.

Ye and Fenner 2011 used an adaptive Kalman filter on pressure and flow data to model normal water
usage. The seasonal effects were eliminated by subtracting the measurement values of the past week.
Residuals of the filter indicated abnormal water usage caused by a burst. The method was applied
on (i) engineered burst tests by opening hydrants between 2.5 and 6.2 L/s; and on (ii) data from 10
real DMAs verified by using customer complaint and repair logs of the WU. Most of the bursts were
detected within 15 minutes. The burst had large burst sizes of 10 % to 50 % of the average inflow. The
results showed that flow measurement data is more sensitive to a burst or a leak than pressure data.
Furthermore, combinations of pressure and flow data was not successful since it did not improve the
detection performance at all.

Eliades and Polycarpou 2012 used an adaptive forecasting methodology by updating Fourier coef-
ficients. Subsequently, a detection logic utilizing the CUSUM method was used on the first Fourier
coefficient. This coefficient represents the offset of the data and is linked to a leak in the system. The
methodology was applied on simulations based on real flow data where leaks were simulated with
sizes of 1.5 % to 10 % of the average inflow. The algorithm was able to detect leaks of sizes down to
0.4 L/s. However, Eliades and Polycarpou 2012 stated that the detection of this small leak sizes might
not be possible in practice because of uncertainties in customer demand and measurement noise. Fur-
thermore, the detection time for leaks was slow taking 10 days in average, yet, 15 % of the small leaks
were detected after three weeks.

Romano et al. 2013 made use of ANNs with multivariate Gaussian mixture and Bayesian inference
models. Additionally, the approximate location of the leak is retrieved through application of geosta-
tistical techniques. The method was tested on burst data generated by hydrant openings in a real-world
DMA (see Chapter 5).

Bakker, Vreeburg, Roer, et al. 2014 developed a heuristic burst detection method utilizing an adaptive
water demand forecasting model for flow data together with a dynamic pressure drop-demand relation
estimator (Bakker, Vreeburg, Schagen, et al. 2013). One point forecasts were made for the next time-
step 15 minutes into the future. Historical data of five years was used of three rather large areas
(larger than usual DMAs) with average zonal demands ranging from 9 L/s for the smallest zone up
to 640 L/s for the largest zone. The smallest detected burst in the smallest zone was 2 L/s and 42
L/s for the largest zone. Bakker, Vreeburg, Roer, et al. 2014 stated that the method is applicable
anywhere provided that one year of historical data is available to construct the adaptive forecast model.
Additionally, they found that pressure was not very valuable for burst detection, because the effect of
burst on pressure was much less profound than its effect on flow measurements. Nevertheless, the
model was able to detect critical bursts in the historical data at an earlier stage than customer reports
or the WU detection capabilities. Especially, small bursts and bursts occurring during the nighttimes
resulted in long run-times.

D. Jung, D. Kang, et al. 2015 utilized different univariate and multivariate statistical process con-
trol methods, for example, western electric company rules, CUSUM or exponentially weighted MA,
Hotelling T 2 methods and mutlivariate versions of CUSUM and exponentially weighted MAs. The
methods were tested on artificial generated data sets and on the same historical data as Bakker, Vree-
burg, Roer, et al. 2014. It was shown that univariate exponentially weighted MA performed best.
Furthermore, D. Jung and Lansey 2015 used a non-linear Kalman filter with nodal group estimation
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on artificial generated data for burst detection and showed that this approach performed better than a
linear Kalman filter.

Y. Wu, Liu, et al. 2018 developed a clustering-method utilizing cosine distance to find dissimilarities
in data obtained from multiple flow sensors. Nevertheless, the method was only sensitive to relatively
large bursts.

Of course, other data driven and soft computing approaches can be found in literature, including
self-organizing maps coupled with ANNs (Aksela et al. 2009), principal component analysis (Palau
et al. 2011), fuzzy interference with ANN (S. R. Mounce, Boxall, et al. 2010) or Bayesian demand
forecasting systems (Hutton and Kapelan 2015), just to name a few. An excellent, recent and more
detailed review on this topic summarizing various data-driven approaches for pipe bursts detection
can be found in Y. Wu and Liu 2017.

3.2. Methodology

3.2.1. Overview of methods

All methods used in this chapter have already been introduced in Section 2.3. This section sets the
methods into context for model-based leak detection and gives a short overview how the methods are
used in the results section. Model-based means in the connection to leak detection not that a hydraulic
model is involved, it means that the measurement data is modeled with TSA techniques. TSA is used to
extract relevant information from the measurements by decoupling the leak signal from measurement
noise and random fluctuations. An overview of the used techniques and the corresponding sections
in the results can be found in Figure 3.1. The methods are depicted as squares, the corresponding
sections are depicted in the background with colors, round edges and numbered; the single parts of
the time series data that is used for—or results from—specific methods are depicted as circles.

3.) Time Series Modeling

5.) Leak Detection

2.) Outlier 
     Detection
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Figure 3.1.: Overview of the leak detection methodologies
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Chapter 3. Leak Detection

First, the original time series xt represented by the plain measurement values (flow or pressure) is
examined in detail—especially the seasonal effects are exposed in a seasonal analysis (see Section
3.3.1)—through applying the cyclic operators defined in Section 2.3.5.1 in equation (2.95).

Second, outliers are identified in the measurement data on the example of unusual demand during
MNF hours (see Section 3.3.2 for the results). The outlier detection is performed with Tukey’s range
test as defined in Section 2.3.3.

Third, the measurement data is modeled with TSA techniques. At first, the time series modeling
is performed through deseasonalizing xt as already discussed in Section 2.3.5.3. xt is split up in
components: its mean xt , two seasonal components s1

t and s2
t —forming together a simple time series

model x̂s
t —and the residual component rs

t . The residuals are further analyzed by looking at the ACF

and PACF defined in Section 2.3.5.2. As a result of this analysis, the residuals are further modeled
through ARMA models (see Section 2.3.5.5) to extract correlation effects between subsequent data
points. The best ARMA model is chosen by GoF statistics (see Section 2.3.4), namely, AIC and BIC.
This results in a division of the modeled time series in (i) mt which can be seen as a trend function,
and (ii) a random component rc

t . mt together with the seasonal model x̂s
t forms the complex model

x̂c
t —describing the behavior of xt in a more advanced way than x̂s

t .

Fourth, the simple and the complex model are evaluated in a forecast performance analysis. For that
reason, the models are used to forecast xt by utilizing data that has not been used priorly for fitting the
models. x̂s

t and x̂s
t are evaluated using the forecast metrics described in Section 2.3.5.7.

Finally, the different parts of the models are used for leak detection utilizing different algorithms. A
focus of this analysis is on the algorithms described in Section 2.3.6—answering following relevant
questions: (i) how fast is the algorithm, (ii) how sensitive, (iii) do certain parameters have to be tuned
and how complicated is the parameter tuning and (iv) is the algorithm capable of finding small leaks
in flow and/or pressure measurements. These questions are relevant for the research question of this
chapter—if an automated detection of a small leak is possible.

3.2.2. Measurement data

The measurements start at the 30th of May 2016 and end at the 12th of July and is depicted in Figure
3.2. A long leak-free period is followed by a small leak—starting at the 4th of June within the data
recorded during the field-study. This leak serves as a test for the detection algorithms.

The data is partitioned in three phases: (i) the training, (ii) the test and (iii) the leak phase.

(i) The first phase between the 30th of May and the 26th of June is the training phase, which lasts
for four weeks in total. This phase is used for analyzing the measurements in detail, for finding
the optimal time series model with TSA algorithms and for fitting this model to the measurement
data.

(ii) The second phase between the 27th of June and the 3rd of July is called the test phase. It lasts
for one week. Within this phase the models retrieved in the first phase are tested regarding their
forecast performance respectively their forecast error under normal conditions.

(iii) The third phase between the 4th of July and the 12th of July is the leak phase. An artificial leak
is introduced in the system. In this phase different leak detection algorithms are applied on the
data to test if and when they detect the leak—both on flow and pressure measurement data.
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3.2. Methodology

Figure 3.2.: Overview of flow (top) and pressure (bottom) data used for TSA and leak detection. The
training, the test and the leak data sections are highlighted

All three phases—training, test and leak—are additionally highlighted in Figure 3.2. The inflow
measurements are on the top, the pressure measurements are at the bottom of the figure. Six pressure
sensors were installed in the system during this period. The sensor positions result from the optimal
sensor placement algorithm of Casillas in Section 4.2.2.3.3 and the SPUDU algorithm in Section
4.2.2.4—for five sensors each. Only six sensors were necessary for both placements, since four sensor
positions of the Casillas and SPUDU algorithm coincide. The pressure data is of high time resolution
with a measurement each minute. The flow measurements have the same resolution of one minute as
the pressure measurements. The measurement values are accumulated by building the mean over a 15
minute time period—all leak detection algorithm experiments use this 15 minute data. Additionally,
results of experiments with higher (5 minutes) and lower (1 hour) time resolution are discussed.

The sensors were positioned at following hydrants: HG3420, HG3835, HG3933, HG4162, HG4215
and HG4384 (see Figure 2.21 in Section 2.4 for the locations corresponding to the hydrant numbers).
Unfortunately, the sensor at HG3420 malfunctioned during this period. Thus, HG3420 is not depicted
in Figure 3.2. Additionally, sensor HG4215 started to malfunction shortly after this measurement
period. Even before, the sensor delivered false measurements—it is the only sensor where the pressure
increases when the leak was introduced in the system. Consequently, this sensor is not used for
leak detection and localization. In total, four well-functioning pressure sensors remain for the leak
experiments.

The artificial leak is introduced in the system on the 4th of July at 12:20 at hydrant HG3880 with a
magnitude of approximately QL ≈ 0.7 (L/s)—see leak scenario Sk in Table 2.9 in Section 2.4. The
leak location at HG3880 corresponds to position I in Figure 2.32.
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3.2.3. Pressure tank level correction

The water level fluctuations of the tank are in a scale of 2.5 meter—or approximately a quarter bar.
This is in the magnitude (or even a magnitude higher) of the pressure drop caused by the leak. The
fluctuations have an additive effect on the pressure measurements in the system. Thus, the tank level
units are transformed from meter to bar and, subsequently, subtracted from the pressure measurements
to remove this additive effect.
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Figure 3.3.: The water level of the tank converted from meter to bar and approximated with a cubic
splines

Unfortunately, the temporal resolution of the tank level measurements is not as high as the resolu-
tion of the pressure measurements. Periods exist where a level measurement is available once an hour.
Thus, the water level data is approximated through cubic splines to estimate the data at timestamps be-
tween the measurements. An example can be seen in Figure 3.3 where the data is already transformed
to bar with the procedure described in Section 2.4.1.1.

3.3. Results and discussion

This subsections in the results section strictly follow the numbering scheme in Figure 3.1.

3.3.1. Seasonal analysis

Figure 3.4 shows the inflow Q(t) over time in the Ragnitz system in a time resolution of one minute
during the model training period of three weeks between the 30th of May 2016 and the 26th of June
2016. Additionally, the moving average MA1H over one hour and over one day MA24H is depicted
to decrease random fluctuations in the data. The figure shows that wider moving average windows w
follow the measurements slower.

The inflow measurements summarize the collective water consumption of all customers in a measure-
ment zone plus an offset resulting from leakage outflows of not detected leaks. Figure 3.4 shows that
the variations of the demand over time possess different fluctuating time scales (Walski et al. 2003).
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Figure 3.4.: Inflow in of the Ragnitz network

The first time scale is a daily variation of demand according to differences in water usage of customers
over the course of one day. By applying cyclic operators as defined in equation (2.95) with a period
length of P= 24 hours, this effect is revealed (see Figure 3.5). Figure 3.5a shows the daily cyclic mean
xt|24H and the corresponding cyclic standard deviation σt|24H , while Figure 3.5b depicts the cyclic
median x̃t|24H and the cyclic madt|24H . Additional moving averages with a window size of w = 1H
are shown. Figure 3.5 shows that the median and mad is more robust to fluctuations and outliers
than the mean and the standard deviation σ. The measurements reveal that water consumption is low
during nighttime. The MNF is approximately QMNF ≈ 1.0 (L/s). In the morning, after inhabitants in
the measurement area awake, the consumption reaches its maximum. The reasons for this morning
peak are people taking showers, using toilets or preparing breakfast. Subsequently, most people leave
the measurement zone and go to work. Note that the zone is a residential neighborhood and not a
commercial area. The inflow in the system decreases until the inhabitants return in the afternoon,
which results in a second peak. This customer behavior is nearly the same every day.

The second important periodical effect in the inflow time series can be seen on a weekly time scale.
The diversity arise from differences in consumption on weekdays and weekends. Consequently, this
effect is revealed by splitting the cyclic daily averages into the corresponding days of the week. Figure
3.6 shows that the morning peak starts later at weekends. Already at Friday afternoon, the inflow in
the system shows a different behavior compared to other weekdays.

As a consequence, an accurate time series model has to account at least for these two time scales—
daily and weekly. Additional seasonal effects exist in water demand. For example, water consumption
during dry weather periods in summer (gardens, swimming pools) is substantially higher than water
consumption during winter. However, the field test took place during spring and summer 2016. Thus,
these seasonal effects can be neglected. However, the discussed TSA methods are capable of integrat-
ing additional seasonalities without additional effort.

To obtain accurate pressure measurements, the data was preprocessed in this chapter. This pre-
processing consisted of subtracting water level measurements (see Section 3.2.3). The subtraction
isolates the pressure measurements from tank water level influences. Figure 3.7 compares the inflow
Q(t) and the pressure p(t) averaged over all measurement station in the zones. The pressure shows an
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Figure 3.5.: Daily (cyclic) inflow pattern in Graz Ragnitz
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Figure 3.6.: Differences in the hourly moving average of cyclic daily pattern MA1H(xt|24H) on differ-
ent weekdays
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inversely proportional behavior to the inflow. p(t) is highest during MNF hours—during the morning
peak it possesses its minimum. A second minimum occurs in the afternoon. Additionally, the pressure
also possesses the same weekly periodical effects as the inflow, but these seasonalities are not shown
here.
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Figure 3.7.: Relationship between inflow Q(t) (left y-axis) and pressure p(t) (right y-axis) averaged
over all pressure measurement stations—depicted as MA1H(xt|24H)

3.3.2. Outlier detection

Water demand is not the same every day (see Figure 3.4). Besides daily and weekly variations, water
demand differs, for two consecutive Mondays, for example. Figure 3.8 emphasis this effect by depict-
ing the inflow in the system as boxplots for each day. The upper part of the figure shows the inflow
data as hourly mean Q(t), the middle part shows boxplots of the inflow during the whole day and the
boxplots at the bottom show the inflow during MNF. The MNF was found to be between 2:00 and 4:00
in the morning in the measurement zone.

There are days with unusual high water demand. For calibration and leakage localization it is im-
portant to separate days with normal water consumption from those days. This section presents an
automatic procedure to identify those days based on Tukey’s fence test (Section 2.3.3). This test is
applied on inflow measurements to automatically identify days with high demand.

Figure 3.9 presents the results of Tukey’s test on the inflow data. The data points are the mean
values over the MNF QMNF(t). The quartiles of the data result in q1 = 1.011 (L/s) respectively q3 =
1.118 (L/s). This leads to the outlier boundaries of [0.852,1.278] (solid line), respectively, to the
far outlier boundaries of [0.692,1.437] (dashed line) in Figure 3.9. Two data points surmount the
far outlier boundaries—three the normal outlier boundaries. All remaining data points are within the
boundaries. The dates of these data points and their corresponding QMNF are listed in Table 3.1.
Interestingly, the outliers are all on different days of the week. Consequently, it does not result from
weekly seasonality.
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Figure 3.8.: Boxplots showing outliers

The effect when those outliers are deleted from the data can be seen in Figure 3.10. The minutely
measured inflow with outliers is depicted in Figure 3.10a as daily mean xt|24H . Additionally, the
sample standard deviation σt|24H and a moving average MA1H(xt|24H) with a one hour window size
are shown. Figure 3.10b shows the data without outlier days. As a result, the standard deviation
becomes smaller without outliers. Figure 3.11 shows the data during the MNF. Again, the standard
deviation during the MNF is smaller. Additionally, Q(t) slightly decreases in the outlier free data
(Compare Figure 3.11a and 3.11b).

For pressure data (measured at hydrant HG3933), the effect of high inflow data is negligible, as can
be seen by comparing Figure 3.10c and 3.10d, respectively Figure 3.11c and 3.11d. Consequently,
outlier have to be removed when inflow data is used (e.g. for generating inflow pattern for hydraulic

Table 3.1.: Outliers identified by Tukey’s test in the daily mean values of the MNF inflow data

date QMNF (L/s) Weekday

2016-06-04 1.927 Sat
2016-06-22 1.644 Wed
2016-06-24 1.405 Fri

88



3.3. Results and discussion

30
.05

02
.06

05
.06

08
.06

11
.06

14
.06

17
.06

20
.06

23
.06

26
.06

t

0.75

1.00

1.25

1.50

1.75

Q
M

N
F(t

)
(L

/s
)

valid point
outlier

Figure 3.9.: Tukey test on the mean of the MNF data QMNF(t)

simulations) and not for pressure data. The pressure seems more robust to high demands.

3.3.3. Time series modeling

Time series analysis techniques are most commonly used for water demand forecasting (Donkor et al.
2014; Saludes et al. 2017).

In this section, a model is developed that describes the flow and pressure time series in the measure-
ment zone Graz Ragnitz in an optimal way. This model is capable of dividing the measurement time
series in trend, seasonal and random components. Finding the optimal model and fitting the parame-
ters is an optimization task, solved with methods described in Section 2.1. First, the section will start
by dividing the measured time series in seasonal components, followed by reducing autocorrelations
in the remainder. With the proposed method, the deterministic effects will be separated from random
fluctuations.

3.3.3.1. Deseasonalization

The deseasonalization method—as described in Section 2.3.5.3—is applied on the inflow data xt to
split the time series in its mean xt , its seasonal components—the daily seasonality s1

t respectively
the weekly seasonality s2

t —and the remainder or residual component rs
t . The days with unusual de-

mand found in Section 3.3.2 (the 4th, 22nd and 24th of June) are not considered for computing the
seasonalities.

The three former parts can be combined to obtain a simple seasonal model x̂s
t of the measurement data

x̂s
t = xt + s1

t + s2
t . (3.1)

Consequently, the residuals of the simple model result from the mismatch of the data and the model

rs
t = xt − x̂s

t . (3.2)

Figure 3.12 shows the components resulting from the deseasionalization procedure (xt , s1
t , s2

t , x̂s
t and

rs
t ) of the inflow time series Q(t) in the measurement during the training period. Despite just being the

summation of the two seasonalities, x̂s
t shows a similar behavior than the original time series xt . x̂s

t can
be applied for producing weekly demand patterns used for EPS simulations. These simulations can be
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(a) inflow with outliers (b) inflow without outlier

(c) pressure with outliers (d) pressure without outlier

Figure 3.10.: Comparison of inflow and pressure measured at hydrant HG3933 with and without out-
liers
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(a) inflow with outliers (b) inflow without outlier

(c) pressure with outliers (d) pressure without outlier

Figure 3.11.: Comparison of flow and pressure measured at hydrant HG3933 with and without outliers
during MNF (2:00 - 4:00)
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Figure 3.12.: Components of the deseasonalized time series of Ragnitz inflow measurement Q(t). The
units in all graphs are L/s

used, for instance, for evaluating the performance of a WDS during normal demand loads—especially
for analyzing the impact of future system adaptations or optimization of pump schedules to improve
the WU’s energy savings and carbon footprint.

Higher water consumption trends can be seen in the residual component rs
t , although the signal is

additionally perturbed by high noise. Section 3.3.3.3 shows how to separate this noise from the trend
which will lead to the better but more complex time series models x̂c

t . But first, rs
t is analyzed in more

detail.

3.3.3.2. Residual analysis—simple model

A closer look at the residual component r′t reveals further insights in the observations xt . For this
closer look, the ACF and the PACF from Section 2.3.5.2 are used. But first, the distribution of the
residuals is examined (see Figure 3.13).

The distribution of the residuals P(rs
t ) can be found in Figure 3.13a. Additionally, a Q-Q plot of

residuals of the simple model is depicted in Figure 3.13b. Further statistics of the rs
t are in Table 3.4.

Clearly, the residuals do not show white noise behavior (see in Section 2.3.5.4), because the non-zero
mean (rt = 0.053). A t-Test for zero mean resulted in t > 9 and a p-value of p = 3 · 10−19. The
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Figure 3.13.: Residual analysis plots of rs
t

skewness γ1 of rs
t is

γ1 = E

[(
rs

t − rt

σr

)3
]
= 1.14 , (3.3)

hence, the mass of the distribution is concentrated on the left—the distribution is right-skewed. This
results from the days with higher demand. Additionally, rs

t possesses heavy tails. This can be calcu-
lated through the kurtosis γ2 in Fisher’s definition

γ2 = E

[(
rs

t − rt

σr

)4
]
−3.0 . (3.4)

Positive values indicate heavy tails. For rs
t the kurtosis results in γ2 = 2.23. The distribution of rs

t is
right-skewed and possesses heavy tails (see Figure 3.13b).

Dependencies exist between current xt and former observations xt−i, resulting in a non-white noise
behavior. This can be seen in the ACF depicted in Figure 3.13c. Additionally, the PACF is shown in
Figure 3.13d. The ACF and PACF clearly show that autocorrelations exist in the time series. In the next
section a method is applied removing these correlations.
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3.3.3.3. ARMA modeling and GoF

The Box-Jenkins method is applied as described in (Box et al. 2015) to model the residual’s depen-
dency rs

t on previous values mt . The goal is to ensure that the remaining part rt is a white noise process
and, thus, a real random variable without any dependencies to be further modeled

rc
t = rs

t −mt . (3.5)

mt is chosen to be an ARMA model (see Section 2.3.5.5) since it can be concluded from ACF and PACF

in Figure 3.13 that the residuals are not fully describable by a single AR nor a single MA process (ac-
cording to Box et al. 2015). The ARMA model is implemented in the state space form described in
Section 2.3.5.6 using Python’s statsmodels package for enabling the computational highly efficient
Kalman filter formulation later on to forecast future time series values.

Subsequently, the total deterministic behavior of the time series—the resulting complex time series
model x̂c

t is described by
x̂c

t = mt + x̂s
t = mt + xt + s1

t + s2
t . (3.6)

Table 3.2 presents the GoF statistics for ARMA models fitted on rs
t . It has to be noted that models

with p = 0 represent pure MA models whereas models with q = 0 are plain AR models. Hence, the
GoF statistics in the table also assist in deciding if a mixed model is necessary for describing the
autocorrelations in the residuals. Both, the AIC statistics in Table 3.3a as well as the BIC statistics in
Table 3.3b, show minimal values for the ARMA(2,1) model

xt = c+ϕ1xt−1 +ϕ2xt−2 +wt +θ1wt−1 . (3.7)

Hence, this model is chosen to describe the behavior of rs
t .

Table 3.2.: GOF results for ARMA(p,q) model fits of rs
t

(a) AIC

p/q 0 1 2 3

0 - -174.95 -603.69 -756.54
1 -1108.13 -1474.69 -1545.73 -1548.12
2 -1287.18 -1549.78 -1547.90 -1546.19
3 -1384.09 -1547.91 -1546.74 -1544.24

(b) BIC

0 1 2 3

- -163.16 -586.00 -732.96
-1096.34 -1457.00 -1522.15 -1518.63
-1269.49 -1526.19 -1518.41 -1510.81
-1360.50 -1518.42 -1511.36 -1502.97

The fitting coefficients in equation (3.7) result in c = (0.00±0.05), ϕ1 = (1.23±0.02),
ϕ2 = (−0.25±0.02) and θ1 = (−0.81±0.02) and the wt values have a standard deviation of
σ = (0.033±0.001).

The constant c is zero due to the fact that the mean value xt of the time series is already part of
the model since equation (2.105). The high ϕ1 coefficient indicates a strong dependency of the time
series on previous values, which can be already seen in the high ACF in Figure 3.13. The negative θ1
coefficient indicates that the series is smoother than a pure white noise process. Figure 3.14 shows the
results of the ARMA(2,1) fit. Consequently, mt is smoother than rs

t since the random component rc
t is

extracted from it. Furthermore, rc
t shows the desired white noise behavior.
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Figure 3.14.: Results of the ARMA(2,1) fit on rs
t

Assembling the complete model together—as described in equation (3.6)—leads to x̂c
t , which is shown

in Figure 3.15. The comparison of xt with x̂c
t and x̂s

t for the last week of the training phase shows that
the model x̂c

t fits the observations xt and certainly follows the measurements better than x̂s
t .

3.3.3.4. Residual analysis—complex model

In fact, the autocorrelations in rc
t of the complex model are now completely removed, as can be seen

in Figure 3.16. The ACF in Figure 3.16c as well as the PACF in Figure 3.16c of rt do not show any
significant lags besides h = 0, thus, the residuals rs

t are independent of former function values.

The residuals follow now a white noise distribution with a mean of rc
t = 0.004, small skewness of

γ1 = 0.18, although, it still possesses heavy tails with a kurtosis of γ2 = 2.48 (see Figures 3.16a and
3.16b). At least there is a probability of 30 % retrieved from t-Test statistics that the true mean of
P(rc

t ) is zero. For forecasting purposes later on this will be sufficient. Comparing the residual analysis
plots of rs

t in Figure 3.13 with rc
t in Figure 3.16 shows that the time series is modeled better than using

the simple model. Additionally, some statistical properties of both residual distributions can be found
in Table 3.4.

3.3.3.5. Comment on higher time resolution and pressure sensors

Higher time resolutions of the measurement data result in higher ARMA model orders. This is rea-
sonable, because if the distance between subsequent time stamps decreases, the temporal influence is
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Table 3.4.: Statistics of the residuals rt of the simple s and complex c time series model

rs
t rc

t

N 2688 2688
xt 0.053 0.004
σt 0.305 0.188
min -0.862 -0.978
25% -0.120 -0.102
x̃t 0.002 0.003
75% 0.162 0.106
max 1.576 1.120

noticeable over more lags. For example, applying the same procedure as in Section 3.3.3.3 on mea-
surements with higher time granularity of five minutes, the best ARMA model with the lowest AIC and
BIC values is ARMA(2,2). This effect works also in the opposite direction. Lower time resolutions of
one hour result in an ARMA(1,1) model to be optimal.

The ARMA modeling of the pressure measurements seem to be less influenced by past measurement
values. The optimal ARMA models in dependency of the time for the different installed sensors can
be found in Table 3.5. For the 15 minute time period, the ideal model is identified as an ARMA(1,1)
model for three out of five sensors. Only HG3933 with ARMA(2,1) and HG4162 with ARMA(1,3)
differ. However, the AIC and BIC values of the corresponding ARMA(1,1) models are very close to the
ideal one. Anyway, for a time resolution of one hour, the ARMA(1,1) model is optimal for all sensors.
Furthermore, for the highest time resolution of five minutes, the ARMA(1,1) model is identified to be
the best for two sensors. Again, the AIC and BIC values are very close between the other model orders
and the ARMA(1,1) model. Consequently, for all following simulations, an ARMA(1,1) is chosen for
simplicity to describe the pressure measurements independent of the time resolution. For the inflow
measurements, the ARMA order as stated in Table 3.5 is used, because the flow seems to be more
sensitive to the modeling order. Nevertheless, the forecast performance for the different models do
not significantly depend on the ARMA order.
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Figure 3.16.: Residual analysis plots of rc
t

Table 3.5.: Optimal ARMA model orders p/q for different pressure sensors and different time resolu-
tions

Sensor [1 H] [15 Min] [5 Min]

Inflow 1/1 2/1 2/2
HG3835 1/1 1/1 1/2
HG3933 1/1 2/1 2/2
HG4162 1/1 1/3 1/1
HG4215 1/1 1/1 1/1
HG4383 1/1 1/1 1/2

3.3.4. Forecast performance analysis

Fitting models on measurement data is one task, but the interesting question is if the model can
estimate future measurement values—and if, how accurate these predictions are. This section deals
with this by testing the two models—the simple seasonal x̂s

t and the complex ARMA model x̂c
t —on

their ability to predict the near future. If future states of the WDS are predicted with a high accuracy, it
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Figure 3.17.: Forecast analysis plot for the inflow

is also possible to tell, if the future diverges from the past and to find reasons for that. This will make
the detection of faults in the system possible.

The training phase in Figure 3.2 is already used for analyzing the measurements and building respec-
tively fitting time series models on top of this data. That is why the second phase—the test phase—is
used now for the forecast performance evaluations. The forecast of x̂s

t and x̂c
t is evaluated with the cri-

teria discussed in Section 2.3.5.7—MAE, RMSE, MAPE and finally the forecasting skill SS to compare
the models directly.

x̂s
t is fitted on new data once every week. Then this data will be used to forecast the values for the next

week. When the next week ends, the data is again used to fit the model. Then the whole procedure is
repeated.

x̂c
t is assumed to use the weekly forecast data from x̂s

t and build an ARMA model on top of the residuals
rs

t to extract correlation effects (Section 3.3.3.3). The ARMA model is fitted on the training data,
not on the data in the testing phase. Subsequently, the ARMA model is used to generate one-point
forecasts. In other words, the model produces—at each timestep—a 15 minutes future prediction
and compares this to new values. The values used in the forecast performance evaluation are these
values. Subsequently, the ARMA model takes the current measurement and incorporates it into the
model parameters through the Kalman filter approach discussed in Section 2.3.5.6. Then it produces
the next one-point forecast based on this new data. Thus, it is capable of handling and incorporating
the data in real-time. Numerically, it is highly efficient. The fitting of the model on the training data
(≈ 3000 data points) takes less than 1.5 seconds. This has to be done once. Subsequently, the forecast
for the next data point takes just a tiny fraction of a second.

The forecast of the time series is tested on both—flow and pressure data. Figure 3.17 shows the
forecast for the flow measurement data compared to the original time series xt . It can be seen that
both models are capable of representing the unknown data very well. However, the complex model
is superior to the simple model. This can also be seen in the statistical parameters in Table 3.6.
Interestingly—looking at the MAPE value—the simple model is already capable of describing nearly
89 % of the time series correctly (100 - MAPE). This value is furthermore increased by the ARMA
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Figure 3.18.: Forecast analysis plot for pressure sensor HG3835

model of up to 92 %. Especially, the last day in the forecast shows a different behavior to the previous
four weeks. However, the ARMA model is capable of detecting this different behavior and adapts to it.

Concerning the forecast performance, the pressure measurements show similar behavior to the flow
measurements. Again, the complex model performs better than the simple one (Figure 3.18 and
Table 3.6). The forecast skill measure reveals the same picture—SS= 0.57 for flow and SS= 0.15 for
pressure.

The pressure measurements are very well described by both models, because demand fluctuations are
not affecting them as strong compared to flow measurements.

Table 3.6.: Forecast metrics evaluated for x̂s
t and x̂c

t on the data of the test phase

Flow Pressure
x̂s

t x̂c
t x̂s

t x̂c
t

MAE 0.25 0.14 0.012 0.012
RMSE 0.36 0.24 0.018 0.017
MAPE 11.33 7.84 0.016 0.015

3.3.5. Leak detection

Leak detection algorithms have the advantage that the procedure of finding abnormalities in the mea-
surement data can be automatized. Thus, expensive human surveillance is not needed anymore. Nowa-
days, this is of special importance since the amount of data in WDSs grows exponentially.

If algorithms assume a leak in the system, notifications containing relevant information can be send
to decision makers. Subsequently, the decision maker can decide on strategies to handle the extra-
ordinary situation in the system. Additionally, automatic reports can be generated for decision makers
on a regular basis.
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One of the biggest challenges in automatic leak detection is to distinguish leaks from big customers.
Both extract water from the system and thus influence the mass balance in the system. They only
differ in the fact that the customer follows a certain pattern and usually stops its consumption after
a while. A leak, in contrary, will extract water until it is repaired22. It is recommended to measure
large customers and customers with different water usage behaviors—water consuming industries in
a primary residential zone or hospitals, for instance—in a system with extra demand measurement
devices. That devices are ideally smart water meters—able to send the demand data automatically to
the WU at near real-time.

Leak detection with hydraulic sensors has the big advantage that it is cheap—because a low number of
sensors is needed compared to, for example, acoustic noise logging or transient leak detection—and
enables fast responses to leaks compared to other leak detection methods. The physical principles
behind hydraulic leak detection are the mass and energy conservation laws. When a leak occurs, flow
upstream of the leak increases due to the conservation of mass. This enlarged upstream flow leads
to a pressure drop downstream of the leak due to the higher friction losses (energy conservation).
Downstream of the leak, the flow stays the same according to mass balance equation. Additionally, the
pressure gradient downstream of the leak also stays the same as in the leak free scenario. Comparing
the flows and pressures to measured values of the leak free system (values recorded in the past before
the leak occurred) enables conclusions to be drawn23 if a leak developed in the system.

In this section, we make use of plain statistical models describing past measurements as described in
the previous sections. These models are compared to new measurements to detect leaks as discrepan-
cies between the forecasted values of the time series model and the current measurements. For that
reason, only data-driven time series models and not complicated hydraulic simulations are necessary.

For testing leak detection algorithms, an artificial leak was introduced in the system through opening a
hydrant. The leak was opened on 4th of June at 12:20 at hydrant HG3880. The leak outflow was set to
meet approximately QL ≈ 0.7 (L/s), which is roughly a third of the system’s mean inflow (see Figure
3.19). Although, the occurrence of leak can clearly be seen by human eyes in this case, this section
deals with developing mathematical methods to provide computers with the same skill. Furthermore,
it has to be noted that this is a very small leak compared to leakage outflows in literature—usually
a magnitude higher (> 5 L/s). Especially, detecting leaks with pressure sensors is harder for small
leak sizes since friction losses are a function of the power of the velocity, e.g. velocity squared (see
equation (2.53)).

3.3.5.1. Minimum night flow Tukey

Tukey’s test (described for outliers in Section 2.3.3) can be used for detecting leaks as well. Applying
Tukey’s test on the data represented in Figure 3.19 during the MNF results in Figure 3.20. The leak can
be detected in the measured inflow in the system with this simple test. Although, the response time to
the leak is in the order of several days. If the test detects an outlier on one night, it might just be due
to higher consumption in the system. If the test instead leads to outliers on several subsequent nights,
a leak can be assumed in the system and counter measures can be taken.

It has to be noted that every new measurement containing an outlier for the Tukey test also elevates the
outlier threshold barriers. Comparison of Figure 3.9 with Figures 3.20 shows that the upper boundary

22...or the system is not pressurized anymore.
23Conclusions can also be drawn on the leaks position in the system. See Chapter 5 for a detailed description.
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Figure 3.19.: Leak occurring at 2016-07-04 at 12:20 with a magnitude of QL ≈ 0.7L/s

for the outlier test grew—outliers that were found in Figure 3.9 are not outliers anymore in Figure
3.20 (See the 24th of June for example). Longer leak run-times result in higher probabilities that
outliers will be overshadowed by the leak. Especially, leaks that start small and grow over time are
very difficult to detect with Tukey’a outlier test.

Pressure measurements provide a cheap alternative to flow measurements for fault detection in WDS.
Hence, Tukey’s outlier test has been applied to pressure measurement data measured at the hydrants
in the system as well. The results for Tukey’s test on MNF pressure data can be found in Figure
3.21. Obviously, the pressure differences between the leak data and the leak free system are not
big enough to trigger alarms in the outlier test. Hence, this method fails in predicting leakages on
pressure measurements. It has to be noted that the result is the same for all pressure sensors in the
system. Other methods have to be used to reveal faulty states in the system in pressure measurement
data, as described in the next sections.
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Figure 3.20.: Tukey test for leak detection
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Figure 3.21.: Tukey test for leak detection with pressure sensor HG3835

3.3.5.2. CUSUM

The CUSUM algorithm (described in Section 2.3.6.1) is applied on mt of the flow and pressure measure-
ments. The implementation is an extension to the code of Duarte 2015. For the flow measurements,
only the positive values g+t are used, since a leak leads to an increase in the inflow. For the pressure
measurements, g−t is used to detect anomalies. The threshold values τ and the drift values d have to
be chosen once for the CUSUM algorithm based on historic measurements. They do not change over
time. The training data serves as these historic measurements. Since the scales of flow and pressure
measurements are different, particular values are used for flow and pressure data. The values are cho-
sen in such a way, that no false alarm is triggered in the historic data. The flow threshold is τ = 0.55
with a drift value of d = 0.02. The pressure threshold is τ = 0.0358 with a drift value of d = 10−4.

The results of the CUSUM test applied on the flow measurements can be found in Figure 3.22. The blue
line at the top of the figure shows the mt time series resulting from a one-point forecast—a prediction
for the next 15 minutes updated each time when a new measurement value arrives. In that way, the
CUSUM algorithm works as a real-time and online test, since only the past measurements are involved
in computing g±t and no future data is needed to evaluate the current value. It has to be noted that
the computation of g±t is instantaneously, since it solely consists of a summation of two values and
an if clause. Obtaining the forecasted value of mt is computationally highly efficient through the state
space implementation of the ARMA model and takes only few milliseconds for all flow and pressure
measurements. This is why this test enables an online leak detection. The black points in Figure 3.22
represent the time instance when an alarm is triggered. Once an alarm is triggered, the algorithm
additionally allows to compute, when the event started. This is depicted as a green triangle with the
tip showing to the right. Also, the estimated event end is computed as a green triangle pointing to
the left. The bottom of the figure shows the computed g±t values of the time series and the threshold
depicted as black line.

Figure 3.22 shows that high demands at the 4.6 and around the 22.6 do not trigger an alarm. Only an
event occurring in the morning before the artificial leak—caused possibly by a hydrant flushing due to
repair work on a leaking hydrant—leads to a false alarm on the 3.7. at 08:00. The algorithm estimated
this event to start on the 3.7. at 06:45 and to end on the 3.7. at 09:00. The first correct leak alarm is
triggered at the 4.7 at 14:15, approximately two hours after the leak is produced in the system. The
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Figure 3.22.: CUSUM test on mt of the inflow data. A leak alarm is triggered on the 3.7. 08:00 (false
alarm) and on the 4.7. 14:15—1 hour and 55 minutes after the leak occurred

algorithm estimates that the event started at 12:00, which is very close to the actual leak start at 12:20.
After this first event, a lot of alarms are triggered subsequently, because of the change caused by the
leak, further indicating that something has happened in the system.

An example of the application of the CUSUM test on the pressure measurements can be found in
Figure 3.23. A leak alarm is initiated at 15:00—also very close to the introduction of the real leak. A
summary of the application of the CUSUM method on all sensors can be found in Table 3.7. No false
positives occurred in the pressure measurements and four out of five sensors were able to detect the
leak at the same day it happened. Only HG4162—which is the farthermost sensor—was not able to
detect the leak with the CUSUM method in time—causing a detection time delay of almost three days.

Table 3.7.: CUSUM test results applied on mt for all sensors showing the time when a leak alarm is
triggered first with estimated event start and end times and preliminary false positive (FP)
alarms and the detection delay in hours.

Sensor Alarm Start End FP Delay

Inflow 4.7. 14:15 4.7. 12:00 4.7. 14:15 1 1.9
HG3835 4.7. 15:00 3.7. 07:00 6.7. 20:00 0 2.7
HG3933 4.7. 20:30 3.7. 11:00 7.7. 08:45 0 8.2
HG4162 7.7. 08:30 3.7. 07:30 7.7. 08:30 0 68.2
HG4383 4.7. 15:00 3.7. 07:00 7.7. 09:15 0 2.7

The CUSUM algorithm was also applied on rs
t of the simple model x̂s

t . However, better results with less
false alarms were obtained using mt of the complex time series model x̂s

t .

Obviously, the advantage of the CUSUM method is a very fast and timely detection of leaks—also
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Figure 3.23.: CUSUM test on mt of pressure sensor HG3835. A leak alarm is triggered on the 4.7.
15:00—2 hours and 40 minutes after the leak was introduced in the system

possible with pressure sensors. Furthermore, the algorithm estimates approximate times of leak. The
disadvantages are the parameters settings τ and d. These parameters have to be found for the mea-
surements based on historic data and are very sensitive—even to small changes. Additionally, the
estimated beginning of the leak event somewhere between the proposed start time and the triggered
alarm are imprecise. For instance, an accurate estimation of the leak time is very important for water
balance calculations.

3.3.5.3. Likelihood-ratio

Another method of detecting leaks—not as sensitive on threshold values as the CUSUM algorithm—is
the likelihood ratio G as described in Section 2.3.6.2. To make the computation more efficient, the
likelihood-ratio equation (2.150) is not computed over the whole time series, but over the past week of
the actual measurement value. The computation takes 0.03 seconds for an actual measurement, thus,
this test can also be applied online. Additionally, this method allows to estimate the size of the leak
respectively the pressure drop caused by the leak. This information is very important for computing
the location of the leak later on in Chapter 5. The size of the change is estimated through computing
the differences of the means after and before the estimated change-point τ̂

∆µ(τ̂) =
1

(N− τ̂−1)

N

∑
j=τ̂+1

x j︸ ︷︷ ︸
µ2

− 1
τ̂

τ̂

∑
i=1

xi︸ ︷︷ ︸
µ1

. (3.8)

The Likelihood-ratio method is applied on all sensors, the inflow and the four pressure sensors, using
the simple x̂s

t as well as the complex model x̂c
t . For the simple model, the method is applied on the
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residuals rs
t —for the complex model, the method is applied on mt . Different threshold values gτ∗ are

defined for the different models and sensors. The results and the corresponding threshold values can
be found in Table 3.8.

Table 3.8.: Results for the likelihood-ratio leak detection method applied on the simple and the com-
plex model, the corresponding threshold values, the time when an alarm is triggered, the
estimated change in the measured variables and the detection delay in hours.

Sensor Model Threshold Alarm ∆µ Delay

Inflow x̂s
t gτ∗ > 50 4.7. 15:15 0.7178 2.9

x̂c
t gτ∗ > 40 5.7. 18:00 0.6305 29.7

HG3835 x̂s
t gτ∗ > 0.04 4.7. 14:00 -0.0222 1.7

x̂c
t gτ∗ > 0.02 5.7. 13:00 -0.0173 24.7

HG3933 x̂s
t gτ∗ > 0.10 5.7. 21:00 -0.0240 32.6

x̂c
t gτ∗ > 0.02 6.7. 20:00 -0.0111 55.7

HG4162 x̂s
t gτ∗ > 0.035 4.7. 23:15 -0.0161 10.9

x̂c
t gτ∗ > 0.017 5.7. 23:15 -0.0116 34.9

HG4384 x̂s
t gτ∗ > 0.070 4.7. 23:00 -0.0260 10.7

x̂c
t gτ∗ > 0.045 6.7. 07:00 -0.0201 42.7

It can be seen that the simple model is faster in detecting the leak. This is due to the smoothing effect
of the ARMA model caused by the incorporated dependency on the past values in the complex model.
Additionally, the complex model seems to underestimate the flow and pressure changes—also caused
by the smoothing effect. A comparison between the simple model and the complex model on the
inflow data can be found in Figure 3.24. Every plot shows the likelihood-ratio on top—a measure that
a change is likely in the data. The threshold value gτ∗ is also depicted in these plots. The estimated
changes are depicted at the bottom together with the estimated ∆µ values. Note that the flow change
is also depicted negative so it corresponds to the pressure measurements in Figure 3.25. In addition,
to detect the leak, this method also shows periods of higher demand in the flow as well as the pressure
measurements. The water extraction around the 22nd of June is equal to the size of the leak. However,
the water withdrawal did not take as long as the leak. Consequently, no alarm is triggered. The leak
can be clearly seen as a high probability in all figures. The peak even gets higher and more distinct
from the other peaks, if a longer time period is taken into account.

The results of the loglikelihood-ratio test applied on pressure measurements of the simple model are
shown in Figure 3.25. The pressure sensor responding quickest to the leak is depicted in Figure 3.25a.
A distinct leak peak can be seen in the pressure. The farthermost hydrant HG4162 from the leak is
depicted in Figure 3.25b. Using the CUSUM method it was not possible to timely detect a leak with
a sensor at this positions. Now, with the likelihood-ratio method, a detection is possible within 12
hours. The latest leak alarm is triggered by sensor HG3933 within 36 hours.

In general, this method is slower in detecting leaks than the CUSUM method, but it is assumed to result
in less false alarms. It has to be noted that higher leakage outflows will result in faster leak response
times for this method as well as for the CUSUM method.
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Figure 3.24.: Log-likelihood-ratio test for the inflow measurements
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Figure 3.25.: Log-likelihood-ratio test for different pressure sensors using the simple model
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3.3.5.4. Bayes analytical

Bayes method (Section 2.3.6.3) can be used to detect leaks, as well. It provides similar results as the
likelihood-ratio method from the former section. An additional benefit of this method is that the time
when the leak occurred can be isolated with relatively high precision. This is especially important for
computing water losses for the water balance, but also for retrieving more accurate pressure estimates
before and after the leak occurred by reducing the uncertainty in the leak start. This is useful, for
example, for leakage localization after the detection. The time frame for computing the occurrence of
the leak is taken from the results of the CUSUM method. The event start τs and the event end-time τe

are used for the better estimation of τ̂. In Figure 3.26, the computed leak time probabilities P(τ|xxx)—
resulting from equation (2.158)—are depicted. The maximum value of the probability is taken as leak
time estimate τ̂ within the time frame

τ̂ = argmax
τs≤τ≤τe

P(τ|xxx) . (3.9)

Figure 3.26a shows the P(τ|xxx) for the inflow data using the simple model, whereas Figure 3.26b
shows P(τ|xxx) using the complex model. The maximum is more distinct using the complex model
than the simple model, hence, this model is also used for the pressure leak time estimation. P(τ|xxx)
computed with the complex model can be seen in Figures 3.26c to 3.26f for all pressure sensors.
All figures show that the leak is estimated around the same time. This is fascinating since every
sensor is treated completely independently. Hence, good leak start time estimates are found with
every sensor independently of the hydraulic variable that is measured. The leak start time estimates
are summarized in Table 3.9. For getting a combined measurement, the mean over all estimates is
build on the bottom of the table. Furthermore, it has to be noted that the Bayesian method described
in Section 2.3.6.3 leads to a time-shift of the estimates to be actually located between two consecutive
time stamps. For that reason, half of the measurement interval has to be subtracted from the estimate,
which is 7.5 minutes for a 15 minute interval. Thus, the leak is estimated to have occurred at 12:35—
only 15 minutes after the leak actually was introduced. In terms of leak outflow error due to the
deviation of leak time estimates, this equals a ∆QL ≈ 600L for a leak of 0.7 L/s in the water balance
calculation, compared to 5670 L resulting for the uncertainties in the inflow measurement introduced
by the CUSUM method.

Table 3.9.: Estimated leak start times τ̂ using the Bayesian method

Sensor τ∗

Inflow 13:00
HG3835 13:00
HG3933 12:15
HG4162 12:30
HG4383 13:15

τ
∗ 12:42:30
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Figure 3.26.: Leakage times estimated by Bayes’ theorem

109



Chapter 3. Leak Detection

3.3.5.5. Bayes NUTS

This method uses Bayesian statistics as described in Section 2.3.6.3 together with the NUTS-MCMC

algorithm described in Section 2.3.2. The algorithm is implemented with the help of Python’s PyMC3
package (Salvatier et al. 2016). The huge advantage of this method—and all methods making use of
Bayes’ theorem in general—is that the algorithms don’t need any further information than the mea-
surement data itself. The only assumptions are that a change might have happened in the system
and that the measurement data obeys a certain probability function. The method in Section 3.3.5.4
assumes that the data is Gaussian distributed, but other distributions can be used. It has to be noted
that for certain probability distributions, finding an analytical solution may be hard or even impossi-
ble. Using MCMC methods promise remedy, since any distribution of the measurement values can be
used—integration over the state space follows straight numerics. Furthermore, this method is capable
of sampling the whole probability function of the problem from the measurement data additionally
to P(τ|xxx), for example, P(µ1|xxx), P(µ2|xxx) and P(σ|xxx). From these distributions, the necessary flow
changes and pressure drops for leak localization can be calculated.

To reduce the possible state space and to make the simulations comparable to each other, it is as-
sumed that a leak has happened between τs =9:15 and τe =15:15 for all simulations. The upper
boundary is chosen to be the moment when the second sensor in Table 3.8 discovers a leak using the
likelihood-ratio—also a Bayesian method. The cooperation of multiple sensor triggering a leak alarm
also reduces the probability of producing false alarms. The lower boundary is set to the last six hours
before the alarm.

For first experiments, only the data until 15:15 is used. Thus, only 13 new measurements are taken
since the leak occurred (concerning a sample time of 15 minutes). Later, additional experiments with
a longer period are made using data until the 8th of June till 12:00. The average flow and pressure
values need some time to converge to their real mean values. This can be seen in Figure 3.27, where
the difference of the mean value until the current timestamp is subtracted from the mean value after
the 10th of June. Huge fluctuations exist in the approximated mean—around the 8th these fluctuations
smooth out. The fluctuations are correlated to fluctuations in the other pressure measurements, hence,
correlations between the data caused by demand fluctuations in the whole system might be the rea-
son for that. More advanced time series modeling—using correlated time series models over the all
measurements—might lead to faster responses and may result in faster and better mean estimates with
less fluctuations.

The computation time for the marginalized distributions for Markov chains with 2000 steps is approx-
imately one minute for each sensor. µ1, µ2 and σ are sampled with NUTS. Because τ is a discrete
variable and thus has not a meaningful gradient, it is sampled from a random uniform integer distri-
bution between τs and τe, using an adaptive Metropolis step method. The results for the inflow can
be found for the simple model in Figure 3.28a, and in Figure 3.28b for the complex model. The me-
dian (solid black line) and the mean absolute deviation (dashed black line) are additionally depicted
in the figures. The simple as well as the complex model for the short and the long period estimate
the leakage occurrence time between 11:45 (simple short and long) respectively 12:00 (complex short
and long) with a standard deviation of four to maximum nine minutes. This are very good estimations
concerning the short measurement period.

The measurements depicted in Figure 3.28 and 3.29 are generated by simulating 2000 samples, where
the first 500 samples are assumed to be the burn in phase and, thus, are neglected. In general, the
computed marginal probability distributions are smoother when taking the longer measurement period
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Table 3.10.: Flow and pressure difference estimates resulting from Bayes MCMC simulations for the
simple and the complex model for the short period till the 4.7. 15:15 and the long period
till the 8.7. 12:00

Short Period Long Period
Sensor x̂s

t x̂c
t x̂s

t x̂c
t

Inflow (L/s) 0.86077 0.68647 0.73929 0.66287
HG3835 (bar) -0.02019 -0.01314 -0.01850 -0.01476
HG3933 (bar) -0.02926 -0.00974 -0.02108 -0.00961
HG4162 (bar) -0.01903 -0.01053 -0.01280 -0.00977
HG4383 (bar) -0.02563 -0.01268 -0.02207 -0.01724

into account. This can be seen by comparing Figure 3.28a and Figure 3.28c, respectively, Figure 3.28b
and 3.28d. Furthermore, the complex model tends to underestimate the differences in pressure and
flow before and after the leak as already discussed in Section 3.3.5.3. The median values of the
simulation results are summarized in Table 3.10. This results will be used later on for localizing the
leak. The results for all pressure sensors using the long period and the simple model can be found in
Figure 3.29.
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Figure 3.27.: Convergence of the mean values over time

3.4. Conclusion

The overall goal of this chapter was to answer following research question:

Q.1.1 Is it possible to early detect small leaks (<1 L/s) in the real world with pressure sensors in an
automatic way?
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Figure 3.28.: NUTS Bayes inference for inflow for simple and complex model and short and long time
period
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Figure 3.29.: Marginalized pressure distributions for the simple model on the long period
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This is of high relevance, since pressure sensors cost a fraction of flow sensors, are easier to install,
more energy efficient and are capable to measure changes very fast. However, most scientific literature
till now stated that flow sensors are superior to pressure sensors and that even pressure information
in addition to flow measurements does not lead to any improvements for leak detection at all. This is
exaggerated by the fact that most literature deals with the detection of huge pipe bursts. The physical
effect, that makes burst detection possible in WDS, is the introduced pressure drop by higher fluid
velocities and hence higher friction losses. While this effect can be large for high velocities introduced
by large bursts, this effect exponentially decreases with smaller leaks causing lower velocities. Only
with advanced statistical techniques, those tiny pressure changes can be detected in the expected noisy
WDS environment—which is fraught with measurement noise and uncertainties and hidden under
different consumption patterns evolving on at least two time scales.

Furthermore—while removing days with unusual high demand from flow measurement data reduced
the fluctuations in the flow measurements—this technique revealed no improvements for pressure
measurements. It seemed unimportant to remove these days at all, since the improved time series
model was capable to model demand variations very well.

Times series modeling of hydraulic measurement data was introduced in this chapter, starting with a
simple model. This model was generated by extracting the two seasonal components from the signal—
daily and weekly seasonalities. Surprisingly, this simple model showed already good forecasting per-
formances, capable of describing future data with almost 88 % accuracy. A better model—capable
of describing correlations between subsequent data points—was developed using ARMA modeling.
Intentionally, no ARIMA model is used (as proposed by Hutton and Kapelan 2015), since the dif-
ferentiating term in the time series model would extinguish the trend component. For that reason,
simple ARMA modeling was chosen. The best ARMA model order was found to be ARMA(2,1) for flow
and ARMA(1,1) for pressure data measured with a time granularity of 15 minutes. Increasing the time
resolution enlarges also the model order, while decreasing had the opposite effect. By using the more
advanced model, the forecast performance increased additional five percent compared to the simple
model. The complex model was also able to follow days with extraordinary high demand. Concerning
pressure data, the forecast performance of both models was even better than for flow, since pressure
does not possess such a high variability. Of course, the low variability is a constraint for leak detection
with pressure sensors.

As expected, simple statistical tests like Tukey’s fence test applied on MNF data were not able to
detect leaks in pressure data. Furthermore, for flow measurements the leak response times were very
slow. Hence, more advanced statistical methods were applied in combination with TSA techniques.
The CUSUM algorithm was able to detect leaks shortly after they appeared with pressure sensors. The
time series model already filtered the seasonal effects and random noise from the measurement data,
making timely detection in pressure signals possible. Compared to the work of Eliades and Polycarpou
2012—that make use of the CUSUM method applied on Fourier transformations of the time series—
the approach within this thesis combining seasonal and ARMA models with the CUSUM method seems
superior resulting in much lower detection time delays. Furthermore, the algorithm showed the fastest
response time to the leak of less than two hours. Certainly, the drawbacks of this method are that
parameters have to be tuned on historical data and that the algorithm response in an indirect and not
intuitively way to these parameters.

The likelihood-ratio test promised a method with less parameters to tune, although, this improvement
is at the expense of a slightly slower detection time. However, the likelihood-ratio test is more robust
to false alarms than CUSUM. A further advantage of the likelihood-ratio test is, that estimates of the

114



3.4. Conclusion

leakage outflow—respectively the pressure drop—can be retrieved at run-time of the algorithm. Fur-
thermore, these estimates also seemed quite stable over time, hence, early and good approximations
are expected for subsequent leak localization.

In principle, Bayesian statistics can also be used to detect leaks. In fact, they equally perform as the
likelihood-ratio test, which is fundamentally also utilizing Bayes’ theorem. Another big advantage
of the Bayesian method is that the start-time of the leak event can be estimated with high accuracy.
Furthermore, this is possible without setting any parameter. Good estimates of the start of a leak are
especially important for computing the total leak outflow used for (i) water balance calculations or (ii)
retrieving good estimates for leak localization. The estimate of the leak was within 15 minutes—using
all sensors for a leak with an outflow of QL = 0.7 (L/s). It has to be noted that for the computation of
the total leak outflow, the leak end-time is also necessary. Logically, this is the time when the leak is
finally repaired and thus known by the WU’s staff.

Maybe the strongest point of the Bayesian formulation of the problem is the utilization of MCMC meth-
ods to retrieve probability distributions of the problem without using basically any input parameters.
Additionally, any prior information can be incorporated in these algorithms. It is also imaginable, that
the outcomes of a Bayesian leak detector can be used for feeding a probabilistic state estimators, e.g.
a non-linear Kalman filter (D. Jung and Kim 2018), with whole probability functions for subsequent
leak localization.

A drawback of the leak detection methods through time series modeling, in general, is that pressure
measurements—at least in the example presented in this chapter—take some time to converge to their
long time behavior. Hence, an early detection of leaks might be possible, unfortunately, the subse-
quent model-based leak localization might take some time until enough measurements are taken to
stochastically retrieve proper estimates of the pressure values so that the leak can finally be local-
ized. In the example presented in the chapter, the pressure fluctuations seemed more like a collective
behavior caused by higher random demand coincidently at the same time the leak was introduced.
More advanced methods—using not only correlations in the measurement data of a sensor itself, but
using correlation between all measurement devices—might lead to faster and better estimates of the
pressure-drop. This will be done in future work based on this thesis.

Simulations have shown that the detection time is also dependent on the model that is used. In general,
the complex time series model is more robust to false alarms, but is also slower, because the ARMA

model terms lead to a delay in the signal following changes in the time series. Furthermore, the ARMA

model also seems to underestimate the changes in the signal. For that reason, the simple seasonal
model is expected to lead to better leak localization. This problem is similar to the threshold setting
problem. If one wants to detect a leak very early, then low thresholds are set, which leads to a lot of
false alarms. If one wants to reduce the false alarms, higher thresholds must be set leading to longer
detection times. Similarly, the simple seasonal model leads to earlier detection, but the complex ARMA

model is more robust concerning false alarms.

All algorithms in this chapter work in real-time—if real-time means that arbitrary computations are
faster than the time it takes to retrieve new measurements. That was achieved on the one hand through
the efficient state space formulation of the ARMA models using a Kalman filter approach. The fore-
casting step and the updating step, which is made by only incorporating the current measurement, can
be computed almost instantaneously. Additionally, the computational burden of Tukey’s test, CUSUM

method and the likelihood-ratio method as well as the analytical Bayes method was lower than the
fraction of a second. Only the more sophisticated state estimation using MCMCs methods resulted in
computation times in the order of a minute per sensor, which is still real-time given the definition at
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the beginning of this paragraph. Furthermore, the computations per sensor are independent of each
other. Hence, they can be computed in parallel which will drastically reduce the computation time of
all methods discussed in this section of less than a minute.

To finally conclude, the research question (see Q.1.1. in Section 1.5) if a small leak can be detected
with pressure sensors only in the real-world—can be certainly answered in the affirmative. This is a
promising result for WUs, that want to save money, but also do not want to give up early detection of
leaks. Additionally, this argues in favor of installing pressure sensors in DMAs since they can indeed
be useful for detecting abnormalities. Furthermore, they can support algorithms working with flow
measurements to reduce false detection alarms.
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Optimal Sensor Placement

“Ford!" he said, “there’s an infinite number of monkey’s outside who want to talk to
us about this script for Hamlet they’ve worked out."

— Douglas Adams, The Hitchhiker’s Guide to the Galaxy

This chapter is based on following three publications: Steffelbauer, Neumayer, et al. 2014, Steffel-
bauer and Fuchs-Hanusch 2016a and Fuchs-Hanusch and Steffelbauer 2017. The main focus of this
thesis lies on Chapter 5—developing a model-based approach for locating small leaks and applying it
on a real-world example. Certainly, the success of this technique goes hand in hand with the chosen
(pressure) measurement positions in a system (D. Kang and Lansey 2010). Without doubt, the best
possible locations of pressure sensors will significantly improve the localization performance. There-
fore, this chapter focuses on how to find these optimal measurement positions for leak localization
within a DMA. The problem itself is called an Optimal Sensor Placement (OSP) or sampling design
problem (Savic et al. 2009).

An additional focus of this chapter is to examine effects of uncertainties on the OSP. A novel method
is introduced which enables incorporation of uncertainties of all kind in an OSP algorithm by ex-
tending the projection based approach of Casillas, Puig, et al. 2013. The methodology is tested on
simulations of a real-network (Linz-Pichling introduced in Section 2.4.2). Especially, the effect of
demand uncertainties on pressure measurements and how this influences the ideal measurement po-
sitions is analyzed. For that reason, the problem is solved (i) for different numbers of sensors and
(ii) for different magnitudes of uncertainties. Furthermore, a relation between the number of sensors
and the leak localization performance is introduced defining a cost-benefit curves for the OSP prob-
lem. Furthermore, this chapter will compare six different OSP algorithms in a real-world network
(the Graz-Ragnitz network introduced in Section 2.4.3)—two using structural information only, four
utilizing leak sensitivity matrices, one algorithm is the proposed one capable of incorporating uncer-
tainties. Seven different criteria are used to analyze the different placements resulting from the six
OSP algorithms. Subsequently, sensors are installed at the resulting positions in the real-world. The
leak localization performance of the different placements will be tested on real-leaks introduced in
this network in Chapter 5.
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4.1. Literature review

A large and growing body of literature has investigated the OSP problem for WDSs. Much of the exist-
ing literature on OSP in WDNs payed particular attention (i) on OSP for contaminant detection (Hart and
Murray 2010; Rathi and Gupta 2014)—especially since the terrorist attacks in New York in 2001—
and (ii) on WDS model calibration (see for example Savic et al. 2009). Surprisingly, only few studies
are investigating the OSP problem for leak localization.

Only recently in the past 10 years, studies have directly addressed the OSP problem for leak localization—
starting in 2008 with the work of (B. Farley et al. 2008, 2010, 2013) in England; and in Spain with
the work of (Pérez, Puig, Pascual, Peralta, et al. 2009) nearly at the same time in 2009. Both concepts
have in common that they use a so-called leak sensitivity matrix (see Section 4.2.2.1 for a detailed
description) generated by hydraulic simulations. Furthermore, both approaches binarized this matrix
leading to a loss of valuable information (Quevedo et al. 2011). An approach preventing this infor-
mation loss was introduced by the work of Casillas, Puig, et al. 2013, where the OSP problem was
based on the computations of projections with a non-binarized leak sensitivity matrix. Subsequently,
a semi-exhaustive search strategy and a GA were used to solve the so formulated integer optimization
problem.

Pérez, Cugueró, et al. 2014, on the other hand, formulated the problem as a minimization between
the maximum distance to pre-calculated leak scenarios and a gravity center of nodes with projec-
tions larger than 99% of the maximum projection value. The optimization problem was solved with
a greedy-search algorithm producing more robust sensor placements than the former binarization ap-
proaches. The approach of Casillas, Puig, et al. 2013 was enhanced by Cugueró-Escofet et al. 2017
by using a relaxed isolation index which enabled more practical considerations like an acceptable
isolation distance in the problem formulation.

Sarrate, Nejjari, et al. 2012 focused on pure structural analysis of WDS. A leak isolability index was
defined and maximized with a Depth-First Search (DFS) algorithm. Unfortunately, this approach only
worked for medium sized networks. That is why Sarrate Estruch et al. 2013 respectively Sarrate,
Blesa, Nejjari, and Quevedo 2014 utilized graph clustering techniques to reduce the problem com-
plexity and made it applicable in real-world WDNs. Of course, focusing only on the structure of WDNs

without considering hydraulic principles stated a radically simplification of the OSP problem. Thus,
this approach can not alone ensure good leak localization performances in real networks due to the
simple description. That is why Sarrate, Blesa, and Nejjari 2014 developed a method to combine the
approaches with the leak sensitivity matrix by using projections again.

The recent approach of Casillas, Garza-Castañón, et al. 2015 proposed as OSP performance mea-
sure overlapping signatures in a leak signature space. Minimizing these overlaps lead to ideal sensor
positions. Similarly, Nejjari et al. 2015 suggested as a sensor placement performance measure the
minimization of the average worst leak expansion distances calculated from sensitivity matrices. Sub-
sequently, the problem was solved through exhaustive search.

Dissimilar to the above mentioned approaches, Christodoulou et al. 2013 offered a different way of
placing sensors by maximizing the total entropy—the information retrieved from a certain placement
of sensors—in the network. Already in 2000, Schaetzen et al. 2000 made use of the Shannon entropy
for OSP, although, the problem was formulated for model calibration.

Besides the problem of placing sensors in an optimal way itself, the problem gains additional com-
plexity by taking uncertainties into account. Unfortunately, hydraulic models and measurements are
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fraught with several sources of uncertainty (Hutton, Kapelan, et al. 2014). Not surprisingly, these
uncertainties may affect the optimality of sensor positions. Therefore, these effects should be taken
into account in the OSP problem to obtain more robust placements under uncertainties. Unfortunately,
this topic was even less examined in past studies than the OSP problem for leak localization.

Blesa et al. 2014 studied the robustness of the work of Sarrate, Blesa, and Nejjari 2014 against sensi-
tivity matrix uncertainties. They found that sensor positions were not sensitive on the leak magnitude,
but they heavily depend on the working point (boundary conditions) of the WDS. Furthermore, Blesa
et al. 2015 formulated a multi-objective problem for OSP—minimizing the average and the worst leak
isolability index. Recently, Soldevila et al. 2018 used hybrid feature selection for a classifier-based
sensor placement algorithm that was robust to demand uncertainties and measurement noise. The
different OSP approaches for model-based leak localization are summarized in Table 4.1.

Table 4.1.: This table gives a short overview on the literature of OSP for model-based leak localization
and methodologies are listed in alphabetical order.

Literature Description

Blesa et al. 2015 Multi-objective minimization of (i) average and (ii)
worst leak isolability index

Casillas, Puig, et al. 2013 Projection-based non-binarized sensitivity matrix

Casillas, Garza-Castañón, et al. 2015 Reduction of leak sensitivity space overlaps in leak
signature space

Christodoulou et al. 2013 Maximum entropy

Cugueró-Escofet et al. 2017 Relaxed leak isolation index

B. Farley et al. 2008, 2010, 2013 Binarized sensitivity matrix

Nejjari et al. 2015 Minimization of average worst leak expansion dis-
tance

Pérez, Puig, Pascual, Peralta, et al.
2009

Binarized sensitivity matrix

Pérez, Cugueró, et al. 2014 Minimization of maximum distance to gravity center
with projections > 90%

Sarrate, Nejjari, et al. 2012 Structural analysis with DFS

Sarrate Estruch et al. 2013 Graph clustering of structural analysis

Sarrate, Blesa, and Nejjari 2014 Combination of graph clustering and sensitivity ma-
trix

Soldevila et al. 2018 Classifier-based hybrid feature selection

119



Chapter 4. Optimal Sensor Placement

4.2. Methodology

4.2.1. The optimal sensor placement problem, parameter space size and solution
strategies

It is important for leak detection that sensors are able to observe signals of all possible leaks in a
system. Additionally, to localize the leak, these signals have to be distinguishable by the sensors
corresponding to the leak’s location in a system. This is called leak isolability. Thus, an optimal
sensor placement should fulfill both criteria, the (i) leak detectability and (ii) the leak isolability. All
former mentioned sensor placement approaches contain both criteria directly or indirectly in their
formulation. Furthermore, all different OSP algorithms are expressed in terms of an objective function
f (x) which has to be minimized (or maximized), either by exhaustive search methods (for small and
medium sized systems) or by the optimization methods already described in Section 2.1. Most of the
time the OSP problem is solved with heuristics like e.g. GAs. The parametrization of the OSP problem
is based on a vector xxx

xxx = (n1, . . . ,nN)
T . (4.1)

The length N of this vector corresponds to the number of sensors that are intended to be placed. The
elements xi of xxx contain the sensor positions encoded as integer values ni in the range of ni ∈ [1, . . . ,M]
where M is the number of possible measurement locations. Each number is unequivocally assignable
to a potential measurement node in the system.

In general, the OSP problem is a combinatorial optimization respectively an integer programming
problem (see Section 2.1.1). This property results through the combination of discrete sensor positions
which build the parameter space. The search spaces for OSP problems are huge. Solving f (x) for every
possible combination of sensors in a WDS results in an almost countless24 parameter respectively
solution space. For example, if there are M different possible measurement positions for pressure
sensors in a network, there are C possible sensor combinations for placing N sensors

C =

(
M
N

)
=

M!
N!(M−N)!

. (4.2)

Hence, C independent computations of the objective function f (x) have to be evaluated. Furthermore,
this number grows exponentially with M: using the Stirling approximation n! ∝

√
2πn(n/e)n for

n→ ∞ reduces equation (4.2) to

C =

(
M
N

)
≈ MN

N!
for N << M . (4.3)

The constrained N << M is always the case for OSP in real WDS. Placing M = 5 sensors, for instance,
in a medium sized network with N = 200 nodes results in C ≈ 2.5 billion possible sensor combi-
nations, respectively, 2.5 billion possible solutions for the problem. This is why exhaustive search
methods are unrewarding.

If the optimal solution can be retrieved by placing one sensors after another—called from now on a

24Countless as in the sense of the human perception of a gigantic entity, not in the sense of the strict mathematical definition
of not being countable, e.g. uncountably infinite.
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greedy sensor placement algorithm—the search would be drastically reduced to

M(M−1) . . .(M−N +1) =
M!

(M−N)!
≈MN . (4.4)

Additionally, all possible solutions for all sensor numbers from 1 to M would be retrieved on the way
to find the optimal solution for M sensors. Unfortunately, already Kapelan et al. 2005 showed that the
OSP problem is not solvable by a greedy algorithm for hydraulic calibration problems.

For model-based leak localization, the malfunctioning of greedy-algorithms has not been shown, yet.
But if that is the case, meta-heuristics like GAs are the only alternative for finding optimal solutions
respectively near-optimal solutions in reasonable time for problems with this enormous search space
sizes. Fortunately enough, they are very effective for finding sub-optimal solutions in high dimen-
sional and large parameter spaces.

4.2.2. Sensor placement algorithms for comparison

To compare different sensor placement algorithms, two fundamentally different approaches are stud-
ied within this thesis: (i) topology-based optimal sensor placement algorithms (see Section 4.2.2.2)
and (ii) sensitivity-based methods (see Section 4.2.2.3).

The first methods utilize algorithms from the broad field of graph theory. As already mentioned
in Section 2.2.4, a WDN can be seen as a mathematical graph. The second class of methods takes
advantage of the leak sensitivity matrix to find optimal sensor positions. That is why the sensitivity
matrix and how to obtain it is explained in more detail in Section 4.2.2.1.

4.2.2.1. The leak sensitivity matrix

The sensitivity matrix S is the key in deciding where to install pressure measurement devices in a
WDS (Pudar and Liggett 1992) and used in a lot of OSP algorithms. The reason for that is that S repre-
sents the effect of leaks on pressure measurement points. The leak sensitivity matrix S is computed in
following way

S =

s11 . . . s1n
...

. . .
...

sm1 . . . smn

 , (4.5)

where m is the number of leak scenarios and n is the number of possible measurement positions.

The individual elements si j of S represent the change of pressure at point j due to a leak at location i
in the network

si j =
∂p j

∂ fi
. (4.6)

Real WDS modeling is a large scale problem involving lots of non-linear equations that depend on nu-
merous parameters (see Section 2.2). That is why computing S analytically is not practicable (Pérez,
Puig, Pascual, Quevedo, et al. 2011). Hence, a first order Taylor series approximation of the analyt-
ical non-linear leak-pressure behavior is performed. These first order derivatives can numerically be
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resembled by using the forward-difference (FD) approximation (Naumann 2012)

∂ f (xxx)
∂xi

=
f (xxx+heeeiii)− f (xxx)

h
+O(h) . (4.7)

n+1 function evaluations are necessary to build the derivative, because one function evaluation results
from the working point evaluation f (xxx). Alternatively, the central-difference (CD) approximation
(Naumann 2012) can be used

∂ f (xxx)
∂xi

=
f (xxx+heeeiii)− f (xxx−heeeiii)

2h
+O(h2) . (4.8)

This approximation needs 2n function evaluations to differentiate f (xxx). In this thesis, the first deriva-
tives are numerically approximated by using the forward-difference method from equation (4.7). Link-
ing this to WDS simulation, the single elements of the sensitivity matrix si j are calculated by subtract-
ing p̂ j—the leak free pressure—from the pressures which are calculated at the same position p fi

j under
leak scenario i with a leak of magnitude fi and normalizing the resulting value by the leak size

si j =
∂p j

∂ fi
=

p fi
j − p̂ j

fi
. (4.9)

The computational burden for computing S using equation (4.7) is given by solving the hydraulic
model m+ 1 times in the system. The pressures at all measurement positions m are retrieved from
a single EPANET evaluation for a specific leak scenario. The additional simulation emerges from a
hydraulic simulation of the leak free case to obtain p̂ j. Using the more accurate approximation in
equation (4.8) will double the computational cost, but would also decrease the approximation error.
Nevertheless, for small leaks in the system, the analytical and this approximated sensitivity con-
verge (according to Pérez, Quevedo, et al. 2011).

It has to be mentioned that S—respectively the sensor placements making use of S—heavily depend
on the working point of the system defined by the demand loading and boundary conditions in the
hydraulic simulation (Pérez, Puig, Pascual, Quevedo, et al. 2011). The influence of the leak magnitude
is negligible (Blesa et al. 2014).

The above presented method is also called influence coefficient method or parameter perturbation
method (Sanz Estapé 2016). Obviously, the method is computationally slow. More advance methods
exist to retrieve S through a single25 hydraulic simulation (see for example the equation perturbation
method by Cheng and He 2011).

However, the parameter perturbation approach is chosen, because of its simplicity to implement. Fur-
thermore, the computation time can be reduced on modern multi-core computer environments by
parallel computation of the single elements of S. For the sensor placement problem, most compu-
tational effort arises due to the incredible huge size of the search space (see Section 4.2.1) and the
computation of S plays only a minor part. Thus, more sophisticated approaches to calculate S are
neglected in this thesis. Further methods how to compute S can be found in (Kapelan et al. 2003) or
(Sanz Estapé 2016), for the interested reader.

In order to estimate the general sensitivity of a potential measurement point with respect to all possible

25respectively two, again one simulation is needed for the leak free case.
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leak scenarios, the mean over the column of S is calculated in the following way

s j =
1
m

m

∑
i=1

si j . (4.10)

This calculation serves for the graphically representation of the sensitivity of a certain measurement
locations to leaks in general (see for example Figure 4.2a) and is closely related to the leak detectabil-
ity.

Residual matrix Some leak localization algorithms and OSP approaches also rely on the computa-
tion of residuals, hence they are described here. The residuals express the difference between real-
world measurements and the expected hydraulic system behavior. Consequently, the residuals ri j are
computed similarly to the sensitivity matrix, but in general with different leak sizes fi and by omitting
the normalization

ri j = p fi
j − p̂ j . (4.11)

In total, the R matrix represents the measurements in a system. Later on in this thesis, the i-th column
of R will be called i-th residual vector ri.

4.2.2.2. Graph-based optimal sensor placement

The first two algorithms—Shortest Path 1 and 2—have been proposed by Schaetzen et al. 2000 orig-
inally for hydraulic model calibration. Both algorithms make use of the network graph only without
utilizing any hydraulics. Consequently, both algorithms employ shortest path algorithms to retrieve
the ideal sensor positions. Thus, "these rankings are not optimal in a hydraulic sense but are practi-
cable and correlate well with the information required in the measurements for estimating parameters
of a hydraulic network model" (according to Schaetzen et al. 2000). Basically, both algorithms prefer
measurement points that are (i) dispersed over the whole network, (ii) having a high coverage in a
shortest path sense per definition, (iii) as wide as possible away from sources (e.g. tank) and there-
fore are possibly highly sensitive to pressure changes. That is the reason why they are used for leak
localization as well in this thesis.

4.2.2.2.1. Shortest Path 1 The first algorithm proposed by (Schaetzen et al. 2000) chooses pres-
sure measurement points by utilizing the shortest path algorithm by Dijkstra 1959 on the network
graph, where the weight ω associated to a pipe is its corresponding length l (see Section 2.2.4). The
shortest path from the water source (tank, reservoir or DMA inlet) to each node in the network is calcu-
lated. The node with the longest shortest path length— a min-max optimization problem—is chosen
as measurement location. Afterwards, a pipe with length zero is added between the source and the
measurement node, consequently changing the shortest path lengths in the network. Then this proce-
dure is repeated until the demanded number of sensors is placed. As a consequence, this OSP method
prefers sensor locations near the interior of the network (according to Schaetzen et al. 2000),

4.2.2.2.2. Shortest Path 2 The second algorithm operates in a similar manner, but instead adding
a pipe of zero length, all lengths of the pipes belonging to the longest shortest path are set to zero.
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According to Schaetzen et al. 2000, this method prefers sensor locations in the outer edges of the
network.

If a WDS possesses several sources, then this sources are connected with pipes of length zero prior to
estimating the optimal sensor positions. Logically, the first optimal sensor position is always the same
for both algorithms. The differences between the algorithms start as recently as the first measurement
point is identified and different pipe lengths are added to the network. Especially in branched pipe
networks, the ideal positions between the two algorithms differ.

Finally, it has to be mentioned that both algorithms—Shortest Path 1 as well as Shortest Path 2—
are in fact greedy sensor placement algorithms per definition as described in Section 4.2.1 equation
(4.4). Because of their greediness as well as their utilization of highly efficient graph theoretic algo-
rithms, they are very economical in terms of computational power. Thus, they are applicable even
on huge networks consisting of thousands of nodes without any problems—even on ordinary desktop
computers.

4.2.2.3. Sensitivity-based optimal sensor placement

This section covers the later-used sensitivity-based approaches. All concepts have in common that
they make more or less use of the leak sensitivity matrix presented in Section 4.2.2.1. Whereas all
approaches utilize the sensitivity matrix, they all differ in how they use it to find optimal pressure
measurement locations. Hence, all OSP algorithms lead to different "optimal" measurement positions.
The optimality of the sensor positions resulting from the different algorithms will be examined later
on in this thesis by testing them in the real-world.

4.2.2.3.1. Shannon-Entropy This approach is also presented in Schaetzen et al. 2000 together
with the shortest path algorithms already described in Section 4.2.2.2.1 and 4.2.2.2.2. Although, this
approach is originally formulated for roughness calibration based on pressure measurements in the
paper of Schaetzen et al. 2000. It is reformulated to fit the OSP methodology for model-based leak
localization. As the name already indicates, this OSP method makes use of the Shannon entropy. Shan-
non introduced this term as a probabilistic measure of uncertainty tightly connected to the information
about system. In mathematical terms, the Shannon entropy is formulated in following way

S(p) =−
m

∑
j=1

p j ln p j with
m

∑
j=1

p j = 1 and 0≤ p j ≤ 1 ∀ j ∈ [1,m], (4.12)

where p j is a probability distribution function. Finding the distribution that will result in the maximum
entropy will result in the most unbiased information. Thus, a sensor placement with maximum entropy
would lead to an even spread of measurement locations in a system (according to Schaetzen et al.
2000).

Schaetzen et al. 2000 formulates two objectives to be maximized. They are later combined in a single
objective. Both objectives are based on the sensitivity matrix and the Shannon entropy function de-
rived from it. The sensor positions of a placement are given by the parameter vector xxx = (n1, . . . ,nN)

T

containing the N measurement locations decoded as integers ni ∈ [1,n] with n the number of possible
measurement locations.
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The first objective maximizes the sensitivity

F1(xxx) =
m

∑
j=1

s j, where s j = max
i∈xxx

(si j) . (4.13)

m is again the number of leak scenarios and si j is the sensitivity matrix in equation (4.5). Maximizing
F1(xxx) leads to high detectability of leaks by placement xxx.

The second objective maximizes the entropy function

F2(xxx) = S(p) =−
m

∑
j=1

p j ln p j with p j =
s j

∑
m
j=1 s j

. (4.14)

Subsequently, the two objectives are combined in following way

F(xxx) =

√
1
2

2

∑
i=1

(
Fi(xxx)−max(Fi(xxx))

min(Fi(xxx))−max(Fi(xxx))

)2

→ min
xxx
(F(xxx)). (4.15)

This optimization problem introduced by minimizing equation (4.15) is solved using a GA.

4.2.2.3.2. Perez Binarization approach This OSP methodology—in fact one of the first OSP method
for model-based leak localization—is based on the standard theory of model-based diagnosis. Leak-
age localization is based on consistency checks using the residual vectors ri defined in Section 4.2.2.1.
The OSP itself again originates from the leak sensitivity matrix S defined in Section 4.2.2.1. Since
some potential sensor positions are more sensitive to leaks than others, S is normalized to assure
comparability between the different columns

si j =
si j

max(si1, . . . ,sin)
. (4.16)

Consequently, the maximum normalized sensitivity should lie on the diagonal. The normalization is
followed by a binarization process to obtain the binary leak signature matrix φi j

φi j =

{
0 if |si j| ≤ τ

1 if |si j|> τ
. (4.17)

τ is a threshold that has to be defined. It has to mentioned that the binarization of S goes hand in hand
with an information loss of the investigated system (Quevedo et al. 2011).

Finding the optimal τ is important, since small τ lead to all elements becoming 1 and large τ≈ 1 lead
to all elements becoming zero except for the diagonal. The ideal τ is found through exhaustive analysis
of the behavior of φi j on τ in the following way: A leak signature is a unique column in S. The number
of all signatures is compared to the maximum number of nodes having the same signature. The ideal
τ is found where these two numbers are equal. Additionally, the maximum number of signatures
corresponds to the isolability of a certain placement and can be used for a cost-benefit analysis similar
to Section 4.2.3 (Pérez, Puig, Pascual, Quevedo, et al. 2011).

Subsequently to binarization, the objective of the OSP algorithm is to find a sensor distribution xxx that
minimizes the number of nodes for the largest set of leaks with the same signature. This is again an
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optimization task and can either be solved through exhaustive search, semi-exhaustive search like e.g.
branch and bound search methods, or as always in this thesis with a heuristic optimization method, a
GA as described in Section 2.1.2.2.1.

4.2.2.3.3. Casillas Projection approach The sensor placement algorithm described in Casillas,
Puig, et al. 2013 manages the OSP without the information loss through binarization of S as the ap-
proach described in Section 4.2.2.3.2. This OSP approach makes full use of S by calculating projections
ψi j between the residual vecors ri and s j

ψi j(q) =
rT

i Q(q)s j

|rT
i Q(q)T ||Q(q)s j|

. (4.18)

Q(q) is a diagonal matrix constructed from a binary vector q with the length of the possible sensor
positions, where qi is 1 if a sensor is placed at node i respectively 0 for no sensor.

Mathematically, qqq and xxx (see the definition in equation (4.1)) are connected through following relation

qi =

{
1 if i ∈ xxx
0 if i /∈ xxx

. (4.19)

A translation operator T̂ is defined following the relationship between qqq and xxx in equation (4.19) to
keep consistent with the notations of the OSP objective functions for the other placements which are
all dependent on xxx

xxx = T̂ (qqq) resp. qqq = T̂−1(xxx) . (4.20)

The largest projection value represents the found leak spot. The correct leak spot is found by a sensor
configuration x if the maximum value is part of the matrix’s diagonal. Subsequently, εi(x)—an error
index corresponding to a certain sensor placement for a specific leak scenario—is defined as following

εi(x) = εi(T̂ (q)) =

{
0 . . . if ψii(q) = max(ψi1(q), . . . ,ψim(q))
1 . . . otherwise

. (4.21)

The objective function of the OSP algorithm f (xxx) is defined as the mean over εi(x) for all leak scenarios
taking every possible leak into account

f (x) =
m

∑
i=1

εi(x)
m

→ min
x

f (x) . (4.22)

Minimization results in the optimal sensor configuration x∗. The lower bound of f (x) is 0, denoting
that every leak in the system is located correctly by the sensor configuration x. The upper bound is
f (x) = 1. That is the case if no leak scenario is identified correctly. The optimization problem can be
solved again with the optimization strategies defined in Section 2.1. In this thesis, GAs will be used to
solve this problem (see Section 2.1.2.2.1).
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4.2.2.4. SPUDU - Sensor placement under demand uncertainties

The optimality of measurement locations in WDS do not only depend on the detectibility and isolability
of leaks, it also depends on uncertainties arising from (i) model inaccuracies or (ii) random fluctuations
in measurements over time (as, for example, originating from uncertainties of customer demand over
time26). Therefore, a sensor placement methodology has been developed allowing to incorporate
uncertainties in the OSP (Steffelbauer and Fuchs-Hanusch 2016a).

The idea behind this methodology is that uncertainties σi depend on the measurement locations. These
uncertainties can be model output uncertainties retrieved, for example, from MCS. Some measurement
locations are more sensitive to uncertainties than other points. Hence, points that are highly sensitive
to uncertainties are less ideal to place sensors at, since the measured quantities can be concealed by
these uncertainties. This is why points with high uncertainties should be omitted by an OSP algorithm.

Incorporating uncertainties using optimization algorithms, this can be done in two ways: (i) explicitly
or (ii) implicitly in the optimization problem.

(i) The first approach can be formulated as punishing the fitness values of measurement locations
by adding a penalty function g proportional to the uncertainties at these points

f (x)→ f (x)+g(σ(x)) . (4.23)

(ii) The second approach incorporates the uncertainties σ implicitly in the OSP problem itself

f (x)→ f (x,σ) (4.24)

In this thesis, the latter approach has been chosen by extending the method developed by Casillas,
Puig, et al. 2013 which was already discussed in Section 4.2.2.3.3. This has the advantage that instead
of two functions— f (x) and g(σ(x))—only one function has to be evaluated.

The projections in the OSP method of (Casillas, Puig, et al. 2013) can be seen as a scalar product
between the residual vectors and the corresponding column of S. The residuals are intended to be
perturbed by subtracting weighted uncertainty vectors σpi corresponding to the measurement points.
This results in small deviations of the direction of the residual vector. The variation is proportional
to the strength of the uncertainty27. The so caused mismatch between the unperturbed sensitivities
and the perturbed residuals leads to a penalization of measurement locations associated with high
uncertainties. Mathematically, this implicit approach is formulated in following way

ψi j(q) =
(
rT

i −ωσpi

)
Q(q)s j

|
(
rT

i −ωσpi

)
Q(q)T ||Q(q)s j|

. (4.25)

ω is a weighting factor controlling the strength of the influence of σ and will be investigated in more
detail later. High distortion of the residual vectors ri result in smaller ψi j(q). Therefore, points with
sensors at these positions will be less optimal.

Subsequently, the OSP approach will follow strictly the procedure already described in Section 4.2.2.3.3
continuing from equation (4.21) to build f (xxx) which is again optimized by GAs.

26Measurement uncertainties originating from the sensors itself are depending on the device and not on the location.
27Note, that the approach is applicable for any kind of uncertainties.
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4.2.3. Sensor placement cost-benefit analysis considering uncertainties

Up to now, most previous studies have investigated OSP problems were the number of measurement
devices to be deployed was assumed to be known in advance. Thus, the number of sensors that
are going to be placed was treated as a fixed parameter in OSP algorithms. However, for WUs, it is
very interesting to know how many sensors are needed in a WDN to achieve a certain quality of leak
localization. Furthermore, they are interested in the expected benefit of installing further k sensors
in their system. A few studies exist that have investigated the behavior of the sensor number on the
sensor placement quality parameter defined in the respective methodology. See, for example, Pérez,
Puig, Pascual, Peralta, et al. 2009, Casillas, Puig, et al. 2013 and Sarrate, Nejjari, et al. 2012. However,
all of the former mentioned studies have in common that they plainly state the pure simulation results
without aiming to find a mathematical law behind the quality as a function of the sensor number, nor
did any of this studies consider uncertainties.

Niω

q(N,ω)

Monte Carlo

H
y
d
ra

u
li
c
 M

o
d
e
l

M
o
d
e
l 
In

p
u
t 

U
n
c
e
rt

a
in

ty

M
o
d
e
l 
O

u
tp

u
t 

U
n
c
e
rt

a
in

ty

σ

s

r

Hydraulic Model

Sensitivities and Residuals Sensor Placement GA

i+1

ε
ε N,ω

Sensor 

Placement Results

χ² χr² aic bic

Figure 4.1.: Flowchart of the SPUDU methodology (taken from Steffelbauer and Fuchs-Hanusch
2016a)

The following questions—(i) how many sensors are needed and (ii) how do uncertainties influence
the number of sensors—are tried to be answered with the proposed methodology in this section. It
consists of a closer look on fitness function outcomes of the OSP computations in dependency of the
sensor number and in the presence of uncertainties of certain strength.

An overview of the followed approach is depicted in Figure 4.1 (taken from Steffelbauer and Fuchs-
Hanusch 2016a). First, the sensitivity matrices S and the residuals r (see section 4.2.2.1) are computed
through hydraulic simulations. S and r are later used as inputs for the OSP algorithm described in Sec-
tion 4.2.2.4. The hydraulic model is also used to calculate the effect of uncertain input parameters on
the outputs of the hydraulic model (σ) through MCS (see Section 2.3.1). Subsequently, the computed
σ is integrated into the SPUDU OSP algorithm described in Section 4.2.2.4. The number N of sensors,
a weighting factor ω to adjust the strength of the uncertain demands, S, r and σ are used for finding
optimal measurement locations. These locations possess a leak localization with a certain minimal
fitness value f (x∗).
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Running an GA for a fixed ω and different number of sensors N results in different f (x∗|N,ω) values.
The fitness values can additionally serve as a sensor placement quality parameter, since they are
connected to the number of leak scenarios which have not been located accurately (see equations
(4.21) and (4.22)). The percentage L% of theoretically accurate located leaks can be defined through
following equation

L%(x∗|N,ω) = 100 · (1− f (x∗|N,ω)) . (4.26)

The calculation of f (x∗|N,ω) for different N and ω allows the derivation of sensor placement cost-
benefit functions. For reasons of simplicity, the cost is simplified by the sensor number and the
benefit is given as the quality of a certain placement in terms of leak scenarios located correctly or
f (x). In this thesis, different functions are tried to describe the behavior of f (x∗) as a function of N.
Certainly, f (x∗) should decrease with increasing N. Logically, more sensors should lead to better leak
localization quality.

The cost-benefit analysis is expensive regarding computational costs. For every N and ω pair a time
consuming optimization problem has to be solved. That is why a general cost-benefit functions de-
scribing the behavior of f (x) on N potentially promises computational shortcuts and might lead to
better insights into OSP problem itself.

Concerning the cost-benefit evaluation, two questions arise: (i) how to fit a function optimally to f (x)
and (ii) how to decide which function is best?

(i) States and optimization problem which is solved with the Levenberg-Marquardt algorithm as
described in Section 2.1.2.1.4.

(ii) The GoF statistics described in Section 2.3.4 are used to ascertain which is the true cost-benefit
behavior of the OSP problem.

4.3. Results and discussion

This section summarizes the results of the OSP analysis. First, the developed methodology of how to
incorporate uncertainties in a OSP algorithm—the SPUDU method (see Section 4.2.2.4)—is presented
in detail and evaluated on the Linz-network (see Section 2.4.2) for different sensor numbers as well as
different strengths of uncertainties. A special focus will be laid on the effect of demand uncertainties
on optimal sensor locations. Subsequently, the results are used to conduct a cost-benefit analysis of
the OSP problem additionally with different sizes of uncertainties using the methodology described in
Section 2.3.4. The results are already published in the related journal paper to this thesis (Steffelbauer
and Fuchs-Hanusch 2016a).

Second, the different OSP algorithms described in Section 4.2.2 will be applied on the Ragnitz-Detailed
network (see Section 2.4.3) for placing N = 5 sensors. The dissimilar "ideal" OSP results will be dis-
cussed in detail. The resulting OSP positions of all algorithms will be used to install pressure mea-
surement devices at hydrants in the real-world conducting a field-study to evaluate the performance
of the algorithms under real-world conditions. The results of this study will be presented in the next
chapter on model-based leak localization. Some results of this study are also already published in a
conference publication (Fuchs-Hanusch and Steffelbauer 2017).
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4.3.1. Sensor placement under demand uncertainties

Following the methodology described in Section 4.2.3, first the uncertainties are computed, followed
by sensitivity matrix calculations which are both then used for retrieving OSP locations from SPUDU

algorithm for different numbers of sensors N and different strengths of uncertainty σ. Subsequently,
the results will be used to conduct a cost-benefit analysis which will compare sensor number against
leak localization quality.

4.3.1.1. Model output uncertainty computation

The SPUDU approach will be shown on the example of incorporating demand uncertainties on pressure
measurement points in the OSP algorithm. In general, every combination of model input–model output
uncertainty can be applied in this OSP methodology.

mcsteps parameter sets are realized for MCS, thus, each demand in the WDS is randomly drawn from a
normal distribution. The mean µq is chosen to be the actual nodal demand during MNF at the junction,
standard deviation σq is chosen to be 10% of the actual demand. Hydraulic simulations are performed
with EPANET using the OOPNET interface (Steffelbauer and Fuchs-Hanusch 2015) to evaluate each
parameter set. Simulations are conducted in parallel. The resulting pressures p j at every node j in
the network are consolidated to form the probability distribution functions P(p j) of the model output
uncertainties for every possible measurement position. The standard deviation σp j is taken from
this distribution serving as a measure of the pressure uncertainties at the corresponding measurement
location j. High σp j —hence high noise in pressure signals at these point—indicate less ideal pressure
measurements points. Simulations with a sample size of mcepts = 10000 are conducted and the
resulting σpi are depicted in Figure 4.2b.

It can clearly be seen that a region in the upper part of the network exists with very high demand
uncertainties. This big uncertainties originate from a big customer in this part of the network. Conse-
quently, these points should be punished by the OSP algorithm, if the method works properly.

4.3.1.2. Sensitivity matrix computation

After the computation of demand uncertainties, the sensitivity matrix S is calculated (see Section
4.2.2.1). Every node in the WDS serves as both, a possible leak location as well as a possible mea-
surement point. For generating the leak scenarios, the same emitter coefficient of ce = 0.5 (ee = 0.5)
was used at every node in the system. Only one leak size was chosen to build the sensitivity matrices,
because according to the work of Blesa et al. 2014 the sensor positions should not be sensitive to leak
magnitudes, they are more sensitive to the working point of the WDS. The overall sensitivity for every
node according to equation (4.10) is depicted in Figure 4.2a. The WDS system appears to be sensitive
to pressures at the right hand side. That are the points that are as far as possible away from the DMA

inflow point at the left side (diamond symbol). The residuals R—which are also needed for the OSP

algorithm—are calculated with the same emitter coefficients as S.

4.3.1.3. Optimal sensor placement results

Consequently, the previous calculated sensitivities S, residuals R (both in Section 4.3.1.2) and model
output uncertainties σpi (see Section 4.3.1.1) are used for computing the optimal measurement loca-
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Figure 4.2.: Overall sensitivity of nodal pressures to leaks (left) and effects of the demand uncertain-
ties on nodal pressure measurements in the Linz network (right) (taken from Steffelbauer
and Fuchs-Hanusch 2016a)

tions using the developed SPUDU algorithm described in Section 4.2.2.4. The OSP problem is solved
for a different N ∈ N∩ [2, . . . ,10] and different ω ∈ {0.0,0.125,0.25,0.5,1.0}.
ω was chosen between the case with no uncertainties (ω = 0.0) and the case considering uncertainties
with full strength (ω = 1.0). Simulations using ω = 1.0 result in a clustering of sensors in low-
uncertainty regions. Thus, the sensors are not evenly spread over WDS (see for example Figure 4.4d).
For that reason, ω was divided by two until sensors emerged again at regions with high uncertainties.

The N values were chosen within the range N ∈ N∩ [2, . . . ,10], because sensor numbers greater than
10 were presumed as uneconomical for the studied WDN. Furthermore, placing one sensor is a trivial
task—the point with the highest overall sensitivity would be the ideal measurement point28. Thus, no
optimization algorithm would be necessary.

During all simulations, the network was expected to be a DMA with additional sensors at the inflow
point LI respectively at the outflow LO. These positions were considered in f (x) evaluations by joining
the parameter vector x of length N with this additional sensor positions

x← x∩ [LI,LO] . (4.27)

The resulting optimization problem is solved with the GA described in Section 2.1.2.2.1 with fol-
lowing settings: µ = 100, NI = 100, single point crossover operator with pr = 0.8, uniform integer
mutation with pm = 0.2, tournament selection of size k = 3. For each possible N-ω combination, the
optimization problem is solved 10 times to additionally analyze the stochastic behavior of the GA’s
solutions. As already discussed in Section 2.1.2.2, heuristic algorithms cannot guarantee a global
optimal solution and may result in different f (x∗) for same N and ω parameters.

The results for all optimization runs are summarized in Table 4.2 containing the average (mean),
minimum (min) and standard deviation (std) of f (x∗). As expected, f (x∗) decreases with higher
N— f (x∗) increases with higher ω.

28. . . unless uncertainty effects are too high there.
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Table 4.2.: Results for SPUDU for different numbers of sensors N and different ω parameters. The statistics (minimum (min), mean and standard
deviation (std)) of the f (x) values are obtained from 10 GA optimization runs for each N-ω combination (taken from Steffelbauer and
Fuchs-Hanusch 2016a).

ω = 0.0 ω = 0.125 ω = 0.25 ω = 0.5 ω = 1.0
N mean min std mean min std mean min std mean min std mean min std
2 0.327 0.316 0.007 0.345 0.334 0.007 0.399 0.378 0.009 0.467 0.459 0.005 0.559 0.546 0.008
3 0.265 0.247 0.010 0.284 0.270 0.009 0.312 0.301 0.009 0.372 0.355 0.010 0.444 0.423 0.014
4 0.227 0.207 0.011 0.233 0.222 0.008 0.271 0.260 0.009 0.316 0.304 0.008 0.385 0.367 0.016
5 0.203 0.189 0.011 0.211 0.196 0.008 0.237 0.219 0.011 0.275 0.263 0.011 0.338 0.314 0.012
6 0.185 0.171 0.006 0.191 0.173 0.011 0.212 0.202 0.008 0.249 0.230 0.010 0.312 0.291 0.012
7 0.175 0.158 0.008 0.172 0.156 0.013 0.188 0.176 0.009 0.228 0.202 0.014 0.291 0.268 0.013
8 0.162 0.145 0.008 0.160 0.151 0.009 0.173 0.161 0.009 0.207 0.191 0.011 0.261 0.230 0.019
9 0.144 0.130 0.007 0.150 0.140 0.005 0.161 0.133 0.011 0.189 0.179 0.007 0.249 0.222 0.016

10 0.143 0.135 0.006 0.140 0.128 0.010 0.156 0.140 0.012 0.181 0.156 0.015 0.241 0.207 0.025
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Figures 4.3 and 4.4 show the ideal measurement locations with minimum found f (x) values for se-
lected N and ω. Results of all optimal placements of the N-ω pairs can be found in the supplementary
material of Steffelbauer and Fuchs-Hanusch 2016a. Figure 4.3 shows results for N = 2 to N = 5
without uncertainty (ω = 0.0). Results for N = 5 under incorporation of uncertainties with varying ω

(between 0.125 and 1.0) can be found in Figure 4.4.

(a) N = 2; ω = 0.0 (b) N = 3; ω = 0.0

(c) N = 4; ω = 0.0 (d) N = 5; ω = 0.0

Figure 4.3.: Sensor positions (green triangles) resulting from the enhanced sensor placement algo-
rithm described in section 4.2.2.4 for different number of sensors N and without uncer-
tainties ω = 0.0. Already installed sensors at the inflow and outflow point of the DMA
are depicted as purple triangles. (taken from Steffelbauer and Fuchs-Hanusch 2016a)

Discussion It can be seen in Figures 4.3a to 4.3d that without uncertainties the SPUDU algorithm
places sensors in regions with high uncertainties. The high uncertainty region can clearly be seen
in Figure 4.2b. Incorporating uncertainties with ω 6= 0 leads to different positions. More sensors
are moved to low-uncertainty regions (see Figures 4.3d to 4.4d) with increasing ω. Thus, the SPUDU

method results in the desired behavior—it punishes measurement locations with high uncertainties.
Although, this goes hand in hand at the costs of the spreading of the sensors over the whole WDS. That
is why sensors tend to cluster in low uncertainty regions.

Another interesting point is revealed in Figures 4.3a to 4.3d. The optimal positions P (N−1) for N−1
sensors is not a subset of the optimal locations P (N) for N sensors (P (N−1)* P (N)). Consequently,
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(a) N = 5; ω = 0.125 (b) N = 5; ω = 0.25

(c) N = 5; ω = 0.5 (d) N = 5; ω = 1.0

Figure 4.4.: Sensor positions (green triangles) resulting from the enhanced sensor placement algo-
rithm described in section 4.2.2.4 for different five sensors N = 5 and different weighting
factors ω. Already installed sensors at the inflow and outflow point of the DMA are
depicted as purple triangles. (taken from Steffelbauer and Fuchs-Hanusch 2016a)
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greedy sensor placement algorithm will fail. Similar results have been found by Kapelan et al. 2005
for model calibration sampling design.

A small note on the size of the problem and on the computation time: Placing 10 sensors in the Linz
network consisting of 392 nodes results in C ≈ 2 · 1019 possible sensor combinations—in words 20
quintillion possible solutions to the problem. Solving this problem with brute force by total enumer-
ation and assuming that 50 objective function evaluations are possible each second—a reasonable
assumption—the computations take exactly as long as the current age of the known universe. If the
computation started right after the Big Bang 13.7 billion years ago, the city of Linz can be sure by
now that they have the best possible sensor placement for ten sensors in their small subsystem in
Linz-Pichling. Provided that the hydraulic model is accurate and the OSP method results in the truly
optimal solutions, of course. Thus, it has to be noted that for a large N, the results in table 4.2 must
be treated with caution, because of the incredible large search space. In one optimization run, f (x) is
approximately evaluated 8000 times which is certainly just a tiny fraction of the total solution space.

4.3.2. Cost-benefit analysis

This section uses the methodology described in Section 4.2.3 to find the cost-benefit behavior behind
the OSP problem. The methodology is tested again in the Linz network analyzing the results obtained
in Section 4.3.1.3.

The mean values of the 10 optimization runs were chosen for finding the behavior of f (x) on N for
different ω. Subsequently, the values were fitted utilizing different functions. The model fits are then
tested with GoF statistics to obtain the best mathematical law describing the cost-benefit behavior.

Seven different fit-functions fi(N) describing the decreasing dependency of the sensor placement
quality on N can be found in Table 4.3 in the first column. Further columns are described as follows:
Np is the number of parameters, ν the number of degrees of freedom. χ2 is the value resulting from χ2

statistics calculated by equation 2.87, χ2
r is the value from the reduced χ2-statistic (equation 2.88), AIC

is calculated using equation 2.89 and BIC by equation 2.90. All values are means over the different
ω. According to table 4.3, the extended power law function f6(N) leads to the best χ2 and χ2

r . In
contrary, the simple power law equation f7(N) leads to the best AIC and BIC values. Additionally,

Table 4.3.: Goodness-of-Fit table for different fit-functions fi(N) containing the number of parameters
NP for every function, the degrees of freedom ν, the resulting values for χ2 and reduced χ2

r
statistics, AIC and BIC (taken from Steffelbauer and Fuchs-Hanusch 2016a)

fit-functions NP ν χ2 χ2
r aic bic

f1(N) = a e−b N 2 7 0.00272 0.00039 -67.68 -67.28
f2(N) = a e−b N + c 3 6 0.01346 0.00224 -67.80 -67.21
f3(N) = e−a N +b 2 7 0.00355 0.00051 -64.37 -63.98
f4(N) = a N2 +b N + c 3 6 0.00082 0.00014 -74.96 -74.37
f5(N) = e−a N +b N + c 3 6 0.00031 0.00005 -83.12 -82.53
f6(N) = (a+b N)−c 3 6 0.00006 0.00001 -97.65 -97.05
f7(N) = a N−b 2 7 0.00009 0.00001 -97.93 -97.53

Table 4.4 shows the fit parameters and the errors for functions f6(N) and f7(N). Due to the high
standard errors of parameters a and b resulting for f6(N) , f7(N)—with smaller parameter errors—is
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chosen as a cost-benefit function for the values in Figure 4.5. Hence, the SPUDU placement for the
OSP problem is found to follow a power law.

Furthermore, this behavior has practical consequences for WUs explained now in more detail—for
ω = 0.0 with the values taken from Table 4.2.: Three instead of two sensors improves f (x) by

f ω=0
N=2 (x)− f ω=0

N=3 (x) = 0.327−0.265≈ 0.06 . (4.28)

The same improvement for starting from three sensors doubles the number of additional sensors.
Additional two sensors have to be placed—resulting in five total sensors—to obtain the same benefit

f ω=0
N=3 (x)− f ω=0

N=5 (x) = 0.265−0.203≈ 0.06 . (4.29)

Starting from five sensors, four additional sensors, again double as many as before, have to be placed
additionally for the same improvement

f ω=0
N=5 (x)− f ω=0

N=9 (x) = 0.203−0.144≈ 0.06 . (4.30)

Therefore, the additional sensor number has to be doubled each time for linearly improving sensor
placement’s quality .

Remarkably, the power-law behavior stays true when incorporating uncertainties. The difference to
simulations ω = 0.0 is that the f (x) for a specific N gets worse if ω increases. This is logically, since
leaks are harder to find in real-world systems fraught with high uncertainties compared to theoretically
perfect knowledge in simulated WDS. For achieving the same f (x) as in simulations with ω = 0.0 for
N = 2 sensors, double as many sensors (N = 4) are needed for ω = 0.5. Even N = 6 is needed if
considering the full amount of uncertainties (ω = 1.0). All of that can be seen in Figure 4.5.

Table 4.4.: Resulting fit parameters and error limits for fit-function f6(N) and f7(N) from table
4.3 (taken from Steffelbauer and Fuchs-Hanusch 2016a)

f6(N) = (a+b ·N)−c f7(N) = a ·N−b

ω a b c a b
0.000 0.0 ± 1.0 4.0 ± 1.0 0.52 ± 0.05 0.467 ± 0.006 0.517 ± 0.009
0.125 1.0 ± 0.5 2.2 ± 0.6 0.62 ± 0.05 0.512 ± 0.007 0.557 ± 0.010
0.250 0.7 ± 0.4 1.7 ± 0.4 0.66 ± 0.05 0.603 ± 0.008 0.591 ± 0.009
0.500 0.6 ± 0.2 1.3 ± 0.2 0.66 ± 0.03 0.705 ± 0.007 0.586 ± 0.007
1.000 -0.5 ± 0.5 1.9 ± 0.3 0.49 ± 0.03 0.804 ± 0.009 0.531 ± 0.007

4.3.3. Comparison of different sensor placement algorithms

For computing the OSPs, the hydraulic model Ragnitz-Detailed was used (see Section 2.4.3). At
the moment when the computations were performed, two hydraulic models existed of the Ragnitz
network: (i) the Ragnitz-Simple and (ii) the Ragnitz-Detailed network. The Ragnitz-Complicated
network was generated later on when sensors were already installed in the WDS during the real-world
case study. The Ragnitz-Simple model was adjudged to be too basic for comparing OSP approaches,
thus, the Ragnitz-Detailed model was chosen for obtaining the ideal positions for the different OSP
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Figure 4.5.: Cost-benefit functions of OSP for different ω (taken from Steffelbauer and Fuchs-
Hanusch 2016a)

algorithms. The roughness values of the Ragnitz-Detailed model were calibrated manually a year
before the field study, hence realistic hydraulic simulation values were expected by the model.

Since the pressure sensors were planned to be installed at hydrants, only the 35 hydrants in the
Ragnitz-Detailed network (M = 35) were chosen as possible measurement positions (see Figure 2.21).
Five sensors were planned to be installed for each OSP method (N = 5). This decreased the combina-
tions in the solution space significantly to

C =

(
M
N

)
=

(
35
5

)
= 324632 . (4.31)

Computations with the graph-based sensor placement algorithms can be found in Figure 4.6. Figure
4.6a shows the results computed with the Shortest Path 1 algorithm, while Figure 4.6b shows results
for Shortest Path 2. Note that the Ragnitz-Detailed network was used for calculating the ideal mea-
surement locations —the Ragnitz-Simple network is only used for a simpler representation of the
sensor positions in the figures. Additionally, the rankings introduced by the shortest path algorithms
can be found in Table 4.5. Both algorithms identify HG4339b as the most important node since both
algorithms start with the same shortest path calculations. Then the ranks of the measurement positions
differ according to the procedures described in Section 4.2.2.2.1 and 4.2.2.2.2. Noticeably, although
the rankings of the measurement locations are quite different, the total measurement positions between
the two algorithms just differ in one location. Shortest Path 1 chooses HG3933, whereas Shortest Path
2 selects hydrant HG4576.

The sensitivity matrices S for the sensitivity-based OSP methods (see Section 4.2.2.3) were computed
with a leak introduced with an emitter coefficient of ce = 0.1 and an emitter exponent ee = 0.5 using
the leak power law (in equation (2.63)). All nodes in the system served as possible leak positions
resulting in m = 1300 leak scenarios. The leak magnitudes varied between QL = 0.55 and QL =
1.0 L/s depending on the leak node’s pressure. The residual matrix R used in the Casillas (Section
4.2.2.3.3) and the SPUDU (Section 4.2.2.4) algorithm has been calculated with the same ce values.
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Table 4.5.: This table shows the rankings of the measurement positions introduced by both shortest
path algorithms—Shortest Path 1 (SP1) respectively Shortest Path 2 (SP2)

Rank SP1 SP2

1 HG4339b HG4339b
2 HG4150 HG4744
3 HG4744 HG4150
4 HG3445 HG4576
5 HG3933 HG3445

(a) Shortest Path 1 (b) Shortest Path 2

Figure 4.6.: Results for graph-based OSP for N = 5
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The uncertainties for the SPUDU method are again simulated with MCS. The demands are perturbed
with a Gaussian-distribution function with the mean base demand and a standard deviation σ = 10%
of its value N (µq,σq = 0.1µq). Due to the small nodal demands in the system resulting from the
very detailed model, an uncertainty weight of ω = 1.0 is chosen taking the full strength of the small
uncertainties into account. All results for the sensitivity-based OSP methodologies are depicted in
Figure 4.7.

The results for Shannon entropy based OSP method as described in Section 4.2.2.3.1 can be found in
Figure 4.7a. Interestingly, this method also places a sensor in the low-pressure part of the WDS in
the South, where the network is not very sensitivity to pressure changes due to leaks. Obviously, this
sensor position is favored because it maximizes the entropy in the system—the second objective F2 in
the algorithm—forcing a spreading of the sensors over the whole network.

For the Pérez OSP approach, S has to be binarized. An ideal binarization threshold of τ = 0.279 is
found with the method described in Section 4.2.2.3.2. This algorithm defines the optimal measurement
positions as depicted in Figure 4.7b. The sensors tend to cluster in a region to the South-West that is
also one of the most sensitive regions of the system.

Casillas OSP method—described in Section 4.2.2.3.3—results in the positions shown in Figure 4.7c
and differs from the SPUDU placement shown in Figure 4.7d just in one measurement location—
HG3835 instead of HG4162. Noticeably, both locations are only chosen by these two algorithms.

Table 4.6 summarizes the sensor positions for the different OSP methods. Additionally, the member-
ship of each of the twelve sensor positions to the OSP algorithms is depicted in the last column. This
membership is also shown in Figure 4.8. It seems that the most important hydrants in the system are
HG3933 followed by HG4215 and HG4339b since they were chosen by most of the OSP algorithms
to be ideal—five respectively four out of six.

Comparing all OSP results in Figure 4.6 and Figure 4.7, graph-based OSP tend to put sensors all over
the network favoring a spreading of the sensors, whereas sensitivity-based approaches tend to place
sensors in regions where high pressure responses due to leaks are expected—at the high pressure re-
gions in the North of the network (for example, see Figure 2.20). Only the Shannon entropy approach
placed a sensor at the South, probably for maximizing the entropy of the placement.

Additionally, the different OSP approaches are compared using different analysis criteria—most of
them can be found in Schaetzen et al. 2000. The first three criteria are linked to the coverage in terms
of total covered water paths of the network’s pipes. This path is assumed to be the unification of all
shortest paths from the source to the sensors. The first criterion—pipe-coverage (PC)—is the number
of pipes covered by a certain OSP NPC. The second criterion is the sum of the length of these pipes LPC

in meter. The third criterion is the relative percentage of this length to the total length of the network
RPC. These three criteria can be found in Schaetzen et al. 2000. The higher the coverage, the better a
sensor placement is spread over a whole network. The later four criteria are based on the sensitivity
of the OSP. The fourth criterion measures the average

SMO =
1
N ∑

j∈x
(s) j (4.32)

over all sensors of the overall sensitivity of the measurement point (see equation (4.10) for the defini-
tion of s j). A high SMO is preferred. The last three criteria are the objective functions of the Shannon
entropy OSP. F1 states the maximal sensitivity again to be preferred high (see equation (4.13)). F2
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(a) Shannon entropy (b) Pérez

(c) Casillas (d) SPUDU

Figure 4.7.: Results for sensitivity-based OSP for N = 5
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Table 4.6.: This table summarizes the sensor positions at the hydrants in the Ragnitz network for the
different OSP methods placing five sensors for each algorithm (see the sum in the last
row): Shortest Path 1 (SP1), Shortest Path 2 (SP2), Shannon entropy (SHE), binarization
method of Pérez (PER), projection-based method of Casillas (CAS) and the SPUDU (SPU)
method. Additionally, the membership of each of the twelve measurement position to the
OSP algorithms is depicted in the last column.

Loc. / OSP SP1 SP2 SHE PER CAS SPU ∑

HG3420 X X X 3
HG3445 X X 2
HG3835 X 1
HG3933 X X X X X 5
HG4150 X X 2
HG4162 X 1
HG4215 X X X X 4
HG4339b X X X X 4
HG4383 X X X 3
HG4540 X 1
HG4576 X 1
HG4744 X X X 3

∑ 5 5 5 5 5 5 30

1 OSP
2 OSP
3 OSP
4 OSP
5 OSP

Figure 4.8.: This figure shows the sensor positions calculated for the Graz-Ragnitz network together
with the membership—the number of how many OSP algorithms have chosen the mea-
surement positions
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Table 4.7.: This table shows different analysis criteria for the different OSP algorithms. The criteria are
described in the text. The best performing OSP for each criterion are marked with boldface.
Shortest Path 1 (SP1), Shortest Path 2 (SP2), Shannon entropy (SHE), binarization method
of Pérez (PER), projection-based method of Casillas (CAS) and the SPUDU (SPU) method

OSP NPC LPC [m] RPC [%] SMO F1 F2 F

SP1 240 4323 26.7 0.18 362.07 7.079 0.6007
SP2 253 4553 28.1 0.17 329.12 7.107 0.6104
SHE 234 4159 25.7 0.18 361.06 7.080 0.6010
PER 280 4761 29.4 0.20 354.03 7.061 0.6031
CAS 247 4206 25.9 0.18 353.25 7.078 0.6033
SPU 234 4044 24.9 0.18 347.65 7.078 0.6049

is the maximum entropy criterion (see equation (4.14)). And the final criterion is the trade-off be-
tween F1 and F2 which has to be minimized (see equation (4.15)). All resulting values for the before
mentioned criteria can be found in Table 4.7.

The highest coverage of the network—NP, LPC as well as RPC—is accomplished by the algorithm of
Pérez. Additionally, this algorithm resulted in the most sensitive measurement points in the system.
This maybe arises from the normalization prior to binarization while using S. Although, the coverage
is the highest, the entropy is the lowest—possibly resulting from the clustering in the North-West
part of the network. Additionally, the high mean sensitivity value cannot hide that the maximum leak
sensitivity given by F1 is mediocre. The worst F1 value is given by Shortest Path 2 algorithm, although
the coverage is the second highest.

Obviously, the optimization algorithm has fallen into a local optimum at finding the ideal positions
for the Shannon entropy algorithm, because there exist a solution with a better fitness value F—
namely Shortest Path 1. Although, the objective function values f (x) are very close to each other
(FSP1 = 0.6007 compared to FSHE = 0.6010). In fact, the Shannon entropy OSP never scored best in
any categories, besides the fact that optimizing F1, F2 and F are objectives of the algorithms opti-
mization problem. Shortest Path 1 lead to better F1 values, while Shortest Path 2 resulted in better F2.
Nevertheless, both objective values are very imbalanced for these two OSPs. High F1 lead to low F2
and vice versa. The result of the Shannon entropy function—scoring second in both criteria—is more
balanced, favoring a sensitive as well as a widespread placement.

SPUDU favors places with low uncertainties. Therefore, this algorithm led to the worst coverage. This
can be already expected while looking at Figure 4.7d since the placement resulted in two sensors very
close to each other in the North-East region.

Looking at all values in Table 4.7, the differences of the different OSP approaches are not significant
and if a OSP performs worse in one criterion, it makes up for it in other criteria. Hence, for real-world
tests of the OSP algorithms in the next chapter, no essential performance distinctions are expected
between them. This may result from the constraint on placing sensors only at hydrants permitting
all other possible measurement positions in the system. Another reason might be that the network is
highly branched—only four loops exist. It is possible that the OSP lead to more differing OSP analysis
criteria values and measurement locations in networks containing more loops.

After the theoretical computation of the sensor positions, pressure sensors were installed in the real-
world networks at the resulting twelve hydrants to test the effect of OSP on model-based leak localiza-
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tion performance. This is described in the next chapter.

4.4. Conclusion

This chapter tried to cover OSP techniques for model-based leak localization in WDS, a scientific topic
which is not yet researched exhaustively. Three research questions also stated in the introduction of
this thesis were tried to be answered throughout this chapter:

Q.2.1 Which optimal sensor placement algorithm finds the best pressure sensor positions for model-
based leakage localization?

Q.2.2 How to incorporate different sources of uncertainties in sensor placement algorithms to obtain
more robust optimal measurement locations?

Q.2.3 How many sensors are needed for model-based leak localization?

This questions and belonging findings are now tried to be answered in reverse order in this conclusion
section.

How many sensors are needed for model-based leak localization? This question is answered
by an elaborate cost benefit analysis of the OSP problem. A methodology for finding the cost-benefit
behavior of OSP algorithms was shown in Section 4.2.3 on a specific OSP algorithm. In principal, every
OSP algorithm can be analyzed with this methodology. The OSP chosen in this thesis—besides being
developed intentionally during the work for this thesis—it is practical since the objective function
is directly related to the number of leaks located directly. But it is also assumed that other OSP

algorithms and their objective function values—or analysis criteria as defined in Section 4.3.3—will
show qualitatively the same behavior. Logically, every OSP objective function has to improve when
adding more sensors. Otherwise it won’t be a good representation of the real-world.

It was shown in Section 4.2.3 that the sensor quality on finding leaks follows a power law behavior
on the sensor number—at least in the examined network and for the suggested OSP method. Studies
from other research groups applying other OSP methodologies on different networks and depicting
the fitness function in dependency of N showed similar behavior (see for example Casillas, Puig,
et al. 2013; Pérez, Puig, Pascual, Peralta, et al. 2009). Nevertheless, the work in this thesis is the
first time that a mathematical law behind this behavior is tried to be revealed. Furthermore, applying
the methodology on two slightly bigger networks in the city of Linz during projects showed that the
sensor placement also followed a power law, but is not shown in this thesis for the sake of brevity and
confidentiality. The power also comes with practical considerations for WU as doubling the number
of additional sensors for a linear improvement on the quality.

The question of how many sensors are needed is answered by applying the proposed cost-benefit
methodology. The number of sensors can be calculated with the help of the inverse function f−1(N)
if a WU knows the desired localization quality they want to reach. For the power law equation, the
sensor number is given through the inverse function f−1(N)

N = f−1 ◦ f (N) → N =

(
f (N)

a

)b

, (4.33)

where f (N) is the desired sensor placement quality.
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The cost-benefit analysis provides also shortcuts on the computational burden of the OSP problem.
For large systems, for example, the OSP problem can be solved for N = 1 to N = 3 or N = 4, where
the OSP problem is still resolvable in reasonable time. Then the resulting f (x) values can be used to
fit the cost-benefit function parameters and the performance of a OSP on the sensor number can be
extrapolated to give a WU a basis for decision how many sensors lead to what performance. If the WU

decided on a certain sensor number, the problem has solely be optimized for that N without the need
to simulate every solution in between and subsequently giving the WU the whole cost-benefit curve.

On the way to find the cost-benefit behavior of the OSP problem, another interesting finding emerged.
The simulations confirmed that the optimal sensor positions for N− 1 sensors is not a subset of the
optimal locations of N sensors. This was already shown for hydraulic calibration by Kapelan et al.
2003, but to the best of my knowledge, it is the first time that this behavior was actively observed
in a OSP study on model-based leak localization. As a consequence, with greedy sensor placement
algorithms it is not possible to find optimal measurement locations. Furthermore, solving the sampling
design problem with GAs showed good results due to the high efficiency of these algorithms in high
dimensional search spaces.

How to incorporate uncertainties in OSP algorithms? A novel OSP method—the SPUDU algorithm—
was developed, capable of incorporating uncertainties of any kind. The method is generally applicable
for all kind uncertainties (roughness, diameter) and all kind of sensors (flow, quality)—by using the
right sensitivity matrix and choosing MCS for diverse model input model output pairs. In this thesis,
the methodology was shown on the example of uncertain demands influencing pressure measurement
locations for leak localization. Indeed, simulations in this chapter have shown that pressure measure-
ment points which are sensitive on leaks are also points which may be sensitive to uncertain demands.
Thus, they are less ideal positions for a robust OSP. The SPUDU algorithm showed that it avoids regions
of high uncertainty if they are regarded in the optimization problem, as desired. Without uncertainties,
these now omitted points were always chosen by the OSP algorithm.

Incorporating uncertainties in OSP does not change the form of the cost-benefit curve, but lead to
higher costs in terms of sensor number for reaching a certain quality. The power law behavior stays
still true under incorporation of uncertainties. Hence, the form of the function is robust against uncer-
tainties speaking for its general validity.

However, it is still an open question of what value has to be chosen for ω in the SPUDU algorithm
and this thesis lacks in answering it. Potentially, this problem can be solved with TSA on pressure
measurement data in the system and by carefully analyzing the statistics of the residuals (see Chapter
3).

Which algorithm finds the best measurement positions for leak localization? Six different OSP

algorithms have been applied to the same hydraulic network. Despite every algorithms stating to find
the optimal measurement locations, the locations differed for all methods. Logically, the different
OSP algorithms result in positions which are favored by their objective. All OSP algorithms have to
make compromises between (i) detectability and (ii) isolability. (i) favors sensor placements at leak
sensitive points clustered in sensitive areas, (ii) ideally favors placements spread over the system. Fur-
thermore, this two objectives are not clearly defined as there is no unique definition for both criteria,
only surrogate measures (similar to e.g. resilience). This can be seen in the application of the analysis
criteria at the end of Section 4.3.3. The criteria do not favor a certain OSP in particular. If a method
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leads to extraordinary results in one criterion, it is potentially bad in another. Hence, the answer to
this question has to be postponed to the next chapter when the different OSP algorithms are compared
on real-world leak localization scenarios.

Nevertheless, some remarks on the applicability of the OSP algorithms can be given here already.

The limitations of sensitivity-based OSP algorithms are certaintly that they can only be applied to
WDSs where a hydraulic model already exists since it is necessary to compute the sensitivity matrix.
Additionally, the OSP algorithm is only as good as the model. For example, an unknown closed valve
can have strong influence on the hydraulics and therefore the OSP result might not be optimal in reality.
Thus, additional effort has to be put into hydraulic model calibration. Additionally, also later on if
a leak localization method is applied in reality, effort has to be put in bookkeeping of the boundary
conditions of the system (which have a high influence on the OSP) to not loose the optimality of the
placement if the OSP method is not robust enough.

Furthermore, for bigger systems the computation time increases for calculating S as well as solving
the OSP problem itself—making the method not directly applicable for big real world systems with
thousands of nodes. For the SPUDU method additional computational costs arise for computing the
uncertainties.

Graph-based OSP methods do not have these disadvantages—at least not in this magnitude considering
the computational burden. However, the goodness of a OSP without considering the hydraulics is
questionable.

Another limitation of the OSP problem in general is the high computational complexity considering the
huge search space size even for small WDNs. Skeletonization or simplification algorithms, surrogate
modeling or graph clustering as in Sarrate, Blesa, and Nejjari 2014 are promising remedy by reducing
the problem’s complexity. Certainly, this is an interesting and rewarding research direction in future.
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Chapter 5
Model-Based Leak Localization

“It is a mistake to think you can solve any major problems just with potatoes."

— Douglas Adams, Life, the Universe and Everything

5.1. Literature review

Methods for finding the approximate location of a leak by utilizing information obtained from hy-
draulic measurement devices (flow meters and pressure sensors) alongside hydraulic models of WDS—
model-based leak localization methods—have been around for more than a quarter-century. Despite
their age, these methods are exclusively found in academic discourse and have not arrived in practice
until today.

Generally, two different approaches are used that are distinguished by the hydraulic model complexity—
(i) steady-state and (ii) transient techniques (see Section 2.2). Since the focus of this thesis is on
steady-state models for model-based leak localization, the literature listed below only covers scien-
tific work related to this technique. For the interested reader, a selective literature review on transient-
based techniques can be found in Colombo, Lee, et al. 2009. Furthermore, literature dealing with
real-network problems—although covering both simulation and real-world field test— is listed below.
For the sake of brevity, publications are not listed that propose methods which are exclusively applied
on toy examples which consist of few nodes only.

Model-based leak localization with steady-state hydraulic models was first introduced by Pudar and
Liggett 1992. This scientific article was a milestone for leak detection and localization research mainly
for two reasons (Colombo, Lee, et al. 2009): First, it was the earliest paper proposing leak detection
and localization with pressure sensors. Second, for the very first time, the problem was explicitly
formulated as an inverse problem. The objective of Pudar and Liggett 1992 was to minimize the sum
of squared differences between simulated and measured pressures with the Levenberg-Marquardt al-
gorithm (see Section 2.1.2.1.4). Additionally, Pudar and Liggett 1992 distinguished between over-,
even- and under-determined problems. While the solutions were exact for over- and even-determined
problems, exact answers were not possible for the under-determined case, even though useful infor-
mation could be retrieved. Since the pioneering work of Pudar and Liggett 1992, leak localization by
solving inverse model-based approaches has been extensively investigated.
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Pérez, Puig, Pascual, Quevedo, et al. 2011, for example, solved the problem of finding leaks by
analyzing pressure (and flow) sensitivities. The approach consisted of binarizing the leak sensitivity
matrix with a certain threshold resulting in a signature matrix for leaks. Subsequently, the leak’s
position is found by comparing the binarized residuals—differences between measurements of leak
and leak-free scenarios—with the columns of this matrix. The column most similar to the residuals
implicates the leak’s location in the WDS. The method has been applied to DMAs in simulation and
on a real-world case study. The simulations were applied to the Place del Diamant DMA in Barcelona
(Spain). The network consisted of 1600 nodes and approximately 41 km of total pipe length. Leaks
were simulated as additional demands of 1 L/s, which correspondent to approximately 3 % of the MNF.
In total, eight pressure sensor were used to find the leak. Additional simulations have been performed
with uncertainties in demand to test the robustness of the method. Good results were obtained without
consideration of uncertainties. Increasing the uncertainty lead to poorer results. Furthermore, the
results showed that sensors of high accuracy are necessary to locate leaks properly. The real-world
experiments have been applied on a real-network with 260 nodes. Three pressure sensors were used
and leaks were forced between 1.7 and 5 L/s for 15 minutes in the system. With the proposed method,
31 out of 42 leaks were detected in the right zone, although this zone contained approximately one
third of all nodes. The results were astonishing, despite the fact that the few sensors were not accurate
nor optimally placed. Further improvements were expected by advancing demand estimations.

The method was improved by Pérez, Quevedo, et al. 2011. Two methodologies were compared—
the binarised residuals (from Pérez, Puig, Pascual, Quevedo, et al. 2011) and a correlation method
making use of the full information contained in the sensitivity matrix. The methods were tested under
different boundary conditions and under uncertainties in the Nova Icaria DMA in Barcelona (Spain)
consisting of more than 3000 nodes. Simulations with noise of 0.25 % in the measurements and
without noise were compared. The correlation method proved to be more robust under uncertainties.
For smaller leak sizes of 1.7 L/s, both methods had great difficulties finding leaks under uncertainties.
For different boundary conditions (e.g. demand loads in the network), again, the correlation method
was more robust.

Casillas, Garza-Castanon, et al. 2013 extended the proposed method of Pérez, Quevedo, et al. 2011
by making use of EPS. Three different methods where tested, the (i) angle method, (ii) least squares
optimization and (iii) correlation method. Simulations where performed using the Nova Icaria DMA

in Barcelona (Spain) equipped with six pressure sensors. Leaks were simulated using the pressure
dependent emitter equation (see equation (2.63)), the emitter coefficient was chosen to produce an
average leak outflow of 1.67 L/s with values ranging from 0.7 to 3 L/s. Additional noise on measure-
ments and demand between 1 % and 5 % was introduced. Simulations showed that the angle method
performed best in the presence of noise reaching a localization precision of under 200 m.

Furthermore, Casillas, Garza Castañón, et al. 2014 studied the EPS leak localization in more detail
by comparing five different ways of using the leak sensitivity matrix: (i) the binarization approach
of Pérez, Puig, Pascual, Quevedo, et al. 2011, (ii) the angle method, (iii) the correlation method, (iv)
the Euclidean method and through (v) least square optimization. The methods were tested on two
academic networks (Hanoi and Quebra) and on a real-world DMA (Nova Icaria in Barcelona) using
real leak data. In the academic network simulations, the leaks were introduced as extra demand with
unitary patterns along the time horizon. For the real-world case study, leaks were generated through
the leak equation (2.63). The efficiency of the methods was tested with different leak magnitudes,
uncertainties in measurements (Gaussian white noise of 2 %) and uncertainties in nodal demands (2 -
4 %). The sensitivity matrix in the Hanoi network was simulated with a large burst of 50 L/s, leak tests
were performed with leak sizes ranging between 10 and 80 L/s. The Quebra network simulations were
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performed with leak size of 0.01 L/s ranging between 0.01 and 0.2 L/s. The simulations in Barcelona
were performed with leak size of 3 L/s (range of 0.7 to 6.3 L/s), with 6 and 15 pressure sensors.
Data for a real leak—5.6 L/s running for 30 hours—was also used and the real leak was located with
five pressure sensors—one was not working—within 100 meter. Overall, the study showed that the
optimization method (v) and the angle method (ii) performed best through all tests.

Calibration approaches can also be used to find leaks (e.g. Sanz et al. 2015; Z. Wu et al. 2009). Z.
Wu et al. 2009 developed a model-based optimization method using a competent genetic algorithm to
calibrate roughness and leakages. Leakages were simulated as pressure-dependent demand utilizing
the emitter equation. The study investigated an example from literature (Pudar and Liggett 1992) (5.5
L/S at three nodes) and a real-world system of 15 square kilometers consisting of 122 pipes and 841
nodes with 3000 properties. In the real-world example, 28 pressure loggers were used and leaks were
calibrated for a fixed number of 25 locations. The solutions of the optimization problem found leaks
close to historical leak data of 22 reported leaks. Remarkably, using this method the authors could
find that a leak of 10 L/s—a leak size hardly resolvable with previous methods.

Sanz et al. 2015 developed a novel method utilizing online demand component calibration of geo-
graphically distributed demands. Sudden changes in demand components during calibration can be
detected by comparing new with previous calibrated parameters. Due to geographic information, a
leak can be localized associating an unusual high demand to a certain pattern. The method was tested
with real-world data on the Nova Icaria network in Barcelona. The MNF of the measurement zone
is 20 L/s with a peak hour demand of 50 L/s. Five pressure sensors were used and three leaks with
three different leak sizes (1, 3 and 5 L/s) were artificially generated in the system. The developed leak
membership method lead to a localization accuracy of 180 m in all scenarios except one. Due to the
small leak size of 1 L/s in a zone with a predominant demand for the system, the algorithm failed to
locate this leak, although, it was detected by the algorithm.

A different method was introduced by Poulakis et al. 2003 using a Bayesian identification methodol-
ogy coupled with exhaustive search algorithm to provide estimates of leak magnitudes and locations.
This method was also able to handle unavoidable uncertainties in measurement as well as modeling
errors. The method was applied on the WDS described in Section 2.4.1 with leak sizes ranging between
22.8 and 57 L/s and pressure sensors either at all nodes or with seven sensors only. Additionally, the
study investigated uncertainties as well as a multiple leak case with two leaks of sizes 114 respectively
44.7 L/s. Without uncertainties, the method was able to exactly find the leak magnitudes and locations.
Though, with noise the method was ineffective. If errors were under a certain threshold, the leak’s
location and the outflow was defined correctly. The threshold values depended on the characteristics
of the inverstigated WDS, the leak’s location and magnitude, as well as the number, location and type
(flow, pressure) of the sensors.

Shinozuka et al. 2005 experimented with the same network as Poulakis et al. 2003. Yet, they used
pressure sensors combined with ANN to locate large bursts after earthquakes in pipe systems. Bursts
were defined through the affected cross section area of the pipe ranging from 1 to 100 %. The ANN

was trained through EPANET simulations (Rossman 2000) on just one burst location. Three pressure
sensors were used and the simulations were validated by using data sets that had never been used
before.

Model falsification diagnosis for leak localization with UFMs is used by Goulet et al. 2013. Simulations
were performed in a case study area in a DMA in Lausanne with approximately 300 pipes and a
MNF of 14 L/s. Leaks were monitored during the MNF, because the customer demand uncertainties
were minimal this time. Uncertainties in pipe elevation, diameter, minor loss, roughness, demand
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and sensors resolution of the 14 flow meters were investigated. Leak scenarios were generated with
EPANET (Rossman 2000) with outflows between 0.4 and 1.7 L/s. Identification of the right leak
scenarios with high certainty levels was only possible for leaks greater than 1.25 L/s; the largest leaks
were localized within a radius of 500 meters.

Izquierdo et al. 2007 used a combination of (i) deterministic and (ii) machine learning model com-
ponents. (i) Hydraulic EPANET models were used to retrieve fuzzy state estimates together with a
description of the anomalies responsible for the network faults. (ii) The machine learning component
consisted of neuro-fuzzy ANNs. The study used small-scale simulations on a small system with 20
nodes and 32 pipes. The ANN approach correctly assigned leaks greater than 10 L/s within two nodes
and leaks greater than 6 L/s within three nodes. Leaks under one liter per second were not classified
correctly.

In the study of Mashford et al. 2012, information on the leak’s size and location was obtained with the
help of SVMs by analyzing data from pressure and flow measurement devices. The study consisted of
simulations exclusively using EPANET. Leaks between 0 and 3 L/s were produced and an accuracy
of locating leaks within 100 meters of 77 % was achieved with six pressure sensors in a system of a
total pipe length of approximately three kilometers.

All studies above—also the methods using data driven approaches—utilized hydraulic models, be it
only for the generation of training scenarios. Romano et al. 2013 was the first to the best of my
knowledge who introduced a localization technique that operates without using any hydraulic models
at all. Herein, the approximate location of pipe burst events is retrieved by making use of a multivari-
ate Gaussian mixture-based graphical model and geostatistical techniques. It was found that ordinary
co-kriging technique was best for this task. The main advantage of this method over model-based
methods is that the introduced artificial intelligence techniques require much less frequent measure-
ments of flow and pressure than transient methods. They also rely on the empirical observations only
without demanding precise knowledge on network parameters. The methodology was tested by open-
ing hydrants in a real-life DMA with 17.8 km of pipes and 925 customer connections. Only pressure
sensors (altogether 13 measurement devices) were used to locate leaks. The bursts were generated at
five different locations with outflows ranging between 5 and 18.3 L/s corresponding to 51 % to 186
% of the average DMA inflow. The novel data-driven methodology was able to successfully locate the
simulated pipe burst events at the different locations within the studied DMA. Localization accuracy
depended on the number of pressure sensors—the more the better—as well as their spatial layout
within the studied DMA.

As outlined in this section and in Table 5.1, many distinct model-based leak localization methods
exist in literature based on various different mathematical techniques and principles. However, none
crystallizes to be ideal in finding leaks over others. Furthermore, their practical application on real-
world systems by water companies is still questionable (Romano et al. 2013). Either, the techniques
demand a high number of sensors (>20) at doubtful locations for quite small DMAs, or the leaks, that
are potentially located, are in fact huge pipe bursts (80 L/s!). Such incidents would immediately flood
huge areas in cities and, hence, would obviously not have to be located anymore.
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Table 5.1.: Literature review on model-based leak localization methods. Abbreviations for methods: Binarized Residuals (BIN), angle method
(ANG), corrlation method (CORR), Euclidean method (EUC), least squares optimization (LSO), Genetic Algorithm (GA), Extended
Period Simulation (EPS), Artifical Neural Networks (ANN), Support Vector Machines (SVM). In the networks columns, S stands for
simulation, R stands for real-world field test and nn is the node number. Leak column: ce are leak outflow simulated with emitter
equation, qD stands for additional demand. In the sensor column the number of sensors is listed, (p) stands for pressure and (Q) stands
for flow sensor.

Literature Method Networks Leak (L/s) Sensors

Pudar and Liggett 1992 sum of squared differences S: Small Network nn = 7
S: Larger Network nn = 20

ce : >50 (1 to 3 leaks)
ce : > 7 (1 to 9 leaks)

3 & 7 × (p)
10 & 19 × (p)

Pérez, Puig, Pascual, Quevedo, et al. 2011 BIN S: Placa del Diamant nn = 1600
R: nn = 260

qD: 1.0
ce : 1.7 - 5.0

8 × (p)
3 × (p)

Pérez, Quevedo, et al. 2011 (i) BIN, (ii) CORR S: Nova Icaria nn = 3320 qD: 1.7 - 6.3 15 × (p)

Casillas, Garza-Castanon, et al. 2013 EPS with (i) ANG, (ii) LSO, (iii) CORR S: Nova Icaria nn = 3320 ce : 1.67 [0.7-3.0] 6 × (p)

Casillas, Garza Castañón, et al. 2014 EPS with (i) BIN, (ii) ANG, (iii) CORR,
(iv) EUC, (v) LSO

S: Hanoi nn = 31
S: Quebra nn = 55
S: Nova Icaria nn = 3320
R: Nove Icaria nn = 3320

qD: 50 [10.80]
qD: 0.01[0.01-0.2]
ce : 3.0 [0.7-6.3]
ce : 5.6

31 × (p)
55 × (p)
6 & 15 × (p)
5 × (p)

Z. Wu et al. 2009 Competent GA S: Small Network nn = 7
R: nn = 841

ce : 5.5 (3 leaks)
ce : 10 (25 leaks)

2 & 3 × (p)
28 × (p)

Sanz Estapé 2016 demand component calibration R: Nova Icaria qD: 1,3,5 (3 positions) 5 × (p)

Poulakis et al. 2003 Bayesian identification S: Poulakis qD: 22.8-114 (1-2 leaks) 7 & 31 × (p)

Shinozuka et al. 2005 ANN S: Poulakis ce : very large bursts 3 × (p)

Goulet et al. 2013 model falsification diagnosis S: Lausanne qD: 0.4-1.7 14 × (Q)

Izquierdo et al. 2007 neuro-fuzzy ANN S: small system nn = 20 qD: 1-10 8 × (p) & 7 ×
(Q)

Mashford et al. 2012 SVM S: ≈3 km ce : 0-3 3 × (p)

Romano et al. 2013 Gaussian mixture-based graphical mod-
els with geospatial techniques

R: 17.8 km and 925 customer 5.0-18.3 (5 positions) 6 & 13 × (p)
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The aim of this chapter is to develop an inverse method which is both: based on static hydraulic
simulations and able to locate small leaks compared to the examples above with fewer pressure sen-
sors. Of course, in the case of leak localization by static methods concerning all the uncertainties in
hydraulic network models, an inverse program is unlikely to provide exact solutions to find the leak
location supplanting more conventional leak pinpointing methods. However, it may contribute to leak
surveys (Colombo, Lee, et al. 2009) possibly providing important new insights in water management
itself.

5.2. Methodology

The methodology described here summarizes the methods in the related scientific publications (Stef-
felbauer and Fuchs-Hanusch 2016b; Steffelbauer, Günther, and Fuchs-Hanusch 2017; Steffelbauer
et al. 2014a,b; Steffelbauer, Neumayer, et al. 2014) derived during the development of this thesis.

5.2.1. Leak localization as an inverse problem

In general, WDS analysis deals with forward problems (Colombo, Lee, et al. 2009). All hydraulic
models described in Section 2.2 solve forward problems in which system parameters (e.g. demands,
pipe roughnesses) are known and the network equations are solved to obtain hydraulic variables like
flow and pressure. For the inverse problem as described by Pudar and Liggett 1992, the system states
are known through measurements (demands, pressures, flows), for example, but some parameters are
considered to be unknown (e.g. other demands, leaks, roughnesses). For the leak localization problem
we presume that the network characteristics are known (e.g. demands and roughnesses) and, addition-
ally, some flows and pressures are measured. The only unknown is the leak in the system which one
aims to find. Subsequently, the model parameters—for the leak localization problem formulated as
parameters describing the leak (e.g. leak position and magnitude)—are adjusted until the simulated
values obtained from the hydraulic simulations match as perfectly as possible the measured pressure
and flow values. This is an optimization problem and can be solved by the methods described in
Section 2.1. The solution of this optimization problem, in terms of the parameter set describing the
measurements best, provides the leak’s position and magnitude. Of course, numerous ways may de-
fine the problem (Pudar and Liggett 1992) as can be seen in the various different techniques described
in Section 5.1.

In this thesis model-based leak localization is mathematically formulated through minimizing the
disagreement between a vector containing measured values m and a corresponding vector contain-
ing values from hydraulic simulations m̂(x) with respect to the parameter vector x. The difference
d (m,m̂(x)) between the two vectors can be described using an arbitrary metric. In mathematical
terms, the problem is formulated in following way

f (x) = d (m,m̂(x)) → min
x

f (x) . (5.1)

f (x) represents a scalar (one-dimensional) function—the fitness or objective function as already de-
scribed in Section 2.1. This function also spans the fitness landscape in the objective space over the
parameter space (see Section 5.2.3).

The parameter vector x consists of the (i) leak magnitude and (ii) the leak’s position in the WDS:
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(i) Leaks are simulated using the power leak law (Ferrante et al. 2014) outflow equation as defined
in Section 2.2 in equation (2.63). While making use of steady state simulations, emitter expo-
nent ee can be set to a fixed value of ee = 0.5. Then the leak outflow Q is just dependent on the
emitter coefficient ce and the pressure p at the leak’s position. p is calculated by the hydraulic
solver, but ce can be chosen to obtain the desired Q. Therefore, the single parameter ce can be
chosen to describe leak’s magnitude.

(ii) The leak’s position is given by the node ID in the WDS. In this thesis it is assumed—if not
stated otherwise—that leaks occur at nodes.This is a small imprecision since real leaks occur
at pipes or pipe fittings, but the imperfection of the localization methodology finding just the
approximate area of a leak that contains many pipes and nodes makes this approach sufficient
for this problem (similar to Pérez, Puig, Pascual, Quevedo, et al. 2011).

Thus, the parameter space is two-dimensional and adequately represented through a vector x of fol-
lowing form

x =

(
ce

LP

)
. (5.2)

Since the leak magnitude ce is a continuous variable and the leaks position LP is discrete, the problem
(as formulated in equation (5.1)) is a mixed-integer programming problem (see Section 2.1.1).

Finding the right location and size of a leak equals finding the location of the minimum in the fitness
landscape in the ce−LP parameter space that is spanned through an arbitrary distance metric d.

In general, model-based leak localization is formulated as an optimization problem like in equation
(5.1) which can be solved using any method presented in Section 2.1.

5.2.2. Model-based leak localization algorithm

Finding the right location and size of a leak corresponds finding the location of the minimum in the
fitness landscape in the ce−LP space in an arbitrary distance metric. The assumption that the problem
as defined in equation (5.1) is multi-modal will be approved in the results section of this chapter
(see Section 5.3). Hence, all deterministic algorithms (see Section 2.1.2.1) will generally fail to find
the global optima respectively the most likely location of the leak. Thus, stochastic algorithms (see
Section 2.1.2.2) will be used to localize leaks. Specifically, DE algorithm (see Section 2.1.2.2.2) will
be used due to its good convergence properties already discussed in Section 2.1.

Note that the problem defined in equation (5.1) is a mixed-integer problem, but the DE algorithm is
only capable of handling continuous problems. For that reason, the discrete LP parameter has to be
transformed. This problem is circumvented as described at the end of Section 2.1.2.2.2.

A schematic overview of the algorithm can be found in Figure 5.1. The inputs are organized in
three distinct parts. First, the input parameters for the DE algorithm itself (see Section 2.1.2.2.2),
including, for example, the parameters for the mutation operator ΘM, the recombination operator ΘR

and selection operator ΘS, settings of stopping criteria, population size or DE strategy. Second, the
hydraulic network model that is used for the simulations loaded, for example, from a GIT repository
serving as a input file database. Third, the measurement data m that is obtained by querying a TSDB

(e.g. InfluxDB).

The DE algorithm is started suggesting a bunch of candidate solutions x. This candidate solutions
together with the hydraulic network model are simulated using OOPNET (Steffelbauer and Fuchs-
Hanusch 2015) to obtain the simulation vectors m̂(x).
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<latexit sha1_base64="+Mt/Wi+kZRY96oX0xvJLzsbeUus=">AAACQ3icbVDLSgNBEJzxGeMr0aOXwSBElLArAfUW8OIxgqtCsoTeyawZMrO7zMyKYdmP8Gu86sV/8B88iVfBSQw+khQ0FFXddHcFieDaOM4rnptfWFxaLqwUV9fWNzZL5a0rHaeKMo/GIlY3AWgmeMQ8w41gN4liIAPBroP+2dC/vmNK8zi6NIOE+RJuIx5yCsZKndJBt9qWYHpBmMn8kLR7YLJfIf8x7/P9/U6p4tScEcg0ccekgsZodsoYt7sxTSWLDBWgdct1EuNnoAynguXFdqpZArQPt6xlaQSSaT8bfZWTPat0SRgrW5EhI/XvRAZS64EMbOfwSD3pDcVZXis14Ymf8ShJDYvo96IwFcTEZBgR6XLFqBEDS4Aqbm8ltAcKqLFBztpyGIg+KAWDfx9lgcyLRRuaOxnRNPGOaqc156JeadTH6RXQDtpFVeSiY9RA56iJPETRA3pET+gZv+A3/I4/vlvn8HhmG/0D/vwCEsKw/A==</latexit><latexit sha1_base64="+Mt/Wi+kZRY96oX0xvJLzsbeUus=">AAACQ3icbVDLSgNBEJzxGeMr0aOXwSBElLArAfUW8OIxgqtCsoTeyawZMrO7zMyKYdmP8Gu86sV/8B88iVfBSQw+khQ0FFXddHcFieDaOM4rnptfWFxaLqwUV9fWNzZL5a0rHaeKMo/GIlY3AWgmeMQ8w41gN4liIAPBroP+2dC/vmNK8zi6NIOE+RJuIx5yCsZKndJBt9qWYHpBmMn8kLR7YLJfIf8x7/P9/U6p4tScEcg0ccekgsZodsoYt7sxTSWLDBWgdct1EuNnoAynguXFdqpZArQPt6xlaQSSaT8bfZWTPat0SRgrW5EhI/XvRAZS64EMbOfwSD3pDcVZXis14Ymf8ShJDYvo96IwFcTEZBgR6XLFqBEDS4Aqbm8ltAcKqLFBztpyGIg+KAWDfx9lgcyLRRuaOxnRNPGOaqc156JeadTH6RXQDtpFVeSiY9RA56iJPETRA3pET+gZv+A3/I4/vlvn8HhmG/0D/vwCEsKw/A==</latexit><latexit sha1_base64="+Mt/Wi+kZRY96oX0xvJLzsbeUus=">AAACQ3icbVDLSgNBEJzxGeMr0aOXwSBElLArAfUW8OIxgqtCsoTeyawZMrO7zMyKYdmP8Gu86sV/8B88iVfBSQw+khQ0FFXddHcFieDaOM4rnptfWFxaLqwUV9fWNzZL5a0rHaeKMo/GIlY3AWgmeMQ8w41gN4liIAPBroP+2dC/vmNK8zi6NIOE+RJuIx5yCsZKndJBt9qWYHpBmMn8kLR7YLJfIf8x7/P9/U6p4tScEcg0ccekgsZodsoYt7sxTSWLDBWgdct1EuNnoAynguXFdqpZArQPt6xlaQSSaT8bfZWTPat0SRgrW5EhI/XvRAZS64EMbOfwSD3pDcVZXis14Ymf8ShJDYvo96IwFcTEZBgR6XLFqBEDS4Aqbm8ltAcKqLFBztpyGIg+KAWDfx9lgcyLRRuaOxnRNPGOaqc156JeadTH6RXQDtpFVeSiY9RA56iJPETRA3pET+gZv+A3/I4/vlvn8HhmG/0D/vwCEsKw/A==</latexit>

⇥R
<latexit sha1_base64="Nfe+k30MZCFWRe6WiEU8M0x88IM=">AAACHnicbVDLSgNBEJzxGddXokcvg0HwIGFXAuot4MVjlKwJJEvoncwmQ2YfzMwKy5Kf8KoXv8aTeNW/cZLswTwKGoqqbrq7/ERwpW37F29sbm3v7Jb2rP2Dw6PjcuXkWcWppMylsYhlxwfFBI+Yq7kWrJNIBqEvWNsf30/99guTisdRS2cJ80IYRjzgFLSROr3WiGnoP/XLVbtmz0BWiVOQKirQ7Fcw7g1imoYs0lSAUl3HTrSXg9ScCjaxeqliCdAxDFnX0AhCprx8dvCEXBhlQIJYmoo0man/J3IIlcpC33SGoEdq2ZuK67xuqoNbL+dRkmoW0fmiIBVEx2T6PRlwyagWmSFAJTe3EjoCCVSbjNZtufLFGKSEbOGj3A8nlmVCc5YjWiXude2uZj/Wq416kV4JnaFzdIkcdIMa6AE1kYsoEugVvaF3/IE/8Rf+nrdu4GLmFC0A//wBMaih6Q==</latexit><latexit sha1_base64="Nfe+k30MZCFWRe6WiEU8M0x88IM=">AAACHnicbVDLSgNBEJzxGddXokcvg0HwIGFXAuot4MVjlKwJJEvoncwmQ2YfzMwKy5Kf8KoXv8aTeNW/cZLswTwKGoqqbrq7/ERwpW37F29sbm3v7Jb2rP2Dw6PjcuXkWcWppMylsYhlxwfFBI+Yq7kWrJNIBqEvWNsf30/99guTisdRS2cJ80IYRjzgFLSROr3WiGnoP/XLVbtmz0BWiVOQKirQ7Fcw7g1imoYs0lSAUl3HTrSXg9ScCjaxeqliCdAxDFnX0AhCprx8dvCEXBhlQIJYmoo0man/J3IIlcpC33SGoEdq2ZuK67xuqoNbL+dRkmoW0fmiIBVEx2T6PRlwyagWmSFAJTe3EjoCCVSbjNZtufLFGKSEbOGj3A8nlmVCc5YjWiXude2uZj/Wq416kV4JnaFzdIkcdIMa6AE1kYsoEugVvaF3/IE/8Rf+nrdu4GLmFC0A//wBMaih6Q==</latexit><latexit sha1_base64="Nfe+k30MZCFWRe6WiEU8M0x88IM=">AAACHnicbVDLSgNBEJzxGddXokcvg0HwIGFXAuot4MVjlKwJJEvoncwmQ2YfzMwKy5Kf8KoXv8aTeNW/cZLswTwKGoqqbrq7/ERwpW37F29sbm3v7Jb2rP2Dw6PjcuXkWcWppMylsYhlxwfFBI+Yq7kWrJNIBqEvWNsf30/99guTisdRS2cJ80IYRjzgFLSROr3WiGnoP/XLVbtmz0BWiVOQKirQ7Fcw7g1imoYs0lSAUl3HTrSXg9ScCjaxeqliCdAxDFnX0AhCprx8dvCEXBhlQIJYmoo0man/J3IIlcpC33SGoEdq2ZuK67xuqoNbL+dRkmoW0fmiIBVEx2T6PRlwyagWmSFAJTe3EjoCCVSbjNZtufLFGKSEbOGj3A8nlmVCc5YjWiXude2uZj/Wq416kV4JnaFzdIkcdIMa6AE1kYsoEugVvaF3/IE/8Rf+nrdu4GLmFC0A//wBMaih6Q==</latexit>

⇥S
<latexit sha1_base64="J1XzwjPlSnOOqUNK7mMEZeWuCfU=">AAACHnicbVDLSgNBEJzxGddXokcvg0HwIGFXAuot4MVjxKwJJEvoncwmQ2YfzMwKy5Kf8KoXv8aTeNW/cZLswTwKGoqqbrq7/ERwpW37F29sbm3v7Jb2rP2Dw6PjcuXkWcWppMylsYhlxwfFBI+Yq7kWrJNIBqEvWNsf30/99guTisdRS2cJ80IYRjzgFLSROr3WiGnoP/XLVbtmz0BWiVOQKirQ7Fcw7g1imoYs0lSAUl3HTrSXg9ScCjaxeqliCdAxDFnX0AhCprx8dvCEXBhlQIJYmoo0man/J3IIlcpC33SGoEdq2ZuK67xuqoNbL+dRkmoW0fmiIBVEx2T6PRlwyagWmSFAJTe3EjoCCVSbjNZtufLFGKSEbOGj3A8nlmVCc5YjWiXude2uZj/Wq416kV4JnaFzdIkcdIMa6AE1kYsoEugVvaF3/IE/8Rf+nrdu4GLmFC0A//wBM1uh6g==</latexit><latexit sha1_base64="J1XzwjPlSnOOqUNK7mMEZeWuCfU=">AAACHnicbVDLSgNBEJzxGddXokcvg0HwIGFXAuot4MVjxKwJJEvoncwmQ2YfzMwKy5Kf8KoXv8aTeNW/cZLswTwKGoqqbrq7/ERwpW37F29sbm3v7Jb2rP2Dw6PjcuXkWcWppMylsYhlxwfFBI+Yq7kWrJNIBqEvWNsf30/99guTisdRS2cJ80IYRjzgFLSROr3WiGnoP/XLVbtmz0BWiVOQKirQ7Fcw7g1imoYs0lSAUl3HTrSXg9ScCjaxeqliCdAxDFnX0AhCprx8dvCEXBhlQIJYmoo0man/J3IIlcpC33SGoEdq2ZuK67xuqoNbL+dRkmoW0fmiIBVEx2T6PRlwyagWmSFAJTe3EjoCCVSbjNZtufLFGKSEbOGj3A8nlmVCc5YjWiXude2uZj/Wq416kV4JnaFzdIkcdIMa6AE1kYsoEugVvaF3/IE/8Rf+nrdu4GLmFC0A//wBM1uh6g==</latexit><latexit sha1_base64="J1XzwjPlSnOOqUNK7mMEZeWuCfU=">AAACHnicbVDLSgNBEJzxGddXokcvg0HwIGFXAuot4MVjxKwJJEvoncwmQ2YfzMwKy5Kf8KoXv8aTeNW/cZLswTwKGoqqbrq7/ERwpW37F29sbm3v7Jb2rP2Dw6PjcuXkWcWppMylsYhlxwfFBI+Yq7kWrJNIBqEvWNsf30/99guTisdRS2cJ80IYRjzgFLSROr3WiGnoP/XLVbtmz0BWiVOQKirQ7Fcw7g1imoYs0lSAUl3HTrSXg9ScCjaxeqliCdAxDFnX0AhCprx8dvCEXBhlQIJYmoo0man/J3IIlcpC33SGoEdq2ZuK67xuqoNbL+dRkmoW0fmiIBVEx2T6PRlwyagWmSFAJTe3EjoCCVSbjNZtufLFGKSEbOGj3A8nlmVCc5YjWiXude2uZj/Wq416kV4JnaFzdIkcdIMa6AE1kYsoEugVvaF3/IE/8Rf+nrdu4GLmFC0A//wBM1uh6g==</latexit>

⇥M
<latexit sha1_base64="wFIQ+xT2JBPv7fSlXA7cFPK4Wb4=">AAACHnicbVDLSgNBEJzxGddXokcvg0HwIGFXAuot4MWLECFrAskSeiezyZDZBzOzwrLkJ7zqxa/xJF71b5wkezCPgoaiqpvuLj8RXGnb/sUbm1vbO7ulPWv/4PDouFw5eVZxKilzaSxi2fFBMcEj5mquBeskkkHoC9b2x/dTv/3CpOJx1NJZwrwQhhEPOAVtpE6vNWIa+o/9ctWu2TOQVeIUpIoKNPsVjHuDmKYhizQVoFTXsRPt5SA1p4JNrF6qWAJ0DEPWNTSCkCkvnx08IRdGGZAglqYiTWbq/4kcQqWy0DedIeiRWvam4jqvm+rg1st5lKSaRXS+KEgF0TGZfk8GXDKqRWYIUMnNrYSOQALVJqN1W658MQYpIVv4KPfDiWWZ0JzliFaJe127q9lP9WqjXqRXQmfoHF0iB92gBnpATeQiigR6RW/oHX/gT/yFv+etG7iYOUULwD9/KSmh5A==</latexit><latexit sha1_base64="wFIQ+xT2JBPv7fSlXA7cFPK4Wb4=">AAACHnicbVDLSgNBEJzxGddXokcvg0HwIGFXAuot4MWLECFrAskSeiezyZDZBzOzwrLkJ7zqxa/xJF71b5wkezCPgoaiqpvuLj8RXGnb/sUbm1vbO7ulPWv/4PDouFw5eVZxKilzaSxi2fFBMcEj5mquBeskkkHoC9b2x/dTv/3CpOJx1NJZwrwQhhEPOAVtpE6vNWIa+o/9ctWu2TOQVeIUpIoKNPsVjHuDmKYhizQVoFTXsRPt5SA1p4JNrF6qWAJ0DEPWNTSCkCkvnx08IRdGGZAglqYiTWbq/4kcQqWy0DedIeiRWvam4jqvm+rg1st5lKSaRXS+KEgF0TGZfk8GXDKqRWYIUMnNrYSOQALVJqN1W658MQYpIVv4KPfDiWWZ0JzliFaJe127q9lP9WqjXqRXQmfoHF0iB92gBnpATeQiigR6RW/oHX/gT/yFv+etG7iYOUULwD9/KSmh5A==</latexit><latexit sha1_base64="wFIQ+xT2JBPv7fSlXA7cFPK4Wb4=">AAACHnicbVDLSgNBEJzxGddXokcvg0HwIGFXAuot4MWLECFrAskSeiezyZDZBzOzwrLkJ7zqxa/xJF71b5wkezCPgoaiqpvuLj8RXGnb/sUbm1vbO7ulPWv/4PDouFw5eVZxKilzaSxi2fFBMcEj5mquBeskkkHoC9b2x/dTv/3CpOJx1NJZwrwQhhEPOAVtpE6vNWIa+o/9ctWu2TOQVeIUpIoKNPsVjHuDmKYhizQVoFTXsRPt5SA1p4JNrF6qWAJ0DEPWNTSCkCkvnx08IRdGGZAglqYiTWbq/4kcQqWy0DedIeiRWvam4jqvm+rg1st5lKSaRXS+KEgF0TGZfk8GXDKqRWYIUMnNrYSOQALVJqN1W658MQYpIVv4KPfDiWWZ0JzliFaJe127q9lP9WqjXqRXQmfoHF0iB92gBnpATeQiigR6RW/oHX/gT/yFv+etG7iYOUULwD9/KSmh5A==</latexit>

x⇤
<latexit sha1_base64="YbihhQYJfITtnfiBaTNmanHKq5M=">AAACJ3icbVDLSgMxFE3qq9ZHW126CRbBhZQZKai7ghuXFawttLXcSTNtaOZBkhGHYb7ErW78GleiS//ETDsL+zgQOJxzL/fkOKHgSlvWDy5sbG5t7xR3S3v7B4flSvXoUQWRpKxNAxHIrgOKCe6ztuZasG4oGXiOYB1nepv5nWcmFQ/8Bx2HbODB2Ocup6CNNKyU+x7oieMmL+lTH5QeVmpW3ZqBrBI7JzWUozWsYtwfBTTymK+pAKV6thXqQQJScypYWupHioVApzBmPUN98JgaJLPkKTkzyoi4gTTP12Sm/t9IwFMq9hwzmeVUy14mrvN6kXavBwn3w0gzn84PuZEgOiBZDWTEJaNaxIYAldxkJXQCEqg2Za27cuGIKUgJ8cKPEsdLSyVTmr1c0SppX9Zv6tZ9o9Zs5O0V0Qk6RefIRleoie5QC7URRRF6RW/oHX/gT/yFv+ejBZzvHKMF4N8/VMSlnQ==</latexit><latexit sha1_base64="YbihhQYJfITtnfiBaTNmanHKq5M=">AAACJ3icbVDLSgMxFE3qq9ZHW126CRbBhZQZKai7ghuXFawttLXcSTNtaOZBkhGHYb7ErW78GleiS//ETDsL+zgQOJxzL/fkOKHgSlvWDy5sbG5t7xR3S3v7B4flSvXoUQWRpKxNAxHIrgOKCe6ztuZasG4oGXiOYB1nepv5nWcmFQ/8Bx2HbODB2Ocup6CNNKyU+x7oieMmL+lTH5QeVmpW3ZqBrBI7JzWUozWsYtwfBTTymK+pAKV6thXqQQJScypYWupHioVApzBmPUN98JgaJLPkKTkzyoi4gTTP12Sm/t9IwFMq9hwzmeVUy14mrvN6kXavBwn3w0gzn84PuZEgOiBZDWTEJaNaxIYAldxkJXQCEqg2Za27cuGIKUgJ8cKPEsdLSyVTmr1c0SppX9Zv6tZ9o9Zs5O0V0Qk6RefIRleoie5QC7URRRF6RW/oHX/gT/yFv+ejBZzvHKMF4N8/VMSlnQ==</latexit><latexit sha1_base64="YbihhQYJfITtnfiBaTNmanHKq5M=">AAACJ3icbVDLSgMxFE3qq9ZHW126CRbBhZQZKai7ghuXFawttLXcSTNtaOZBkhGHYb7ErW78GleiS//ETDsL+zgQOJxzL/fkOKHgSlvWDy5sbG5t7xR3S3v7B4flSvXoUQWRpKxNAxHIrgOKCe6ztuZasG4oGXiOYB1nepv5nWcmFQ/8Bx2HbODB2Ocup6CNNKyU+x7oieMmL+lTH5QeVmpW3ZqBrBI7JzWUozWsYtwfBTTymK+pAKV6thXqQQJScypYWupHioVApzBmPUN98JgaJLPkKTkzyoi4gTTP12Sm/t9IwFMq9hwzmeVUy14mrvN6kXavBwn3w0gzn84PuZEgOiBZDWTEJaNaxIYAldxkJXQCEqg2Za27cuGIKUgJ8cKPEsdLSyVTmr1c0SppX9Zv6tZ9o9Zs5O0V0Qk6RefIRleoie5QC7URRRF6RW/oHX/gT/yFv+ejBZzvHKMF4N8/VMSlnQ==</latexit>

f(x)
<latexit sha1_base64="Di3oby8jnUzTU7EdkRvHKMRMB1o=">AAACI3icbVDLSgMxFE181vHV6tLNYBEqSJlKQd0V3Lis4NhCO5QkzbShmcyYZMRhmO9wqxu/xpW4ceG/mGlnYR8HAodz7uWeHBxxprTj/MC19Y3Nre3SjrW7t39wWK4cPaowloS6JOSh7GKkKGeCupppTruRpCjAnHbw5Db3O89UKhaKB51E1AvQSDCfEaSN5Pm1foD0GPvpS3Y+KFedujOFvUwaBamCAu1BBcL+MCRxQIUmHCnVaziR9lIkNSOcZlY/VjRCZIJGtGeoQAFVXjpNndlnRhnafijNE9qeqv83UhQolQTYTOYZ1aKXi6u8Xqz9ay9lIoo1FWR2yI+5rUM7r8AeMkmJ5okhiEhmstpkjCQi2hS16soF5hMkJUrmfpTiILMsU1pjsaJl4l7Wb+rOfbPaahbtlcAJOAU10ABXoAXuQBu4gIAn8ArewDv8gJ/wC37PRtdgsXMM5gB//wBML6QN</latexit><latexit sha1_base64="Di3oby8jnUzTU7EdkRvHKMRMB1o=">AAACI3icbVDLSgMxFE181vHV6tLNYBEqSJlKQd0V3Lis4NhCO5QkzbShmcyYZMRhmO9wqxu/xpW4ceG/mGlnYR8HAodz7uWeHBxxprTj/MC19Y3Nre3SjrW7t39wWK4cPaowloS6JOSh7GKkKGeCupppTruRpCjAnHbw5Db3O89UKhaKB51E1AvQSDCfEaSN5Pm1foD0GPvpS3Y+KFedujOFvUwaBamCAu1BBcL+MCRxQIUmHCnVaziR9lIkNSOcZlY/VjRCZIJGtGeoQAFVXjpNndlnRhnafijNE9qeqv83UhQolQTYTOYZ1aKXi6u8Xqz9ay9lIoo1FWR2yI+5rUM7r8AeMkmJ5okhiEhmstpkjCQi2hS16soF5hMkJUrmfpTiILMsU1pjsaJl4l7Wb+rOfbPaahbtlcAJOAU10ABXoAXuQBu4gIAn8ArewDv8gJ/wC37PRtdgsXMM5gB//wBML6QN</latexit><latexit sha1_base64="Di3oby8jnUzTU7EdkRvHKMRMB1o=">AAACI3icbVDLSgMxFE181vHV6tLNYBEqSJlKQd0V3Lis4NhCO5QkzbShmcyYZMRhmO9wqxu/xpW4ceG/mGlnYR8HAodz7uWeHBxxprTj/MC19Y3Nre3SjrW7t39wWK4cPaowloS6JOSh7GKkKGeCupppTruRpCjAnHbw5Db3O89UKhaKB51E1AvQSDCfEaSN5Pm1foD0GPvpS3Y+KFedujOFvUwaBamCAu1BBcL+MCRxQIUmHCnVaziR9lIkNSOcZlY/VjRCZIJGtGeoQAFVXjpNndlnRhnafijNE9qeqv83UhQolQTYTOYZ1aKXi6u8Xqz9ay9lIoo1FWR2yI+5rUM7r8AeMkmJ5okhiEhmstpkjCQi2hS16soF5hMkJUrmfpTiILMsU1pjsaJl4l7Wb+rOfbPaahbtlcAJOAU10ABXoAXuQBu4gIAn8ArewDv8gJ/wC37PRtdgsXMM5gB//wBML6QN</latexit>

m̂(x)
<latexit sha1_base64="s5VgneGpDW/i0oIwEplx5fK+R+E=">AAACNHicbVBNS8NAEN2tX7V+tXrUQ7AIFaQkUlBvBS8eK1hbaEKZbDft0t0k7G7EEnLx13jVi7/Fgyfx6m9w+yHY2gcDj/dmmJnnx5wpbdvvOLeyura+kd8sbG3v7O4VS/v3KkokoU0S8Ui2fVCUs5A2NdOctmNJQfictvzh9dhvPVCpWBTe6VFMPQH9kAWMgDZSt3jkCtADP0jdAehUZFnlV3jMTrvFsl21J7D+E2dGymiGRreEsduLSCJoqAkHpTqOHWsvBakZ4TQruImiMZAh9GnH0BAEVV46eSOzTozSs4JImgq1NVH/TqQglBoJ33SOb1SL3lhc5nUSHVx6KQvjRNOQTBcFCbd0ZI0zsXpMUqL5yBAgkplbLTIACUSb5JZtOfP5EKSE0dxHqS+yQsGE5ixG9J80z6tXVfu2Vq7XZunl0SE6RhXkoAtURzeogZqIoCf0jF7QK37DH/gTf01bc3g2c4DmgL9/AElVqzI=</latexit><latexit sha1_base64="s5VgneGpDW/i0oIwEplx5fK+R+E=">AAACNHicbVBNS8NAEN2tX7V+tXrUQ7AIFaQkUlBvBS8eK1hbaEKZbDft0t0k7G7EEnLx13jVi7/Fgyfx6m9w+yHY2gcDj/dmmJnnx5wpbdvvOLeyura+kd8sbG3v7O4VS/v3KkokoU0S8Ui2fVCUs5A2NdOctmNJQfictvzh9dhvPVCpWBTe6VFMPQH9kAWMgDZSt3jkCtADP0jdAehUZFnlV3jMTrvFsl21J7D+E2dGymiGRreEsduLSCJoqAkHpTqOHWsvBakZ4TQruImiMZAh9GnH0BAEVV46eSOzTozSs4JImgq1NVH/TqQglBoJ33SOb1SL3lhc5nUSHVx6KQvjRNOQTBcFCbd0ZI0zsXpMUqL5yBAgkplbLTIACUSb5JZtOfP5EKSE0dxHqS+yQsGE5ixG9J80z6tXVfu2Vq7XZunl0SE6RhXkoAtURzeogZqIoCf0jF7QK37DH/gTf01bc3g2c4DmgL9/AElVqzI=</latexit><latexit sha1_base64="s5VgneGpDW/i0oIwEplx5fK+R+E=">AAACNHicbVBNS8NAEN2tX7V+tXrUQ7AIFaQkUlBvBS8eK1hbaEKZbDft0t0k7G7EEnLx13jVi7/Fgyfx6m9w+yHY2gcDj/dmmJnnx5wpbdvvOLeyura+kd8sbG3v7O4VS/v3KkokoU0S8Ui2fVCUs5A2NdOctmNJQfictvzh9dhvPVCpWBTe6VFMPQH9kAWMgDZSt3jkCtADP0jdAehUZFnlV3jMTrvFsl21J7D+E2dGymiGRreEsduLSCJoqAkHpTqOHWsvBakZ4TQruImiMZAh9GnH0BAEVV46eSOzTozSs4JImgq1NVH/TqQglBoJ33SOb1SL3lhc5nUSHVx6KQvjRNOQTBcFCbd0ZI0zsXpMUqL5yBAgkplbLTIACUSb5JZtOfP5EKSE0dxHqS+yQsGE5ixG9J80z6tXVfu2Vq7XZunl0SE6RhXkoAtURzeogZqIoCf0jF7QK37DH/gTf01bc3g2c4DmgL9/AElVqzI=</latexit>

No

Yes

INPUT OPTIMIZATION SOLUTION

LP
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Figure 5.1.: Schematic representation of model-based leak localization algorithm

Subsequently, the fitness f (x) is evaluated by calculating the distance function d between the mea-
surements and the simulated values according to a specific chosen metric (see Section 5.2.3.1).

Finally, it is checked if the algorithm converged by validating the previously defined stopping criteria.
If the algorithm converged, the best solution x∗ of the population of candidate solutions yields the
leak’s position LP and it’s magnitude ce. If the stopping criteria are not fulfilled, the number of the
current generation g is increased and the candidate solutions are altered as well as evaluated once
more according to the DE algorithm.

Nevertheless, the results may vary from leak localization run to run because of the stochastic nature
of the DE algorithm. As mentioned in Section 2.1.2.2, heuristic algorithms cannot guarantee a global
optimal solution, but at least have the possibility to converge into the global optimum in contrast
to deterministic algorithms. That is the reason why, in general throughout this thesis, a couple of
localization runs is repeatedly performed (e.g. 100 repetitions) using the same input parameters to
increase the confidence in a specific found leak position and magnitude.

5.2.3. Fitness landscape analysis

Advances in understanding characteristic properties of an optimization problem and their effects on
algorithm performance are critical (H. R. Maier et al. 2014). These characteristics are represented
by the fitness landscape which was first introduced by Wright 1932. A multidimensional fitness land-
scape describes the search space of an optimisation problem spanned by evaluating the fitness function
for all possible solutions. Optimization algorithms have to move through this landscape to find the
optimal solution. Moreover, the fitness landscape is not only dependent upon the problem itself, but
also on the choice of the algorithm and its parameters. (H. R. Maier et al. 2014) Completely different
types of fitness landscapes are likely obtained for the same class of problems (e.g. demand calibration,
leak localization). Likewise, completely different problems may possess similar landscapes. That is
why specific algorithms might be ideal for finding optimal solutions to a whole problem class. Con-
sequently, the applicability of different algorithms needs to be related to the properties of the fitness
landscape of a particular problem (H. R. Maier et al. 2014). Hence, the most important motivation for
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fitness landscape analysis is retrieving the problem’s characteristics enabling a better understanding
of optimization algorithm performance (H. R. Maier et al. 2014)

Especially for real-world problems, computational efficiency is a crucial issue. Long evaluation times
of simulation models combined with complex fitness landscapes can lead to high computational bur-
den, which prevents finding global optimal solutions within reasonable time (H. R. Maier et al. 2014).
Herein, fitness landscape analysis provides remedy by supporting in choosing the right algorithm. Its
parametrization increases computational efficiency/convergence and decreases the timeframe to find
global optima. Indeed, fitness landscape analysis might seem as the holy grail of optimization (Pitzer,
Affenzeller, et al. 2011), however, fitness landscape analysis is usually much more resource inten-
sive than just solving a given problem. It is therefore not the most economical option to solve single
applied studies. Nevertheless, the resulting insights can be valuable for increasing problem under-
standing (Pitzer and Affenzeller 2012). That is why a closer look on the fitness landscape of, e.g., the
leak localization problem may provide new insights on which class of optimization algorithms has to
be preferred over others. For example, stochastic algorithms clearly outperform deterministic ones for
multi-modal problems (as already discussed in Section 2.1). As the No-Free-Lunch theorem states,
all optimization algorithms averaged over all possible problems perform equally well (Wolpert and
Macready 1997). Nevertheless, Pitzer and Affenzeller 2012 concluded that fitness landscape analysis
might provide at least some free appetizers (Droste et al. 1999).

The parameter space for model-based leak localization is a two-dimensional space consisting of the
location LP of the leak and its magnitude defined by the emitter coefficient ce. The fitness function is
clearly defined as the distance between the measurement vector and the vector obtained by hydraulic
simulations with a specific ce− LP parameter set. Consequently, the fitness landscape is obtained
by calculating the fitness of all possible ce−LP combinations. LP is defined through every node in
the system, the leak magnitudes have to be discretized to obtain numerical solutions. Every possible
combination of ce and LP is evaluated, stored in a matrix

F =

 f11 · · · f1n
...

. . .
...

fm1 · · · fmn

 (5.3)

where the single elements are built in the following way

fi j = d (m,m̂(x)) . (5.4)

x is the parameter vector defined in equation (5.2). The values of matrix F represent the fitness
landscape for model-based leak localization. The matrix can be visualized as contour plot or heat map
by allocating the fitness values to individual colors. Already first visualizations of the fitness landscape
will provide deep insights on the leak localization problem itself on a basis never experienced before.

5.2.3.1. Metrics for objective functions

The fitness landscape depends heavily on the metric that is used to calculate the objective function.
Crucial improvements are expected by finding the best metric for model-based leak localization, in-
creasing the precision of the solutions as well as decreasing the computation time. There are different
ways to formulate the objective function for leak localization since various metrics can be applied
to the problem. All describe the discrepancy between measurements m and simulation results m̂(x).
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One family of metrics is the family of Minkowski distance metrics. Its general form is

d(m,m̂(x)) =

(
n

∑
i=1
|mi− m̂i(x)|p

)1/p

. (5.5)

Popular forms of this distance metric are Manhattan distance or Taxi metric (Minkowski with p = 1)

d(m,m̂(x)) =
n

∑
i=1
|mi− m̂i(x)| , (5.6)

the Euclidean distance (Minkowski with p = 2)

d(m,m̂(x)) =

√
n

∑
i=1

(mi− m̂i(x))2 (5.7)

or Chebyshev (or maximum) distance for the limit p→ ∞ of the Minkowski metric

d(m,m̂(x)) = max
i
|mi− m̂i(x)| . (5.8)

The distance can also be expressed as an angle between the measurement vector and the vector result-
ing from the hydraulic simulations. This is called the cosine distance

d(m,m̂(x)) = 1− m · m̂(x)
‖m‖2‖m̂(x)‖2

. (5.9)

It has to be noted that the cosine distance is not a proper distance metric since it violates the triangle
inequality property. Subtracting the mean m or m̂ of the respective vectors leads to the correlation
distance

d(m,m̂(x)) = 1− (m−m) ·
(
m̂(x)− m̂(x)

)
‖(m−m)‖2

∥∥(m̂(x)− m̂(x)
)∥∥

2

(5.10)

Correlation and cosine distance are subtracted from 1 to guarantee that the distance stays positive.
Other distance metrics that are used in this thesis are the Sørensen distance

d(m,m̂(x)) = ∑
n
i=1 |mi− m̂i(x)|

∑
n
i=1 |mi + m̂i(x)|

(5.11)

and the Canberra distance

d(m,m̂(x)) =
n

∑
i=1

|mi− m̂i(x)|
|mi|+ |m̂i(x)|

, (5.12)

very sensitive to small changes near zero.

5.2.3.2. Reordering of the parameter space

The fitness landscape depends not only on the distance metric, but also on the parameter space order
which further governs its shape. For that reason, rearranging the coordinates of the fitness landscape
can have an influence on the performance of the leak localization algorithm. The parameter space is
two-dimensional with one dimension representing the leak size and the other dimension is represent-
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ing the leak’s location in the system.

The magnitude of the leak ce is a metric variable, thus, it has a natural ordering from the smallest to the
biggest value. This work focuses therefore on sorting the LP parameter which misses a natural order.
The underlying idea is that leak locations in close proximity will lead to similar pressure measure-
ments. As a consequence, these alike measurements lead to analogous results by means of distance
metrics. Thus, bringing nearby leak locations together in parameter space through rearranging will
have a smoothing effect on the fitness landscape since local optima may unify (see Figure 5.2 for a
schematic representation). This makes finding the minimum easier for optimization algorithms.

Figure 5.2.: Schematic representation of reordering the LP-axis and its effect on the fitness landscape

Since WDN can be represented as graphs (see Section 2.2.4) and these graphs contain one or more
cycles, ideal sorting does not exist for the nodes and hence the LP axis. Thus, four different sort-
ing algorithms are presented and applied on a small toy example with ten nodes and ten links (see
Figure 5.3). These different sorting algorithms will be benchmarked later on in this thesis.

The results of the different sortings will be graphically represented as described next (see Figure 5.3).
The naming convention of the nodes in the toy network is following: The ten nodes are named with
capital letters from A to J, starting at the top with the letter A. Then the nodes are named from
top to bottom and from left to right—TBLR-sorting (as can be seen in Figure 5.3). Note that this
relates to the node names only. The order is represented in colors—going from dark to lighter colors
which represent numbers. Imagine a sorting similar to the naming convention from top to bottom,
but instead of left to right, the sorting is reversed going from right to left—TBRL (instead of TBLR).
The ordering will still start at node A, but the second node in the TBRL ordering scheme is node
D, since it is more to the right than the other nodes in this row, followed by C and B. Instead of the
naming convention TBLR (ABCDEFGHJ) the order TBRL will be ADCBFEJIHG. For a real network
consisting of hundreds of nodes, a numbering of the nodes is not reasonable, hence, the ordering of
the nodes will be represented in a coloring scheme going from dark to light colors. This can be
seen in Figure 5.3, where the network with colored nodes in the TBRL-order is represented as colors.
Additionally, on the right side, the ordering of the LP axis is represented in which the fitness landscape
will be shown as well as the optimization algorithm will operate.

The four different orderings of the LP parameter in the parameter space are represented in the follow-
ing paragraphs:
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Figure 5.3.: Naming convention of toy problem (letters A to J) and color representation of sorting
scheme TBRL—First Top before Bottom then Right before Left—of the LP-axis

Table 5.2.: Results of sorting algorithms for the example network in Figure 5.4

Sorting A B C D E F G H I J

Alphabetical 1 2 3 4 5 6 7 8 9 10
Cuthill-McKee 7 5 9 8 2 10 1 3 4 6

Depth-First Search 1 2 9 8 3 10 4 5 6 7
Random Sorting 3 10 5 4 2 7 6 9 8 1

5.2.3.2.1. (i) Alphabetical The first ordering is an alphabetical sorting of the names of the junc-
tions. Hydraulic models are either directly constructed by humans or exported from GIS files which
again are generated by humans. The naming of nodes in these files complies with naming conventions
made by the WU, for example. OOPNET (Steffelbauer and Fuchs-Hanusch 2015) sorts the nodes
routinely alphabetically. Hence, network models appear automatically in this alphabetical order in
compliance with their naming conventions. In general, this represents a good sorting as naming con-
ventions usually comply with, for instance, street names, property numbers, parts of the network or
start from top to bottom and left before right (see Figure 5.4a). For that reason, alphabetical sorting is
not random, but may not be the best order of nodes for leak localization. For instance, if trunk mains
start with the letter m and household connections start with h, household connections—although geo-
graphically at the same location as a leaky trunk main, may be in the LP space at complete different po-
sitions. Since the nodes are in alphabetical order, the sorting of the LP axis is LP = {ABCDEFGHIJ}.

5.2.3.2.2. (ii) Cuthill-McKee The second ordering—the Cuthill-McKee algorithm (Cuthill and Mc-
Kee 1969)—defines a nodal numbering scheme. It reduces the bandwidth of the incidence/adjacency
matrix of the network graph respectively WDN (see Section 2.2 equation (2.52)). The bandwidth k of
a matrix A is the maximum number such that

Ai j = 0 if |i− j|> k ∀i, j . (5.13)

Reducing the bandwidth of the adjacency matrix results in an order where connected nodes and node
clusters tend to have minimal discriminate node labels. The adjacency matrices of the toy example
before and after applying the Cuthill-McKee algorithm can be found in Figure 5.5. The adjacency
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Figure 5.4.: Comparison of different sorting algorithms on a small toy example

matrix for the alphabetical order is found in Figure 5.5a, the adjacency matrix for the Cuthill-McKee
labeling scheme is found in Figure 5.5b. Obviously, the bandwidth for the Cuthill-McKee algorithm
is smaller. The ordering of the LP-axis after applying the algorithm results in LP = {GEHIBJADCF}.
The bandwidth before applying the algorithm is k = 7 and k = 3 after application of the Cuthill-McKee
ordering scheme. Additionally, the Cuthill-McKee sorting of the toy network with corresponding
coloring scheme as described before is depicted in Figure 5.4b.
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(b) Cuthill-McKee, k = 3

Figure 5.5.: Graphical representation of the adjacency matrix of the toy example before and after
applying the Cuthill-McKee algorithm

5.2.3.2.3. (iii) Depth-First Search (DFS) Third, a DFS algorithm is used (Diestel 2017). Starting
at a root node, the DFS algorithm explores every node once by reaching as deep into branches of the
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graph as possible. An exemplary rule might be that if the algorithms is at a fork in the path, the
algorithm always chooses the most right node to continue its search. If the algorithm aborts, either
because there are no more nodes in the branch to visit (dead-end) or all nodes connected to the current
node have been visited (circle), the algorithm returns to the last visited fork and searches all possible
not previous visited paths from there. This guarantees that the nodes at a branch are connected in the
parameter space. Figure 5.4c shows DFS for the toy example starting at root node A. Following the
described search rules the algorithm results in sorting LP = {ABEGHIJDCF}.

5.2.3.2.4. (iv) Random Sort Finally, the nodes are sorted in a completely random way for bench-
marking purposes to test, if the ordering of the parameter space has an influence on the convergence
for leak localization at all. A random sorting of the nodes is generated with a random number gener-
ator, resulting in the node sequence LP = {JEADCGFIHB} and depicted in Figure 5.4d.

All resulting sorting for the toy example as described in the previous paragraphs and depicted in
Figure 5.4 are summarized in Table 5.2.

5.2.4. Extension to extended period simulations

The approach described in Section 5.2.2 is extended with a similar method as described in Casillas,
Garza-Castanon, et al. 2013, since the measurement points can be virtually increased by additional
consideration of the time domain. This increases the available measurements leading to increased
robustness of the algorithm and increased sensitivity according to the arguments brought up by Pudar
and Liggett 1992 on their study on over- and under-determined systems for model-based leak local-
ization. In general, the pressure and flow measurements for leak localization are available not only
for single time-steps, but also over a certain time-span in the time domain. Hence, a time-dependent29

measurement vector mt can be formed. Additional simulations can be made dependent on time by
introducing patterns describing the demand. This leads as well to a time-dependency of the modeling
results m̂t . Note that this are just EPS, or in other words, a series of steady-state simulations over
time-dependent demand loads and changing tank water levels. In general, leak parameters are not
time dependent30 x 6= f (t) since the leaks position found by the algorithm stays constant over time
as, logically, leaks do not travel through the system. The time dependency by the means of pressure
dependent demand is accounted for through the emitter coefficient ce. A possible expansion of the
approach improving the pressure-dependency conditions of leaks is by including the emitter exponent
ee in the genome of the leak localization problem.

Since mt and m̂t(x) are time-dependent, the fitness function depends on t as well

ft(x) = d (mt ,m̂t(x)) . (5.14)

To keep the optimization problem still single-objective, the fitness function is averaged over time.

f (x) =
1
Nt

Nt

∑
t=1

ft(x) → min
x

f (x) , (5.15)

29Time dependency is expressed by a subscript t.
30Of course, leaks can increase their size over time, but this effect is not taken into account in this approach in the interest

of simplification.
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where Nt is the number of time steps respectively measurements over time that are taken into account.
This approach is similar to (Casillas, Garza-Castanon, et al. 2013). The algorithm detects if the
measurement vector is time dependent and reacts to it by performing EPS simulations over the same
time period as contained in the measurement vector in a complete automated way.

5.2.5. Extensions to time series analysis forecast models

For pairing the leak localization with forecast models as described extensively in Chapter 3 and to
additionally make the model-based leak localization more robust by minimizing the effect of modeling
uncertainties, the localization problem as defined in equation (5.1) is slightly reformulated. Instead
of taking the direct measurements, the changes or residuals are used. These residuals are differently
produced, depending on if they are generated through (i) measurements (replacing x in equation (5.1))
or through (ii) simulations (replacing m̂(x) in equation (5.1)).

(i) On the measurement side of the equation, the residuals are constructed as the difference between
a forecast with a time series model x̂t supposing leak-free conditions in the network and the
actual measurements xt of the system. Mathematically, this is formulated in following way

∆µ̂µµt = x̂t −xt . (5.16)

On this side of the equation the flow and pressure differences computed with the methods de-
scribed, for example, in Section 3.3.5.3 and 3.3.5.5 can be used.

(ii) On the simulation side of the equation, the residuals are generated through subtracting simula-
tions with a leak m̂t(x) defined by the parameter vector x (see equation (5.2)) from leak-free
simulations with x = 0, or in mathematical terms

∆m̂t(x) = m̂t(0)− m̂t(x) . (5.17)

Consequently, this results in following objective function

ft(x) = d(∆µ̂µµt ,∆m̂t(x)) . (5.18)

The mean over the time can either be computed as in equation (5.15), or the time average is build over
the residual estimates beforehand of the simulation.

Furthermore, if good estimates for the leak outflow exist, these estimates can be directly incorporated
into the optimization problem itself. This has the advantage of simplifying the parameter vector and
hence reduces the search space to a single parameter. For this reason the leak is generated as an
additional demand ∆q of the size of the leak outflow estimate at a specific node.

x =

(
Lp

ce

)
→ x =

(
LP|∆q

)
. (5.19)

Consequently, the leak localization task consists only of finding the leak position through utilizing
the remaining pressure measurements without additionally finding its size. This can be done trough
total enumeration of the parameter space resulting in as many hydraulic simulations as possible leak
positions in the system.
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5.2.6. Quality parameters for leak localization performance evaluation

In general, four different measures are adduced for evaluating the quality of the leak localization
performance. These four parameters are following

(i) The topological distance dT between the real leak x∗R and the leak found by the algorithm x∗F—
This distance is calculated through Dijkstra’s shortest path algorithm (Dijkstra 1959) using the
Graph theoretic representation of a WDS (see Section 2.2.4).

(ii) The false positives FP—This is the percentage of nodes with a fitness function value smaller
than the fitness function value of the real leak. Mathematically this can be written by

NFP = |{i ∈ {1,2, . . . ,Nn} : f (xi)< f (xR)}| (5.20)

FP =
NFP

Nn
·100 , (5.21)

where Nn is the number of all nodes in the network and NFP is the number of all false positive
nodes. This measure is equal to the false positive measure defined by Moors et al. 2018.

(iii) The maximum span (MS) of the false positives—This measure is defined as the maximum
value of the topological distances between all false positive nodes

MS = max
i, j

(dT (i, j)) ∀i, j ∈ FP . (5.22)

(iv) The leak-size convergence—The difference between the real and the estimated leak size, either
expressed in ce values or leak outflow QL.

5.2.7. Differences to similar approaches in scientific literature

The technique described in this methodology section is a model-based leak localization approach solv-
ing an inverse optimization problem using steady-state hydraulic models as introduced by Pudar and
Liggett 1992. This approach is capable of using both types of hydraulic sensors—pressure as well as
flow measurements. The optimization problem is solved with evolutionary algorithms and formulated
using parameters describing the leak, for example, the leak’s location and the leak’s magnitude. This
approach, at first glance, is very similar to two formulations found in literature, namely the approaches
described in (i) Z. Wu et al. 2009 and (ii) Casillas, Garza Castañón, et al. 2014. Here is a description
of the differences between the approaches:

(i) Distinction to Z. Wu et al. 2009: At first glance, solving the optimization problem with genetic
algorithms by calibrating leak parameters sounds very similar to the work of Z. Wu et al. 2009.
Looking at more detail, these two approaches are far apart. Four main distinctions can be made:
First, Wu’s approach couples finding leakages with other calibration tasks as calibrating rough-
ness values. These two calibration tasks are decoupled in the approach in this thesis. Second,
the genome of Wu describing leakages looks nearly the same as the approach in this thesis. A
closer look at Wu’s work shows that it focuses on multiple leaks to find background leakages
solving the optimization problem for 25 and more leaks together. This is a complete conceptual
different scope than in this thesis, where the aim is to detect a leak as it occurs and locate it
as fast as possible. Third, the high number of sensors with the comparably large leaks greater
than 10 L/s in Wu’s work differs from the scope of this thesis. This work focuses on smaller
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leaks with less sensors. And finally, Wu uses a competent genetic algorithm without testing if
the algorithm is sufficient for solving the problem. This thesis tries to improve the performance
by finding the best algorithm and additionally increasing the performance of this algorithm by
analyzing the optimization problem itself.

(ii) Distinction to Casillas, Garza Castañón, et al. 2014: Although different fitness functions are
benchmarked which are similar to certain metrics described in Section 5.2.3.1 the approach is
very different. Casillas, Garza Castañón, et al. 2014 uses direct methods for the metrics. The
simulation results are compared with pre-computed columns of the sensitivity matrix. This
means that for each leak size and for all time-steps, leak scenarios have to be computed before
leak localization runs can be conducted. To the best of my understanding, only the least-square
optimization method uses an approach somehow similar to this thesis’ approach. The methods
introduced in this thesis perform leak localization with only indirect methods on the fly with-
out the necessity of pre-computed sensitivities and, therefore, is more economical in terms of
computation time. Casillas, Garza Castañón, et al. 2014 for themselves state in their work that
indirect methods are allowing more information about the leak (e.g. they additionally provide
correct leak sizes better fitting the pressure data). Furthermore, the work of Casillas, Garza
Castañón, et al. 2014 deals with huge "leaks", e.g. of 50 L/s and more in the Hanoi network.
It is questionable if the sensitivity matrix—a linear approximation of the system response to
leaks—still describes the non-linear WDS behavior realistically for such enormous faults. Addi-
tionally, it is doubtful that inexplicable small leak sizes of 0.01 L/s in the Quebra network lead
to measurable pressure drops. Of course, ideas like increasing the robustness of the algorithm
by extending the problem in time utilizing EPS are without any doubt influenced by the work
of Casillas, Garza-Castanon, et al. 2013.

The overall aim and scope of this thesis is very distinct from literature examples in Section 5.1.
Comparison with Table 5.1 shows that leak localization has been applied to mostly simulations and
not real-world field studies with mainly large leaks or bursts and numerous pressure sensors. This
thesis aims to develop and apply leak localization algorithms on small leaks smaller than 1 L/s on
real-world examples with a comparable small number of pressure sensors. Certainly, this is a great
challenge.

5.3. Results and discussion

5.3.1. Simulations in a real-world network

First, model-based leak localization is performed through simulations in a real-world network. The
network is the Ragnitz-Simple network already presented in Section 2.4.3. This simulations serve as
a benchmark, whether the algorithm is capable of finding leaks in a perfect environment consisting of
sensors with no measurement uncertainties and a flawless hydraulic model. However, the accuracy of
the field-study sensors (see Section 2.4.3.1) is taken into account by taking only significant decimal
digits of the simulation results.

A small leak—compared to the literature in Section 5.1—is generated in the system. The leak is
simulated through the leak emitter equation (2.63) with an emitter coefficient of ce = 0.12 and an
ee = 0.5 resulting in a leak outflow of QL ≈ 1.0 L/s. The leak position in the system is depicted in
Figure 5.6 as a gray cross. The position is equal to position III in Figure 2.32 where a real artificial
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leak was generated during the case study. The sensor positions for the five pressure sensors correspond
to the positions that resulted from the sensor placement method after Casillas (Figure 4.7c in Section
4.3.3) and are depicted in Figure 5.6 as green squares. Additionally, the inflow is measured at the tank
depicted as green hexagon in Figure 5.6.

The objective function (equation 5.1) is defined via the cosine metric in equation (5.9) and the param-
eter space defined as in equation 5.2 is in Cuthill-McKee order (see Section 5.2.3.2). The optimization
problem is solved using DE (see Section 2.1.2.2.2) with the DE/rand/1 formulation. The parameters
for the algorithm are CR = 0.7 and F1 = 0.5 with a population size of µ = 30 and NI = 100 iterations
per optimization run. Since stochastic algorithms can get stuck in a local optima, each optimization
run is 200 times repeated to retrieve a statistic over the likelihood that the algorithm finds the leak.
A single optimization run performs 3000 hydraulic simulations and single hydraulic simulations are
evaluated in parallel to accelerate the computation. Consequently, an optimization run takes 21 sec-
onds on a four core processor. The whole 200 optimization runs take 70 minutes for a total of 600.000
EPANET simulations. The results are presented in Figure 5.6 and in Table 5.3.

Figure 5.6.: Results of 200 leak localization runs for the Ragnitz-Simple network

In Figure 5.6 the found locations by the algorithm are depicted as purple translucent circles. The
opacity of the locations corresponds to the frequency of how often the algorithm has found a leak
in the vicinity. 89 % of the simulation results were within 40 meter of the simulated leak and only
4.5 % of the found solutions were located outside of a distance of 200 meter. It has to be noted that
distance means always the topological distance dT along the pipes computed with Dijkstra’s shortest
path algorithm. This computation is very efficient in the Graph theoretic representation of a WDS (see
Section 2.2.4).

Table 5.3 shows a statistical summary of the simulations in terms of the found emitter coefficient ce,
the dT and the final fitness value after an optimization run f (x). The mean values and the standard
deviations are high, but this resulted from simulations which final solutions are very distant to the
leak. The quantiles show that most of the solutions are in fact in close proximity to the true leak
resulting also in a similar leak outflow.

5.3.2. Fitness landscape analysis

The importance of the fitness landscape analysis was already introduced in Section 5.2.3. This section
presents results and deeper insights from this approach on model-based leak localization. First, the
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Table 5.3.: Statistics of 200 leak localization runs

ce dT f (x)

mean 0.36 47.1 3.7e-07
std 2.02 145.7 2.2e-06
min 0.00 0.0 -2.2e-16
25% 0.12 3.8 -2.2e-16
50% 0.12 7.0 -2.2e-16
75% 0.12 32.3 -2.2e-16
max 20.00 1029.4 1.4e-05

effect of the number of sensors on the fitness landscape is discussed. Second, different metrics are
tested to see their influence on the optimization problem. Both tasks are applied on a toy example from
literature, because the results are demonstrative. Subsequently, the fitness landscape of the real-world
Ragnitz network is examined in detail, including an investigation of different sorting algorithms as de-
scribed in Section 5.2.3.2 and also different fitness metrics. Model-based leak localization will be ap-
plied on both networks for different metrics as well as different parameter space orderings—assessing
the influence of landscape’s shape on the optimizer. It has to be noted that the work presented here
in this section is a summary of the work presented in two conference papers, namely, (i) Steffelbauer
and Fuchs-Hanusch 2016b and in (ii) Steffelbauer, Günther, and Fuchs-Hanusch 2017.

5.3.2.1. Reducing the number of sensors

For the first vivid examples, the network of Poulakis (see Section 2.4.1) is taken. A leak is generated
in the system at node J-16 through the emitter equation (2.63) with ce = 0.2 and ee = 0.5, resulting in
a leak outflow of QL = 1.0 L/s. In Figure 5.7 the leak position is marked with a gray cross.

Figure 5.7.: Network of Poulakis (Poulakis et al. 2003) with flow meters (green squares) and used
pressure sensors (blue circles) and leak position (black cross) for generating fitness maps

Subsequently, the fitness landscape is generated as described in Section 5.2.3. In this section, the
Euclidean metric is used to compute the objective function for the fitness landscape. First, a flow
sensor at every pipe and a pressure sensor at every junction is assumed. The corresponding fitness
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landscape can be found in Figure 5.8a. A short note on the fitness landscapes: every fitness landscape
plot in this thesis is depicted in log10-scale to emphasize small differences around the local and global
optima. Additionally, at the top, the fitness values F in log10-scale varying over ce are depicted
containing the minimum, mean and maximum over all leak positions LP and the results corresponding
to the actual leak position (named "at leak"). Similar curves are depicted at the right hand side of the
fitness landscape with the F values varying over LP, again with minimum, mean, maximum and at
leak (values corresponding to ce = 0.2) curves generated now over all possible ce instead of the LP

values.

The fitness landscape for every known flow and pressure in the system shows a clear and distinct
global optimum at the right leak point LP =J-16 and at the right emitter coefficient value location
with ce = 0.2 in the parameter space. Nevertheless, already for a system where every information is
known, small and shallow local optima occur at LP = J-10 and LP =J-22. Since it is uneconomically
and unrealistic to install measurement devices at every pipe and every node in a WDS, the sensor
number is reduced. Clearly, this has an influence on the shape of the fitness landscape.

Figure 5.8b shows the fitness landscape, if pressure is measured at every node, but the flow is only
measured at the inflow point. Indeed, the landscape shows a different structure than before. More
local optima occur, however, the global optimum is still at LP =J-16 and ce = 0.2.

Reducing the sensor number even more exaggerates this effect (see Figure 5.8). For that reason, only
the inflow is measured and only three pressure sensors are placed in Poulakis net, although, the pres-
sure sensor location for position J-05 and J-29 are computed through the optimal sensor placement
algorithm of Casillas. The position at J-02 represents a pressure measurement at the inflow point of
the DMA. Additionally, the inflow is supposed to be measured in the system. The exact locations of
the sensors are depicted in Figure 5.7. It can be clearly seen that more and more peaks arise in the
landscape. Furthermore, the global optimum moved from the real leak location to its neighboring
node J-15 and to a slightly smaller ce value. Thus, even with a perfect optimization algorithm capa-
ble of finding the global optimum with absolute certainty—although no such algorithm exists—will
not be able to find the exact leak location in the WDS even in a perfect environment possessing no
measurement uncertainties nor model inaccuracies. Already by simply reducing the number of pres-
sure measurements, only approximate locations of the leak can be retrieved by a model-based leak
localization anymore.

Abandoning additionally the inflow measurements in Figure 5.8d, changes the situation for the worse.
The global optimal solution spreads now over the leak locations J-15 and J-14. Furthermore, the
whole fitness landscape blurs and washes out and does not remotely resemble the ideal case in Figure
5.8a.

The relative large number of local optima31 that was observed in the first attempts to depict the fitness
landscape, suggests that the model-based leakage localization problem can only be solved with meta-
heuristic algorithms like DE.

5.3.2.2. Different metrics—different landscapes

Not only the number and position of sensors affects the form of the fitness landscape, also the metric in
which the objective function is formulated influences the shape. For that reason, the different metrics

31Even the ideal case with the maximum number of sensors shows shallow local optima where deterministic algorithms can
get stuck.
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(a) all sensors (b) Inflow plus all pressures

(c) optimal sensor placement plus inflow (d) only three pressure sensors

Figure 5.8.: Fitness landscapes for different sensor numbers

described in Section 5.2.3.1 are applied on the Poulakis network with the three pressure and an inflow
sensors and a leak at the same node as depicted in Figure 5.7. Only the leak size is set to ce = 0.25 to
place the leak in exactly the middle of the subsequent figures. This corresponds to a leak outflow of
QL = 1.27 L/s.

The Euclidean metric (Minkowski order p = 2) defined for this problem in equation (5.7) was already
depicted in Figure 5.8c. The fitness landscape resulting from the Minkowski metric with lower order
(p = 1)—the Manhattan metric as defined in equation (5.6)—is depicted in Figure 5.9a. The problem
using the maximum metric—the Minkowski metric with highest order of p = ∞—is illustrated in
Figure 5.9b. Further distance metrics are the cosine metric (see equation (5.9)) in Figure 5.9c, the
correlation metric (equation (5.10)) in Figure 5.9d, the Sørensen metric (equation (5.11)) in Figure
5.10a and the Canberra metric (equation (5.12)) in Figure 5.10b.

The Minkowski metrics as well as the Sørensen show the same behavior—a very peaky fitness land-
scape consisting of many narrow local optima with nearly the same fitness value and a global optimum
which is not exactly at the same position but approximating the real leak. Due to the shape of the fit-
ness landscape, model-based leak localization can only be solved with meta-heuristic algorithms.
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On the other hand, the landscape resulting for the cosine metric (Figure 5.9c) possesses only one dis-
tinct minimum, which is at the correct LP and ce value as the real leak. Looking at the function closely
reveals that additional local optima exist. However, they are shallower and not as distinct as the global
optimum. For that reason, meta-heuristic algorithms are still necessary for finding leaks, although,
convergence to the global optimum is expected to be easier for algorithms concerning model-based
leak localization formulated in cosine metric.

The fitness landscape calculated with the correlation metric is shown in Figure 5.9d. Three distinct
minima are generated through this metric. Again, the global minimum is not at the correct LP nor the
correct ce value.

The fitness landscape computed with the Canberra metric in Figure 5.10b shows a behavior between
the Minkowski metrics with many local optima and a global optimum similar to the simulations with
no inflow sensors in Figure 5.8d. Additionally, the global optimum is not at the right leak position and
does not have the right ce value.

In the next section, the influence of the distance metric on the convergence of the DE algorithm is
investigated in detail.

5.3.2.3. Influence of the metric on the leak localization performance

The model-based leak localization problem is solved with the DE algorithm for the different distance
metrics (equations (5.5) to (5.12)). For each metric, 1000 optimization runs are undertaken. The ce

value is always the same (ce = 0.25), but the leak’s location is chosen at random for each optimization
run. Leaks are generated in the middle of the pipe. DE/rand/1 algorithm is chosen and its parameters
are F1 = 0.5, CR = 0.7, population size µ = 20 and the optimization takes place for NI = 100 iterations
(see Section 2.1.2.2.2). In total, this results in 2000 hydraulic simulations for each optimization run,
or 2 million hydraulic simulations for each metric.

The efficiency is tested by comparing the metrics through two different performance measures. The
first performance measure—connected with the LP parameter—is the average topological distance dT

of the leak found by the algorithm to the real leak as a function of the objective function evaluations.
dT is build over all optimization runs, but for each distance metric separately. The results for dT can
be found in Figure 5.11a.

Similarly, the second performance measure is computed—the convergence of the emitter coefficient
ce in dependency of objective function evaluations averaged over all optimization runs. This curve
represents the algorithms ability in estimating the real leak magnitude. Results are presented in Figure
5.11b.

In Figure 5.11 it can clearly be seen that the distance metrics of the Minkowski family (manhattan,
euclidean and max) convergence the slowest. Specifically, higher Minkowski metric orders p result in
slower convergence of dT . Furthermore, the Minkowski metric results in poorer solutions at the end
of the optimization compared to cosine, correlation or Sørensen metric. That is a consequence of the
many local optima in the fitness landscape resulting for Minkowski metrics. Overall, cosine metric
performs best in converging to the right leak spot. Of course, this is due to the existence of an out-
sticking global optimum in the fitness landscape at the right leak location. Canberra and correlation
distance perform similar to cosine metric. Canberra metric has the property to be highly sensitive
to small changes of values near zero, consequently, its good results are caused by this sensitivity.
Sørensen metric performs somewhere in between Minkowski and cosine metric—starting slowly but
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(a) Manhattan metric (b) Maximum metric

(c) Cosine metric (d) Correlation metric

Figure 5.9.: Comparison of different metrics on fitness landscape (Part 1)

finishes with the same performance as the cosine metric after a few hundred function evaluations.
Furthermore, solutions do not improve after approximately 500 function evaluations anymore for any
metric.

The convergence speed in the ce parameter is complementary to the distance convergence. Concern-
ing ce values, the Minkowski metrics perform best whereas cosine, Canberra and correlation metric
behave poorly. Nevertheless, the clear winner is the Sørensen metric. It has to be noted that DE tends
to overestimate ce values for all distance metrics. The convergence of ce is less important than the
convergence speed of LP. Model-based leak localization is more focused on finding the right position
of the leak instead of its magnitude, because the leak outflow can be estimated through, e.g., inflow
measurements.

Nevertheless, a method will be presented further on (see Section 5.3.5) that utilizes the differences in
the convergence of the two parameters for finding leaks when no flow measurement is available.

Analysis of the final leak position estimates showed that after 2000 function evaluations, Canberra and
cosine metric resulted in the best leak position estimates, whereas the Minkowski family performed
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(a) Sorensen metric (b) Canberra metric

Figure 5.10.: Comparison of different metrics on fitness landscape (Part 2)
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Figure 5.11.: Average convergence of the (a) topological distance dT and of the (b) emitter coefficient
ce as a function of fitness function evaluations for different distance metrics

worse.

5.3.2.4. Fitness landscapes of a real-world network

The fitness landscapes of the real-world Ragnitz network, as described in Section 5.3.1, and depicted
in Figure 5.6 are computed in this section. The leak is at the same position as stated in the former
section and the sensor positions are also the same. The fitness landscape for the Euclidean metric can
be found in Figure 5.12a, the results for the cosine metric are depicted in Figure 5.12b. Landscapes are
interspersed with a huge amount of local minima. Switching to another metric influences the fitness
landscapes as already discussed before, but does not reduce the problem’s complexity arising from the
many minima. For that reason, search space order is improved as already described in Section 5.2.3.2
which will potentially smooth the fitness landscape.
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(a) Euclidean metric (b) Cosine metric

Figure 5.12.: Fitness landscape resulting for real-network (alphabetical sorting). The leak’s position
in the fitness landscape is marked with a red circle.

5.3.2.5. Rearranging the search space

The different sortings of the network nodes—Alphabetical, Cuthill-McKee, DFS and Random (see
Section 5.2.3.2)—are depicted in Figure 5.13. The colors correspond to the rank of the nodes accord-
ing to the specific order. The colors are related to the closeness of points to each other in the parameter
space. Subsequently, the fitness maps for each possible combination of ordering and distance metric
are calculated for the leak with leak outflow of 1 l/s with ce = 0.12 at the position which is marked in
Figure 5.6. The position of the leak in landscape plots is marked with a red circle in Figure 5.14.

Figure 5.14 shows that the different search space sortings illustrated in Figure 5.13 have a strong in-
fluence on fitness landscape’s shape. Obviously, more random sortings of the axis result in more local
minima. This occurs for alphabetical sorting in Figure 5.14a or random sort in Figure 5.14b. Opti-
mization algorithms are expected to perform worse using this sorting algorithms by converging slower
to the global optimum and have a higher likelihood to restrain in a local minimum. Sortings intro-
duced by the Cuthill-McKee algorithm in Figure 5.14c or the DFS algorithm depicted in Figure 5.14d
clearly have a smoothening effect on the fitness landscape of the model-based leak localization prob-
lem. The more distinct the global optimum in the fitness landscape, the better is the leak localization
algorithm supposed to work. Hence, better convergence properties are expected for Cuthill-McKee
and DFS algorithms, overruling alphabetical and random search space orders.

5.3.2.6. Performance evaluation of sorting algorithms

The performance of the algorithm is evaluated similarly as in Section 5.3.2.3. Again, DE is used in the
DE/rand/1 formulation with F1 = 0.5, CR = 0.7, a population size of µ = 30 and NI = 100 iterations
(see Section 2.1.2.2.2). Since DE is stochastic, 200 optimization runs are performed and the results are
statistically evaluated over all runs. Again, dT and ce convergence over fitness function evaluations
are taken as performance measure. Contrary to Section 5.3.2.3, the leak is always at the same position
and not randomly distributed over the whole network this time. 3000 hydraulic function evaluations
are performed in each optimization run. In total, 16.8 million EPANET simulations were performed
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(a) Alphabetical (b) Cuthill-McKee

(c) DFS (d) Random

Figure 5.13.: Different sortings in the Ragnitz network

for the results presented in this section. Only selected combinations and not all results for distance
metrics-orderings pairs are depicted for the sake of brevity.

Figure 5.15 shows the convergence plots for the topological distance dT as a function of the number
of f (x) evaluations. The results are averaged over 200 optimization runs for different search space
sortings and distance metrics. The corresponding leak localization problem is depicted in Figure 5.6.
Specifically, Figure 5.15a shows the simulation results for Euclidean metric and the different sorting
algorithms and Figure 5.15b shows results for Cuthill-McKee ordering and different metrics. This
ordering was chosen, because it showed the best results for the Euclidean metric in Figure 5.15a.

Figure 5.15a clearly shows that Cuthill-McKee and DFS performs better than alphabetical ordering.
Notably, random ordering converges very fast, too. Probably, the local optima in the random parameter
space order are close enough to each other that the DE algorithm jumps from one optimum to another.
In the alphabetical order, the optima are farer apart from each other. Note that this was found for
Euclidean and Sorensen metric only—other metrics did not show the same behavior for the random
parameter sorting. Cuthill-McKee performed the best over all metrics. This explains why Figure 5.15b
shows the performance of different metrics in this ordering. Again, as already found in Section 5.3.2.3,
lower p parameters of the Minkowski metric showed better convergence also in the real-network. The
Canberra metric performed the worst and Sørensen and cosine metric performed as well as small p
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(a) Alphabetical (b) Random

(c) Cuthill-McKee (d) DFS

Figure 5.14.: Fitness landscape resulting for real-network with correlation distance metric. The leak’s
position in the fitness landscape is marked with a red circle.

Minkowski. However, the correlation metric performed best.

Furthermore, after approximately 500 function evaluations, 70 % of the found leak locations by the
correlation distance metric are in the proximity of the real leak with almost 90 % in an area with a
dT < 400 meter . This result is closer than all results obtained by the other metrics. Finally, after 3000
function evaluations all distance metrics converged to almost equally good results. Only the Canberra
metric performed worse.

5.3.3. Performance of sensor placements in the real-world

In Chapter 4, the question of which sensor placement algorithm delivers the best results was post-
poned to this chapter. Now, a potential answer to this question is proposed based on evaluation of
different sensor placement algorithms in the real-world. Pressure sensors were installed at the optimal
sensor positions at hydrants in the Ragnitz network (see Figure 2.21) as computed with the six dif-
ferent optimal sensor placement algorithms described in Section 4.2.2. This is the list of the different
algorithms and their abbreviations used in this section
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(a) Euclidean metric (b) Cuthill-McKee ordering

Figure 5.15.: dT convergence plots for different metrics and different search space orderings

SP1: Shortest Path 1 algorithm as described in Section 4.2.2.2.1 and Schaetzen et al. 2000

SP2: Shortest Path 2 algorithm as described in Section 4.2.2.2.2 and Schaetzen et al. 2000

SHA: Shannon Entropy algorithm as described in Section 4.2.2.3.1 and Schaetzen et al. 2000

PER: Pérez binarized-sensitivity matrix algorithm as described in Section 4.2.2.3.2 and Pérez,
Puig, Pascual, Peralta, et al. 2009

CAS: Casillas sensitivity projection algorithm as described in Section 4.2.2.3.3 and Casillas,
Puig, et al. 2013

SPU: Sensor placement algorithm considering demand uncertainties as described in Section
4.2.2.4 and Steffelbauer and Fuchs-Hanusch 2016a

The present data from the calibration night is used for benchmarking the sensor placement algorithms.
On the one hand the small artificial leak scenarios—scenarios S15, S16 and S17—are used. The posi-
tions of these artificial leaks are positions A, E and F in Figure 2.22 for scenarios S15, S16 and S17.
The measurement values for the inflow and pressure measurements for scenario S15 are illustrated in
Figure 2.29. Similarly, scenario S16 is depicted in Figure 2.30, respectively, S17 can be found in Figure
2.31. The leak localization problem is formulated in the same way as described in Section 5.2.5, also
with the simplification as described in equation (5.19), since the leak outflow is estimated as differ-
ence between the MNF and the inflow measurements at the corresponding hydrant opening times. The
corresponding differences ∆µ̂µµt—the measurement residual as stated in equation (5.16)—can be found
in Table 2.8.

On the other hand, scenario S4 is used. Because no third flow measurement device for measuring
the outflow from the hydrants was available in the calibration night, the data of this scenario was not
used for calibrating the hydraulic network. Therefore, it can be used at this point as artificial leak
data simulating a big pipe burst with an outflow of more than 11 L/s. An algorithm that is capable of
finding the position of a small leak should also be applicable on bigger pipe bursts. The measurement
curves for the inflow and the twelve pressure measurement devices for scenario S4 can be found in
Figure 2.23. The scenario was generated by opening the hydrant at position B in Figure 2.22. The
corresponding opening times can be found in Table 2.2. The corresponding differences ∆µ̂µµt—the
measurement residual as stated in equation (5.16)—are presented in Table 2.4 and Table 2.5. Scenario
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S4 is not used for evaluating the different placements and metrics, it is only used for proving the
method’s applicability for big pipe bursts.

To evaluate the localization efficiency of the different metrics and placements, the first three per-
formance measures defined in Section 5.2.6 are considered—the false positves FP, the topological
distance between the found and the real leak dT and maximum span of the false positives MS. The
fourth measure is not taken into account since the estimate of the leak magnitude is used to reduce the
complexity of the problem.

The results for all metrics and all placements averaged over scenarios S15, S16 and S17 can be found in
Table 5.4. The abbreviations for the metrics are following

CAN - Canberra metric in equation (5.12)

COR - Correlation metric in equation (5.10)

COS - Cosine metric in equation (5.9)

EUC - Euclidean metric in equation (5.7)

MAN - Manhattan metric in equation (5.6)

MAX - Maximum metric in equation (5.8)

SOR - Sørensen metric in equation (5.11)

The best values for FP, dT and MS are marked with boldface. Additionally, the results are sorted
according to the FP parameter, thus, the best combinations of placement and metric can be found on
the top of Table 5.4.
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Figure 5.16.: Performance evaluation plots using the maximum span of different metrics and different
placements for real-leak scenarios.

The cosine metric performed best in the FP and the MS criterion, maximum metric best in dt . The
best sensor positions resulted for the Shortest Path 1 placement followed closely by Shannon entropy.
Hence, the results for this metric and this placement are investigated in more detail. Box-plots for the
cosine metric’s performance measure MS over all three scenarios distinguished by the placements
can be found in Figure 5.16a. A similar plot for Shortest Path 1 placement over all metrics can be
found in Figure 5.16b. Yet, the box plots have to be considered with some reservation, since only
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three scenarios are used for the plots. Hence, the upper edge of the box plots represents the worst
scenario performance, the lower part the best, and the median value depicted by the big black line
in the middle of each box plot are the median performing scenario. The whiskers—representing the
interquartile range—are basically meaningless. Despite the poor statistics, box plots were chosen for
this qualititave analysis due to their visual ease in comparison with line or scatter plots.

The results do not indicate, however, that Shortest Path 1 algorithm delivers the best sensor posi-
tions compared to other algortihms. This is due to the following reasons: First of all, only three leak
scenarios are evaluated. Second, at the moment when the sensor positions were computed, nobody
was aware of the partially closed valve in the system. The real nature of the problem was only iden-
tified after extensive analysis of the calibration data. As Blesa et al. 2014 already mentioned, this
has a high influence on sensitivity-based sensor placement algorithms, hence, the computed positions
for algorithms SHA, PER, CAS, SPU might be far from optimal. Third, the differences between the
placements are not very distinct, as can be seen in Figure 5.16a. Examining other leak scenarios might
find other algorithms to perform better (Fuchs-Hanusch and Steffelbauer 2017). As a conservative in-
terpretation, at least for these three leak scenarios and for this WDS, the Shortest Path 1 algorithm
combined with cosine (or maximum) metric performed the best. This supports the picture from Ta-
ble 4.7 where Shortest Path 1 algorithm also performed best considering F1 and the overall F value.
Additionally, the leak size was estimated from the measurement data. If the leak size becomes an opti-
mization parameter, other metrics may lead to better results. Especially metrics with known potential
in converging fast to the right leak outflow levels like, for example, the maximum metric (see Figure
5.11b) that performed already well in this example in finding the right leak spot. Hence, no decision
can be made which metric performs best, but cosine and maximum metric are favored. However, one
conclusion can be drawn: Shortest Path 2 algorithm, despite being quite similar in finding the optimal
positions as Shortest Path 1, clearly performs worst.

The localization results for the cosine metric and Shortest Path 1 sensor placement algorithm are also
depicted in Figure 5.17. The X marks the location of the real leak and the O marks the position that
the algorithm has found. Additionally, the objective function values for all nodes are depicted through
the coloring of the nodes at a logarithmic scale.

Figure 5.17a shows the results for the simulated big pipe burst in Scenario S4. The dT resulted in
a distance of 109 meter. The leak is at a unmeasured dead-end branch. Additionally, the roughness
values at this area of the network are very low (see Figure 2.26 respectively Figure 2.27 or Figure 2.25
and Table 2.6). Hence, the algorithm can not distinguish between the turnoff branch and the main
pipe. The small roughness values additionally affecting the result to increase distance to the turnoff
point. Interestingly, in spite of having the biggest leak outflow, this scenario leads to the worst false
positive rate of FP = 3.24% and widest maximum span of MS = 412 meter of all examined scenarios,
although, the results are still very satisfying.

The results for scenario S15 are shown in Figure 5.17b. This scenario has the smallest leak outflow of
QL = 1.18 L/s, but results in the best false positive value of FP = 0.77% and the smallest maximum
span of MS = 140 meter. The distance between the estimated and the real leak is dT = 85 meter.

Scenario S16 is depicted in Figure 5.19c and results in the smallest distance of dT = 41 meter with
FP = 1.39% and MS = 216 meter.

Finally, the last scenario S17 is depicted in Figure 5.19d. This scenario led to the least precise—but
still acceptable leak localization performance compared for example to literature—of FP = 1.54%,
dT = 241 and MS = 241 meter for all small leak scenarios. The found leak position is again situated at
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Table 5.4.: Evaluation of the performance of different metrics and sensor placement algorithms aver-
aged over leak scenarios S15 to S17

Placement Metric FP dT MS

1 SP1 COS 1.23 122.43 198.56
2 SHA COS 1.23 120.47 212.23
3 CAS COS 3.39 85.15 265.66
4 SP1 MAX 2.31 46.99 280.31
5 PER COS 3.24 125.47 312.03
6 SPU COS 3.80 130.53 332.17
7 SHA MAX 3.29 97.36 343.22
8 SP1 COR 6.63 123.48 351.03
9 SHA COR 6.57 134.63 362.01
10 CAS SOR 6.37 243.88 384.35
11 CAS MAX 5.19 206.72 392.87
12 CAS CAN 6.11 243.88 393.67
13 CAS MAN 6.42 241.80 400.71
14 CAS EUC 5.24 249.80 400.71
15 SPU MAX 6.21 246.43 403.49
16 SPU EUC 6.78 254.34 426.10
17 SP1 EUC 7.19 177.86 433.88
18 SPU MAN 7.76 212.84 433.88
19 SPU SOR 8.99 177.98 446.96
20 SPU CAN 9.04 243.58 455.55
21 CAS COR 7.70 114.77 463.38
22 SHA EUC 5.39 181.49 471.94
23 PER COR 6.16 100.88 519.85
24 SP2 SOR 6.21 221.93 525.49
25 PER CAN 7.86 168.61 529.33
26 SHA MAN 7.45 200.76 529.33
27 SP1 SOR 7.55 203.59 529.33
28 SHA SOR 7.19 221.82 529.33
29 SP1 MAN 7.65 197.59 529.33
30 PER MAN 7.60 168.61 529.33
31 PER SOR 7.60 168.61 529.33
32 SP1 CAN 7.50 241.65 529.33
33 SHA CAN 7.19 221.82 529.33
34 PER EUC 7.50 170.09 529.33
35 SP2 MAN 9.76 254.19 602.88
36 PER MAX 9.09 209.50 606.36
37 SP2 CAN 12.48 221.93 650.54
38 SPU COR 11.35 177.95 804.89
39 SP2 EUC 15.87 425.42 891.69
40 SP2 MAX 22.03 433.34 1072.56
41 SP2 COS 18.03 570.59 1098.17
42 SP2 COR 34.77 1288.73 2169.54
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Figure 5.17.: Leakage localization results for cosine metric and shortest path 1 sensor placement for
different scenarios

an unmeasured dead-end branch with small roughness coefficients, hence, the same arguments as for
S4 apply: the sensors are not able to distinguish between the main pipe and the dead-end branch and
this effect is exaggerated through small roughness values. This leads to the finding that the localization
of this leak is more acceptable than the plain numbers suggest,

The results for all scenarios are summarized in Table 5.5.

5.3.4. Measuring the cost-benefit sensor placement curve

The Shortest Path 1 algorithm has an additional advantage. Since it is a "greedy" sensor placement
algorithm by construction, it allows for examining the sensor placement performance for all place-
ment consisting N− i sensors if N is the number of the actually placed sensors. Subsequently, the
performance as a function of the sensor number N allows to measure a cost-benefit function in the
real-world. This is done on the example of the maximum metric and the FP performance averaged
over leak scenarios S15 to S17. The results for the different numbers of sensors can be found in Table
5.6. The FP values as a function of N are depicted in Figure 5.18. Again, the cost-benefit function

178



5.3. Results and discussion

Table 5.5.: Performance evaluation of cosine metric and Shortest Path 1 placement for different leak
scenarios

FP MS dT

S4 3.2 412.2 109.0
S15 0.8 139.5 85.3
S16 1.4 215.6 41.4
S17 1.5 240.6 240.6

has a power-law behavior
f (N) = a ·N−b . (5.23)

The fitting parameters result in a = (0.005811±0.000003) and b = (0.4393±0.0009).

Of course, the sample size with three leak scenarios is again very small.

Table 5.6.: Performance evaluation of maximum metric and Shortest Path 1 placement for different
numbers of sensors

N FP dT MS

2.0 7.1 214.6 442.5
3.0 6.0 23.7 496.4
4.0 5.1 109.8 496.4
5.0 4.8 48.8 427.4

1 2 3 4 5 6 7
N
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8
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(%
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fit
data

Figure 5.18.: Real-world sensor cost-benefit curve

5.3.5. Leak localization with pressure sensors only

For the previous leak localization real-world experiments, no optimization algorithm was required.
The leak outflow was estimated using the differences in the inflow before and after the leak occurred.
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Figure 5.19.: Leak Localization with pressure sensors only for various scenarios

Thus, the problem was one-dimensional since the leak position had to be found. This was achieved
through total enumeration by simulating a leak at all nodes with the estimated leak size QL. The node
with the minimum objective function value was considered as the leak node.

For the simulations, it is assumed that no inflow measurements is used. The question is if the leak can
be found using pressure sensors only?

For that reason, a two stage optimization approach is used. First, DE is used once with a metric that
has the property to converge fast to the right leak size, e.g. the maximum metric—utilizing only the
pressure measurements. Through this single optimization run the probable leak size Q̂DE

L is estimated.
Additionally, a first estimate for the leak location is also retrieved with a corresponding distance to
the real leak dDE

T . Q̂DE
L is then used for simulating a leak at every point in the system to obtain its

location, similar to the approach in the previous section. For this simulations, a metric with good leak
localization performance is used, e.g. cosine metric. For the results of the second optimization round,
again, dT , FP and MS is computed.

This leak localization approach using exclusively pressure information is simulated for the scenarios
in the previous section (S4,S15,S16,S17). Only sensors at the Shortest Path 1 sensor placement are
used. Maximum metric and Cuthill-McKee parameter space sorting is used for simulations with DE in
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the DE/rand/1 formulation with a population size of µ= 50, NI = 50 iterations, CR= 0.5 and F1 = 0.8.
The leak is simulated as additional demand at the leak node with search space boundaries from zero
to 20 L/s. The total two stage optimization takes around three minutes, hence, the leak localization
works in real-time supposing that every 15 minutes a new measurement value is retrieved.

The results can be found in Table 5.7 and Figure 5.19. The real leak location is marked with an X,
the location found by the first stage of the optimization is marked with an O. The colors resemble the
objective function values at the nodes using the cosine metric. Remarkably, the measured leak size
QL and the leak size estimated by the optimization algorithm using only the pressure sensors Q̂DE

L
coincide very well. Additionally, the estimated leak location of the DE algorithm dDE

T is equally good
as using the cosine metric for scenario S4 and S15 and even better for S16 and S17. This can also be
seen in Figure 5.19 comparing the X and the O’s position and the node colors.

Consequently, the results show that model-based leak localization can be accomplished with pressure
sensors only for leaks around 1 L/s and for larger pipe bursts. In Chapter 3 we have already seen
that leak detection can be achieved with pressure sensors. Thus, pursuing research in this direction
potentially saves WUs a lot of money, because flow sensors are more expensive and possess higher
installation costs and maintenance expenses than pressure sensors.

Table 5.7.: Results for leak localization for diverse scenarios considering the pressure measurements
only

Scenario QL Q̂DE
L dT dDE

T FP MS

S4 11.49 12.08 108.97 108.97 5.08 428.31
S15 1.17 1.18 85.29 85.29 1.08 139.53
S16 1.14 1.27 143.00 4.43 0.62 143.00
S17 1.34 1.35 27.37 13.32 1.08 65.49

5.3.6. Localization of small leaks

The model-based leak localization methods are also tested on smaller leaks with leak outflows of less
than one liter per second QL < 1 L/s. For that reason, small leak outflow scenarios were generated
in the case study area Graz Ragnitz. The artificial generated scenarios had long run-times of several
days (see Table 2.9). In total, twelve different scenarios were generated with different leak outflows
at four different positions—depicted in Figure 2.32—and leak run-times varying between 47 and 188
hours. The targeted leak outflows were between QL = 0.25 L/s and QL = 1.0 L/s. During the first
ten scenarios, twelve pressure sensors were installed at different locations in the system (scenarios Sa

to S j). During the last two scenarios, six pressure sensors were still installed in the system, after a
period, where the leak free system was investigated with those six sensors.

Unfortunately, for the first scenario, a storage buffer overflow in the pressure sensors deleted the
measurement data, hence, Sa could not be used for the leak localizations. That is why scenario Sd was
generated with the same outflow and position.

Additionally, two sensors of the remaining six sensors showed malfunctions. It could not be recon-
structed, when these sensors started to deliver faulty measurement signals, hence, the sensors HG3420
and HG4215 are neglected for localizing small leaks.
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Even more unluckily, the measurements of the unperturbed system proved to be very valuable for
detection and localization. Without these measurements, no reliable reference pressure signals can be
constructed—used for computing the residuals between the leak-free and the leaky system (see equa-
tion (5.16)). That is why only four sensors—six installed sensors during the longer leak free period
minus the two malfunctioning sensors—could be taken for this leak experiments. Unfortunately, this
sensor positions did not coincide with any optimal sensor placement algorithm.

The residuals are computed as the differences between the simple time series model x̂S
t (see Section

2.3.5.3) and the actual measurements xt . Subsequently, the mean of the residuals ∆µ̂µµt is taken over
the whole time of the leak scenario . The results can be found in Table 5.8. The more complicated
time series model—constructed by additionally extracting the correlations from the residuals with an
ARMA model—can not be used since no leak free period exists before the leaks, which is necessary to
fit the model to the measurements.

Table 5.8.: Residuals ∆µ̂µµt between the measurements during the leak scenarios xt and the forecasted
values from the simple time series model x̂S

t

Inflow HG3835 HG3933 HG4162 HG4383
∆Q [L/s] ∆p [bar] ∆p [bar] ∆p [bar] ∆p [bar]

Sb 0.827 -0.023 -0.025 -0.015 -0.030
Sc 0.491 -0.004 -0.005 -0.002 -0.004
Sd 0.544 -0.022 -0.026 -0.015 -0.025
Se 0.129 -0.005 -0.003 -0.007 -0.005
S f 0.281 -0.003 -0.001 -0.001 -0.006
Sg 0.828 -0.019 -0.020 -0.013 -0.024
Sh 0.772 -0.018 -0.016 -0.019 -0.017
Si 0.946 -0.031 -0.028 -0.031 -0.031
S j 0.280 0.001 0.002 -0.002 0.002
Sk 0.897 -0.023 -0.026 -0.018 -0.027
Sl 0.812 -0.028 -0.018 -0.035 -0.018

The pressure differences in scenarios Sc, Se, S f and S j are decided to be too small for leak localization.
Maybe better time series models are able in the future to extract the differences in the pressure sig-
nals in a more reliable way. Anyway, these scenarios are neglected during the further investigations.
Simulations with these scenarios have shown that they result in FP rates between 25 % and 75 %.
Possibly, more sensors at more sensitive positions are able to detect leaks of this magnitudes, but for
now, leaks under 0.5 L/s are not locatable in this network with sensors at these positions.

The remaining scenarios—scenario Sb, Sd , Sg, Sh, Si, Sk and Sl—are further investigated. First, it is
tested which metric performs best on small leaks. The results can be found in Table 5.9. Clearly,
the maximum metric shows the best localization results for small leaks—followed by the correlation
metric regarding the FP rate. Thus, these two metrics are examined in more detail on each leak sce-
nario separately. The results can be found in Table 5.10. Interestingly, scenarios where the maximum
metric performs worse are good scenarios for the correlation metric—and vice versa. The mean FP
value is around 6 % for the best scenarios considering both metrics. In other words—only a 1/16 of
the system has to be searched for leaks in average after applying this method for pre-localizing the
leak. These are very promising results—considering the use of the simple time series model as well
as the small number of working sensors at non-optimal positions.
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5.3. Results and discussion

Table 5.9.: Performance of all metrics averaged over scenarios Sb, Sd , Sg, Sh, Si, Sk and Sl

Metric FP dT MS

1 MAX 12.68 453.43 768.64
2 EUC 25.07 471.60 1118.60
3 COS 20.10 477.11 1195.09
4 COR 18.27 578.65 1302.02
5 MAN 33.72 649.61 1526.29
6 SOR 34.54 646.33 1555.09
7 CAN 35.09 649.32 1557.52

Table 5.10.: Performance of maximum and correlation metric for different leak scenarios Sx

Metric Maximum Correlation Leak

Scen. dT MS FP dT MS FP ∆Q Pos.

Sb 139.53 206.20 1.23 1271.09 1527.77 10.02 0.83 I
Sd 578.00 693.35 12.79 341.49 1652.62 35.90 0.54 I
Sg 1035.52 1105.79 6.93 550.43 1528.73 29.28 0.83 II
Sh 741.56 1200.08 25.42 313.65 441.00 2.62 0.77 III
Si 125.61 1200.76 32.05 372.58 1235.79 8.47 0.95 III
Sk 480.11 480.11 7.09 275.46 1527.77 16.80 0.90 I
Sl 73.69 494.17 3.24 925.85 1200.48 24.81 0.81 IV

Additionally, results using the maximum metric are depicted in Figure 5.20 for all scenarios. The re-
gions of low maximum metric values correspond well with the true leak locations. It can be concluded
that model-based leak localization is possible for leak sizes down to 0.5 L/s with satisfactory results.

5.3.7. Fast localization of a small leak

In Chapter 3 the importance of a fast detection of leaks is highlighted. Certainly, it is also important
to locate a leak fast, once it is detected. In the previous section we have seen that leak localization
is possible considering the whole available time series data of the leak scenarios. Now it will be
investigated, if localization is also possible for a shorter time period and a limited amount of data.

Hence, the short leak period that was already employed in Section 3.3.5.5 is used once more. The leak
is the same as in scenario Sk. The leak was opened on the 4 of July at 12:20. It has been detected at
15:15. Consequently, the data until the detection is used for the localization. This will be called from
now on the short period PS. The data obtained from the simple time series model xs

t is used, since the
complex model xc

t underestimates the leak outflows and the pressures—having a negative effect on the
leak localization. The inflow and pressure data resulting from the Bayes MCMC approach described in
Section 2.3.2 and 2.3.6.3 can be found in Table 3.10.

Additionally, leak localization simulations are performed for the long time period PL until noon at
the 8th of July. This data can be also found in Table 3.10. Furthermore, estimates obtained from the
Likelihood-ratio detection method PR are also used for model-based leak localization. The purpose of
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investigating the likelihood-ratio is to test, if the estimated values deliver good results for subsequent
leak localization.

The simulation results for the maximum metric for all studied periods can be found in Table 5.11. It
can be seen that a fast localization of the leak is possible with a FP rate of 7 %. Furthermore, the
distance dT to the real leak decreases by taking longer measurement times into account. Additionally,
the likelihood-ratio method leads to very good results with a final distance to the leak—in maximum
metric—that is comparable to the distance found by the correlation metric in Table 5.10. Although,
it leads to better MS and FP values. The results for the fast model-based leak localization using the
maximum metric can be found in Figure 5.21.

Table 5.11.: Performance evaluation for fast localization of the leak in scenario Sk right after its de-
tection

dT FP MS

PS 438.35 7.09 480.11
PL 317.76 7.09 1250.48
PR 275.46 7.70 522.40
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Figure 5.20.: Plots for small leak scenario with maximum metric
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Figure 5.21.: Maximum metric results for fast localization of the leak in scenario Sk for the short PS

and the long PL period as well as the likelihood-ratio estimates PR
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5.4. Conclusion

This chapter tried to answer following three research questions linked to model-based leak localiza-
tion:

Q.3.1 What is the actual type (form,shape) of the optimization problem?

Q.3.2 How to increase the performance of model-based leak localization?

Q.3.3 Is model-based leak localization applicable for finding small leaks in the real-world?

Additionally, a research question from Chapter 4 was postponed to be answered within this chapter:

Q.2.1 Which optimal sensor placement algorithm finds the best pressure sensor positions for model-
based leak localization?

Till now, most scientific work exclusively focused on model-based leak localization in simulations.
Only few studies applied leak localization on real-world examples trying to locate artificially gener-
ated or real leaks—that happened accidentally in a WDS while pressure and flow measurements were
recorded. Usually, the leak sizes were large and the number of hydraulic sensors was high (see Table
5.1). No work till now tried to localize real-leaks with magnitudes smaller than QL = 1.5 L/s. This
thesis is the first that tried to tackle the problem for leak sizes around 1 L/s and lower in a real-world
system by utilizing hydraulic sensors (pressure and flow). This is not trivially since smaller leak sizes
lead to exponentially smaller pressure responses and, thus, are consequently harder to locate.

Model-based leak localization is formulated in this thesis as an inverse optimization problem where,
in general, two parameters have to be found: (i) the leak location and (ii) the leak magnitude—if
not known in advanced through, for example, estimations of the change in the inflow measurements
caused by the leak.

What is the actual type of the optimization problem? This question is answered through exhaus-
tive analysis of the fitness landscape of the problem. Due to the parametrization—with continuous
leak sizes and discrete leak locations32—it is a mixed-integer optimization problem. Furthermore, the
fitness landscape analysis has revealed—for the first time ever in water related scientific literature—
that the problem is in fact multi-modal. The less sensors are used—the more local optima evolve in
the optimization problem. Consequently, deciding on using meta-heuristic algorithms (like DE) to find
the leak is the right choice.

Furthermore, it was found that the leak’s exact location is not traceable anymore. The leak can only
be found in its proximity. Nevertheless, in practice, this is not a big problem since leak localization
should always be followed by pinpointing methods. Of course, the better the approximated location
of the leak coincide with the real leak, the faster the pinpointing of the leak gets—and consequently
less labor and cost intensive it is.

How to increase the performance of model-based leak localization? The fitness landscape anal-
ysis revealed some potential to enhance the performance of the optimization algorithms significantly.
First, different metrics can be used to express the objective function. Second, the search space can
be rearranged prior to optimization. Both approaches make the optimization problem smoother in the

32. . . connected to the possible leak nodes in the hydraulic model of the WDS
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solution space, hence, easier to find the global optimal solution for algorithms. This results in qualita-
tively better solutions found in less time. Although, the biggest improvement comes from combining
the TSA methods introduced in Chapter 3 with the optimizer as described in Section 5.2.5. Estimat-
ing the leak magnitude prior to optimization reduces leak localization to a one-dimensional problem.
Consequently, only as many hydraulic simulations as possible leak locations in a WDS are necessary
to find the leak—no expensive optimization problem has to be solved anymore. This reduces the
computation time to less than a minute for real-world systems and enables real-time localization of
leaks.

Which sensor placement algorithm finds the best measurement locations for leak localization?
The answer to this question has been postponed from the previous to this chapter. Interestingly, no
scientific publication exists that already compared different sensor placement algorithms—neither in
simulations nor in real case studies. This is the first time to the best of my knowledge that dif-
ferent sensor placement algorithms are compared, and that all in a real-world study. The different
placements were tested on artificially generated leak scenarios through hydrant openings with leak
outflows less than 1.3 L/s. Additionally, different distance metrics were tested on their leak local-
ization performance. It was found that the Shortest Path 1 algorithm revealed the best results—the
best metrics were found to be cosine and maximum metric. However, the results have to be taken
with great caution: A partially closed valve certainly influenced the performance of sensitivity-based
sensor placement methods, because their optimal positions have been calculated without this valve.
Furthermore, every sensor placement algorithm and every fitness metric resulted in good localization
performances—except for the Shortest Path 2 placement which clearly performed the worst. Obvi-
ously, the sensor at hydrant HG3933—shared by all placement despite Shortest Path 2—has a great
influence on the performance for locating leaks. Additionally, the Shortest Path 1 placement enabled
to actually measure a cost-benefit curve in the real-world, experimentally approving the theoretical
considerations in Section 4.2.3.

Is the method applicable for finding small leaks in the real-world? The model-based leak local-
ization method worked very well in the real-world case study. For leaks with a magnitude that was a
little bit higher than 1 L/s, very promising results where obtained in the calibration night. Moreover,
the false positive rates for the small leaks were still very good despite all experienced drawbacks, e.g.
faulty sensors and partially closed valves. Note that a false positive rate of 10 % directly translates
to a narrowed down possible leak area covering 10 % of the original system size. Thus, the leak is
located ten times faster in average than by using conventional methods. Furthermore, the algorithm
was able to locate leaks with a magnitude of down to QL = 0.5 L/s in the experiments, which is the
smallest absolute leak size ever found by model-based algorithms till now. Improvements in the mod-
eling approaches for both, time series models as well as hydraulic models, and more accurate pressure
sensors might lower this barrier further in the near future.

Finally, the most surprising result in this chapter is that leak localization showed to be possible—and
actually very accurate—utilizing only pressure measurements. Previously, it is shown in Chapter 3
that leak detection is also possible with pressure sensors. This has the potential to drastically reduce
the installation costs of the proposed methods if WUs can withdraw the expensive permanent real-
time inflow measurements—with sensor costs of up to 30 times more than a single pressure sensor.
Definitely, this has to be investigated in future studies before final conclusions on this topic can be
drawn.
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Chapter 6
Conclusion

“To summarize the summary of the summary: people are a problem."

— Douglas Adams, Life, the Universe and Everything

Answers to the research questions and key findings This thesis tackled three distinct, but inter-
connected topics related to water losses in WDSs: (i) Leak Detection—techniques to become aware of
a leak in a system shortly after it occurred, (ii) Optimal Sensor Placement—approaches to find optimal
measurement positions which are sensitive to leaks whilst simultaneously being robust against uncer-
tainties and (iii) Leak Localization—methods to obtain a first approximation of the leak’s location
right after it’s detection to increase time efficiency for finding it’s exact position. For each of these
topics specific research question arose (see Section 1.5). Here is a concise summary of the respective
questions and the proposed answers

(i) Leak Detection—Chapter 3
Q.1.1: Is it possible to early detect small leaks (<1 L/s) in the real world with only pressure
sensors in an automatic way?

In this thesis different methods were introduced to detect leaks within data obtained from
pressure and flow sensors. Most of these methods were based on probability theory, e.g.,
CUSUM, likelihood-ratio or techniques utilizing Bayesian statistics. Through applying TSA tech-
niques prior to detection—splitting the measurement time series into seasonal, random and
trend components—all methods proofed to be reliable and robust in early detecting leaks, also
when relying on pressure sensors only. Additionally, methods have been introduced to estimate
the start of the leak with high precision. This can be used for automatic accurate water bal-
ance computations and to compute the whole state space probabilities of the problem. More
advanced parameter estimation techniques can then be coupled with the leak localization tech-
niques. All methods work in a complete automatic way. Through an efficient formulation the
computational burden is small enough to allow the algorithms to work in real-time even on nor-
mal desktop computers.

(ii) Optimal Sensor Placement—Chapter 4
Q.2.1: Which optimal sensor placement algorithm finds the best pressure sensor positions for
model-based leak localization?

189



Chapter 6. Conclusion

This question is answered by benchmarking six different optimal sensor placement algorithms
in a real-world field study. Unfortunately, a closed-valve was found in the system after in-
stalling the sensors. Hence, the positions were no longer optimal for sensitivity-based sen-
sor placement approaches. Nevertheless, the Shortest Path 1 algorithm (see Section 4.2.2.2.1)
was found to result in the best leak localization performance. However, the sample size of
the real-world leak scenarios was not big enough to make final decisions on this question.
Q.2.2: How to incorporate different sources of uncertainties in sensor placement algorithms
to obtain more robust optimal measurement locations?

A novel OSP method—called the SPUDU algorithm in Section 4.2.2.4—was developed capable
of incorporating any kind of uncertainties and was studied through the example of incorporating
the effect of demand uncertainties on optimal measurement positions. The algorithm showed
that it avoids to place sensors in regions of a network where high uncertainties are expected—
leading to more robust sensor positions.
Q.2.3: How many sensors are needed for model-based leak localization?

This depends on the particular system, but methods have been developed to answer this ques-
tions through applying cost-benefit analysis. It was found that the the quality of an optimal
sensor placement on the number of sensors follows a power-law behavior. Furthermore, this
has been also observed in real-world experiments in this thesis which confirmed the theoretical
considerations.

(iii) Leak Localization—Chapter 5
Q.3.1: What is the actual type of the optimization problem?

Fitness landscape analysis revealed that the problem is in fact multi-modal mixed-integer opti-
mization problem. Consequently, it has to be solved with meta-heuristic algorithms. Addition-
ally, the shape of the fitness function depends on the metric in which it is formulated as well as
the order of the discrete dimension in the parameter space that is linked to the leak’s position.
Q.3.2: How to increase the performance of model-based leak localization?

The former mentioned dependencies of the fitness landscape can be used to manipulate the
problem’s shape, enabling faster convergence as well as more robust findings of the optimal
solution. Furthermore, through TSA techniques, the leak size can be estimated which reduces
the search space of the problem to be one-dimensional. Both performance enhancements make
the problem solvable in real-time with the proposed algorithms, allowing a fast and efficient
localization of the leak in the system.
Q.3.3: Is model-based leak localization applicable for finding small leaks in the real-world?

Real-world experiments—and not just simulations—have shown that this is possible for leaks
down to QL ≈ 0.5 L/s. Leaks with a leak outflow of around QL ≈ 1.0 L/s were located using
pressure sensors only without any information from the inflow measurements. This has the po-
tential to drastically reduce the costs of the proposed method and increase its acceptability in
practice. Yet, further investigations are still necessary to reveal the method’s limitations.

For a more detailed description of the findings and conclusions corresponding to the leak detection
methodology see Section 3.4, further results of the optimal sensor placement approach are summarized
in Section 4.4. A more detailed conclusion on leak localization can be found in Section 5.4.

How much water can be saved? This question cannot be answered in general. Yet, an answer
is proposed based on the artificial leak that has been detected and localized in Sections 3.3 and 5.3
with an outflow of QL ≈ 0.7 L/s at position HG3880 (position I in Figure 2.32), which started on the
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4.7.2016 at 12:20 (see Figure 3.19). For that reason, the leak run-time (a) resulting from applying the
fast detection and localization procedure developed in this thesis is compared with (b) estimates for
leak run-times taken from literature. First, (i) the leak awareness time is addressed, second, (ii) the
leak localization time is examined in more detail. The estimated run-times of leaks are taken from
Knobloch 2014.

(i) Leak awareness time reduction:
According to Knobloch 2014 leak run-times are for visible leaks between 3 and 8 days, and
for not visible unreported leaks these run-times go up to a range between 50 and 100 days.
For visible leaks, a conservative estimate of the awareness time are thus 5 days compared to 3
hours by the methods introduced in Chapter 3. Consequently, the reduced leak awareness time
is 117 hours for visible leaks, resulting in nearly 300 m3 of water being saved through a faster
awareness of the leak of size QL = 0.7 L/s. For an invisible leak, this savings are conservatively
calculated for the lower boundary of 50 days. Without any leak detection methods being ap-
plied, the savings are approximately 3000 m3. Noise loggers reduce the leak awareness times
according to Clark 2012 down to 28 days for a readout interval of 14 days—and 3 days for a
daily readout interval. For the first case, the novel methods in this thesis lead to savings of 1800
m3 respectively 300 m3 in the latter case.

(ii) Leak localization time reduction:
A team of two workers equipped with noise correlators is capable of searching an area of 3
kilometers pipe length per working day in a network consisting of PVC pipes (according to
Hunaidi 2012). PVC is the actual main pipe material in the measurement zone in Graz Ragnitz
with a total pipe length of 10 kilometers (not counting household connections). Thus, it will
take the team on average 1.65 working days to locate the leak. For the pre-located leak through
the model-based leak localization, the search area is reduced to seven percent. Consequently,
the leak can be localized in one hour in average, leading to savings of additional 30 m3 of water
during the localization. The savings on water are minimal, but the savings on working time and
hence costs of the personal are relevant.

In total, at least 300-3000 m3 of water could have been saved with the methods described in this
thesis compared to conventional methods for this single leak. Supposing a water price of e1.3/m3 in
Austria, the monetary savings are between e400 and e4000 for this single leak. Additionally, e300
labor costs can be saved assuming that the working time of the staff and costs of e15 per hour (again,
this presents a conservative estimate, since the labor costs per hour are assumed very low for a high
income country like Austria). Although four additional sensors, worth approximately e200 each, are
required, the leak detection and localization clearly compensates these expenses by faster detection of
the first leak.

Problems evolved during the actual field test The poor performance—or call it a not so good
performance since the methods proved actually to be working—has been attributed to the following
factors:

A partially-closed valve in the system was detected after the installation of the sensors at the
"ideal" sensor positions. The valve influences the sensitivity of the system leading to non-ideal
sensor positions. Therefore, the optimal sensor placement comparisons in Section 5.3.3 have to
be taken with great caution.
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No measurements for leak free observations of the system prior to installing the artificial leaks
were available and the more advanced time series models were not be able to be tested on
different leak scenarios. Thus, the leak detection algorithms were only applied on Sk since it
was the only scenario with a priorly longer leak-free period.

The choice of the sensor placement that was used for the six remaining sensors was not ideal
one according to the sensor placement performance tests in Chapter 5.3. Additionally, sen-
sor failures of pressure measurement devices at important locations (HG3420 and HG4215 in
Figure 2.21) were certainly not helpful.

Despite all these drawbacks, the results for the leak detection and the model-based leak localization in
real-world are astonishing. Real-time detection and localization of leaks of small sizes were possible
and enabled a fast and timely response to leaks in the system.

Future studies should also focus on the applicability of these methods on larger as well as multiple
inlet DMAs and/or pumped systems with changing boundary conditions. Certainly, this will increase
the complexity of the proposed approaches and will have an influence on the performance of leak (i)
detection and (ii) localization through

(i) increasing the complexity of the generation of time series models and, thus, decreasing the
forecast accuracy due to changing system conditions. Additionally, throughout bookkeeping of
all possible changes in the system is necessary since these changes will have to be incorporated
into the methods. This is also the case in future smart water systems with automated control
approaches utilizing control valves (Cattani et al. 2017).

(ii) the change of boundary conditions (Blesa et al. 2015), influencing the sensitivity of the system
and hence decreasing the optimality of ideal measurement positions. Additionally, the hydraulic
model requires updates according to the changes in the system.

Recommendations for real-world application of the methods To not repeat the failures made
during our case study, some recommendations are given now to avoid them in real-world applications

1. At first, compute the possible measurement positions in the field testing area with the Shortest
Path 1 algorithm, since it is highly efficient even for big systems, at locations where sensors are
easily deployable.

2. Prior to installing the sensors, check if all boundary valves are closed in the measurement zone.
Close all valves in the zone that are supposed to be closed.

3. Install temporary pressure measurement devices at these positions for calibrating the network
later on. Additionally, install flow measurement devices with high time resolutions (e.g. 1 min)
at all inflow and outflow points of the zone. Collecting this data at later time points is sufficient;
there is no need to deliver it in real-time.

4. Observe the system for, e.g., a few weeks to get enough data to build demand patterns and to
estimate the flow and pressure conditions in the measurement zone. This data can also be used
for adjusting the heights of the pressure measurements. Are there any mysterious unexplainable
effects? Keep in mind that this phase is the phase with the most work for the staff, because
sensors have to be installed, data has to be collected maybe manually, batteries have to be
changed.

5. Open hydrants during the MNF to produce high flows in the system at multiple locations for
roughness calibration.
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6. Apply the automatic calibration procedure as described in Section 2.4.3.2. Are there any pipes
with very high roughnesses? Maybe the diameter of the pipe is wrong in the hydraulic model
or a valve is closed. Check that.

7. Once the system’s state is clear and the parameters are estimated with sufficient accuracy, a long
term sensor deployment can be designed.

8. Use the now calibrated hydraulic model to find sensor positions and the right sensor number for
model-based leak localization with the methods proposed in Chapter 4. Think about possible
power supply at measurement locations, since that will tremendously decrease the maintenance
effort if no batteries have to be changed. Measurement locations at households at water meters,
for example, can be considered. Also consider the data transfer at these positions. Underground
locations under big layers of concrete and steel might be bad for guaranteeing a robust data
communication.

9. Install the system (pressure and flow sensors with data communication) and test it by generating
leaks through small hydrant openings. If this works sufficiently, wait for the first real leak to be
caught by the algorithms.

10. Sensor fault detection algorithms might prove useful, since they should detect any malfunctional
sensor that can subsequently be changed as fast as possible. This to guarantees good leak
localization performances.

Possible future research directions to improve the methods Future work—aiming to apply the
proposed methods—should focus on reducing uncertainties in the system to enable the localization
of even smaller leaks. The uncertainties can have multiple causes for model-based approaches. Since
these approaches work through minimizing discrepancies between real-world measurements and sim-
ulated values obtained from a hydraulic model to find the approximate location of a leak, the uncer-
tainties can be classified into two big parts: (i) model uncertainties and (ii) measurement inaccuracies.
Enhancements are expected by improving the knowledge on both parts.

(i) The success of model-based leak localization is strongly connected to the quality of the hy-
draulic model itself. In general, models are fraught with uncertainties (Chatfield 1995), like
structural uncertainties of the model, estimation uncertainties of its parameters as well as un-
explained random variations in it. The aim of model calibration is to find good estimates for
model parameters, reducing its uncertainty and leading to better consistency between measured
and simulated values. In general, (a) pipe roughness and (b) nodal demands are the most uncer-
tain input variables in a simulation, because usually they are not directly measurable (D. Kang
and Lansey 2011).

(a) Roughness calibration was performed in Section 2.4.3.2, but the generation of pipe groups
was only done through a zoning approach. More elaborate groupings using more realistic
pipe parameters from an engineer perspective (e.g. by consideration of installations like
valves, bends, household connections, pipe materials and ages) might lead to better leak
localization performances.

(b) Demand calibration was not performed in this thesis. With better demand models, better
leak localization can be expected (as already investigated Moors et al. 2018). The ap-
proach through demand component calibration by Sanz Estapé 2016 is very promising .
This approach utilizes time series of pressure measurements for retrieving better locally
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demand pattern estimates. Thus, it perfectly fits the already necessary sensor deploy-
ments prerequisites for model-based leak localization. Another approach might be putting
the cart before the horse—by using stochastic end-use models (Blokker et al. 2010) and
linking them with hydraulic simulation software to enable a more realistic simulation ap-
proach of WDS. Additionally, smart water meter data—measuring customer demand at
high time rates at household level—can be incorporated in the models to reduce the de-
mand uncertainty.

(ii) Obviously, measurement inaccuracies can be decreased by using better and more accurate sen-
sors. But also, better time series models that utilize the correlations between sensors at dif-
ferent positions might improve the accuracy of the estimated pressures and demands without
additional costs. Promising results are also expected by combining the information on the prob-
ability distributions with MCMC modeling and techniques for state estimation, e.g. non-linear
Kalman or particle filters. Moreover, further investigations of the sensor placement problem
(see Chapter 4), especially on incorporating uncertainties, might lead to better and more accu-
rate measurement positions without the need (and the costs) of improving the equipment itself.
A still open question is the realistic size of the ω parameter in equation (4.25). Estimates for
the magnitude of this parameter can be retrieved through analyzing the information contained
in the residuals of the complex time series model in Section 3.3.3.3, for example.

Additionally, experiments that extended the approach described in Section 5.2.2 to multiple leaks and
applying it on the calibration scenarios in Section 2.4.3.1 for the multiple hydrant opening scenarios
showed promising results. Usually, the probability of multiple leaks evolving in different parts of the
system at the same time is very low. However, a method for a quick localization of multiple pipe
burst can be very important in regards to a fast responses to disasters, e.g. after earthquakes. This will
facilitate fast repairs to enable again a working water infrastructure right after it collapsed.

Finally, growing computer power, novel measurement devices and enhanced data communication
technologies might enable in the near future the use of more sophisticated modeling approaches for
whole networks as presented in Section 2.2. The improvements caused by these emerging prospective
technologies on WDS management is not imaginable yet.

Final statement The methods for reducing water losses presented within this thesis showed promis-
ing results for future applications in various ways: (i) supporting WUs in the decision where and how
many sensors should be used, (ii) giving early warnings of unexpected incidents within the WDS and
(iii) providing the staff with the most probable locations of a failure.

It has to be noted that not the algorithm discover leaks, people at the WU are the ones who actually
find and repair them. The possible advantages of the herein proposed methods can only be utilized
by guaranteeing the acceptability of the methods by the people who are actually using them. A tool
is only as good as the people using it and their motivation to use it—no matter how valuable, useful,
sophisticated or shiny it might be. Thus, the algorithms are designed to serve WUs by providing
automated services to their staff: becoming precociously aware of a leak and supporting them by
giving them hints where this leak is located. If these methods prove advantageous enough, convenient
to use and, last but not least, successful in the long-term, this thesis may present a small but crucial step
towards a more sustainable future in which our precious water resources are protected by minimizing
unnecessary losses.
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