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Abstract

This thesis deals with automated driving scenarios on highways and is divided into three
parts: First, a trajectory planning algorithm for automated driving on highways is presented.
A polynomial approach is used to generate a set of trajectories, which is then evaluated by
a cost function considering safety and comfort. In order to achieve collision-free driving,
other traffic participants are predicted. Simulation results using MATLAB/Simulink and
IPG CarMaker show that the performance of this planning level is well suited for basic
maneuvers on highways.

However, in dense traffic scenarios, the desired distance to other vehicles is violated by
human drivers, and merging scenarios with small inter-vehicle distances are difficult to
handle for autonomous cars. Hence, the second part focuses on robust velocity control of a
string of vehicles with small inter-vehicle distances. The effect on other traffic participants
is investigated via string stability analysis. A platooning algorithm is presented that is
capable of reducing large initial spacing errors in order to maintain a small constant
distance eventually. This algorithm is then extended to a merging scenario in lane reduction
scenarios. Simulations studies with MATLAB/Simulink and SUMO demonstrate that this
novel merging assist algorithm is capable of efficient and safe maneuvers in platooning and
lane reduction scenarios.

In the third part, the proposed algorithms have been implemented on small-scale vehicles
in order to investigate real-time capability and performance. For this purpose, a low-
cost testbed that has been built up is presented, which allows fast and safe testing of
automated driving functions. In comparison to common approaches in literature, the
presented algorithms are fast and easy to tune in the experiments.
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Kurzfassung

Diese Arbeit befasst sich mit automatisiertem Fahren auf Autobahnen und ist in drei
Teile unterteilt: Zunächst wird eine Trajektorienplanung für klassische Szenarien auf Auto-
bahnen vorgestellt. Eine Trajektorienmenge wird basierend auf Polynomen generiert, die
dann in Bezug auf Sicherheit und Komfort des Fahrers evaluiert wird. Um Kollisionen zu
vermeiden, werden die anderen Verkehrsteilnehmer prädiziert. Simulationen mit MAT-
LAB/Simulink und IPG CarMaker zeigen, dass sich diese Trajektorienplanung sehr gut für
Autobahnfahrten eignet.

Bei hohem Verkehrsaufkommen werden die Sicherheitsabstände von menschlichen Fahrern
allerdings oft unterschritten und das Einordnen auf eine bestimmte Fahrspur kann zu
Problemen führen. Daher wird im zweiten Teil der Arbeit eine Geschwindigkeitsregelung
vorgestellt, die auch mit kleinen Sicherheitsabständen und vielen Verkehrsteilnehmern
funktioniert, wobei der Effekt auf andere Verkehrsteilnehmer durch die sogenannte String-
Stabilität untersucht wird. Ein neuer Algorithmus für das Fahren in einem Platoon
wird vorgestellt, der auch für große Anfangsabweichungen ein string-stabiles Verhalten
garantiert, und schlussendlich zu einem geringen konstanten Abstand zum Vorderfahrzeug
führt. Dieser Algorithmus wird so erweitert, dass das Einordnen bei Fahrspurreduktionen
effektiv gelöst werden kann, was mit MATLAB/Simulink und SUMO in Simulationen
demonstriert wird.

Die Algorithmen wurden auf einem eigens entwickelten Prüfstand getestet, welcher der
Fokus des dritten Teils der Arbeit ist. Modellfahrzeuge werden verwendet, um sicheres und
kostengünstiges Testen von unterschiedlichsten Algorithmen zu ermöglichen. Diese Tests
zeigen, dass die vorgestellten Algorithmen gute Ergebnisse erzielen, wenig Rechenaufwand
benötigen und ihre Parameter leicht einzustellen sind.
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Diese Arbeit entstand im Rahmen des Projektes “TECAHAD” am VIRTUAL VEHICLE
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terstützung mit dem richtigen Maß an Flexibilität, Unterstützung und Möglichkeiten, eigene
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in meinem Umfeld entstanden. Was als fachliche Herausforderung begann, wurde bald zur
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Part I.

Automated Driving on Highways
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1. Introduction

Autonomous driving has attracted interest of researchers for many decades, as discussed,
e.g., in [141], [142]. The benefits are doubtlessly appealing: safer and more efficient driving,
with the “Vision Zero” that no fatal accidents occur. Over the last years, automobile industry
has invested very much in the development of autonomous vehicles. However, autonomous
vehicles need a lot of additional sensors compared to the automated driving systems that
are currently used in cars, e.g., Adaptive Cruise Control (ACC) to control the velocity of
the car automatically, or Lane Keeping Assist (LKA) to support the driver in staying on the
current lane. With this in mind, a step-by-step integration of advanced driver assistance
systems (ADAS) is proposed, increasing the automation gradually. In Figure 1.1, the widely
known SAE Levels [18] are displayed: In the current vehicles in the market, level 2 ADAS
such as ACC or LKA are available. The driver has to monitor the environment, i.e., has to
be available at all times, and bears responsibility for collisions.

Figure 1.1.: The different SAE Levels and their definition according to [18]
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By introducing conditional automation in level 3 and high or full automation in higher
levels, the driver can be taken out of the loop for specific tasks. In a first step in level 3, the
driver is allowed to be occupied by other tasks while the ADAS is responsible for standard
highway driving. At first glance, this step seems to be very easy, since longitudinal and
lateral control are already implemented in vehicles that are equipped with ADAS. However,
the system has to make decisions for the first time, which can be simple for drivers, but
very hard for machines. Thus, this step from level 2 to level 3 ADAS has been the focus of
the COMET K2-project “TECAHAD” at the VIRTUAL VEHICLE Research Center in Graz,
which gave rise to this work.

The first part of the thesis describes the motion planning level, i.e., the computation of a
reference path and a corresponding velocity, of an automated vehicle driving individually
on highways. This motion planning level corresponds to making choices based on the
current situation of the vehicle. The second part of this thesis is dedicated to cooperative
driving in order to make automated driving more efficient with respect to traffic flow. The
third part describes a testbed at the Institute of Automation and Control, Graz University of
Technology, which has been used to test the developed algorithms on small-scale vehicles.

1.1. Literature Review on Automated Driving

As already mentioned, automated and autonomous driving have been investigated for many
decades. In a first approach, researchers had the vision that cars will drive along magnetic
markers [160], which has later been dropped due to high infrastructural requirements. In the
1990s, the main focus has been placed on automated highway systems (AHS), e.g., [81], [116],
where longitudinal and/or lateral control for automated driving on highways has been
discussed, with the goal to decrease traffic congestions and increase safety. However, only
functionalities that aid the driver indirectly by stabilizing the vehicle, such as the anti-lock
braking system (ABS) or electronic stability control (ESC), have been mass-produced, see,
e.g., [19], [161], [173],. In the early 2000s, the first functionality that can be switched on/off
by the driver on demand for longitudinal guidance, namely “Adaptive Cruise Control
(ACC)”, has been implemented in vehicles in series, e.g. [106], [155]. Since then, different
additional “comfort functionalities” for longitudinal and lateral guidance have been added
and will be briefly discussed subsequently.

1.1.1. Advanced Driver Assistence Systems

The ACC functionality has been investigated in the early 1990s, see e.g., [53], [84], [166], and
has successfully been implemented on vehicles in the last decade, e.g., [48], [106], [155], [168].
Communication between the cars facilitates a cooperative ACC (CACC), [121], [128], [169],
which is expected to increase traffic flow and reduce collisions.

At the same time, platooning for automated highway systems (AHS) has emerged [81], [116].
In a platoon, several vehicles are aligned in a string and the velocity of each vehicle is
controlled such that a small inter-vehicle distance is safely maintained to the vehicle in
front; thus the step from longitudinal control of one vehicle to controlling multiple vehicles

4



1.1. Literature Review on Automated Driving

has been made as, e.g., in [133]. Communication between the vehicles is mandatory for
heavy-duty vehicle platooning since fuel efficiency can only be achieved if the inter-vehicles
distances are small. This can only be achieved if some information, e.g. the leading vehicle’s
velocity or acceleration, is sent to all other vehicles, [72], [162], [164]. With the platooning
application, the so-called “string stability” has become an important property and has been
discussed, e.g., in [112], [129], [157], [174]. String stability is necessary to avoid collisions in
a string of vehicles, i.e., error amplification from one vehicle to another has to be avoided.

Lateral control has been investigated in order to develop a Lane Keeping Assist (LKA) [80].
In a first step, however, only a warning system has been developed, known as lane
departure warning system (LDWS), [70], [173], which has also been used in platooning
applications [152]. Nowadays automated assistance system that control the vehicle directly
are developed as presented, e.g., in [114], [170].

A combination of longitudinal and lateral guidance has been implemented in the Traffic
Jam Assist (TJA), see, e.g. [20], where a vehicle tracks its predecessor at low velocities, in
some implementations also in absence of lane markings. In the last years, the Motorway
Chauffeur (MWC) as described in [113], also called “Highway Pilot” by some companies,
has been developed by the automotive industry. The MWC is capable of adapting the
velocities and changing lanes according to the current traffic situation autonomously on
highways.

Fully automated or autonomous driving and cooperative driving are currently discussed
extensively, starting from the first DARPA Challenge [163]. With the following DARPA
Grand Cooperative Driving Challenges, many prototypes have been built and tested,
e.g., [37], [73], [132], [178]. In contrast to the level 2 systems ACC and LKA, higher level
ADAS require a motion planning system. Many different approaches exist, which are
summarized in the following section.

1.1.2. Motion Planning

In [74], different motion planning algorithms from the perspective of autonomous un-
manned aerial vehicle guidance have been discussed. These planning methods depend
on the environment, where one can distinguish between two different parts as described,
e.g., in [95], [167]. The first one is related to the structured environment, e.g., planning on
roads with fixed lanewidth, detected lane markings, and a known number of lanes. The
second one emerged from the field of mobile robotics and is applied in the unstructured
environment, which is, e.g., offroad or in parking lots, where no lanes are defined. The main
difference is that in unstructured environments, the path to the destination has to be found,
avoiding obstacles and possibly considering constraints of the vehicle. Sampling-based
methods such as the A∗-algorithm or the Rapidly-Exploring Random Tree (RRT) have
been used to find paths from a starting point to a destination. However, on highways,
the path cannot vary arbitrarily and these path finding methods are computationally too
expensive. Moreover, other traffic participants have to be taken into account, and the unpre-
dictability over long time horizons render these approaches unsuitable for highway driving.
In [62] and [63], different planning approaches are proposed for these two parts, therein
distinguished as off-road or on-road driving.
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In this work, the focus is on highway driving, i.e., driving in structured environments.
Thus, the focus is placed on local on-road planning, which has been neatly summarized
in [89]. Therein, the path planning methods are divided into incremental search techniques
such as RRT or lattice planners, and local search techniques that define the endpoints
and compute certain geometric curves. These local optimization-based techniques can be
divided into polynomial planning as in [83], [107], or model predictive control (MPC) as,
e.g., in [60], [115]. For details, the interested reader is referred to [89], [148], and references
therein.

In this thesis, local search techniques with fifth order polynomials are used similar to [83]
due to their computational efficiency. This planning approach is described in detail in
Chapter 2.

1.1.3. Tracking Controllers

In autonomous driving scenarios, the references for both lateral and longitudinal controllers
are computed by the planning level and have to be tracked by a low level controller.
Appropriate controllers have to be used in order to guarantee that the vehicle tracks
the references. The lateral and longitudinal dynamics are coupled and non-holonomic
constraints are present, e.g., the vehicle cannot drive side-ways, which makes the controller
design difficult. On highways, the vehicle typically does not drive at its limits and hence,
the separation of controller design for longitudinal and lateral tracking is reasonable. A
detailed survey on control schemes for these longitudinal and lateral assistance systems
can be found in [145].

Note that the separation of planning and tracking level can lead to undesired behavior,
e.g., external disturbances such as wind cannot be included in the planning level, but the
tracking performance will be influenced by this disturbance. Hence, there exists literature
on how to combine these two components so that planning stability can be guaranteed
using MPC as discussed, e.g., in [159]. However, due to the computational complexity of
MPC, this work focuses on methods that can be implemented fast and in real-time.

1.2. Contribution of the Thesis

The main contribution of the first part of this thesis is the implementation of a real-
time capable trajectory planning algorithm for simulation with MATLAB/Simulink1 and
different other tools, such as IPG CarMaker2 and SUMO3. A polynomial approach has been
used for both lateral and longitudinal motion. An extended cost function is discussed that
takes into account the surrounding vehicles similar to human drivers. Intuitive parameter
tuning allows for “sporty” or comfortable maneuvers, which can increase the acceptance
of passengers. In Chapter 2, this planning level with focus on trajectory generation for

1 http://de.mathworks.com/products/simulink.html, accessed: 2018-04-25

2 http://ipg-automotive.com/products-services/simulation-software/carmaker/,
accessed: 2018-04-25

3 http://sumo.dlr.de/index.html, accessed: 2018-04-25
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1.2. Contribution of the Thesis

automated highway driving is presented. Different scenarios have been tested and show
that this trajectory planning algorithm is capable of handling various scenarios. Although
the planning level is designed for comfortable scenarios such as overtaking, collision
avoidance with large lateral acceleration can also be performed by the proposed method.
The simulation results are discussed in Chapter 3.

The second part of the thesis focuses on longitudinal control in cooperative scenarios. The
goal for a single vehicle is to safely merge to the desired lane or yield to preceding vehicles
on the adjacent lane, where the gap to merge has to be found depending on the current
traffic situation. In order to analyze safety and efficiency of a merging maneuver, a large
number of vehicles has to be considered, and the effects of one vehicle on the others has
to be analyzed. These effects of the traffic flow are investigated by means of the so-called
string stability, where the amplification of errors and accelerations along a string of vehicles
has to be avoided, which is the focus of the second part of this thesis. In Chapter 4, a
literature review on cooperative driving is presented. Platooning is investigated in detail
using linear controllers in Chapter 5, or sliding mode controllers in Chapter 6, and a smart
choice of the inter-vehicle spacing for safe and efficient driving is proposed. In Chapter 7, a
robust decentralized merging assist is discussed for lane reduction scenarios.

A testbed using small-scale vehicles, which has been built up at the Institute of Automation
and Control in order to test different algorithms for automated vehicles, is presented in the
third part. In Chapter 8, the experimental setup is explained in detail, and the results of
different planning and tracking algorithms are given in Chapter 9. Finally, conclusions are
drawn in Chapter 10, and future work is discussed.
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2. Trajectory Planning for Automated
Highway Driving

The motion planning level of a highly automated ADAS such as Motorway Chauffeur
consists of a global path computation and a local trajectory planning algorithm. Locally,
paths and velocities are computed to avoid collisions, track a desired velocity and re-
spect given constraints, e.g., maximum accelerations with minimum jerk, thus generating
“comfortable” driving maneuvers. The architecture used for this work is described in the
following section.

2.1. Motion Planning

The software architecture of a highly automated ADAS used in this work from [113] is
shown in Figure 2.1. The focus in this work is the motion planning of the Motorway Chauf-
feur, which is also called planning level. The operational constraints include conditions
when the MWC can be switched on and off, e.g., activation is only possible if the vehicle is

Planning

Operational
Constr.

Environment
Model

Vehicle
Model

Trajectory
Tracking

MWC

Driver
Monitoring

HMI

Environment
Sensors

Vehicle Sensors

Vehicle Control

Vehicle Control

Driver

Environment
(road & traffic)

Vehicle

Figure 2.1.: Architecture of the proposed Motorway Chauffeur
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2. Trajectory Planning for Automated Highway Driving

on a highway. Moreover, constraints arising from traffic signs, e.g., maximum velocity, or
vehicle constraints are included in this block. The main “intelligence” of the MWC is the
planning level, where global and local decisions are made, while other traffic participants
are predicted and constraints are satisfied. For this purpose, the environment model has to
be accurate, i.e., road and traffic are reasonably represented by so-called “objects” in the
environment model. In this work, it is thus assumed that the vehicle sensors are capable of
detecting all relevant objects and that the sensor fusion results in accurate objects, such as
traffic participants, road map information, traffic regulations etc., placing the focus of this
work on control engineering tasks.

The interaction of the MWC with the driver and vice versa in a highly automated system is
limited: the driver can switch the system on or off, can set a desired velocity and a desired
destination by using the Human Machine Interface (HMI). All other control tasks on the
highway are handled by the MWC and the driver does not need to monitor the system until
a take-over request by the system is triggered. Note that driver monitoring is only necessary
at this take-over request, i.e., the system can be switched off if the driver has completely
taken over control of the vehicle. Otherwise, it must be detected that no take-over was
possible and emergency maneuvers to stop the vehicle safely need to be performed.

From a control engineer’s point of view, the yellow highlighted parts in Figure 2.1 are
of special interest: first, reference trajectories have to be planned, then tracked by low-
level controllers. The planning level can be further divided into three levels as shown in
Figure 2.2, which is similar to the architecture used for the autonomous vehicle Bertha
in [159]. First, the mission planning level is responsible for global route computation from

Mission Planning

Behavioral Planning

Trajectory Planning

Planning

Operational Constr.

HMI Inputs

Driver Monitoring

Environment Model

Vehicle Model

HMI Outputs

Reference
Trajectory

Figure 2.2.: Planning level of the proposed Motorway Chauffeur

the current point to a destination specified by the driver, and is thus also called navigation
level. The second level is the behavioral planning (BP) level, also called decision unit, which
is implemented as a state machine that switches different functions on or off and has to
intercept errors. The trajectory planning (TP) is the third level, which computes a local
reference path and velocity while taking into account other traffic participants.

As described above, the inputs of the planning level consist of the environmental data,
driver inputs, operational constraints and vehicle information. The operational constraints
are settings that are mainly monitored by the behavioral planning level, such as activation
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2.2. Trajectory Planning

criteria for a certain ADAS, maximum values for road information, maximum velocities,
etc. However, limits for the states such as maximum velocities or accelerations have to be
incorporated also by the trajectory planning level, and permanent interaction between the
behavioral planning and trajectory planning level is necessary. The driver can activate and
deactivate an ADAS and set desired values by HMI inputs, such as desired destination and
velocities. This information is typically processed in the behavioral planning level, which
interacts with the driver via an HMI output. Moreover, driver monitoring and take-over
requests via HMI outputs are handled by the state machine of the behavioral planning level.
In order to be able to react to the current traffic situation, actual states of the objects and
vehicle states have to be inputs to the planning level, e.g., the actual position of vehicles on
the road, or the actual velocity of the controlled car.

The mission planning and behavioral planning levels are necessary to compute additional
information for the trajectory planning level, e.g., which lane has to be taken at highway
intersections. Then, the main reference generation is performed within the trajectory
planning level, which is described subsequently.

2.2. Trajectory Planning

The trajectory planning level computes the transition of the vehicle’s states at the current
time to desired final states, which is determined by incorporation of all inputs to the
TP level such as driver’s intention, other traffic participants’ information and constraints.
Typically, the output of the trajectory planning level is a reference path with a reference
velocity profile for the controlled vehicle, which will be called ego vehicle furtheron.

In order to compute these references, the trajectory planning in this work can once again be
divided into four parts as shown in Figure 2.3: First, a coordinate transformation from local
sensor data to road coordinates is performed, which allows to plan references for a straight
road. Second, the generation of the trajectory set uses different endpoints to compute
possible paths that do not consider any traffic participants. In addition, the prediction of the
obstacle trajectories is performed, incorporating the trajectories of the ego vehicle. Third,
all trajectories are evaluated and the best with respect to safety, efficiency and comfort is
chosen. In a final step, the best trajectory, which has been sampled sparsely in the evaluation
procedure, has to be transformed to a high-resolution reference path and velocity on the
actual road for the controllers, thus a reference computation is performed at the end of the
planning level. The output of the TP is a reference vector r(t) for the tracking controller,
which consists of a longitudinal and a lateral part. These four steps are explained in this
section in detail, where special attention is paid to the evaluation, since it constitutes a large
part of the decision making process of the ADAS and aims at imitating human drivers. The
error computation and controller shown in Figure 2.3 will be explained in Section 2.3.

2.2.1. Transformation to Road Coordinates

The trajectories are computed for straight roads. Since this is not necessarily true on high-
ways, road coordinates are used to transform the current road states to states corresponding
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2. Trajectory Planning for Automated Highway Driving

Coordinate
Transformation

Trajectory Set
Evaluation

Reference
Computation

Trajectory
Generation

Obstacle
Prediction

Trajectory Planning

Behavioral Planning

Environment Model

Vehicle Model

Operational Constraints
Error Computation

Velocity Controller

Steering Controller

Controller

Vehicle
Kinematic Model

r(t)

Figure 2.3.: The trajectory planning level in the closed-loop system. Interaction with the higher-level behavioral
planning is necessary to obtain the desired values of the driver. The references are computed
based on the actual states of the environment and the vehicle, and are tracked by the vehicle using
appropriate controllers.

to a straight road with zero curvature.

In order to facilitate trajectory planning, the vehicles are assumed to be point-mass models
in the road coordinate system (S, L) that moves along the road as depicted in Figure 2.4.
Note that the road coordinate system differs from a global coordinate system (x, y) since
it does not consider the orientation or curvature of the road. The point-mass models can
be described by double-integrators, both for longitudinal and lateral motion, i.e., by the
states s, ṡ and the input s̈ for longitudinal and states l, l̇ and input l̈ for lateral dynamics.
However, the sensor data delivers distances to obstacles in the vehicle’s local coordinate
system ∆x, ∆y and the orientation of the car influences these results. In order to simplify
the trajectory generation of the TP, all vehicles are transformed to local road coordinates
(s, l), where the longitudinal part is relative to the ego vehicle’s coordinates (0, lego), and
the lateral component is assigned with respect to the lateral deviation on the road as shown
in Figure 2.4. Note that this idea corresponds to the Frenét Frame approach as described,
e.g., in [172].

For the implementation of this transformation, high-precision knowledge of the road
coordinates is necessary, otherwise the assignment of other vehicles to longitudinal relative

(xego, yego, θego)

∆xobst

∆yobst

sobst

lobst
sl

L

S

Figure 2.4.: Different coordinate systems have to be considered: the planning is executed in (s, l) space, while
the sensors of the green ego vehicle deliver (∆x, ∆y) distances to the blue obstacle.
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2.2. Trajectory Planning

distances with respect to road coordinates is not accurate. In this work, the following road
information in the surroundings of the ego vehicle are assumed to be provided by the
environment model with appropriate accuracy:

− way-length along the road sroad, e.g., from a global start position
− positions in global coordinates (xroad, yroad),
− global orientation θroad,
− global curvature κroad .

Note that the curvature κroad can be used for the computation of the road coordinates
(xroad, yroad, θroad), or the road coordinates are given by a map, i.e., matrices that store
the coordinates in certain distances ds along the route. The road information in the ego
vehicle’s local coordinate system can either be available from sensor measurement, or can
be computed from the current information xego, yego, θego, sego of the ego vehicle: the local
road coordinates (xroad,local, yroad,local) with respect to the ego vehicle are computed by

[
xroad,local
yroad,local

]
=

[
cos(θego) sin(θego)
− sin(θego) cos(θego)

] [
xroad − xego
yroad − yego

]
, (2.1)

and the local way-length sroad,local and orientation θroad,local are given by

sroad,local = sroad − sego ,
θroad,local = θroad − θego .

(2.2)

The local measurement of an object i by the ego vehicle represented by the local distances
(∆xobsti , ∆yobst,i) is then assigned to the closest local road parameter xroad,local, yroad,local and
simple vector computations together with the way-length information sroad,local are then
used to obtain (sobst,i, lobst,i) of the obstacle i.

In this work, 200 m in front and 100 m rear of the vehicle based on the sensor ranges are
chosen for road description in the environment model, where it is assumed that the course
of the road with the parameters listed above is known with an accuracy of 0.1 m. Since the
ego vehicle represents the origin of the local coordinate system, its s-coordinate is assumed
to be zero, i.e., sego = 0.

2.2.2. Trajectory Set Generation

After the coordinate transformation, the trajectories can be generated for straight roads.
There exist various possibilities to generate candidate trajectories, e.g., polynomials based
on way-length, where lateral and longitudinal dynamics are combined, or polynomials
based on time, where it is possible to separate lateral deviation from velocities during the
generation process. The main advantage of the second approach is the low computational
complexity, since the polynomial coefficients can be computed given the initial and end
conditions and no optimization is necessary. The disadvantage that the longitudinal and
lateral dynamics are completely decoupled, which is in reality not possible, is alleviated
by the consideration on highways only: since the velocity is more important than the
longitudinal position and the vehicle typically drives in a comfortable range of dynamics,
i.e., no driving at the limits is performed, this disadvantage is acceptable. Hence, in
this section the polynomial generation for longitudinal and lateral motion is described
separately, as is also discussed in [172] for high speeds.
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2. Trajectory Planning for Automated Highway Driving

2.2.2.1. Polynomial Generation for the Lateral Offset

The lateral trajectory set generation is based on [83] and briefly described in this section. The
following information from the higher-level behavioral planning about the environment is
necessary for lateral polynomial generation, including road parameters and constraints:

− number of available lanes nlane and lanewidth wlane
− desired lane (in case of a highway junction) and thus the desired lateral deviation on

the road ldes
− ego-vehicle information: actual lateral position in road coordinates l = lego

Based on this information, a set of smooth trajectories from the initial states l(t0) of the
point-mass model to different end points l(tf) on the available lanes is computed. Since
the lateral jerk jlat, which is the third derivative of the position l, is the most important
indicator for comfortable maneuvers, the set of trajectories are generated such that the cost
functional

J =
∫ tf

t0

1
2

jlat(t)2dt (2.3)

for some fixed final time tf is minimized. The optimization problem for one trajectory with
t0 = 0 without loss of generality can be stated as

min
jlat(t)

∫ tf

0

1
2

jlat(t)2dt ,

s.t. l̇(t) = vlat(t) ,
v̇lat(t) = alat(t) ,
ȧlat(t) = jlat(t) ,

with l(0) = l0, vlat(0) = vlat,0, alat(0) = alat,0 ,
l(tf) = lf, vlat(tf) = vlat,f, alat(tf) = alat,f .

(2.4)

The Hamiltonian H is then defined by

H =
1
2

j2lat + λ1vlat + λ2alat + λ3 jlat , (2.5)

and the following equations hold

λ̇1 = −∂H
∂l

= 0 , ⇒ λ1 = C1 ,

λ̇2 = − ∂H
∂vlat

= −λ1 , ⇒ λ2 = −C1t + C2 ,

λ̇3 = − ∂H
∂alat

= −λ2 , ⇒ λ3 =
1
2

C1t2 − C2t + C3 ,

0 =
∂H
∂jlat

= jlat + λ3 , ⇒ jlat = −λ3 .

(2.6)
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2.2. Trajectory Planning

Then the lateral states can be expressed as

jlat(t) = −
1
2

C1t2 + C2t− C3 ,

alat(t) = −
1
6

C1t3 +
1
2

C2t2 − C3t + C4 ,

vlat(t) = −
1
24

C1t4 +
1
6

C2t3 − 1
2

C3t2 + C4t + C5 ,

l(t) = − 1
120

C1t5 +
1
24

C2t4 − 1
6

C3t3 +
1
2

C4t2 + C5t + C6 .

(2.7)

The coefficients can then be computed for a fixed final time tf by using the initial con-
ditions and final conditions of l, vlat, alat in (2.4), which yields after some mathematical
manipulations

C6 = l0 , C5 = vlat,0 , C4 = alat,0 ,

C3 =
3(3alat,0 − alat,f)t2

f + 12(3vlat,0 + 2vlat,f)tf + 60(l0 − lf)
t3
f

,

C2 =
12(3alat,0 − 2alat,f)t2

f + 24(8vlat,0 + 7vlat,f)tf + 360(l0 − lf)
t4
f

,

C1 =
60(alat,0 − alat,f)t2

f + 360(vlat,0 + vlat,f)tf + 720(l0 − lf)
t5
f

.

(2.8)

The final values vlat,f and alat,f are always chosen to be zero in order to generate smooth
transitions between maneuvers, whereas lf is chosen such that every lane center is included.
Additional end points in the lane can be considered, as shown in Fig. 2.5 for equally
spaced end points. In Figures 2.6 and 2.7, the corresponding velocities and accelerations
are shown.
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Figure 2.5.: Generated polynomials for the lateral deviation l to different end points lf. The circles depict the
nominal final time to reach the end points.

Note that the maximum acceleration has not been considered so far, and handling these
constraints can be difficult. Instead of incorporating this limit into the optimization problem,
the final time tf as only remaining free parameter is adjusted in order to guarantee that
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Figure 2.6.: Generated polynomials for the lateral velocity vlat. The circles depict the nominal final time to
reach the end points.
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Figure 2.7.: Generated polynomials with predefined maximum acceleration alat in lateral direction. The circles
depict the nominal final time to reach the end points, and the red dotted lines indicate the maximum
acceleration that is defined in the operational constraints. Note that this maximum acceleration is
not the physical limit of the vehicle, but a maximum acceleration that is defined for comfortable
maneuvers.

the lateral acceleration stays below a certain maximum value |alat(t)| < alat,max for all t
and alat,max > 0. Hence, the same lateral acceleration is used for all trajectories, but the
time to reach a certain lateral deviation varies. This procedure is reasonable, since a small
lateral change within the own lane should be performed faster than, e.g., two successive
lane changes. Then, the generated polynomials have different lengths as shown in Fig. 2.5.
Note that after reaching the final time tf of each trajectory as depicted by the circles, the
lateral deviation is held constant and thus the derivatives are zero. Note that if the lateral
deviation is held constant, the end time coincides with the initial time.

In order to compute the final time of the trajectories, a bisection method is used. For this
purpose, the resulting maximum acceleration of each trajectory ab,max has to be computed
given a fixed final time, and if this maximum acceleration exceeds the defined value alat,max,
the final time has to be increased. This acceleration extremum of the trajectory ab,max for a
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given final time can be found by setting

ȧlat(tmax) = 0 , (2.9)

where tmax is the time when the extremum occurs, which can be computed using (2.7) as

tmax =
C2

C1
+

√(
C2

C1

)2

− 2C3

C1
. (2.10)

The maximum acceleration of the trajectory then is given by

ab,max = −1
6

C1t3
max +

1
2

C2t2
max − C3tmax + C4 , (2.11)

which has to coincide with the predefined value alat,max. The nominal final time, i.e.,
the time to reach the stationary end point, is computed by using the initial and end
conditions vlat,0 = alat,0 = vlat,f = alat,f = 0 and substituting (2.8), (2.10) with (2.11) fulfilling
ab,max = alat,max yields

tf,nom =

√
10√

3
1

alat,max
|lf − l0| . (2.12)

Hence, the nominal time to reach the end point given a maximum acceleration can be
computed.

Remark 1. The computation of the final time via the bisection method (with starting points
tlow = tf,nom and thigh = 2tf,nom) is the only part of the trajectory planning level that has a variable
computation time; however, by appropriate procedures, e.g., defining tolerances or a maximum
number of bisection steps, a maximum computation time can be specified.

Note that it is important to evaluate the polynomial not later than this final time, as shown
in Figure 2.8, which is a standard fifth order polynomial that exceeds the nominal final
time (depicted by the circle). For details on the generation of these lateral polynomials, the
interested reader is referred to [83].

Finally, different endpoints are used according to predefined endpoints,

lf =
[
l1,f l2,f ... lnl ,f

]T , (2.13)

where nl is the total number of generated trajectories in lateral direction to be chosen. It is
reasonable to use the lane centers, i.e., nlane end points that depend on the lanewidth wlane.
Additionally, two or more points can be used that are within the same lane, but slightly off
in order to maintain safe distance to vehicles that drive closely (e.g., trucks that overlap the
lane markings).

Note that different longitudinal velocity polynomials vs(t) have to be generated in order to
be able to react to the environment. This generation is often called “velocity profile” and is
discussed in the next section.
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2. Trajectory Planning for Automated Highway Driving

2.2.2.2. Velocity Profile Generation

Similar to the procedure for lateral behavior (2.7), a set of different polynomials is generated
for the longitudinal dynamics. In contrast to the lateral dynamics, the longitudinal velocity
is more important on highways than the position, thus the focus of this section is on velocity
polynomials: Since there are no conditions on the longitudinal end position, i.e., sf can
typically be chosen freely, the polynomials are reduced to fourth order instead of fifth
order.

Remark 2. However, if constraints on the end position exist, e.g., if the behavioral planning level
requires to stop at a certain distance sf = sstop, it is again recommended to use fifth order polynomials
as described in the previous section.

For the general highway driving task, the velocity has to be generated so that the jerk is
minimized,

J =
∫ tf

t0

1
2

js(t)2dt , (2.14)

for a initial time t0 and a given final time t f , where js is the longitudinal jerk. Again, this
minimization corresponds to an optimization of ride comfort, and the optimization problem
with t0 = 0 is stated as

min
js(t)

∫ tf

0

1
2

js(t)2dt ,

s.t. v̇s(t) = as(t) ,
ȧs(t) = js(t) ,

with vs(0) = vs,0, as(0) = as,0 ,
vs(tf) = vs,f, as(tf) = as,f .

(2.15)

The Hamiltonian H is then given by

H =
1
2

j2s + λs,2as + λs,3 js , (2.16)
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Figure 2.8.: Example for a polynomial to one end point that exceeds the nominal final time (circle).
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and the following equations hold:

λ̇s,2 = −∂H
∂vs

= 0 , ⇒ λs,2 = Cs,1 ,

λ̇s,3 = −∂H
∂as

= −λs,2 , ⇒ λs,3 = −Cs,1t + Cs,2 ,

0 =
∂H
∂js

= js + λs,3 , ⇒ js = −λs,3 .

(2.17)

The longitudinal states can then be expressed as

js(t) = Cs,1t− Cs,2 ,

as(t) =
1
2

Cs,1t2 − Cs,2t + Cs,3 ,

vs(t) =
1
6

Cs,1t3 − 1
2

Cs,2t2 + Cs,3t + Cs,4 ,

s(t) =
1
24

Cs,1t4 − 1
6

Cs,2t3 +
1
2

Cs,3t2 + Cs,4t + Cs,5 ,

(2.18)

with the coefficients defined by the initial and end conditions,

Cs,5 = s0 , Cs,4 = vs,0 , Cs,3 = as,0 ,

Cs,2 =
(4as,0 + 2as,f)tf + 6(vs,0 − vs,f)

t2
f

,

Cs,1 =
6(as,0 + as,f)tf + 12(vs,0 − vs,f)

t3
f

.

(2.19)

Note, however, that the polynomial of the velocity vs(t) is used and the coefficient Cs,5 does
not need to be defined. Similar to the lateral approach, the final time of the polynomials
can be found by a bisection method, computing the maximum acceleration by setting

ȧs(tmax) = 0 , (2.20)

which allows to compute the time at which the extremum occurs,

tmax =
Cs,2

Cs,1
. (2.21)

Then, the maximum acceleration using (2.18), (2.21) yields

as,max =
1
2

Cs,1t2
max − Cs,2tmax + Cs,3 , (2.22)

and for as,0 = as,f = 0 with (2.19) one arrives at

tf,nom =
−3(vs,0 − vs,f)

2as,max
. (2.23)

Then, for a given longitudinal acceleration, the nominal time to reach the desired velocity is
found. Again, a bisection method is applied to find the nominal time so that the longitudinal
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Figure 2.9.: Generated polynomials for the longitudinal velocity from initial to end condition with one con-
sidered obstacle. Note that in the given time horizon of 4 seconds, not all end points can be
reached.
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Figure 2.10.: Generated polynomial for longitudinal acceleration with predefined maximum acceleration and
one considered obstacle velocity.

acceleration of the polynomial as(tmax) does not exceed the given “comfortable” acceleration
as,max.

The generated polynomials (2.18) are shown in Figures 2.9, 2.10 for different end points
for the velocities vs,f. The choice of end conditions for the velocities vs,f is not trivial. A
simple idea is given by equally spaced velocities in the range of vmin to vmax. This choice,
however, does not allow to follow a vehicle smoothly and oscillations in the velocities and
distances with respect to other vehicles may arise. Additionally, one can add the velocities
of other participants vobst as end condition in order to avoid these oscillations, assuming
these velocities are constant. The desired velocity vdes is also added to the end points, and
in order to allow constant velocities, the current velocity of the ego vehicle is added as well,
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resulting in a total number of nv polynomials with

vf =
[
vmin vmax vdes vego vT

obst

]T . (2.24)

All detected obstacles in the surroundings of the ego vehicle can be taken into account.
However, in order to reduce computational effort, only relevant obstacle velocities should
be considered, e.g., the velocity of the vehicle in front or other target vehicles.

Remark 3. In order to simplify a merging maneuver, where the ego vehicle merges between two
vehicles on the adjacent lane, one can switch to fifth order polynomials with sf = (sobst,front −
sobst,rear)/2. However, by appropriate choice of the trajectory evaluation, one can also use fourth
order polynomials for these maneuvers by choosing vdes = vobst,front and an appropriate safety
distance in the cost evaluation in Section 2.2.4. In both cases, one has to know which vehicles have to
be considered on the adjacent lane. However, the same velocity is typically maintained by all vehicles
on the lane of interest in dense traffic. Hence, fourth order polynomials may be a better choice than
fifth order polynomials.

2.2.2.3. Set Generation

In order to evaluate the safety of the different trajectories, the generated polynomials in
lateral and longitudinal direction have to be combined and then investigated in spatial
coordinates (s, l). For each generated polynomial in l according to (2.13), all velocity profiles
vs with the end points in (2.24) are used. The overall number of generated trajectories in
this set is given by n1 = nl · nv. The trajectories in spatial coordinates (s, l) then read as

s(t) =
∫ t

0

(
1
6

Cs,1τ3 − 1
2

Cs,2τ2 + Cs,3τ + Cs,4

)
dτ ,

l(t) = − 1
120

C1t5 +
1

24
C2t4 − 1

6
C3t3 +

1
2

C4t2 + C5t + C6 ,
(2.25)

with the coefficients given in (2.19), (2.8), as shown in Figure 2.11 for a prediction horizon
tpred,1 = 3 s. Note that the end points of the lateral polynomial (2.13) differ from the
endpoints of the trajectories due to different velocities.

In order to consider whole maneuvers in the prediction, e.g. overtaking, a second trajectory
set is generated. This set is computed from each endpoint of the first set while maintaining
a constant velocity, i.e., vf = vs,f of the corresponding velocity end point of the first set,
see Figure 2.12. With only one velocity profile, the number of trajectories in the second
generation cycle is thus n2 = nl .

The maneuvers can thus be planned over a prediction horizon of tpred = tpred,1 + tpred,2,
where the first set is predicted until tpred,1, and tpred,2 is the time horizon of the second
cycle. The prediction horizon of the second maneuver has been chosen as tpred,2 = 1.5 s.
Note that the longer the prediction horizon is chosen, the larger the prediction error will
be. Short prediction horizons, however, do not allow to predict collisions. In simulation
studies, a reasonable time horizon of tpred = 4.5 s has been found for velocities up to 40 m/s.
For larger values, e.g. tpred = 6 s, the vehicle is very conservative and for too small time
horizons, e.g., tpred = 1.5 s, a collision cannot predicted in time and the vehicle will drive
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Figure 2.11.: Set of generated trajectories to different lateral end points (green circles) combined with three
velocity end points (blue crosses) for one planning cycle
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Figure 2.12.: Set of generated trajectories to different end points with two cycles. In the first cycle, two lateral
endpoints are combined with three velocities (end points depicted by blue crosses). Two lateral
end points in the lane centers and a constant velocity have been considered in the second cycle,
where tpred,1 = 3 s and tpred,2 = 1.5 s. Combining the first and the second cycle yields the black
end points.

too aggressive maneuvers. The total set consists of n1 + n2 = n2
l · nv trajectories and is

shown in Figure 2.12.

This second cycle allows to predict the ego vehicle’s maneuver in a more realistic way
and improves the performance of the ego vehicle: for example in Figure 2.13, when a fast
vehicle on the left lane (blue) overtakes the ego vehicle (green) and a slow obstacle (red)
in front, this two-cycle generation allows to predict the overtaking maneuver of the ego
vehicle. Then, the ego vehicle can either pass the slow obstacle before the fast vehicle if
the velocity difference to the blue vehicle is small (cyan trajectory of the blue vehicle); or
the ego vehicle will not be able to overtake in time and waits for the fast vehicle to pass
(blue dotted line). Note that with only one cycle, predicting the overtaking maneuver is not
possible and hence, the ego vehicle will in many cases wait for the fast vehicle to pass. This
conservative behavior certainly increases the safety, but the acceptance of the driver will be
low if the vehicle will not pass a slow obstacle.
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Figure 2.13.: The set of generated trajectories to different end points with two cycles yields collision-free
trajectories of the green vehicle that pass the red vehicle and avoid the blue vehicle.

In case of emergencies, it is reasonable to use more cycles in order to achieve more possible
trajectories. For example, three sets can be computed iteratively, where each set has a
time horizon of tpred,r = 1.5 s and uses all velocity endpoints, thus resulting in a set of
(nl · nv)3 trajectories. In Figure 2.14, the generated sets for the two-cycle and the three-cycle
planning are shown. The number of trajectories is much larger for the three-cycle case, but
the possibility to find a collision-free path also increases. However, in standard highway
maneuvers, the three-cycle generation is not necessary and hence, the two-cycle planning
is used. If the two-cyle approach does not yield collision-free trajectories, a flag can be
sent to the behavioral planning that triggers either an emergency system or the three-cycle
planning.

Instead of generating more trajectories, it is reasonable to plan with a small sampling
time TTP in order to cover more possible trajectories, see Figure 2.15 for two and three
consecutive planning time steps. Note that with a high sample rate, it is also possible to
cancel maneuvers, e.g., stop a lane change, and the planning level is reactive to changes in
the environment.

In order to evaluate the overall costs of the trajectories, the obstacle have to be predicted as
in Figure 2.13, which will be described subsequently.
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(b) Three-cycle planning

Figure 2.14.: Different set generation methods can be used for different scenarios. The two-cycle planning
approach should be used for standard highway driving. Three cycles generate more possible
trajectories and can be executed if the standard planning does not yield collision-free trajectories.
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(a) Two consecutive planning steps: end points at t0 in green, end points at t0 + TTP in red.
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(b) Three consecutive planning steps: end points at t0 in green, end points at t0 + TTP in red, end points at t0 + 2TTP in blue.

Figure 2.15.: Planning with a high sample rate is necessary to generate various possible trajectories and thus
react to changes in the environment.
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2.2.3. Prediction of Obstacles

The trajectory planning approach can also be used for prediction of obstacle trajectories:
first a set of possible trajectories in (s, l) coordinates is generated and then, this set is
evaluated based on a cost function, as described in Section 2.2.4. The best trajectory is then
the prediction of the obstacle used by the ego vehicle.

In order to speed up computation, it is assumed that the velocity of each obstacle is
constant during one prediction. Moreover, there is only one end point lf per lane, i.e. a total
number of nlane trajectories for each obstacle. The lateral polynomials are then computed as
in (2.7).

In the evaluation of the possible trajectories, other obstacles and the choice of lane are
considered, but other cost components are not incorporated: the comfort and efficiency
of other obstacles is not important. Instead, overtaking maneuvers of obstacles need to
be considered in order to avoid collisions with other traffic participants. Otherwise, the
obstacles should drive on the right lane, which is considered by the lane component in the
cost function. For details, see Section 2.2.4.

Remark 4. The constant velocity of the obstacle is not restrictive if the obstacle prediction is
performed at a high rate. For example, if the planning level is sampled with time TTP = 0.1 s, then
the change in the velocity of an obstacle can be detected very fast and can thus be incorporated in the
next step of the prediction. In simulation studies, the prediction with constant velocities and high
sample rate yields better results than incorporating the acceleration of the obstacle in the prediction
of the velocity profile. Moreover, the acceleration of the obstacle might be difficult to measure. Hence,
a constant velocity profile for obstacles is sufficient.

Remark 5. Note that the trajectories (2.7), (2.18) are continuos functions in time. However, since
the planning level is implemented on an embedded unit, a certain sampling time TTP is used and
computations can only be performed at these time instances. Hence, the following discussions are
given in discrete time, with the time instances

t ∈ [TTP, tpred]→ k ∈ {0, 1, ...Npred} , (2.26)

with Npred = (tpred− TTP)/Ts and the sampling time of the predicted values Ts. Then, a continuous
signal f (t) is sampled by fk = f (TTP + kTs). Note that Ts can be chosen different from the planning
sample time. In order to not mix up indices of obstacles and time, the discrete-time notation used is
f (k) subsequently.

Note that basic maneuvers such as lane changes and overtaking intentions can be predicted
by this approach. However, basic maneuvers in the obstacle prediction might be insufficient:
if the other vehicle is behaving in a completely different way, e.g., driving on the center line
between two lanes for a long time period, this cannot be predicted if only the lane centers
are used as lateral end points, see Figure 2.16. In order to deal with unpredictable drivers,
a prediction observer has been implemented as described in the following subsection.
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2.2.3.1. Prediction Observer

The error between the predicted and the actual states is computed as

e(k) = ws,p|sp(k)− sobst(k)|+ wl,p|lp(k)− lobst(k)| , (2.27)

where ws,p ≥ 0, wl,p > 0 are parameters to be defined, and sp(k), lp(k) are the predicted
states for the current time instance k, computed at the last planning step k − 1, and
sobst(k), lobst(k) are the actual states of the obstacle.

The prediction error Ep for one obstacle is then computed based on previous prediction
errors (2.27) as

Ep =
Ne−1

∑
i=0

e(k− Ne + i) , (2.28)

where Ne is the number of considered errors and k is the current time instance. If this
prediction error is larger than a predefined tolerance, i.e., Ep > Ptol, the current lateral state
lobst(k) is held constant over the prediction horizon instead of generating polynomials to
different lateral end points. This allows to consider the case that a driver stays in-between
two lanes as shown in Figure 2.16b. Without this measure, the ego vehicle predicts that the
obstacle changes lane to the right-hand lane. Thus the TP predicts that the ego vehicle can
pass the obstacle, and the ego vehicle accelerates to the desired velocity. However, since the
other vehicle does not change lane, this acceleration is not safe and the ego vehicle has to
brake to be able to stop behind the obstacle. With the prediction observer, this situation can
be improved since the ego vehicle does not predict that the obstacle moves to the right, if
the other vehicle has been on the center line for a certain time.

As soon as the obstacle can be predicted correctly, i.e., driving as predicted by the polyno-
mials, the error sinks below another threshold Ep < Ptol,2, and the standard prediction can
be used.
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(a) Obstacle is predicted
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(b) Obstacle is unpredictable

Figure 2.16.: Prediction of an obstacle using a prediction observer.
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The output of this obstacle prediction are the samples of the predicted obstacle trajec-
tories {sobst(k), lobst(k), vobst(k)} for k = {0, 1, · · · , Npred}, where the velocity is constant
vobst(k) = vobst(0). Note that the same prediction horizon tpred and prediction sampling
time Ts as for the ego trajectory set has to be used. These samples are then evaluated
in order to assess the safety of the ego vehicle trajectories, as described in the following
section.

2.2.4. Evaluation

In order to evaluate the generated ego vehicle trajectory set, a cost function with several
components is used, as published in [144]. As already mentioned, the trajectories are
sampled at certain time instances and these samples are used in the cost function, where
the best trajectory is chosen based on the lowest cost. Note that with this procedure,
the computational costs are fixed and no on-line optimization is necessary. In this work,
equally spaced samples as in Remark 5 have been used with a sampling time Ts. In the
following considerations, the discrete samples of the trajectories are used and the different
components of the cost function are introduced.

2.2.4.1. Obstacles

Collision avoidance is the most important component of the cost function. In order to
maintain a safe distance to all other traffic participants, the obstacle cost depends on the
distance in longitudinal and lateral direction to all other vehicles. The proximity to obstacles
is represented by an ellipse as described in [83]. A collision is said to occur as soon as the
ellipse is entered, i.e., if a certain safety distance is no longer maintained. Then, the costs for
this trajectory is set to a very large value or infinity. Note that uncertainties in the position
or prediction of obstacles can be considered by increasing the safety distances.

In order to compute the ellipses for obstacle i, the safety distance parameters have to be
defined, which are the axes of the ellipses ssafe,i and lsafe,i. Since the longitudinal safety
distance to the vehicle in front should depend on the velocity of the ego vehicle vs(k), it
can be defined as

ssafe,i(k) = Dmin + vs(k)th , (2.29)

where Dmin ≥ 0 is the minimum distance in standstill, e.g., Dmin = 5 m, and th is the
so-called time-headway in seconds. The additional velocity-dependent distance vs(k)th is
necessary in order to be able to react fast enough to changes of the vehicle in front and is
also used for ACC or platooning scenarios as discussed in Part II of this thesis.

In addition, the velocity difference of the vehicles can be taken into account, where the
corresponding distance is given by

svel,i(k) = cv(vobst,i(k)− vs(k)) , (2.30)

where cv ≥ 0 is a parameter that can be chosen. Note that the safety distance to rear
vehicles, e.g., after the overtaking maneuver, should depend on the velocity of the rear
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vehicle and hence, the following safety distances with respect to front / rear vehicles are
defined:

srear,i(k) = max (ssafe,i(k) + svel,i(k), Dmin) ,
sfront,i(k) = max(ssafe,i(k)− svel,i(k), ssafe,i(k)) .

(2.31)

In lateral direction l, the safety distance to obstacle i for all time steps is given by

lsafe,i =
Wego + Wobst,i

2
+ Dl,min , (2.32)

with a parameter Dl,min > 0 and the width of the ego vehicle Wego and the width of the
obstacle’s vehicle Wobst,i.

Since overtaking on the right lane is not permitted in Europe, two additional ellipses are
generated for the lateral position. For this purpose, another safety distance in l is defined
by

lr,i = nlanewlane , (2.33)

with the number of lanes nlane and lanewidth wlane. Thus, the ellipse of a slow vehicle on
the left lane is extended to the right so that passing on the right lane is not possible. In
Figure 2.17, the different axes definitions (2.29), (2.31), (2.32), (2.33) are shown.

sfront,i ssafe,i srear,i
lsafe,i

lr,i

Figure 2.17.: Ellipses with different axes in longitudinal and lateral direction to ensure safety distances.

This approach leads to four different ellipsoids that can be written as

g1,i(k) = f (sfront,i(k), lsafe,i) ,
g2,i(k) = f (srear,i(k), lsafe,i) ,
g3,i(k) = f (sfront,i(k), lr,i) ,
g4,i(k) = f (srear,i(k), lr,i) .

(2.34)

The level G of the general coordinates (sg, lg) with respect to an ellipsoid f in the origin
with axes (σs, σl) is computed by

G(sg, lg, f (σs, σl)) =
s2

g

σ2
s
+

l2
g

σ2
l

. (2.35)
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Then, for G = 1, the coordinates (sg, lg) are on the ellipse, for G > 1 outside the ellipse,
otherwise inside.

In order to have decaying costs outside the ellipse and a certain level when intersecting the
ellipse with increasing costs close to the obstacle, the levels are scaled by

Ĝ(sg, lg, f (σs, σl)) =
1

G(sg, lg, f (σs, σl))
. (2.36)

In Figure 2.18, an example for a variation of the coordinate sg is shown, where the lev-
els (2.35) and (2.36) are plotted for a constant lg = 0 and given axes. Note that in [83], the
square root of G is used in (2.36), as shown by the red line. However, similar costs can be
achieved with (2.36) with the advantage that the costs increase faster close to the obstacle.
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Figure 2.18.: Example for the different levels used as costs for obstacle avoidance with axes σs = 25, σl = 3. The
circle indicates the intersection of the coordinates with the ellipse.

In order to compute the proximity to the obstacles for the cost component, the distances
between ego vehicle and obstacle are computed by

∆si(k) = sego(k)− sobst,i(k) ,
∆li(k) = lego(k)− lobst,i(k) .

(2.37)

Then, the costs for obstacle i and for all ellipses e = 1, 2, 3, 4 in (2.34) are obtained using (2.36)
with

ĝe,i = Ĝ(∆si(k), ∆li(k), ge,i(k)) . (2.38)

The ellipse e is hence entered if ĝe,i ≥ 1 holds.

Note, however, that the four different ellipses cannot be active at the same time; hence,
a switching function is used in order to activate the appropriate axis depending on the
longitudinal and lateral position with respect to the obstacle. In [83], only longitudinal
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switching is performed; In this work, however, two switching functions are used. A general
switching function as function of x can be defined by

P(x) =
1

1 + exp(−βx)︸ ︷︷ ︸
S1(x)

f1 +
1

1 + exp(βx)︸ ︷︷ ︸
S2(x)

f2 , (2.39)

with β a parameter that is chosen. An example for a one-dimensional switching func-
tion (2.39) is shown in Figure 2.19, with f1 = 1 and f2 = 2 and a constant parameter β = 3.
The parameter β is the “slope” of the switching function (2.39) and the effect of different
parameters β is shown in Figure 2.20.
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Figure 2.19.: Switching function with S1 and S2 from (2.39) and f1 = 1, f2 = 2.
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Figure 2.20.: Switching function for different parameters β.
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Let the lateral switching function with the ellipse levels (2.38) be defined by

q̂ f ,i(∆si(k), ∆li(k)) =
1

1 + exp(−β∆li(k))
ĝ1,i +

1
1 + exp(β∆li(k))

ĝ3,i ,

q̂r,i(∆si(k), ∆li(k)) =
1

1 + exp(−β∆li(k))
ĝ2,i +

1
1 + exp(β∆li(k))

ĝ4,i ,
(2.40)

then the overall switching function yields

pi(∆si(k), ∆li(k)) =
1

1 + exp(−β∆si(k))
q̂ f ,i(∆si(k), ∆li(k))

+
1

1 + exp(β∆si(k))
q̂r,i(∆si(k), ∆li(k)) .

(2.41)

Fast vehicles on the left lane, however, are allowed to overtake; thus, only q̂ f ,i = ĝ1 and
q̂r,i = ĝ2 are used if the relative velocity ∆vi = vobst,i − vego is positive. Otherwise, the fast
vehicle might “push” the ego vehicle forward. The results using this overall switching
function are depicted in Figure 2.21. The ego vehicle keeps a velocity-dependent safety
distance that also depends on the relative velocity and the relative distance of the obstacle
(a). Passing a slow vehicle on the right is penalized (b), but a faster vehicle on the right lane
will not influence the ego vehicle’s trajectory (c and d).

(a) (b)

(c) (d)

Figure 2.21.: Different Ellipses are active depending on the relative velocity between the ego vehicle (green)
and the blue obstacle. a) slow vehicle in front on the right lane. b) slow vehicle in front on the left
lane, passing is not allowed. c) and d) faster vehicle is passing the ego vehicle.

The ellipse levels of all obstacles are computed over the entire prediction horizon
k = {0, 1, · · · , Npred}. If an ellipse of obstacle i is entered at time index kcollision,i, this
index is stored and used to weight the component. Moreover, the difference in velocities at
this time instance of safety distance violation ∆vcollision,i is stored.

Then, the final cost for proximity to obstacle i is the maximum value of the ellipse level (2.41)
over the entire prediction horizon, i.e.,

Mi = max
k

(
pi(∆si(k), ∆li(k))

)
. (2.42)
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Note that if Mi is larger than one, the predicted ego vehicle’s trajectory has entered the
predicted ellipse of vehicle i. However, this does not necessarily mean that a collision occurs;
only the safety distance has been violated.

The costs of this violation can be set to infinity as, e.g., in [83]. However, this means that
an actual collision with an obstacle has the same cost as violating the safety distance by,
e.g., 1 m, which is not reasonable. Hence, in this work, the collision costs depends on
further factors: first, in order to penalize collisions that happen with rear vehicles in the
near future, the collision cost is weighted by time index of violation kcollision,i. Note that
collisions with rear vehicles that are predicted at the end of the prediction horizon might
still be resolved. It is assumed that vehicles in front do not react to the ego vehicle, but rear
vehicles might, for example, adapt their velocities. Moreover, if an obstacle is behind the
ego vehicle, the corresponding cost of the trajectory is less than for front vehicles. These
weights are necessary to prevent the ego vehicle from being “stuck” behind a slower front
vehicle, since the ego vehicle will not overtake, if other vehicles are approaching from
behind. Second, large velocity differences ∆vcollision,i at the violation are worse than small
velocity differences: since the other obstacles are assumed to have constant velocities, a
small difference might be compensated by the other obstacle (especially in the case of rear
vehicles). These additional weights are necessary to avoid too conservative behavior of the
ego vehicle.

The cost computation for one obstacle i has thus been implemented as

fobstacle,i =

{
wob,i ·Mi if Mi < 1, no collision
α
3 + |wob,i ·Mi · ∆vcollision,i| if Mi > 1, collision ,

(2.43)

where α is a scaling factor of the total cost. It is used to give this obstacle cost a priority by
representing at least one third of the total cost. The weight for a rear obstacle is given by

wob,i =

{
0.1(Npred − kcollision,i) ∆si(0) ≥ 0, rear vehicle
1 ∆si(0) < 0, front vehicle .

(2.44)

Then, the overall obstacle cost is computed as the sum of costs over all obstacles No,

fo = ∑
i∈No

fobstacle,i . (2.45)

In other publications, the maximum of the individual obstacle costs, i.e., maxi fobstacle,i,
has been chosen as overall cost. However, this means that a collision with one obstacle is
equally rated as collisions with multiple obstacles. Hence, the sum over all obstacles has
been considered.

2.2.4.2. Desired Lane

In Europe, the desired lane is the rightmost lane in standard highway driving scenarios.
However, the driver can also set a desired lane, or the mission planning level requires that
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a certain lane at intersections is taken. The desired lane is thus an input to the trajectory
planning level. The corresponding cost for reaching the desired lane is computed as

flane =
|l(Npred)− ldes|

wlane
, (2.46)

with the width of the lane wlane as scaling factor. However, this factor only depends on
the final value. In addition, a dynamic part should be considered and hence the “time-
to-merging” is used to penalize maneuvers that take longer to reach the desired value,
i.e.,

fmerge =
Npred−1

∑
k=0

|l(k)− ldes|
wlane

. (2.47)

In Figure 2.22, an example for the lane costs with two different trajectories is shown. The
blue trajectory enters the desired lane faster than the green one and has thus lower lane
costs, which are computed by the distances that are plotted between the trajectory samples
(denoted by circles).
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Figure 2.22.: Costs schematically depicted for the desired lane: static (filled circles at end points) and dynamic
components (not filled circles) are used to penalize deviations from the desired lane.

The total lane costs are given by different weights for the static (2.46) and dynamic (2.47)
parts,

fl = flane + wmerge fmerge . (2.48)

2.2.4.3. Lane Center

The vehicle has to stay in the center of the lane, if the other participants behave correctly. In
some cases, however, e.g., a truck that overlaps the lane marking, it is preferable to use a
trajectory that allows to keep a safe distance to the truck. Thus, if more endpoints per lane
are computed, the cost can be defined as in [83] by

fcenter(k) =
cos

(
2π(2l(k)−wlane(nlane−1))

2wlane

)
+ 1

2
. (2.49)

34



2.2. Trajectory Planning

−1 0 1 2 3 4
0

0.2

0.4

0.6

0.8

1

l in m

f c
e
n
te
r

Lane Center Cost
Center Lane 1
Center Lane 2

Figure 2.23.: Costs for the lane center with a lanewidth of wlane = 3.5 m.

This cost is zero in the lane center, and increases towards the lane borders as shown in
Figure 2.23.

Again, static and dynamic parts can be used and weighted differently similar to the lane
costs (2.48). In this work, however, only one endpoint per lane has been considered to speed
up computations.

2.2.4.4. Desired Velocity

If the velocity at the end of the prediction horizon is not corresponding to the desired value
that is set by the behavioral planning level, a penalty is added,

fvel,stat =
|vs(Npred)− vdes|

vmax
, (2.50)

where vmax is the maximum velocity allowed by either traffic signs or operational constraints.
Additionally, if a trajectory reaches its desired velocity faster than others, its costs are less.
This dynamic part is computed as

fvel,dyn =
Npred−1

∑
k=0

|vs(k)− vdes| . (2.51)

Then, the total velocity cost is a weighted sum of the static and dynamic part,

fvelocity = fvel,stat + wvel,dyn fvel,dyn . (2.52)

In Figure 2.24, three different trajectories are shown. The cyan trajectory does not reach
the desired velocity and has thus large dynamic and static costs. The green and blue
trajectory both reach the desired velocity, but the blue trajectory has a lower dynamic part.
However, the blue trajectory has the largest acceleration. This maximum acceleration is
defined in the velocity profile generation and has a huge impact on the performance. Since
the maximum acceleration is a predefined value, adding a cost for the maximum is not
reasonable. Instead, in order to avoid oscillating behavior in the velocity, i.e., frequent
acceleration and deceleration, a cost is defined as described in the following subsection.
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Figure 2.24.: Costs for the desired velocity schematically depicted: static (open circles) and dynamic parts (filled
circle at end point) of the velocity cost component are used with different weights.

2.2.4.5. Acceleration

Frequent changes from one velocity end point to the other have to be avoided in order
to prevent oscillations in the velocity of the ego vehicle. The following cost component
penalizes high acceleration at the beginning of a trajectory, i.e., at the first sample of the
trajectory, and is used for both lateral acceleration,

fstat,l =
l̈(1)

alat,max
, (2.53)

and longitudinal acceleration

fstat,s =
s̈(1)

as,max
. (2.54)

Moreover, if the vehicle is affected by high acceleration in one direction, the acceleration
in the other direction should be very low. The weights of the lateral acceleration is thus
increased if the longitudinal acceleration is high,

wstat,l = wstat,s + max
k

s̈(k) . (2.55)

However, this is counter-productive in some scenarios (e.g., merging). A flag is thus used
to switch this weighting on or off,

wstat,l = wstat,s + max
k

s̈(k)[1−m] . (2.56)

In simulated merging scenarios, the choice m = 1 has been found to be reasonable.

The cost component for static maneuvers considering acceleration (2.53), (2.54) with (2.56)
is written as

fstat = wstat,s fstat,s + wstat,l fstat,l . (2.57)

Then, the velocity profile 1 in Figure 2.25 has lower costs than the velocity profile 2. Note,
however, that these static costs are for a comfortable purpose only and hence, other cost
components that are related to safety have larger weights.
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Figure 2.25.: Longitudinal acceleration for two different velocity profiles with the same endpoint

2.2.4.6. Overall Cost

The overall cost function includes all cost components (2.45), (2.48), (2.49), (2.52), (2.57),
which are weighted in order to achieve the desired performance of the ego vehicle, and is
computed by

Jk = tanh
(

1
α
(wo fo + wl fl + wcenter fcenter + wvelocity fvelocity + wstat fstat)

)
. (2.58)

The weights wo, wl, wcenter, wvelocity, wstat have been tuned in simulation according to the
following priorities:

1. collision avoidance
2. desired velocity
3. desired lane
4. acceleration

It is important to note that desired lane cost may be higher than the obstacle cost in many
situations (e.g., if no obstacle is present), but the maximum cost of obstacles has to be higher
than the other costs combined (since collisions MUST be avoided if possible). The maximum
cost of velocity should be higher than the maximum lane cost, and the acceleration costs
should be lower than all other costs.

A reasonable choice leads hence to satisfying behavior, for example,

− collision avoidance is more important than reaching or maintaining the desired
velocity and/or lane.

− if collisions cannot be avoided, a collision with less velocity difference and larger
time-to-collision is selected.

− if no collision occurs, the desired velocity is reached and maintained, i.e., overtaking
maneuvers are executed in case of a slow traffic participant in front of the ego vehicle.

− if the desired velocity is maintained and the desired lane is collision-free, the vehicle
changes to or stays on the desired lane.

− a constant velocity is better than acceleration and deceleration intervals. Note that
this only has an effect if the other costs are low or at the same value.
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− if merging is required by the behavioral planning level, the velocity can be adapted
to the velocity of vehicles on the corresponding lane. Then, if there is a gap for the
vehicle to merge, the lane change is performed, even if a collision is predicted in the
far future due to small inter-vehicle spacings.

− obstacles in front of or next to the ego vehicle are more important than rear vehicles
that are far away. If a fast rear vehicle is approaching, the overtaking maneuver will
be finished by the ego vehicle. Otherwise, the ego vehicle might choose the “safer”
collision; then, it changes the lane and thus causes a collision with the vehicle that it
passes. However, if the rear obstacle is very close and too fast to avoid collisions, the
ego vehicle can speed up, if no other rules are violated.

− if the velocity difference with respect to the vehicle in front is small, the ego vehicle
does not overtake.

The overall cost (2.58) is scaled by α so that the cost value is in a reasonable range. The
tangens hyperbolicus is additionally used in order to saturate the costs such that the value
is between 0 and 1. This scaling α has to be adapted to the maximum cost values and
depends hence on the other parameters. If the sum of costs for all trajectories is too high
(wrongly scaled), the best trajectory can no longer be evaluated.

In a last step, the cost function is filtered in order to avoid frequent switching between
trajectories. Note, however, that this filter function is only used in standard driving scenarios,
i.e., in “comfortable mode”. If the three-cycle planning is active, no filter is used in order to
be able to react as fast as possible. In discrete-time, the filter has been implemented as

Ĵk = Ĵk−1 +
(Jk − Ĵk−1)Ts

τf
, (2.59)

with sampling time Ts and filter constant τf > Ts (further details in [83]). Consider the
example shown in Figure 2.26 with two generated trajectories for the ego vehicle: the
green trajectory reaches the desired velocity and ends on the left lane, while the orange
trajectory does not reach the desired velocity, and stays on the right lane. The corresponding
unfiltered (2.58) and filtered costs (2.59) of the scenario are shown in Figure 2.27. First, the
orange trajectory has a low overall cost since the obstacle’s safety distance is not violated.
Around t = 1 s, however, the predicted end point of the orange trajectory is inside the blue
ellipse and the costs increase significantly. The green trajectory has lower costs, since it
reaches the desired velocity and is collision-free, but the overall cost also increases due to a
smaller distance to the obstacle. The different cost components for one time instance are
shown in Figure 2.28. The lane costs of the green trajectory is larger since the right lane is
desired, and the green trajectory has lateral and longitudinal acceleration, which results in
the larger costs.

Instead of filtering, a new trajectory index can also be accepted if it has been the best
trajectory index for a certain amount of time steps (e.g. 10 time steps). Simulation results of
the proposed planning level can be found in Chapter 3.

Remark 6. The parameter selection greatly influences the performance of the ego vehicle. Parameter
tuning requires a lot of simulations, but parameters can be interpreted easily. However, the same is
true for MPC planning, where similar costs have to be considered.
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2.2.5. Reference Computation

The best trajectories l(t), vs(t) have been found by the evaluation in Section 2.2.4. Then, the
references r are computed for the low-level controllers so that the path and velocities can be
tracked also on the curved road, see Figure 2.3. Hence, the transformation to appropriate
references is performed as last step of the planning level and depends on the low-level
controller.

2.3. Trajectory Tracking

The tracking task is typically divided into longitudinal and lateral control as in Figure 2.3,
which is reasonable if the vehicle does not drive at its limits, i.e., if the lateral accelerations
are small. On highways, comfortable maneuvers are desired and hence, the separation is
suitable. A survey on control schemes for these tracking controllers can be found in [145].

From the best trajectories over the entire prediction horizon s(t), l(t), vs(t) for t ∈ (0, tpred],
a reasonable reference value sref = s(tref), lref = l(tref), vref = vs(tref) has to be found for
each time step of the controller. Some low-level tracking controllers require a so-called
look-ahead distance sref several meters in front of the vehicle and the corresponding lateral
deviation lref from a reference path, e.g., the road. For other controllers, the reference
value need to be transformed back to (x, y) coordinates by using the local road data. Then,
the references in local vehicle coordinates xref, yref, θref, vref are tracked by these low-level
tracking controllers. In the following section, the tracking controllers used in the simulations
described in Chapter 3 are briefly discussed.
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Figure 2.26.: Example with one slow obstacle in front and two generated trajectories for the ego vehicle. The
current positions of the vehicles are depicted by open circles, while the predicted end position is
depicted by closed circles. The ellipse of the obstacle is shown around the predicted end point of
the obstacle.
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Figure 2.27.: Unfiltered and filtered overall costs of the two trajectories from Figure 2.26.

collision velocity lane acceleration

0

10

20

co
st
s

Figure 2.28.: Cost components of the two trajectories from Figure 2.26 at t = 2s.

2.3.1. Lateral Control

A simulation study in [145] has shown that different steering controllers perform similarly
under the same settings and conditions; hence, a steering controller that has already been
implemented for the LKA assistance system at the VIRTUAL VEHICLE Research Center has
been used in the simulation [113], [114]. The steering controller executes the computations
with sampling time Tctrl and requires the following inputs at time instance k: the look-ahead
distance sref, and the desired lateral offset lref at the look-ahead distance. The samples of the
best trajectories s(t), l(t) are chosen so that the look-ahead distance sref is approximately
15 meters (depending on the longitudinal velocity), which yields good results in a lane
keeping scenario and is therefore also used for general reference tracking maneuvers. Note
that too small look-ahead distances can result in oscillating behavior, while large look-ahead
distances yield cutting behavior in bends.

The controller incorporates the actual data of the ego vehicle that is assumed to be available:
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the lateral deviation, the angular offset with respect to the reference path, actual velocities
in longitudinal and lateral direction of the vehicle, yaw rate, steering angle and steering
angular velocity. Moreover, the parameters of the vehicle are used in the control law, which
is described in [114]. The output of the controller is the steering wheel torque that is applied
by the vehicle’s actuator.

2.3.2. Longitudinal Control

The longitudinal control used in the simulation is also available from previous projects;
the longitudinal controller is the basic ACC functionality that is already available in
IPG CarMaker, and has been used for simulation purposes.

The input to the controller is the desired acceleration ax,des. For this purpose, the desired
acceleration as in (2.18) from the planning level can be used. However, if the actuator is
affected by actuator dynamics, it cannot be guaranteed that the desired velocity can be
reached, since the desired acceleration cannot be tracked perfectly by using feed-forward
only. Hence, a proportional mid-level velocity controller is added that computes the desired
input to the longitudinal low-level controller as

ax,des = as + kv(v− vref) , (2.60)

with parameter kv, and vref = vs(tref) of the planned trajectory in (2.18) with proper choice
of tref, and v the actual velocity of the vehicle.

2.3.3. Choice of Sampling Times

The performance of the MWC depends on the sampling time of the high-level planning. If
the sampling time TTP is too large, changes in the environment can remain unnoticed, which
can be dangerous. However, the sampling time of the planning level cannot be arbitrarily
small, depending on the computational resources. A sampling time of TTP = 100 ms has
been found to be reasonable in simulation. However, the controllers are executed at a
sampling time of Tctrl ≤ TTP. In the simulations performed in Chapter 3, it has been chosen
as Tctrl = 1 ms, in the experiments in Chapter 9 as Tctrl = 10 ms .

If the output of the planning level changes only every sampling step TTP, while the controller
is executed several times, e.g. Tctrl = TTP/100, the control inputs will show peaks that
appear due to the steps in the reference. The control output of the steering controller is
shown in Figure 2.29, and behaves differently when using a reference that either changes
step-wise or is extrapolated as in Figure 2.30. These peaks in the control input, however,
have to be avoided. Thus, the reference has to be processed such that the controller receives
smooth reference signals.

For this purpose, there exist several solutions: first of all, since the polynomial coefficients
are known, these coefficients can be forwarded and the corresponding sample of the
trajectory can be computed until the end of the trajectory, as depicted in Fig. 2.31. This
procedure demands that the coefficients are sent as additional signals to the low-level
controller. Moreover, it is assumed that the time instances have to be known. If the time
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Figure 2.29.: Steering Torque using different sampling times for planning and tracking level.
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Figure 2.30.: Lateral Offset extrapolated to deal with different sampling times.

exceeds the computed final time of the trajectory, constant values need to be used, which
requires also the knowledge of the final time.

Another possibility is to interpolate the lateral deviation based on its derivative, i.e.,
only l(k) and vlat(k) are sent to the controller and the lateral deviation ldes(p) with p =
1, 2, . . . , TTP/Tctrl is extrapolated with a first order hold as ldes(p) = ldes(p− 1) + Tctrlvlat(k),
and reset to ldes = l(k) when a new sample from the TP arrives. Note that with this first
order hold, the reference still exhibits a step at each planning sample step due to this reset.
However, due to the extrapolation, the step is smaller than the zero-order hold signal, and
the results are much better with the first order hold. In order to obtain smooth signals, a
feedback loop is introduced and the output of the reference computation for the controller
is computed as

l1(p) = l1(p− 1) + Tctrlvlat(k) ,
ldes(p) = ldes(p− 1) + k(l1 − ldes(p− 1))Tctrl ,

(2.61)

with k = 1/TTP in the presented simulations. The reset l1(0) = l(k) is performed every time
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Figure 2.31.: Trajectory tracking: the samples of the reference are shown over the prediction horizon. All
samples can easily be computed by knowledge of the polynomial coefficients and the final time.
In red, the relevant samples for the controller are shown.

a new reference l arrives, and ldes is initialized once but never reset. The results using this
approach are shown in Figures 2.29 and 2.30. Due to its easy implementation and its good
performance, (2.61) has been used in simulations with MATLAB and IPG CarMaker.

A third way to solve this issue is to store the m = TTP/Tctrl samples of the trajectory
and forward all samples to the controller. In Fig. 2.31, these samples for the controller
are shown in red, while the samples used in the generation and evaluation process of
the planning level are shown in green. Then, for each sampling step p of the controller,
p = 1, 2, · · · TTP/Tctrl, the p-th sample of the trajectory can be used. A comparison to the
first order hold approach is shown in Figures 2.32, where the bullets in a) indicate ten
sampling steps of the controller level based on the black starting point and its derivative.
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(a) First order hold element with vlat(0) > 0
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Figure 2.32.: Different approaches to deal with different sampling times of high-level planning and low-level
control.
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Note, however, that if the vehicle does not track the reference exactly, a time-based use of
the samples does not yield the desired results: if the vehicle is not tracking the reference
correctly, this can, for example, result in oscillations in the steering angle. Hence, one can
use the trajectory samples in a lookup table depending on the actual states of the vehicle.
This approach has been used in the experiments on the small-scale vehicles and performs
well, see Chapter 9.
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The proposed trajectory planning level and tracking controllers have been simulated
in different simulation environments: first, the planning level has been tested in MAT-
LAB/Simulink [5]. Then, MATLAB/Simulink has been used with IPG CarMaker [6] to
test the tracking performance and the assistance system ”Motorway Chauffeur” including
sensor fusion, behavioral planning level and the complex vehicle model of IPG CarMaker.
Third, MATLAB/Simulink has been coupled with SUMO [7] and different traffic scenarios
with several other vehicles have been tested. In this chapter, the results of these simulation
environments are presented.

3.1. MATLAB/Simulink

In the first MATLAB/Simulink studies, the trajectory planning level has been tested without
global planning algorithms, i.e., the information from environment model and behavioral
planning level are assumed to be available.

The following workarounds have been performed for this purpose:

− environment model: if other obstacles are in the vicinity of the ego vehicle and can be
detected by any sensor on the vehicle, the local coordinates are computed. Road data
around the vehicle is also known to the vehicle.

− behavioral planning: only a desired velocity for the MWC is defined and no state
machine is used. Moreover, flags can be set, e.g., for merging scenarios. Operational
constraints in the first simulations are the maximum accelerations and maximum
velocities.

Parameter tuning has mainly been performed within this simple setup, and the parameters
used in the simulations are listed in Table 3.1.

The following scenarios have been tested in MATLAB/Simulink:

1. Overtaking maneuvers: An obstacle drives slower than the ego vehicle in front on
the same lane, and the ego vehicle has to overtake the obstacle in order to keep its
desired velocity. In Figure 3.1, the results of the trajectory planning level of the ego
vehicle (green) for one slow obstacle in front (blue) are shown for two time instances.
The best trajectory of the ego vehicle is plotted as a thick line with a color gradient
from current time (green) to the end of the time horizon (red). The blue vehicle’s
predicted trajectory is depicted with a color gradient from blue to red. The second
possible trajectory of the obstacle is plotted as cyan dashed line, which is not selected
in the obstacle’s prediction, since the vehicles should keep right. The blue ellipse
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Table 3.1.: Parameters of the trajectory planning level that have been used in the simulations.

General Parameters Cost Parameters
number trajectories l 2 wo 3

number trajectories vs 5 wl 2

lanewidth wlane 3.75 m wcenter 0.5
number lanes 2 wmerge 0.1
as,max 5 m/s2 wvelocity 5

alat,max 2.5 m/s2 wvel,dyn 0.1
min. distance long. Dmin 5 m wstat,s 0.5
min. distance lat. Dl,min 0.5 m wstat 2

time-headway th 1 s α 15

velocity difference cv 1 s β 5

tpred 4.5 s Ts 0.1 s
Npred 45 τf 1 s
Ne 20 kv 0.8
prediction tolerance off Ptol 20 ws,p 0

prediction tolerance on Ptol,2 40 wl,p 1
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Figure 3.1.: Overtaking maneuver with one slow obstacle (blue) in front of the ego vehicle (green) at two time
instances.

indicates the safety distance around the obstacle and is not entered during the whole
prediction horizon.
The costs of the best trajectory at different time instances during the overtaking
maneuver is shown in Figure 3.2. At t = t1, the ego vehicle has a lower velocity than
the desired one, and hence the velocity costs at the first time instance are the highest.
At time instance t = t2, the lane change maneuver has already been started and the
obstacle costs are hence not very large. However, due to the lateral and longitudinal
acceleration, the static costs (2.57) are rather high. Since the desired lane is the right
lane, the driving on the left lane yields high lane costs. At time instance t = t3, the
lane costs are highest since the vehicle has already left the desired lane and will not
change lane during the predicted time window. The next lane change is then triggered
at t = t4, where the predicted trajectory is collision-free, at the desired velocity, and
will reach the desired lane. Lateral accelerations yield the small static cost. Finally, at
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Figure 3.2.: Overtaking maneuver with cost components at different time instances.

t = t5, all desired values are reached and no accelerations are necessary and thus all
costs of the best trajectory are very low.
Moreover, a second obstacle can be added that is closing in from behind the ego
vehicle. Depending on the relative distances and velocities, the ego vehicle either has
to slow down and let the faster vehicle pass, or accelerate and overtake the first vehicle
before the second obstacle. The parameters have been tuned so that the behavior of
the ego vehicle is not too conservative.

2. Collision avoidance: Two obstacles at standstill are considered. In this example, the
ego vehicle cannot decelerate to a standstill safely due to a large velocity and thus
has to change lanes in order to avoid collisions. Note that one-cycle planning cannot
yield collision-free trajectories for arbitrary time horizons: all trajectories intersect the
ellipse of either the left or the right vehicle, see Figure 3.3. Then, the time-horizon
of the generated trajectories can be decreased so that at least one trajectory will be
collision-free. However, decreasing the time horizon arbitrarily is not safe, since the
vehicle cannot react arbitrarily fast. For this purpose, the three-cycle planning is used,
which allows to consider more possible trajectories for collision avoidance and faster
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reaction to changes in the environment due to a sufficient time horizon. Simulation
results are shown in Figure 3.3, where collision-free trajectories can be found. The ego
vehicle then chooses the best trajectory that avoids both obstacles. In addition, the
desired velocity can be set to a small value in order to slow the ego vehicle down after
the maneuver. However, the desired low velocity has been set to a non-zero value
in order to leave the dangerous situation of two vehicles at standstill; approaching
vehicles from behind might not be able to stop, and the ego vehicle must not block
the path, which is avoided by a low desired velocity. Note that several planning cycles
result in more possibilities, but also high computational costs and hence, planning
with less cycles should be preferred in standard scenarios.

Figure 3.3.: Collision avoidance with three-cycle planning. The two obstacles are depicted by blue vehicles and
the ego vehicle by the green dot.

3. Merging scenarios: A certain lane has to be taken in order to follow a specific route,
and a corresponding flag is triggered by a higher planning level. Then, the ego vehicle
has to drive on the desired lane before a predefined position, e.g., an intersection, is
reached. If the traffic flow is low, this scenario is equivalent to a simple lane change.
However, if there are many vehicles on the road, merging onto a certain lane might be
difficult, since human drivers naturally adapt the distances to the preceding vehicle
in dense traffic, but automated cars do not violate their safety distances. In Figure 3.4,
the blue vehicle does not keep its safety distance to the red vehicle and hence, the
green ego vehicle cannot enter the gap between the two cars. Hence, the cost function
of the trajectory set evaluation is slightly adapted: first, the choice of the lane is more
important than maintaining a desired velocity. Second, the safety distances to the
vehicles on the desired lane are adapted in case of high traffic density. The results
of the merging maneuver with adapted safety distances are shown in Figure 3.5,
where the green ego vehicle can merge to the desired lane due to smaller inter-vehicle
distances. However, it is not clear how far the safety distances can be decreased in
order to still guarantee collision-free driving. Note that decreasing the time-headway
th in the safety distance (2.29) below a certain value can lead to collisions as discussed,
e.g., in [93]. In order to avoid collisions, these merging scenarios in presence of many
vehicles have been investigated further and are discussed in detail in Part II.

The planning level has shown satisfactory results for simple maneuvers. However, there
is one major drawback of the polynomial planning approach: the fifth order polynomials
are prone to numerical errors. Hence, the following subsection shows the effects of the
numerical error on the planned trajectories.
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Figure 3.4.: Merging maneuver without adaptation of the safety distance
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Figure 3.5.: Merging maneuver with adapted ellipses that depend on the velocity of the green ego vehicle.

Numerical Error

Since the planning level uses the reference states from the last planning instance and
computes new trajectories at each planning step with sampling time TTP, the polynomials
are very often newly computed. However, due to numerical inaccuracy, these computa-
tions exhibit an error as shown exemplarily for the lateral deviation and its derivative in
Figures 3.6, 3.7, respectively.

However, since the safety distances are spacious and the computational costs with the poly-
nomial approach are fixed, the errors that arise from numerical inaccuracy are tolerated.
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Figure 3.6.: Effect of the numerical error of the lateral deviation when planning is executed from the last time
instance.
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Figure 3.7.: Effect of the numerical error of the lateral velocity when planning is executed from the last time
instance.
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3.2. IPG CarMaker

After the planning level has been successfully tested in MATLAB/Simulink, IPG Car-
Maker [6] has been used to extend the vehicle model from a simple point-mass-model to
a more complex model. IPG CarMaker represents the vehicles in more details, allows to
generate different scenarios, and the results can be illustrated as shown in Figure 3.8.

Figure 3.8.: Overtaking scenario simulated with IPG CarMaker

Moreover, the computation of environmental models, see [111], and a state machine for
the behavioral planning level have been implemented. The simulations are thus closer to
reality and different levels of automation can be tested. The block diagram from a control
engineer’s point of view is shown in 3.9, where the orange parts have been adapted to
the IPG CarMaker environment. In comparison to the closed-loop system in Figure 2.3,
other low-level controllers are used and the inputs to the vehicle model are different, since
the vehicle model is now provided by IPG CarMaker, where many vehicle parameters can
be set. Moreover, the higher-level behavioral planning level that interacts with the driver
has been added to the simulation. From a user’s point of view, it is possible to switch
on/off the different ADAS, such as MWA, MWA+, and MWC, and set desired values such
as a desired velocity. The MWA+ is an extension of the MWA, where lane changes are
recommended to the driver. If the driver accepts the lane change, the ADAS executes the
maneuver, otherwise the MWA is active.

In contrast to the MATLAB/Simulink simulation in the previous section, a complex ve-
hicle model and appropriate tracking controllers are used, where the controllers have a
different sampling time than the planning level. In the simulation with IPG CarMaker, the
extrapolation method described in Section 2.3.3 has been implemented, which improves the
performance significantly. The goal of the simulation with IPG CarMaker was to evaluate
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Figure 3.9.: Schematic of the closed-loop system for simulations with MATLAB and IPG CarMaker

the performance of the trajectory planning level of the different ADAS in a more detailed
environment.

3.2.1. Motorway Assist

The Motorway Assist is an assistance system that keeps the vehicle on the current lane
and adapts the velocity according to the ACC. In a first step, the MWA has been realized
by combining ACC and LKA. However, the TP level in combination with the tracking
controller can achieve similar or better performance, depending on the parameters of the
TP.

The trajectory planning level has been used with the following settings:

− the endpoints of the lateral offset are only on the current lane,
− the velocity endpoints have been used as defined in (2.24), but can be extended to

improve performance.

Note that if all trajectories result in collisions, the behavioral planning level can demand a
collision avoidance maneuver by allowing more endpoints in lateral offset. In the following
discussions, the standard MWA has been tested with five different velocity profiles on one
lane.

The performance of the MWA is shown in Figure 3.10, where the results are compared to a
standard ACC that is provided by IPG CarMaker. It can be seen that the parameters of the
ACC are set differently, i.e., the ACC is reducing the distance slowly. The MWA has been
tuned to imitate a human driver, closing in faster and then slowing down in a ”sporty” way.
The parameters can of course be tuned so that the planning level decreases the velocity
more slowly, similar to the ACC behavior. For this purpose, the maximum acceleration of
the set generation can be tuned.
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Figure 3.10.: The ACC and LKA functionalities have been replaced by the trajectory planning and tracking
controller. Vehicle-following is possible when restricting the vehicle to one lane. The safety
distances are not violated.

3.2.2. Motorway Assist Plus

The Motorway Assist Plus is an extension of the MWA: in addition to driving on one lane,
a lane change recommendation is sent to the driver. If the driver accepts, e.g., by activating
the turn signal, the lane change is performed by the system. If the driver does not react, no
lane change is executed and instead, the velocity is adapted as in the MWA. For the lane
change recommendation, an additional ellipse around the preceding obstacle is added: if
the vehicle enters this additional larger ellipse, a recommendation is triggered. Since the
axes of the ellipse depend on the velocity of the vehicle as in (2.29), (2.30), the parameter
th can be set to a larger value, e.g., th,r = 3 s. Then, depending on the relative velocity
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Figure 3.11.: Additional ellipses are used for a lane change recommendation of the MWA+

of the vehicles ∆vi = vego − vobst,i, the driver has (th,r − th)vego/∆vi seconds to accept or
decline the lane change. If the driver does not accept the recommendation and the vehicle’s
predicted trajectory enters the smaller ellipse th, the vehicle has to slow down and adapt
the velocity to the preceding vehicle according to the MWA. In Figure 3.11, the two ellipses
around the preceding vehicle are shown. Once the lane change is accepted by the driver,
the best trajectory to the respective lane is computed and tracked by the vehicle. Aside
from the recommendation, the results of the MWA+ are equivalent to the MWC results.

3.2.3. Motorway Chauffeur

The Motorway Chauffeur is a system that does not require the driver to be active all the
time, i.e., the system is capable of driving highly automated on a highway and the vehicle
has to make various decisions on its own. However, the MWC can request a take-over from
the driver within ten seconds if difficult situations occur.

Standard driving scenarios can be handled very well by the MWC and the scenarios
tested in MATLAB in Section 3.1 have been successfully implemented also with IPG
CarMaker. Different passing maneuvers, velocity adaptations, collision avoidance scenarios
and merging maneuvers have been tested and the results are satisfactory. Since the results
of the planning level have already been discussed in Section 3.1, the additional results of the
tracking performance during a lane change is shown in Figure 3.12, with the corresponding
lateral acceleration in Figure 3.13.
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Figure 3.12.: Tracking performance of the vehicle in a lane change maneuver using the MWC
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Figure 3.13.: Lateral acceleration of the vehicle in a lane change maneuver in the vehicle’s local coordinates.
The red dashed line indicates the bound for comfortable driving maneuvers.

Since IPG CarMaker 4.0 has been used, only two lanes have been considered. Moreover,
the maneuvers of the other vehicles are difficult to generate or control. Hence, in the next
section, the simulation tool Simulation of Urban MObility [7] has been used to evaluate the
performance of the planning level on a highway with more lanes and multiple vehicles that
can change lanes and adapt their velocities using already implemented driver models.

3.3. SUMO

The trajectory planning level has been tested in MATLAB/Simulink that has been cou-
pled with Simulation of Urban MObility (SUMO) [7]. With this additional software tool,
many vehicles can be simulated and driver models for the other vehicles can be used. In
MATLAB, the references for the ego vehicle are computed based on the information of the
other vehicles, which is provided by SUMO. Note that in these simulations, the tracking
controllers are not considered; only the planning level in presence of many other obstacles
is evaluated.

For this purpose, several vehicles have been generated and one vehicle has been controlled
by the planning level, i.e., the desired velocity and the desired lane is computed by
MATLAB and then used in SUMO. The coupling between these two software tools is shown
in Figure 3.14.

Basic highway scenarios have been simulated. The ego vehicle has to overtake several
vehicles that drive slowly on the right lane in order to maintain the desired velocity. After
some time, however, a merging flag is set and the ego vehicle has to take the right lane,
where other vehicles are driving. As discussed for merging scenarios in Section 3.1, the
safety distance parameters are changed in order to allow merging to the right lane. In
Figures 3.16, 3.18, 3.20, 3.21, 3.23, 3.24, 3.26, the SUMO environment with the ego vehicle
(red) and several obstacles are shown at different time instances. The planned trajectories
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Figure 3.14.: Coupling between MATLAB and SUMO

at the corresponding time instance are depicted in Figures 3.15, 3.17, 3.19, 3.22, 3.25, where
the set of trajectories is green and the best trajectory is red. The obstacles are displayed by
blue circles.

The tests show satisfactory behavior, if the traffic volume is low. However, the automated
driving assistance systems should assist the driver especially in the case of high traffic
volume, which is not possible with the current implementation, and the individual planning
level has to be extended. Cooperative driving maneuvers are very important to increase the
traffic performances, which is discussed in the second part of this work.
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Figure 3.15.: Generated trajectories in MATLAB and the environment from SUMO at t1. The ego vehicle is
depicted by the red dot, other traffic participants by blue dots, trajectories by green lines and their
end points by green dots.

56



3.3. SUMO

Figure 3.16.: Simulation studies of the MWC visualized in SUMO at t1 (ego vehicle in red)
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Figure 3.17.: Generated trajectories in MATLAB and the environment from SUMO at t2 (ego vehicle in red,
obstacles in blue)

Figure 3.18.: Simulation studies of the MWC visualized in SUMO at t2 (ego vehicle in red)

0 20 40 60 80 100 120 140 160 180 200 220 240

0

wlane

2wlane

x in m

y
in

m

Figure 3.19.: Generated trajectories in MATLAB and the environment from SUMO at t3 (ego vehicle in red,
obstacles in blue)

Figure 3.20.: Simulation studies of the MWC visualized in SUMO at t3 (ego vehicle in red)
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Figure 3.21.: Simulation studies of the MWC visualized in SUMO after t3 (ego vehicle in red)
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Figure 3.22.: Generated trajectories in MATLAB and the environment from SUMO at t4 (ego vehicle in red,
obstacles in blue)

Figure 3.23.: Simulation studies of the MWC visualized in SUMO after t4 (ego vehicle in red)

Figure 3.24.: Simulation studies of the MWC visualized in SUMO between t4 and t5 (ego vehicle in red)
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Figure 3.25.: Generated trajectories in MATLAB and the environment from SUMO at t5 (ego vehicle in red)

Figure 3.26.: Simulation studies of the MWC visualized in SUMO at t5 (ego vehicle in red)
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Part II.

Cooperative Automated Driving
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4. Literature Review on Cooperative
Automated Driving

The simulation studies of the different scenarios using the planning algorithm for individual
vehicles presented in Part I have demonstrated the limits of non-cooperative driving:

1. Merging scenarios are difficult to handle, especially if the traffic density is high.
2. Large inter-vehicle distances cannot be maintained in practice due to human drivers

cutting in.
3. The prediction of other traffic participants is uncertain.

In order to circumvent these drawbacks, cooperative driving with or without communi-
cation has been introduced. If Car-to-Car communication (C2C), also known as Vehicle-
to-Vehicle communication (V2V), between the vehicles is used, vehicles can send their
intentions or other information in order to improve the prediction step. Moreover, inter-
vehicle distances can be safely decreased, yielding improved merging performances and
increased traffic throughput at intersections. However, communication imperfections also
raise several issues [38]: for example, time-delays and packet dropouts can seriously degrade
the performance, and security in the data exchange must be ensured, see also [76].

Cooperative driving has been investigated for many decades, starting with the California
PATH Program [22], which was founded in 1986. Therein, different research projects
have been treated and are investigated also presently, dealing with, e.g., connected and
automated vehicles including truck platooning and assisting systems, traffic control and
analysis, or intersection collision avoidance systems. The focus lies primarily on cooperation
between the vehicles and the infrastructure in order to improve traffic flow, reduce fuel
consumption and, most important, increase safety. Currently, cooperation between vehicles
(C2C) and the infrastructure (C2X), also known as Vehicle-to-infrastructure (V2I), or Vehicle-
to-everything (V2X) is a very popular research field, see, e.g., the projects SARTRE [23] from
2009-2012, Ko-HAF [26], which started in 2015, or the German “Schwerpunktprogramm
1835” [24] from 2014 on, which focuses on cooperatively interacting automobiles. The Grand
Cooperative Driving Challenges (GCDC) in 2011 [98] and 2016 [57] have also advanced this
progress in the last years. In Europe, a truck platooning challenge (ETPC) was conducted
in 2016 including several countries [25]. Both the GCDC and the ETPC have focused on
platooning, i.e., vehicle-following, which has been of great interest lately.

Cooperating vehicles can be regarded as a network of multiple agents with a certain goal
that depends on other agents. Platooning can be formulated as a one-dimensional consensus
problem. Hence, a short literature review on consensus problems is given in the following
section.
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4.1. Consensus Control

In consensus problem statements, a network of so-called agents considering neighboring or
connected entities is investigated. The main objective of a consensus problem is to reach an
agreement on certain quantities of interest based on local interaction rules [137]. Initially,
consensus problem formulations have been used for synchronization of agents, or for
the rendezvous problem using multiple robots, as summarized in [118]. Today, various
applications have been found for multi-agent systems, including energy storage systems in
wind farms [31], reactive power sharing in microgrids [151], optimization problems [86],
and formation control for different autonomous vehicles, such as underwater vehicles [54],
ships [88], spacecrafts [135], or automated ground vehicles [122]. In autonomous driving
scenarios, each vehicle can be considered as one agent in the network.

Basic consensus problem formulations can be found in [61], [85], [134], [136], or [137]. The
dynamics of the agents are often modeled as single or double integrators, see, e.g., [45], [134].
This work focuses on double integrator dynamics, where the states of one agent correspond
to position and velocity of the respective agent. In order to track a reference trajectory,
e.g., a leading vehicle with a time-varying reference acceleration, a control law for double
integrator dynamics with bounded control inputs has been proposed in [134]. For the
leader-follower problem therein, the general idea is to use a group reference velocity that
is communicated to all or a fraction of the following agents. In many applications, the
network of the agents is not fixed, i.e., the connections between the agents may change.
These so-called switching topologies have been discussed, e.g., in [118].

Due to their robust performance with respect to certain classes of disturbances or uncertain-
ties, sliding mode based control techniques have been presented for consensus problems
where linear controllers fail. Terminal sliding mode control [92], the twisting algorithm [126],
using a discontinuous extension [69], and integral sliding mode control [127] have been
shown to reach consensus for perturbed systems.

Formation control is an extension of the consensus problem statement: instead of reaching
a common position, a desired distance is maintained between the agents. The controllers of
the consensus problem statement can thus be used for formation control as well. A detailed
survey of multi-agent formation control can be found, e.g., in [117]. Note that the control
algorithms typically do not consider obstacle avoidance. Extensions in that regard have to
be formulated separately.

4.2. Formation Control of Robots

The formation can be defined in multiple dimensions, which requires to take into account
more complex agents’ dynamics. In [49], a vision-based formation control framework
has been published, where a leader-follower controller capable of avoiding obstacles is
presented. The two-dimensional formation of the robots may change according to switching
rules in order to avoid collisions with static obstacles. The robots that follow the leader can
choose between an in-line formation or a triangular shaped formation depending on the
surrounding obstacles.
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Another switching topology using triangular and in-line formation has been proposed
in [46]. The switching condition depends only on time, which limits the application of
this approach for highway driving. Although a highway bottleneck is the main focus
of discussion, the proposed formation of the robots is of triangular form, which is not
reasonable on highways.

Sliding mode control has been used in [51] for formation control of robots, where a fixed
formation based on the distance and the angle between the robots is used. The robots
maintain a constant euclidean distance and also consider the bearing angle between the
robots. Note that this procedure is typical for robotic formation control, but may not be
desirable in automated driving scenarios; instead of fixed euclidean distances and angles,
formations should consider the course of the road.

In [97], a testbed for a network of agents has been proposed, where the agents consist of
aerial vehicles, i.e., drones, and small-scale trucks. This testbed gave rise to the testbed which
will be presented in Chapter 8, where automated driving scenarios such as platooning can
be tested easily and at low cost.

Another approach has been discussed in [109], where a so-called virtual structure that
resembles the reference point for all agents is used for formation control. Agents can enter
or leave the topology, while the remaining agents are not necessarily affected. However, the
virtual center is required to collect all data of the agents and communication is assumed to
be available.

All mentioned approaches arising from robotics, however, are not applicable on highways
without modification: the topologies can switch depending on the current situation instead
of time. Moreover, the number of agents can be very large and the impact on other vehicles
must be analyzed for real driving scenarios. Note that in robotics, formation control has
been considered for multiple agents that have to avoid an obstacle while maintaining a fixed
distance to the neighboring agents. However, while obstacle avoidance is a very important
aspect, the effect of the formation control in presence of many robots is not considered.
Thus, the effect on traffic throughput or error amplifications is not analyzed in classical
formation control publications.

Platooning has been described as a one-dimensional formation control problem for multi-
agent systems, e.g., in [149], [175]. However, the standard consensus problem statement
does not consider all necessary conditions for collision-free platooning; position overshoot
and error amplification are typically not considered. In order to analyze the behavior of
a string of vehicles in a platoon, the so-called string stability has been introduced, which
will be discussed in Chapters 5 for linear controllers and in Chapter 6 for sliding mode
controllers. Existing approaches on platooning do not solve all issues, which is summarized
in the next section.

4.3. Platooning

Platooning is said to be the first cooperative automated driving system in mixed traffic,
and the advantages are increased traffic flow, reduced fuel consumption due to reduced
air drag, safety, and driver relief [165]. Hence, the focus of the Grand Cooperative Driving
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Challenge (GCDC) in 2011 and 2016 has been on the application of platooning in different
scenarios, e.g., standard platooning in 2011 [98] and merging of two platoons onto one lane
in 2016 [57]. Communication between the vehicles has been a major part of these challenges.
Details on the interaction protocols for platoon merging that have been developed for
GCDC 2016 can be found in [40]. In [94], a truck from KTH Stockholm is described that
has been used in the GCDC 2016, where model predictive control (MPC) has been used for
longitudinal control. In [43], MPC has been used as well, where the focus is on the formation
shape and also splitting and rejoining from a platoon. Daimler AG’s implementation of
platooning can be found in [56], where the trucks participated in the EU Truck Platoon
Challenge [25].

However, the experiments mentioned do not focus on the theoretical aspects such as string
stability or robustness with respect to disturbances. In the former aspect, position errors
or accelerations of one vehicle should not amplify along the string of vehicles, which has
been discussed, e.g., in [59], [157]. There are typically two challenges: first, collisions can
occur when linear controllers are used with a constant distance spacing policy, and the
platoon is string unstable, even if the initial errors are zero. To ensure safety, the spacing is
typically increased by a velocity-dependent term, which is called constant time-headway
spacing [58], where the time-headway parameter has to be chosen carefully as discussed
in [93]. However, this leads to large inter-vehicle spacings, which might not be desirable;
one of the main advantages of platooning is the fuel consumption reduction due to small
inter-vehicle distances, which reduce the air drag of the vehicles. In order to decrease
these distances between the vehicles, communication between the cars has been used, e.g.,
in [102], [112], [121], [174], [177], and also in the PATH program [165]. The second challenge
is how to safely reach the desired distance, since positions overshoots lead to collisions
that must be avoided. Standard planning procedures can be used to reach the platoon,
e.g., model predictive control in [87]. In the latter aspect, the performance has to be robust
with respect to external disturbances, which is hard to guarantee for model predictive
approaches. Instead, the robust sliding mode based control approaches are discussed in
this work.

A first order sliding mode controller is used in [55] for vehicle-following. Different sliding
surfaces are used in order to avoid too large accelerations. However, the assumption that
the velocity of the predecessor is constant is very limiting for platooning applications, and
string stability has not been considered.

In [66], a sliding mode based approach for platooning has been presented using the constant
time-headway policy, and string stability has been proven. However, the assumption that
the initial errors in position and velocity are zero is very restrictive. In practical applications,
a robust method to reach the formation has to be found before the proposed controller
can be used. In order to guarantee string stability for a certain range of non-zero initial
errors, bidirectional control, which incorporates additional information about the following
vehicle, has been used in [77] and [96].

Since string stability for unidirectional control without communication has not been consid-
ered so far, an adaptive approach using sliding mode techniques for platooning has been
developed, which has been published in [143], and details can be found in Chapter 6. As a
next step, the platooning scenarios can be extended to merging scenarios with multiple
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lanes as in the GCDC 2016. Several approaches for safe and efficient merging scenarios
have been presented in literature, which are summarized in the following section.

4.4. Cooperative Merging

There are two different research areas that focus both on increasing the traffic flow in
merging scenarios: on a macroscopic level, traffic management systems with a centralized
controller are used that act on traffic lights and the infrastructure. On a microscopic level,
i.e., from an individual vehicle’s point of view, decentralized cooperation between vehicles
can be used to increase the traffic throughput, e.g., by reducing inter-vehicle distances.
One of the most common scenarios is merging at lane reductions, e.g., at a highway
ramp, where the location is usually known in advance due to a fixed infrastructure, or
at construction sites, which can vary in time and location. Thus, it is reasonable to use
centralized approaches for highway ramp metering and decentralized approaches for
locally varying lane reductions.

Centralized Approaches for Traffic Control and Ramp Metering

In the famous PATH program, highway entries have been analyzed, e.g., in [78]. A vehicle
sorting strategy is therein proposed with the aim to increase traffic throughput by maxi-
mizing the distance that platoons stay intact using the destination of each vehicle, which
requires information of all involved vehicles at the central control unit.

In [36], a ramp metering approach via traffic lights to regulate on-flow traffic is proposed.
Different control methods are discussed for ramp metering, including feedback control,
model predictive control, and artificial intelligence. These methods are compared with
respect to computational complexity, inclusion of hard constraints or predictions in the
control design, model-based design, and scalability. Different control frameworks and
projects are discussed (e.g. PATH, Dolphin, Auto21 CDS, CVIS, SafeSpot, PReVENT, see
references therein), where the open issues are pointed out as the choice of the platoon
formation and the scalability.

Simulation tests for lane reduction merging scenarios have been performed with the tool
MOTUS in [47], where driver models for longitudinal and lateral motions are used. V2X
communication has been assumed to be available and single-lane on-ramps have been
considered, with all vehicles cruising at the same speed. The proposed assist then merges
between a certain rear and front vehicle, where both vehicles have to agree to the merge
request and create a space for the merging vehicle. This merging assist is implemented on
the decision level by using state diagrams and assuming perfect communication between
the vehicles. However, robustness cannot be ensured, and communication imperfections
can degrade the performance of the assistance system.

On-ramp merging has also been discussed in [104], using a slot-based approach for a
traffic management system. An evaluation of so-called “slot models” has been performed
in VISSIM, where the models have been generated via a central Road Side Unit (RSU)
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based on a hierarchical approach using V2X, or via group communication and coordination,
which is a distributed approach that requires V2V.

In [50], a random mixture of connected vehicles in the traffic has been analyzed and it has
been shown that if 40% of the vehicles are connected near bottlenecks, the traffic flow in
these bottlenecks can be improved by 52%. For this improvement, the speed is reduced in
dedicated slow-down regions, and communication to the other vehicles is required. If a
congestion is building up and detected, the information is communicated to other vehicles,
and a slow-down velocity is computed as the minimum over all velocities of the connected
vehicles. The traffic flow, the average velocity, the effects of communication, and the impact
of using ACC with different percentages of connected vehicles have been analyzed and the
results have been summarized. However, no cooperative merging algorithm is proposed.

Receding horizon control for autonomous or cooperative car-following control has been
used in [171]. A cost function of non-quadratic form for a centralized scheme for a platoon
of ten vehicles is proposed. The authors argue that it is still challenging to implement
receding horizon controllers for autonomous and cooperative vehicle systems in large-scale
traffic simulations.

Another centralized approach for cooperative merging at highway on-ramps has been
proposed in [139], which aims at reducing fuel consumption while guaranteeing collision
avoidance. The same authors summarized the coordination of connected vehicles at highway
on-ramps using centralized approaches in a survey [140].

A cooperative merging assistant called CoopMA has been presented in [150] to reduce
congestion at motorway junctions. The main cause for traffic jam at bottlenecks is the
difference in speed as described in [99]. Hence, a single platoon is approaching on the
ramp due to appropriately controlled traffic lights, and one platoon per cycle can merge
onto the highway. A cooperative vehicle on the main lane is assumed to reduce the speed
such that gaps are created for the platoon on the ramp. The travel time from traffic light
to merge location is assumed to be known, which is reasonable on highway entries, and
V2I is required to send information to the leader of the platoon. The evaluation is based on
reduction of the occurrence of congestion at merges, reduction of duration of congestion,
of late-merging vehicles with low speed and reduction of the merging position.

The locations of highway on-ramps are fixed and centralized approaches can be im-
plemented. However, there exist many situations where the location is not fixed and a
centralized road side unit is not available, e.g., in front of construction sites. Decentralized
approaches can be used to deal with these locally varying lane reductions, which will be
discussed subsequently.

Decentralized Approaches for Lane Reduction Scenarios

In lane reduction scenarios, vehicles on two or more lanes have to merge onto one lane. For
this purpose, the velocities of the vehicles have to be adapted in order to allow safe lane
change maneuvers. When the vehicles maintain a certain distance to the surrounding ones,
the vehicles can change the lane at a certain point, e.g., a few meters before the own lane
ends.
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A survey that focuses on the communication and decentralized approaches for lane change
and merge maneuvers can be found in [41]. Therein, different longitudinal and lateral
control strategies are discussed under the assumption of V2V communication, and the
effects of imperfection in communication and string stability are shortly discussed.

In [44], a centralized approach is compared to a stand-alone control system. A decentralized
receding horizon control framework for a merging vehicle is used, with the possibility to
extend it to a centralized computation. However, the framework plans trajectories similar
to the planning level presented in Part I, and the traffic flow is not considered separately.
The simulations have only been run with constant velocity or acceleration of the vehicle on
the main lane, and robustness with respect to large accelerations of the preceding vehicle
or external disturbances cannot be guaranteed.

Longitudinal control via platooning and a lateral lane change strategy is performed sepa-
rately in [75] for merging scenarios. Three linear approaches have been used for longitudinal
control, but string stability has not been considered. Note, however, that the sliding mode
controller mentioned therein exhibits no sliding mode; instead, the control law is derived
from the desired error dynamics without robustness guarantees. Two lateral trajectory
generation processes are compared: first, a fifth order polynomial is used, and the sec-
ond approach uses a cycloidal representation. The different controllers are simulated in
a MATLAB toolbox called SimPlatoon and compared with respect to lateral acceleration
and time needed. However, the focus of the publication is the lateral trajectory generation
for a merging scenario, and the longitudinal controllers are not applicable in presence of
disturbances or in high traffic densities.

In [131], a leader-follower approach is investigated, where a vehicle (A) splits from the
platoon formation to an adjacent lane in order to give way to another vehicle (B) on the
merging lane. Vehicle A then overtakes the platoon leader and becomes the new leader. In
addition, a virtual leader-follower approach is discussed, where the entire platoon changes
lane, and vehicle B from the merging lane has a separate virtual reference. However, vehicle
A is assumed to be “pre-selected”, and the strategic choice of the virtual reference is unclear.
Moreover, this approach is not applicable to the two-to-one lane merge scenario, since
overtaking is not possible.

Different interaction protocols are discussed in [90], and the merging scenario is divided
into basic maneuvers with corresponding messages. Two scenarios have been considered:
first, merging of one car into a platoon and second, platoon merging into a platoon. It is
assumed that both platoons receive a message from an RSU, which requires once more a
V2X communication. The focus of the publication lies on the messages sent and distributed
decision-making based on relative distances. The major challenges of the proposed platoon
merging approach are stated as follows: first, simultaneous gap making of the entire platoon
results in huge deceleration at the tail of the platoon, i.e., string instability, and second,
serial gap making is not time-efficient.

In [110], a merging algorithm is presented that decelerates to a certain predefined velocity,
then accelerates from this initial velocity to the predefined desired merging velocity, where
a second order polynomial for acceleration is used. However, the preceding vehicle is
assumed to be known and fixed in advance. Moreover, if all vehicles are decelerating, traffic
throughput is reduced.
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String stability has been discussed primarily in the context of platooning and many results
with linear controllers exist. String stability has been defined in different ways; string
stability in a general form has been discussed, e.g., in [130] or [157], whereas [58] has
focused on position error attenuation and in [120], the velocities and the accelerations are
incorporated additionally. To clarify the important aspects for the velocity adaption of a
vehicle string, this chapter summarizes the results on string stability in the linear case.

In a platoon, multiple vehicles are aligned on one lane, where each vehicle adapts the
velocity so that a certain distance to the vehicle in front is maintained. The first vehicle of
the platoon is the leading vehicle and is hence called “leader”. This leader can be modeled
as a double integrator with a reference acceleration ur,

ẋ0 = v0 ,
v̇0 = ur ,

(5.1)

where x0 is the position and v0 the velocity of the leader. The reference acceleration of
the leader can be arbitrary, but is bounded by |ur| ≤ ur,max. Note that the time argu-
ment has been dropped due to readability issues. Depending on the availability of C2C
communication, this reference acceleration can be known or unknown to the following
vehicles.

The predecessor-following vehicles, or “followers”, are also represented by double integrator
dynamics,

ẋi = vi ,
v̇i = ui ,

(5.2)

with the position xi, the velocity vi, and the acceleration ui of agent i and i = 1, 2, · · · , N,
with N the total number of following agents. The difference between the actual distance
xi−1 − xi and the desired distance ∆i, which can be time-varying, is called spacing error
and is defined as

ex,i = xi−1 − xi − ∆i . (5.3)

The primary goal of each following vehicle i is to reach and maintain the desired distance
∆i to its preceding vehicle, i.e.,

lim
t→∞

ex,i(t) = 0 . (5.4)

Besides individual vehicle stability, the overall goal is to affect following vehicles as little as
possible, i.e., to not cause accidents or traffic jams upstream. For example in everyday traffic
situations, a certain behavior of one vehicle can influence the vehicles upstream and cause
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5. String Stability with Linear Controllers

stop-and-go traffic. If the accelerations of the vehicles increase along the string, accidents
may occur due to the limited deceleration of the vehicles.

Consider the example in Figure 5.1, where the red vehicle brakes hard (indicated by the red
rectangle). While the gray vehicles are not affected, the green vehicles behind the red one
have to slow down. Due to a slow reaction of human drivers, each vehicle applies more
deceleration than the preceding one in order to stop on time, and the velocities decrease
along the string of green vehicles. However, if the maximum deceleration is not sufficient,
accidents may occur. Moreover, if a vehicle decides to change the lane to the adjacent one
as indicated by the blue vehicle on the right lane, the blue vehicle on the adjacent lane is
also affected by the low velocities. Then, vehicles that are upstream, i.e., behind the affected
vehicles, might be influenced and the velocities are decreased along the string of vehicles
until stop-and-go traffic occurs. This results in bad traffic performance on both lanes, which
has been caused by one braking vehicle and small inter-vehicle distances. In order to
alleviate these effects, a velocity-dependent distance, also known as constant time-headway
spacing, can be used between the vehicles. Then, it it possible for human drivers to react on
time, which can improve safety at the cost of larger inter-vehicle spacings.

Figure 5.1.: The deceleration of the red vehicle is propagated upstream and causes stop-and-go traffic.

In order to analyze these effects, the concept of string stability has been introduced. The
first requirement for string stability can be stated as follows: When starting in the formation
with ex,i(t0) = 0 with t0 = t(0) for all i, attenuation of the spacing errors (5.3) along the
vehicle string has to be guaranteed in order to avoid collisions, i.e.,

‖ex,i‖∞ ≤ ‖ex,i−1‖∞ , (5.5)

where the leader’s acceleration ur acts as a bounded disturbance and can be arbitrary. The
second requirement focuses on the amplification of accelerations: in the string of vehicles,
it has to be guaranteed that

‖ui‖∞ ≤ ‖ui−1‖∞ (5.6)

holds, otherwise collisions may occur for saturated actuators.

Note that in the following investigations, the relative position xi−1− xi and the velocity vi−1
of each vehicle’s predecessor are assumed to be available via measurements or estimations.
In some control laws, the acceleration of the leader is also available, which requires C2C
communication between the vehicles. The control task is to find the control input ui of
vehicle i such that (5.4) is achieved, while spacing error amplification is avoided according
to (5.5). Several linear control approaches have been analyzed and are summarized in the
following discussions.
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5.1. Constant Distance Spacing

Consider a constant distance ∆i = ∆ in (5.3). The velocity errors using (5.1), (5.2), and (5.3)
are defined as

ev,i = ėx,i = vi−1 − vi . (5.7)

If the vehicles are in formation, then both the position errors and the velocity errors are
zero for all agents, i.e., ex,i = 0, ev,i = 0. For this to be the case, the accelerations of all
vehicles have to be identical, with ui = ur, and hence the accelerations are not amplified
according to (5.6). However, the acceleration of the preceding vehicle has to be known, e.g.,
via C2C communication. If no communication is available, the unknown acceleration of the
leader acts as a disturbance on the platoon. Then, a PD controller

ui = kpex,i + kdėx,i , (5.8)

with the parameters kp and kd, and the errors defined in (5.3) and (5.7) can be used.

Assuming identical controllers for all agents, the error dynamics can be written using (5.1),
(5.2), with control input (5.8) as

ėx,i = ev,i ,
ėv,i = ui−1 − ui ,

=

{
kpex,i−1 + kdev,i−1 − kpex,i − kdev,i i > 1
ur − kpex,i − kdev,i i = 1 .

(5.9)

An example with six agents each using a PD controller (5.8) and the constant distance
spacing (5.3) with ∆i = 10 is shown in Figure 5.2 for kp = 1 and kd = 1, where the
acceleration of the leader has been chosen as

ur = 2 sin(t) . (5.10)

As can be observed in Figure 5.2a, collisions occur at the end of the platoon, although
the initial spacing errors (5.3) and velocity errors (5.7) are zero. In Figure 5.2b, collisions
occur when the error crosses the orange dashed line, i.e., when a position error exhibits
an undershoot that is larger than the minimum distance. In the given example, collisions
occur at the last vehicle i = 6 at times t1 ≈ 16 s, t2 ≈ 23 s, t3 ≈ 29 s. It should be noted
that it is not sufficient to investigate the error between only the first two vehicles, since
disturbances propagate upstream in the platoon when linear controllers are used: although
the first following vehicle can react to the leader’s change in velocity, the spacing errors are
amplified along the string and eventually one vehicle collides with its preceding vehicle.
Moreover, as shown in Figure 5.2c and d, the velocities and the accelerations along the
platoon are amplified, which has to be avoided due to the limited actuation in vehicles.

In order to deal with the leader’s disturbance, the controller parameters of the followers
have to be chosen appropriately. However, different frequencies in the leader’s acceleration
require different controller parameters. This is shown using Figure 5.2, 5.3 and 5.4, where
the same scenario with different parameters is discussed. The “fast” controller with kp = 1,
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Figure 5.2.: Results using a PD controller with kp = 1 and kd = 1 and constant distance spacing policy with
∆i = 10

kd = 1 results in position error amplification and the vehicle collides with its predecessor
in Figure 5.2 . A “slow” controller with kp = 0.03, kd = 1 in Figure 5.3 performs better for
the given disturbance (5.10). The position errors are above the orange dashed line, and
hence no collisions with the preceding vehicles occur. In Figure 5.4, however, the results are
shown for a different frequency of the leader’s acceleration ur = 1 sin(0.1t). It can be seen
that with the same parameter set kp = 0.03 and kd = 1, collisions occur when the frequency
of the disturbance differs.

One can see that it is not possible to design a PD controller with constant distance spacing
errors such that collisions are avoided for arbitrary frequencies in the leader’s acceleration.
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Figure 5.3.: Results using a PD controller with kp = 0.03 and kd = 1 and constant distance spacing policy with
∆i = 10
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Figure 5.4.: Results using a PD controller with kp = 0.03 and kd = 1 and constant distance spacing policy
∆i = 10 for ur = 1 sin(0.1t)

Since the error amplification depends on the frequency, it is reasonable to perform the
analysis of string stability in frequency domain. A block diagram of the closed-loop system
is shown in Figure 5.5. The transfer function of the plant is given by

P(s) =
Xi(s)
Ui(s)

=
1
s2 , (5.11)

with the Laplace transformed signals for positions Xi(s) = L {xi(t)} and control inputs
Ui(s) = L {ui(t)}. The transfer function of the controller is defined by

R(s) =
Ui(s)
Ex,i(s)

= kp + kds , (5.12)

with the Laplace transform of the spacing error (5.3) denoted by Ex,i(s) = L {ex,i(t)}. Note
that in the following investigations, only ideal PD controllers (5.12) are considered, since
the velocities are assumed to be measured.

Then, under the assumption of zero initial errors, the error dynamics (5.9) for i > 1 in
frequency domain are given by

s2Ex,i = kpEx,i−1 + kdsEx,i−1 − kpEx,i − kdsEx,i . (5.13)

Separating the spacing errors of the two vehicles yields

(s2 + kds + kp)Ex,i = (kp + kds)Ex,i−1 . (5.14)

R(s) P(s)
uixi−1 ex,i xi

−
xi

∆i

Figure 5.5.: Closed-loop system with the constant distance policy of one agent i
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The closed loop system of the errors of one vehicle i with respect to the preceding vehicle
i− 1 in frequency domain is hence given by

Ti(s) =
Ex,i(s)

Ex,i−1(s)
=

kp + kds
s2 + kds + kp

(5.15)

for i > 1, where the bode plot for different parameters kp is shown in Figure 5.6. In order
to avoid error amplification (5.5), it is necessary that the magnitude of this transfer function
is less than or equal to one. Regardless of the parameter choice of kp, however, there are
always frequencies where ‖Ti(jω)‖∞ > 0 dB in the bode plot.
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Figure 5.6.: Magnitude of Ti with the constant distance policy and different controller parameters kp

Hence, it is not possible to guarantee error attenuation for all frequencies, if a PD controller
with constant distance spacing error as in (5.8) is used. Note that human drivers are also not
capable of maintaining a fixed constant distance to the predecessor due to slow reactions.
For this reason, a safety distance that depends on the current velocity of the vehicle is
introduced, which is recommended to be approximately 2 to 3 seconds for human drivers,
see e.g. [28], [82]. This idea has also been adopted for platoons, and is known as constant
time-headway spacing as described in the next section.

5.2. Constant Time-Headway Spacing

The constant time-headway spacing, where the distance is increased proportional to the
velocity of the vehicle, is given by

et,i = ex,i − thvi , (5.16)

with ex,i according to (5.3). The parameter th is called “time-headway”, since it represents
the time in seconds that should be maintained between two vehicles, while ∆i represents
the minimum distance at standstill. Consider the desired error dynamics

ėt,i = −ket,i , (5.17)

with the parameter of convergence k > 0. With (5.2) and (5.16) this yields the relation

(vi−1 − vi − thui) = −k(xi−1 − xi − ∆i − thvi) , (5.18)
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which can be solved for the control input as

ui = kp(xi−1 − xi − ∆i − thvi) + kd(vi−1 − vi)

= kpet,i + kdev,i .
(5.19)

This procedure results again in a PD controller with kp = k/th and kd = 1/th that
additionally uses a velocity-dependent distance with time-headway th, which shifts the
equilibria of the spacing errors. The error dynamics with control input (5.19) are given by

ėx,i = ev,i

ėv,i =

{
kpex,i−1 − kpthvi−1 + kdev,i−1 − kpex,i + kpthvi − kdev,i i > 1
ur − kpex,i + kpthvi − kdev,i i = 1 .

(5.20)

The positions and position errors using the PD controller (5.19) with parameters kp = 1,
kd = 1, and constant time-headway with ∆i = 10 and th = 1 s are shown in Figure 5.7,
where the leader’s acceleration is ur = 2 sin(t), as in the constant distance case. Due to
the time-headway, the negative effects of the disturbance are damped along the string
of vehicles. Note that the spacing errors et,i are small for all times, while the spacing
errors ex,i depend on the velocity of the vehicle with thvi. The corresponding velocities and
accelerations are shown in Figure 5.7c and d. It can be seen that position errors, velocities,
and accelerations are attenuated.
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Figure 5.7.: Results using a PD controller with kp = 1, kd = 1, and a constant time-headway policy with th = 1.
Note that the constant time-headway spacing errors et,i can be kept at zero for all times, while the
constant distance spacing errors ex,i are not zero.
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R(s) P(s)
ui

Q(s)

xi−1 et,i xi

−
x̂i

∆i

Figure 5.8.: Closed loop system of one agent with constant time-headway spacing, which introduces an
additional block Q(s) = 1 + ths

Similar to the analysis in the constant distance spacing, the frequency domain is investigated.
The overall system using the constant time-headway spacing is shown in Figure 5.8. The
plant and controller are given by (5.11) and (5.12). Due to the time-headway in (5.16), an
additional block Q has been added in the feedback loop compared to Figure 5.5. The
Laplace-transform of x̂i = xi + thvi is denoted by X̂i(s) = L {x̂i(t)} and yields

Q(s) =
X̂i(s)
Xi(s)

= 1 + ths . (5.21)

The transfer function of the spacing errors using control law (5.19) then reads as

Tt,i(s) =
Et,i(s)

Et,i−1(s)
=

kds + kp

s2 + (kd + thkp)s + kp
, (5.22)

which has an additional damping factor compared to (5.15) that results from the time-
headway, and thus the spacing errors are attenuated as shown in Figure 5.7 with appropriate
choice of the time-headway.

The bode plots for a fixed parameter setting kp = 1, kd = 1 with different time-headways
are shown in Figure 5.9. It can be seen that by increasing the time-headway, the damping
increases and errors are attenuated along the string. It should be noted, however, that too
large time-headways are not reasonable on highways in scenarios with dense traffic.

5.3. String Stability

Since the safety of a platoon depends strongly on spacing error amplifications, string
stability for arbitrary platoon lengths has to be analyzed in order to guarantee collision-free
vehicle-following for arbitrary accelerations ur of the leader.

The first requirement for string stability can be formulated based on the spacing error as
in [59]: if spacing error attenuation along the string of vehicles can be guaranteed, the
platoon is string stable. Therein it is also discussed that in addition, it is beneficial to avoid
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position error undershoot. In many applications, however, a small position error undershoot
is acceptable as long as the position errors are attenuated.

Let Te,i denote the general spacing error transfer function from vehicle i− 1 to vehicle i,
i.e.,

Te,i(s) =
Ei(s)

Ei−1(s)
, (5.23)

and let g(t) denote the impulse response corresponding to Te,i(s). The following stability
properties have been described for linear controllers in [59]:

(S1) L2 string stability: the energy of the output error ei is not larger than the energy of
the input error ei−1. This is the case if ‖Te,i‖∞ ≤ 1,

(S2) L∞ string stability: the maximum magnitude of the output error ei is not larger than
the maximum magnitude of the input error ei−1, with ‖g‖1 ≤ 1,

(S3) String stability without spacing error undershoot: the impulse response fulfills ‖g‖1 ≤
1 and in addition g(t) ≥ 0 ∀t .

The following results have been discussed in [59]: if the impulse response is not positive,
frequency-domain analysis can only guarantee L2 string stability (S1). Note that the three
properties (S1), (S2), (S3) are only equivalent if g(t) ≥ 0 ∀t. It has been found that L∞
string stability (S2) may result in more restrictive controller parameters, and no error
overshoot according to (S3) may in some cases not be achievable, even if L2 string stability
(S1) and L∞ string stability (S2) hold.

However, in later publications, the string stability analysis has been extended in order to
include also velocities and accelerations of the agents. Two further properties have been
introduced in frequency domain, as described, e.g., in [120]:

The first property is called “weak” string stability and analyzes the behavior of each vehicle
with respect to the acceleration of the leading vehicle. In frequency domain the conditions

∥∥∥∥
Ei(s)
Ur(s)

∥∥∥∥
∞
≤ γe,

∥∥∥∥
Vi(s)
Ur(s)

∥∥∥∥
∞
≤ γv ,

∥∥∥∥
Ui(s)
Ur(s)

∥∥∥∥
∞
≤ 1 . (5.24)

are important, with γe and γv defined in [120]. The weak string stability requirement
corresponds to an analysis of the maximum amplification in the platoon. This is usually
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done to analyze the macroscopic behavior, i.e., the effect of the disturbance ur on the vehicle
string.

The second, more stringent, property is called “strong” string stability and analyzes the
string stability between two vehicles in succession. In addition to the spacing errors,
velocities and accelerations are analyzed, i.e.,

∥∥∥∥
Ei(jω)

Ei−1(jω)

∥∥∥∥
∞
≤ 1 ,

∥∥∥∥
Vi(jω)

Vi−1(jω)

∥∥∥∥
∞
≤ 1 ,

∥∥∥∥
Ui(jω)

Ui−1(jω)

∥∥∥∥
∞
≤ 1 , (5.25)

for collision avoidance of a vehicle with respect to the preceding one. The additional re-
quirements on the velocity and the accelerations are reasonable: velocities and accelerations
are not allowed to increase along the string, since both signals are limited in practice.

In the following discussion, the focus lies on strong string stability, since it is more important
from a safety point of view: the spacing error attenuation between two vehicles ensures
that two vehicles do not collide when starting in formation. Amplification in velocity may
result in “ghost traffic jams” far away from its source, if the velocities along the stream
decrease. Avoiding amplification of acceleration ensures applicability in presence of actuator
constraints and reliable operation. All vehicles are assumed to have the same bounds on
the accelerations, i.e., ui ≤ umax for all i.

In time-domain, the spacing error attenuation can be formulated using

‖ei‖∞ = ‖g ∗ ei−1‖∞ ≤ ‖g‖1‖ei−1‖∞ , (5.26)

where g(t) is the impulse response, ∗ is the convolution operator, and ei is the spacing
error of agent i as defined in (5.3) or (5.16). If ‖g‖1 ≤ 1, string stability can be guaranteed
in the L∞ sense. However, analyzing ‖g‖1 in time-domain can be difficult, thus switching
to frequency-domain is desirable. In linear system theory, the following general statement
is valid:

|Te(0)| ≤ ‖Te‖∞ ≤ ‖g‖1 , (5.27)

with the Laplace transform

Te(s) =
∫ ∞

0
g(t)e−stdt , (5.28)

and for s = 0,

|Te(0)| =
∣∣∣∣
∫ ∞

0
g(t)dt

∣∣∣∣ ≤
∫ ∞

0
|g(t)|dt = ‖g‖1 . (5.29)

If the impulse response remains non-negative for all times, the inequality in (5.29) becomes
an equality and analysis of spacing error attenuation in frequency domain for L2 and L∞
is equivalent, with

|Te(0)| = ‖Te‖∞ = ‖g‖1 . (5.30)
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This means that if

‖Te‖∞ = max
ω
‖Te(jω)‖ = ‖g‖1 ≤ 1 (5.31)

is fulfilled, string stability in the sense (S1), (S2), (S3) can be guaranteed.

According to [158], a non-negative impulse response corresponding to a stable, rational
strictly proper transfer function is guaranteed if

(P1) the dominant pole is real;
(P2) the right-most real zero lies to the left of the dominant pole.

For identical vehicles in the string, it can be shown that the transfer function for all three
requirements for strong string stability in (5.25) is the same, thus analyzing Ti in (5.15) or
Tt,i in (5.22) is sufficient for strong string stability. Then, string stability of the constant
distance and constant time-headway policies with linear PD controllers can be discussed
in detail. However, note that these definitions are only valid for the linear case with zero
initial errors and a non-negative impulse response.

5.3.1. Constant Distance Spacing

The closed loop system using the constant distance spacing is given by (5.15), and computing
the magnitude of this transfer function yields

|Ti(jω)| =
∣∣∣∣

kd jω + kp

−ω2 + kd jω + kp

∣∣∣∣

=
|kd jω + kp|

| −ω2 + kd jω + kp|

=

√
(kdω)2 + k2

p
√
(kdω)2 + (kp −ω2)2

.

(5.32)

The denominator is greater than the numerator if (kp −ω2)2 > k2
p, which guarantees that

|Ti(jω)| < 1. This inequality is equivalent to

k2
p − 2kpω2 + ω4 > k2

p ⇒ ω4 > 2kpω2 . (5.33)

The magnitude of the transfer function becomes

|Ti(jω)| =





1 ω = 0
< 1 ω2 > 2kp

≥ 1 otherwise ,

(5.34)

which means that the constant distance policy with a PD controller cannot guarantee
string stability for all frequencies ω. Unfortunately, string unstable behavior occurs at low
frequencies, which are of particular interest in highway scenarios.
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Figure 5.10.: The zero of the transfer function with constant distance spacing is to the right of the rightmost
pole.

In addition, the zeros and poles of Ti can be examined: the zero of the transfer function (5.15)
is located at z = −kp/kd, and the poles are located at

p1,2 = − kd

2
±

√
k2

d − 4kp

2
. (5.35)

Since the dominant pole has to be real according to (P1), k2
d > 4kp has to hold. Note that

moving the poles without changing the zero is not possible, and (P2) cannot be guaranteed.
Suppose the poles are real and negative. Then, s2 + kds + kp = 0 for the denominator at a
pole can be written as

kds + kp = −s2 , (5.36)

where kds + kp corresponds to the numerator in (5.15), which is negative at the pole. For the
numerator at s = 0, one has that kds + kp = kp > 0, which means that the zero is between
the rightmost pole and s = 0, see Figure 5.10.

5.3.2. Constant Time-Headway Spacing

The poles of the transfer function Tt,i in (5.22) are computed as

p1,2 = − kd + kpth

2
±
√

(kd + kpth)2 − 4kp

4
, (5.37)

and the zero is located at z = −kp/kd, as was the case for the constant distance spacing. A
first idea to guarantee a positive impulse response according to (P1), (P2) is to set kd = 0
and hence remove the zero. Then, a positive impulse response is given if the poles are
real,

p1,2 = − kpth

2
±

√
k2

pt2
h − 4kp

4
⇒ th ≥

2√
kp

. (5.38)

Counter-intuitively, this means that not using the velocity of the predecessor actually
improves the behavior compared to a bad parameter choice of kd. However, the time-
headway may be unrealistically large.
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Another way to obtain a positive impulse response is zero-pole cancellation with th = 1/kd
as described in [153], yielding

p1,2 = −
kd +

kp
kd

2
±

√√√√ k2
d + 2kd

kp
kd
+

k2
p

k2
d
− 4kp

4

= −
kd +

kp
kd

2
±

kd − kp
kd

2
⇒ p1 = − kp

kd
, p2 = −kd ,

(5.39)

which guarantees a stable system and a positive impulse response.

In general, one pole can be moved independently when using a velocity-dependent policy,
making it easier to achieve a positive impulse response according to (P1), (P2). A time-
headway that is larger than a critical value th > tcrit results in a positive impulse response
and string stability can be guaranteed. This critical value tcrit depends on the controller
parameters, since the impulse response of (5.22) will be positive according to [59], if

th ≥





1
kd

k2
d

kp
≥ 1

− kd
kp
+ 2√

kp

k2
d

kp
< 1 .

(5.40)

In the following it is shown why this is the case.

The poles in (5.37) have to be negative and real, thus
√

(kd + kpth)2 − 4kp

4
≥ 0 (5.41)

has to hold. Then, solving for the time-headway yields the relation

(kd + kpth)
2 − 4kp ≥ 0 , (5.42)

and thus
th ≥ −

kd

kp
+

2√
kp

, (5.43)

which corresponds to the second case in (5.40). Note that a negative time-headway is not
reasonable and hence, only the positive solution of (5.42) is used. The right-most pole has
to be to the right of the zero, otherwise the zero-pole cancellation (5.39) is applied, which
results in the first case in (5.40), and for kd = 0, (5.38) holds. Note that the requirement
for a positive impulse response is more restrictive than having a magnitude of the spacing
error transfer function less than one (see [58]).

Remark 7. Note that if the errors et,i in (5.16) can be kept zero for all times, the signal attenuation
is given by

G(s) =
Vi(s)

Vi−1(s)
=

1
1 + ths

, (5.44)
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which has been discussed, e.g., in [66]. Then, string stability can be concluded from

‖G‖∞ ≤ 1 (5.45)

for th ≥ 0. However, a robust control technique has to be used in order to ensure that the errors et,i
in (5.16) are zero for all times for arbitrary disturbances ur.

In addition, the position error undershoot in response to a lead vehicle acceleration should
be avoided for the first following agent i = 1. Since the spacing error e0 does not exist, the
transfer function

Tr(s) =
E1(s)
Ur(s)

=
1− kdth

s2 + (kd + kpth)s + kp
(5.46)

is analyzed instead. Note that the poles are identical to the spacing error transfer func-
tion (5.22). Since no zero is present, the impulse response is positive if the poles are real.
Then, position error undershoots that might propagate upstream do not occur.

In the control design, the parameters kp, kd of the PD controller R(s) in (5.12) together
with the constant time-headway in (5.16) have to be chosen appropriately using the results
from (5.40). However, for safety reasons, typical values for the time-headway for ACC
assistance systems are usually proposed as 1 ≤ th ≤ 2.2 seconds. The controller parameters
kp, kd are then chosen accordingly.

5.3.3. Non-Autonomous Control

The PD controller with constant time-headway spacing is string stable for a proper pa-
rameter choice and is often used for Adaptive Cruise Control (ACC) applications. As
discussed in the previous section, string stability is guaranteed with (5.31), which depends
on the parameters of the controller and the plant. Large time-headways, however, might
be necessary to guarantee collision-free driving, which can lead to low acceptance of the
assistance system by human drivers. In case of high traffic density, it might not be possible
to maintain, for example, a time-headway of two seconds: human drivers usually do not
maintain large inter-vehicle distances and cut in front of the vehicle, which causes the
automated vehicle to brake. Moreover, in platooning scenarios, one of the major benefits
is the reduced fuel consumption, which only applies for small inter-vehicle distances that
reduce the air drag. Large time-headways are not desired in these scenarios.

The performance of the ACC can be improved by using communicated information of the
predecessor, which is also called non-autonomous control in platoons. For example, the
control input ui of vehicle i with acceleration ui−1 of the predecessor as feed-forward reads
as

ui = ui−1 + kpex,i + kdev,i . (5.47)

The information ui−1 is assumed to be communicated over a perfect network, i.e., no
network-induced imperfections will be analyzed in the first step. For practical string
stability analysis with time-delays, the interested reader is referred to [174].
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5.4. Consensus Formulation

The advantage of this procedure can be seen immediately: for the double-integrator dy-
namics (5.2) with the constant distance spacing error (5.3), the velocity error (5.7) and the
new control input (5.47), the error dynamics are governed by

ėx,i = ev,i ,
ėv,i = kpex,i + kdev,i .

(5.48)

The dependence on the preceding vehicle’s error ex,i−1 vanishes, hence Ti = 0. There is no
error propagation and no position error undershoot when starting with zero initial spacing
errors.

When using the constant time-headway policy (5.16), then the control law with feed-forward
is given by

ui = ui−1 + kpet,i + kdev,i , (5.49)

where the feed-forward part ui−1 counteracts the controller, which tries to steer the spacing
error et,i defined in (5.16) to zero; if ui = ui−1, the distance between the vehicles will remain
constant in the case of equal velocities. However, according to the time-headway spacing
error definition, the distance has to change with the velocity of the following vehicle. This
means that using the feed-forward control input ui−1 with the PD controller and the constant
time-headway spacing error as in (5.49) does not work very well since feed-forward and
feedback pursue different objectives. Hence, using the constant distance spacing policy with
feed-forward is more reasonable, which can also be seen in Figures 5.11, 5.12. Using (5.47),
the constant distance spacing error is zero for all times for zero initial errors. The constant
time-headway spacing error is not zero when feed-forward is used, since the attenuation of
the signals counteracts the feed-forward signal.

Hence, when using feed-forward, a trade-off has to be made. If a perfect communication is
assumed, the constant distance spacing policy is better with respect to traffic throughput.
However, if the communication is subject to packet drop-outs or time-delays, the addi-
tional safety distance of the constant time-headway spacing is necessary for collision-free
driving.

The constant distance spacing with feed-forward has been used in consensus problems to
solve simple formation control tasks. The vehicle-following application using the consensus
formulation is hence discussed briefly in the following section.

5.4. Consensus Formulation

Arising from the field of robotics, consensus problems in a multi-agent system can be refor-
mulated for platooning, which is a one-dimensional formation control problem. Consensus
is said to be achieved if certain variables of interest reach a common value, e.g., if all agents
reach a common position

lim
t→∞
|xi(t)− xj(t)| = 0 ∀i, j , (5.50)
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or, if desired distances ∆i are kept,

lim
t→∞
|xi(t)− xj(t)| = ∆i ∀i, j . (5.51)

In consensus problems, the agents are connected in either a fixed or a time-varying network,
which can be represented by a graph. The so-called network topology is described by the
graph’s adjacency matrix, which has entries aij = 1 if agent i receives information from
agent j and aij = 0 otherwise, i.e., if no information is shared or measured.

Directed information flow, i.e., agent i receives information of agent j but not vice versa,
or undirected information flow with aij = aji may be used. In addition, a unidirectional
information flow means that the information flow is directed in only one direction, e.g.,
only vehicles in front are considered, while bidirectional flow refers to a flow in both
directions, e.g., the predecessors and the following vehicles are considered. In vehicle-
following scenarios, every following agent has information of one or more agents, and
solutions for various topologies exist. In the platooning applications discussed in this work,
only data of the preceding vehicle is assumed to be available, i.e., unidirectional flow
without access to the leader’s data by all agents. The adjacency matrix for platooning is
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Figure 5.11.: Results using a PD controller with feed-forward and a constant distance spacing
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Figure 5.12.: Results using a PD controller with feed-forward and a constant time-headway spacing

thus given by

A =




0 0 0 · · · 0 0
1 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 1 · · · 0 0
...

. . .
...

0 0 0 · · · 1 0




. (5.52)

The so-called in-degree vector is represented by din =
[
0 1 1 1 · · · 1

]
, which is the

row sum of A and describes the number of incoming information. The corresponding
diagonal in-degree matrix is given by

D = diag(din) . (5.53)

The Laplacian matrix is then defined using the matrices (5.52), (5.53) as

L = D−A =




0 0 0 0 · · · 0
−1 1 0 0 · · · 0
0 −1 1 0 · · · 0
0 0 −1 1 · · · 0
...

. . .
...

0 0 0 · · · −1 1




. (5.54)

The position error definition of the consensus problem (5.51) in vector notation reads as

ei = −lT
i x− ∆i , (5.55)
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where lT
i is the row of the Laplacian that corresponds to agent i, and the vector x comprises

all agents’ positions, i.e., x =
[
x0 x1 · · · xN

]T from (5.1), (5.2). Note that this definition
using vector notation is equivalent the one used for platooning in (5.3). The formation
distance ∆i = ∆ is considered to be equal for all agents i, but can in general also vary. The
error of all agents in vector representation eT =

[
0 e1 e2 · · · eN

]T can then be written
for all agents as

e = −Lx− ∆1N , (5.56)

where 1N is an all-ones vector of length N. Then, a standard consensus controller for the
desired error dynamics

ė = −cee (5.57)

can be computed, where ce is a positive parameter. In the platooning application, the error
definition

agent i: ei = xi−1 − xi − ∆ + c(vi−1 − vi) , (5.58)
all agents: e = (−Lx)− ∆1N + c(−Lv) , (5.59)

of relative degree one with respect to the control input can be used with (5.1) and (5.2).
Note that this error definition considers the relative velocity instead of the absolute velocity
of the constant time-headway policy (5.16), yielding a constant distance spacing error.
Differentiation of (5.58) with (5.57) yields

Lu = −k1(Lx + ∆1N)− k2Lv , (5.60)

where k1 = ce
c and k2 = (ce − 1

c ). The control input for agent i reads as

ui = ui−1 − k1(xi−1 − xi − ∆)− k2(vi−1 − vi) , (5.61)

which is exactly the same control law as in the constant distance policy with feed-forward
as discussed in (5.47). In [134], the leader’s acceleration or a group reference acceleration
has to be known if the leader’s acceleration is time-varying. Otherwise, consensus can
only be achieved for ur = 0. By assuming that the preceding vehicle’s acceleration ui−1 is
available to agent i, consensus (5.50), or the formation (5.51), can be achieved.

The results using (5.61) are shown in Figure 5.13. The results correspond to the constant
distance spacing policy with feed-forward, which is string stable.

In standard consensus problems, the initial spacing error is not zero. The goal is to
eventually reach consensus (5.50) or the formation (5.51). However, string stability is
typically not considered; once the formation is reached, it can be maintained and for zero
initial errors, this approach is string stable, if feed-forward is used.

Note that a collision with the predecessor can still occur if the initial spacing errors are non-
zero and the controller parameters are not tuned appropriately. Position error undershoots
cannot be avoided completely if the initial spacing errors are large as shown in Figure 5.14,
but the formation can be reached as required by (5.51). The amplification of velocities and
accelerations with the constant distance spacing error (5.56) can be seen in Figure 5.14c and
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Figure 5.13.: Results using the consensus formulation, i.e., a PD-controller and feed-forward with constant
distance spacing

d as long as the error in b is non-zero. Hence, these linear approaches are not applicable
in practice for platooning with a large number of vehicles and non-zero initial spacing
errors.

Hence, a different approach has to be used for collision-free platooning with non-zero
initial spacing errors. Note that the linear controllers with feed-forward can only be used
when starting in the formation with zero initial spacing errors; otherwise, string stability
analysis in frequency domain is not valid, and collisions cannot be avoided for arbitrary
initial errors.
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Figure 5.14.: Results using the consensus formulation, i.e., PD-controller and feed-forward with constant
distance policy with non-zero initial spacing errors
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Summary of String Stability Analysis with Linear Controllers

The analysis of linear approaches presented in this chapter can be summarized as follows
under the assumption of zero initial spacing errors:

a) PD Controller with ∆i = const. from (5.8) is string unstable,
b) PD Controller with ∆i = const. and feed-forward from (5.47) is string stable and

corresponds to the consensus problem statement with zero initial spacing errors,
c) PD Controller with time-headway ∆i + thvi from (5.19) is string stable for th > tcrit,
d) PD Controller with ∆i + thvi and feed-forward ui−1 from (5.49) is string stable for

th > tcrit,ff, where tcrit,ff is the critical time-headway when communication is used.
There is a trade-off between feed-forward part and the error definition (5.16).

In vehicle-following applications, the controllers with time-headway spacing c) and d)
are typically used. Feed-forward is introduced to reduce inter-vehicle spacings for the
platooning scenario, and the time-headway error is used to avoid amplification of position
errors, velocities and accelerations. However, the choice of the time-headway is not straight-
forward, as is also discussed in [93].

Moreover, when reducing inter-vehicle distances and using the acceleration of the preceding
vehicle, i.e., the constant distance spacing with feed-forward (5.47), the performance of
the controller depends on the communication, which can be subject to imperfections. For
example, a delay in the communication can degrade the performance and hence endanger
the safety of the passengers in the vehicles. The results of the controller with a time-delay of
τ = 0.2 s are shown in Figure 5.15, where collisions will occur for arbitrary platoon lengths
due to the amplification of all relevant quantities ex,i, vi, ui.

Note that the acceleration of the leader can be interpreted as a disturbance to the platoon,
which has to be compensated by the following vehicles. Hence, robust control techniques
may be used to deal with these disturbances, e.g., H∞ controllers [129], [176], or sliding
mode based techniques. The latter are the focus of the next chapter.
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Figure 5.15.: Time-delays in the communication result in string unstable platoons with amplification of all
relevant quantities.
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Mode Control

In order to reject matched disturbances of a single system, i.e., disturbances acting in
the system’s input channel, sliding mode controllers can be used, which are known for
their robust performance. For longitudinal controller design on highways, these matched
disturbances can either be external effects such as wind or road curvature, or they can
represent unknown information: in the platooning dynamics discussed in the previous
chapter, the acceleration of the leader may be unknown and can thus be interpreted as a
disturbance acting on the platoon.

The design procedure of sliding mode controllers consists of two stages: first, a so-called
sliding variable σi has to be defined. Then, an appropriate control algorithm is applied
that drives this sliding variable to zero in finite time T and ensures that it stays at zero,
i.e., σi(t) = 0 for all t ≥ T. The system states are said to be in sliding mode if the sliding
variable can be maintained at zero. For sliding mode controllers of higher order r, also
the derivatives up to r− 1 are zero in sliding mode, i.e., σi = σ̇i = ... = σ

(r−1)
i = 0. Note

that the degree of the sliding mode controller is not the same as the relative degree of the
sliding variable. The super-twisting algorithm, for example, is a second-order sliding mode
controller, since it drives the sliding variable and its first derivative to zero σi = σ̇i = 0,
whereas the sliding variable has to have relative degree one.

The system is said to be in the reaching phase, if the system is not yet in sliding mode, but
approaching the sliding surface, i.e., if σi(t) 6= 0. For sliding variables of relative degree
one, the reaching condition

σiσ̇i < −α|σi| , (6.1)

ensures finite-time convergence for some α > 0, see, e.g., [154].

The sliding variable can, for example, be an arbitrary error σ1,i = ei, but also error dynamics
can be defined, such as σ2,i = ei + cėi. In the first case, as soon as sliding is established with
σ1,i = 0, the error is zero. The relative degree of the sliding variable depends on the error
dynamics and an appropriate controller has to be applied. In the second case, the error
dynamics in sliding are governed by

ėi = −
1
c

ei , (6.2)

which is exponentially stable in the origin for c > 0. Then, the relative degree for this sliding
surface is less than the relative degree of the error dynamics, and finite time convergence
of σ2,i does not imply finite time convergence of the position error.
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Sliding mode based controllers have successfully been used for formation control and
platooning applications due to their robust performance. In [39], formation control with
collision avoidance in aircraft applications has been presented. Therein, two different sliding
surfaces have been defined, depending on the sign of the position error, and first order
sliding mode control has been used. Although collisions can be avoided when only two
vehicles are considered, error amplification in the reaching phase makes this approach
unsuitable for platooning. In [157], an adaptive law to reject parameter uncertainties based
on sliding mode techniques has been proposed, yielding string stable dynamics for zero
initial errors. However, the desired dynamics are only achieved asymptotically, and the
control inputs are not bounded for non-zero initial errors. In [55], ACC is described with a
constant time-headway spacing, and a first order sliding mode controller has been used
to ensure that no position undershoot occurs. The controller parameter is adapted so that
less acceleration is applied in comfortable maneuvers, and the controller is more aggressive
in safety critical situations. The acceleration of the preceding vehicle, i.e., the disturbance,
has been assumed to be zero and has thus been neglected in the analysis. However, an
overshoot in position error is not entirely excluded. Note that amplification of position
errors and accelerations along a string of vehicles is not considered, since the focus lies on
ACC for one vehicle only.

String stable platooning using the suboptimal controller with a constant time-headway
spacing for zero initial spacing errors has been proposed in [66], with extensions for
slip control [29], lateral control [65], and collision avoidance [68]. This approach will be
discussed further in this chapter. The suboptimal controller for longitudinal vehicle control
has also recently been published in [64].

In order to solve the problem of non-zero initial spacing errors, bidirectional control has
been used in [96], where the vehicle i receives information about its predecessor i− 1 and
its follower i + 1. An extension of this work has been presented in [77], where an integrated
sliding variable is used, resulting in assumptions on the initial errors that differ from [96].

In the unidirectional case, the non-zero initial spacing errors problem has not been solved
previously. Hence in the following sections, several different error definitions and sliding
mode controllers are discussed to achieve string stability with non-zero initial spacing
errors in the unidirectional case.

Due to the fact that the vehicles can be interpreted as interconnected system, special
requirements for collision-free platooning have to be considered in the controller design,
which are presented in Section 6.1. Since string stability has been defined differently in
different publications, the problem statement for a string stable platooning performance
with non-zero initial spacing errors are stated first. In analogy to the linear case in Chapter 5,
different error definitions are discussed using sliding mode controllers in Section 6.2 and
6.3. The focus of these two sections is how the initial spacing error is driven to zero by
different sliding mode controllers. Then, a novel approach is presented in Section 6.4 that
guarantees string stability for non-zero initial spacing errors without communication.
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6.1. Problem Statement

For the longitudinal control design, it is assumed in analogy to the linear case that each
vehicle, or “agent”, can be represented by double integrator dynamics. The first vehicle in
the string of vehicles, or “leader”, is as in Chapter 5 modeled by

ẋ0(t) = v0(t) , v̇0(t) = ur(t) , (6.3)

where x0(t) ∈ R, v0(t) ∈ R, and ur(t) ∈ R denote position, velocity and acceleration of the
leader, respectively. The dynamics of a leader-following agent is assumed to be captured
by

ẋi(t) = vi(t) , v̇i(t) = ui(t) , (6.4)

with i = 1, 2, ..., N, and N the number of following agents. xi(t) ∈ R, vi(t) ∈ R, and
ui(t) ∈ R are the position, velocity and acceleration of agent i, respectively. As described
in the previous chapter, it is assumed in a general consensus problem statement that an
agent i receives the position xj(t) and the velocity vj(t) of agent j, if j is a neighbor of
i. In the platooning application, agent i receives only information about its preceding
vehicle i− 1, i.e., in terms of the entries aij of the adjacency matrix defined in (5.52) aij = 1
for j = i− 1, and aij = 0 otherwise. Moreover, it is assumed that the preceding vehicle is
constant and predefined, i.e., the network topology of the agents is known and fixed, given
by the adjacency matrix

A =




0 0 · · · 0 0
1 0 · · · 0 0
0 1 · · · 0 0
...

. . .
...

0 0 · · · 1 0




. (6.5)

In addition, the following assumption is made for the subsequent sliding mode based
controller design (see [143]).

Assumption 1. The acceleration of the leading vehicle in (6.3) is bounded by a maximum accelera-
tion ur,max, i.e., |ur(t)| ≤ ur,max. Moreover, the accelerations of the leader-following agents (6.4) are
bounded by a maximum acceleration umax, i.e., |ui(t)| ≤ umax for all i, where the leader’s accelera-
tion is smaller than the maximum of the leader-following agents ur,max < umax. The velocities vi of
the agents are positive.

Note that the control inputs are bounded due to the physical limitation on the accelerations
of the vehicles in practice. The leader’s acceleration being smaller than the other acceleration
bounds is reasonable, because otherwise the vehicles may not be able to follow the leader, or
brake in time if the leader decelerates. The assumption on positive velocities is necessary for
meaningful application: on a highway, stop-and-go traffic is possible, but driving backwards
is not considered in this work.

As in the linear case in Chapter 5, consensus for a system of agents described by (6.3)
and (6.4) is achieved if

lim
t→∞

(xi(t)− xj(t)) = ∆i,j ∀i, j ∈ {0, 1, ..., N} where aij = 1 (6.6)
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holds, where ∆i,j is the desired distance to be maintained between two agents i and j.
In contrast to tracking applications of individual systems, consensus has to be achieved
cooperatively, considering all neighboring agents. In bidirectional control, the distances to
both the predecessor and the following vehicle are considered in the control design, and the
results using sliding mode based techniques differ from unidirectional control as described,
e.g., in [96]. This work, however, focuses on unidirectional control without communication
only.

In the following investigations, the time argument t is omitted for the sake of readability.
The position and velocity errors for platooning applications with the connection between
the agents as in (6.5) are given by

ex,i = xi−1 − xi − ∆i , ev,i = vi−1 − vi , (6.7)

with the desired distance to the predecessor ∆i = ∆i,i−1 in (6.6). Then with (6.3), (6.4), the
error dynamics for platooning are governed by

ėx,i = ev,i , ėv,i = ui−1 − ui . (6.8)

The formation of the platoon is achieved if

lim
t→∞

ex,i(t) = 0 , ∀i ∈ {1, ..., N} . (6.9)

In addition to reaching the desired formation (6.6), it is important that no collisions occur;
for this purpose, large position error undershoot has to be avoided. Hence, a sufficient
condition for collision avoidance is a non-negative position error for platooning,

ex,i(t) ≥ 0 ∀t , (6.10)

where the initial position error is assumed to be non-negative ex,i(t0) ≥ 0. Note that the
same condition has been used in [59] or [156]. However, the condition can be relaxed for
scenarios with multiple lanes, as discussed in Chapter 7.

As third design goal, the attenuation of the position errors and accelerations along the string
of vehicles, i.e., string stability, has to be guaranteed. Note that frequency domain analysis
as used in Chapter 5 is only applicable for linear systems with zero initial errors and
cannot be investigated with sliding mode controllers and/or non-zero initial spacing errors.
As discussed in [129], there exist various definitions for string stability, e.g., considering
position error undershoot as in [59], or attenuation of position errors, velocities and acceler-
ations [121]. Therein, L2 and L∞ string stability conditions to analyze the amplification of
either position error, velocity or acceleration have been proposed. Since the focus in this
work is on collision avoidance and attenuation of position errors, the following definition
adapted from [129] is used (see also [143]).

Definition 1 (L∞ string stability). The interconnected system (6.3) and (6.4) with unidirectional
control ui = ui(xi, vi, xi−1, vi−1) is called L∞ string stable if there exist class K functions (see [91])
γ and η such that for any initial state ē(t0) ∈ R2N at initial time t0 and any acceleration ur
satisfying Assumption 1, it holds that

‖ei‖L∞ ≤ γ(‖ur‖L∞) + η(‖ē(t0)‖) ∀i , (6.11)

where the errors are defined with (6.7) by ei = {ex,i, ev,i}, and the lumped error vector is denoted by
ē(t) =

[
ex,1 ev,1 . . . ex,N ev,N

]T.
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In addition, position undershoot, which is not included, is desirable as discussed in [59];
the control design task is thus summarized as follows.

6.1.1. Summary of Design Goals

A control law ui = ui(xi, vi, xi−1, vi−1) for the interconnected system (6.3), (6.4) has to be
designed that fulfills all of the following requirements:

1. A formation with a constant distance (6.6) is achieved.
2. The accelerations of the vehicles are not increasing along the string (and satisfy

Assumption 1).
3. The position and velocity errors are independent of the length of the platoon N and

the position in the platoon i, i.e., there is no error amplification along the platoon,
fulfilling (6.11).

4. There are no position error undershoots, i.e., (6.10) holds and thus collisions are
avoided although non-zero initial conditions are present.

Existing control approaches are not capable of fulfilling all requirements, as is discussed in
the following two sections. Then in Section 6.4, a novel adaptive sliding variable is proposed
using a first order sliding mode controller to achieve all design goals.

6.2. Constant Distance Sliding Variable

A sliding variable for the constant distance spacing can be defined in various ways. In
this thesis, two different sliding variables with different relative degrees are presented
subsequently.

6.2.1. Constant Distance Sliding Variable with Relative Degree Two

For the constant distance spacing (6.6), a sliding surface with relative degree two can be
defined as

σi = xi−1 − xi − ∆i = ex,i , (6.12)

with the desired distance ∆i and the positions of the vehicles from (6.3), (6.4). As a controller,
the twisting algorithm is used, which is a popular second-order sliding mode controller for
relative degree two sliding surfaces [101]. The control input reads as

ui = aisign(σi) + bisign(σ̇i) . (6.13)

The sliding dynamics are obtained by differentiating (6.12) twice, and with (6.8), (6.13) are
governed by

σ̈i = ui−1 − aisign(σi)− bisign(σ̇i) . (6.14)
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6. String Stability in the Context of Sliding Mode Control

If ui−1 is interpreted as a disturbance that is bounded according to Assumption 1, then ai
and bi have to be chosen so that this disturbance can be compensated, i.e.,

ai > bi + umax,i−1 , bi > umax,i−1 . (6.15)

One can see that this requires umax,i > umax,i−1, which yields parameters ai, bi that depend
on the position in the string and increase along the string. However, since all agents are
constrained by the same maximum acceleration due to Assumption 1, such a choice of
parameters is not possible and hence, reaching cannot be guaranteed.

In consensus problems, the goal is to achieve a zero position error as in (6.6). Position
error undershoot or amplifications of certain states are typically not part of the problem
statement and are not considered. Eventually, as has been shown for multi-agent systems
in [126], consensus can still be achieved with the twisting controller (6.13) (see Appendix A
for details). From a practical point of view, this means that a following vehicle can reach the
leader, if the leader does not accelerate at a maximum for all times. This is usually the case
in the platooning application: a large constant acceleration for all times is not reasonable
since velocities on the highway are constrained and hence at some point, the vehicles have
to stop accelerating. Then, if the leading vehicle stops accelerating, the following vehicle
can reduce the distance and will finally be able to reach the leader. If the leader has been
reached by vehicle 1, vehicle 1 will keep the velocity of the leader and the next follower, i.e.,
vehicle 2, will be able to reach the desired distance, and so on. Hence, if the leader does not
apply maximum acceleration for all times, then the leader can be reached and eventually,
all followers will reach consensus, i.e., a desired distance.

Note, however, that the twisting controller does not avoid position error undershoot and is
thus not suitable for platooning applications with non-zero initial errors. The results of a
simulation using the twisting algorithm are shown in Figure 6.1 with a = 12, b = 6 and
∆i = ∆ = 5. It can be seen that consensus (6.6) can be achieved, but collisions occur due to
position error undershoot in the reaching phase. Additionally, the velocities and position
errors along the string are amplified, as can be seen in Figure 6.1b and d. The phase plane
in Figure 6.2 shows the typical behavior using the twisting algorithm, which does not avoid
position error over- or undershoot, and collisions occur if the orange dashed line is crossed.
Thus, it is reasonable to investigate sliding mode controllers that ensure that there is no
position error undershoot.

Suboptimal Controller

The generalized suboptimal controller (SOC) can be used in order to avoid overshoot or
undershoot in the sliding variable as described in [32], [33]. It is a second order sliding
mode controller for relative degree two systems, with the control input

ui = αi(t)kSOsign(σi − βσM,i) , (6.16)

with parameter kSO chosen appropriately and β = 0.5. Therein, σM,i is the value of the
sliding variable at the latest time instance at which the corresponding time derivative was
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Figure 6.1.: Results using the twisting algorithm with constant distance spacing
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Figure 6.2.: Phase plane of the sliding variables using the twisting algorithm

zero, and αi ≥ 1 is an adaptive parameter that is used to ensure monotonic convergence of
the sliding variable. According to [34], this adaptation is given by

αi(t) =

{
1 if (σi − βσM,i)σM,i ≥ 0

α∗i ∈ [1; ∞) ∩
[

D+(1−β)kSO
βkSO

; ∞
)

if (σi − βσM,i)σM,i < 0 ,
(6.17)

where D is the upper bound of the matched disturbance, and kSO > D holds.

For the vehicle-following problem, the sliding variable of relative degree two is given by
the constant distance spacing (6.7) as σi = ex,i. The sliding dyamics using (6.16) are then
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6. String Stability in the Context of Sliding Mode Control

governed by
σ̈i = ui−1 − ui

= ui−1 − αi(t)kSOsign(σi − βσM,i) .
(6.18)

In order to reach and maintain sliding, the condition

|ui−1| < αi(t)kSO = |ui| (6.19)

has to be satisfied. However, this implies that the parameters αi and thus the accelerations
increase along the platoon with |u0| < |u1| < |u2| < . . . < |uN |. Hence, it is not possible to
apply this control input to a large number of vehicles in the platoon, and the platoon is
string unstable due to amplification of accelerations. Such an amplification also occurs if
communication is used, i.e., if

ui = ui−1 + αi(t)kSOsign(σi − βσM,i), (6.20)

where αi is either constant or adaptive, which results in the sliding dynamics

σ̈i = ui−1 − ui

= −αi(t)kSOsign(σi − βσM,i) .
(6.21)

In Figure 6.3, the results using the suboptimal controller are shown, where the constant
distance spacing has been used with ∆i = 5 and feed-forward as in (6.20) with constant
αi = 1. There is no position error undershoot, but the velocities and accelerations are
amplified along the string. Moreover, the convergence of the position error exhibits multiple
plateaus that arise from σ̇i = 0 as shown in Figure 6.4, and are uncomfortable for the
passengers of the vehicles. Hence, the controller (6.20) cannot be used without modifications
in practice.

Better convergence while maintaining monotonic convergence, for example, can be achieved
by using the controller proposed by Bhat and Bernstein [42] with discontinuous extension
to ensure robustness with respect to disturbances [52]. However, all controllers using the
constant distance spacing error (6.7) suffer from the same problems with non-zero initial
spacing errors: using feed-forward or unbounded acceleration amplifies the accelerations
along the string, which yields string unstable behavior. Without amplification of accelera-
tions on the other hand, reaching cannot be guaranteed and position error overshoots occur.
Before moving on to the constant time-headway spacing, the constant distance sliding
surface with relative degree one is investigated.

6.2.2. Constant Distance Sliding Variable with Relative Degree One

For the constant distance spacing (6.7), the desired error dynamics can be achieved using a
sliding variable of relative degree one as

σd,i = ex,i + cev,i . (6.22)

Then in sliding, i.e., with σd,i = 0, the position error converges asymptotically to zero
with

ev,i = ėx,i = −
1
c

ex,i , (6.23)
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Figure 6.3.: Results using the SOC with constant distance spacing and feed-forward
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Figure 6.4.: Phase plane of the sliding variables using the SOC with monotonic convergences

where c > 0 is the convergence parameter. Note that an appropriate sliding mode con-
troller for sliding variables with relative degree one has to be used. Alternatively, similar
to [67] sliding mode controllers for relative degree two may be used, the derivative of the
acceleration u̇i can be used as auxiliary control input, which increases the relative degree
by one.
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6. String Stability in the Context of Sliding Mode Control

Suboptimal Controller

The suboptimal controller can be used for the auxiliary control input u̇i, and the control
law becomes

u̇i = αi(t)kSOsign(σd,i − βσM,d,i) , (6.24)

which results in the dynamics

σ̈d,i = ui−1 − ui + c
(
u̇i−1 − αi(t)kSOsign(σd,i − βσM,d,i)

)
. (6.25)

In order to guarantee reaching, the information of the predecessor u̇i−1, ui−1 has to be
communicated and incorporated into the control law

u̇i = u̇i−1 +
1
c
(ui−1 − ui + αi(t)kSOsign(σd,i − βσM,d,i)) , (6.26)

leading to the dynamics

σ̈d,i = −αi(t)kSOsign(σd,i − βσM,d,i) . (6.27)

Alternatively, the parameter αi(t) has to grow with the vehicle number as in Section 6.2.
The results using control law (6.26) are shown in Figures 6.5 and 6.6. Note the smoother
convergence of the position errors, which makes this approach more comfortable than
the relative degree two sliding surface (6.12). Moreover, the acceleration with sliding vari-
able (6.22) is continuous. However, only asymptotic convergence of the position error (5.3)
is achieved, more information needs to be communicated and again, accelerations increase
with the position in the string.

In the case that only the acceleration ui−1 is communicated, a sliding mode controller for
relative degree one sliding surfaces has to be used, which is discussed in the next section.

First Order Sliding Mode Controller

A first order sliding mode controller (FOSMC) drives the relative degree one sliding variable
σ to zero without undershoot as presented, e.g., in [154]. In order to analyze the convergence
of the sliding variable σ using the FOSMC, a Lyapunov function V and its derivative [154]
have to satisfy

V =
1
2

σ2 > 0, V̇ = σσ̇ < 0, ∀σ 6= 0 . (6.28)

Then, the sliding surface σ = 0 can be reached in finite time T and sliding can be maintained
for all times t ≥ T. The control law using first order sliding with the sliding variable (6.22)
is given by

ui = ksign(σd,i) . (6.29)
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Figure 6.5.: Results using the SOC with constant distance sliding surface of relative degree one and feed-forward
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Figure 6.6.: Phase plane of the sliding variable using the SOC with feed-forward

Then with the error dynamics (6.8), the dynamics of the sliding variable (6.22) are governed
by

σ̇d,i = ev,i + c
(
ui−1 − ksign(σd,i)

)
. (6.30)

In the remainder of this section, the parameter c = 1 has been chosen for easier readability,
without loss of generality. Computing the Lyapunov derivative in relation (6.28) yields

V̇ = σd,i
(
ev,i + ui−1 − ksign(σd,i)

)
. (6.31)
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6. String Stability in the Context of Sliding Mode Control

If the initial errors ex,i(t0), ev,i(t0) of all agents are zero, then the reaching condition (6.28) is
satisfied for σd,i(t0) = 0 and thus σ̇d,i(t) = 0 for all i and for all times t if k > |ui−1|. Note
that for σd,i = 0, V̇ ≤ 0 is sufficient to maintain sliding, which results in k ≥ |ui−1|. With
the constant distance spacing sliding variable (6.22) in sliding, the control inputs fulfill

ui = ui−1 = ur ∀i = 1, .., N , (6.32)

and due to Assumption 1, k > |ur| can be satisfied and sliding is maintained for all times
for zero initial errors. This means that the formation with a constant distance spacing can
be maintained when starting in formation, although the acceleration of the predecessor
ui−1 is not communicated.

Remark 8. Note that it is not possible to use the well-known super-twisting algorithm [100] to
compensate the disturbance ui−1, since the super-twisting algorithm can only reject disturbances δ
which are Lipschitz continuous, i.e., which satisfy

|δ̇(t)| ≤ L ∀t (6.33)

for some L. Here, the disturbance in (6.30) is given by δ = ev,i + cui−1, which is discontinuous due
to the sign function in ui−1.

However, if initial spacing errors are non-zero, it is not possible to guarantee that no
position error undershoot occurs, since

k > |ev,i + ui−1| (6.34)

has to hold to guarantee reaching. However, this condition cannot be satisfied for arbitrarily
large non-zero initial errors and thus the control design goals are violated.

The results using (6.29) for non-zero initial errors are shown in Figure 6.7 and 6.8. It can be
seen that position error undershoot cannot be avoided and collisions occur. In the phase
plane of the sliding variable in Figure 6.8, it can be seen for all agents that sliding along the
surface cannot be maintained when the surface is reached. Eventually, consensus (6.6) is
achieved nonetheless, but this approach is clearly not applicable to platooning in practice.

Another first order sliding mode controller can be used that also incorporates information
about the preceding vehicle’s acceleration. It is given by

ui = (vi−1 − vi) + ui−1 + ksign(σd,i) , (6.35)

which yields the sliding dynamics

σ̇d,i = −ksign(σd,i) . (6.36)

Note that the relative velocity (vi−1 − vi) is already known from the sliding surface de-
sign (6.22). Then, the position error converges to zero asymptotically and position under-
shoot is avoided as shown in Figure 6.9. However, the velocities and control inputs along
the string again increase with the position in the string. Due to (6.36), sliding can be reached
and maintained for all times as can be seen in Figure 6.10.
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Figure 6.7.: Results using the FOSMC with constant distance sliding surface of relative degree one
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Figure 6.8.: Phase planes using the FOSMC with constant distance sliding surface of relative degree one

However, note that sliding is only possible in the case of perfect communication; if the
communicated acceleration of the preceding vehicle is affected by a time-delay denoted τ,
then the control law (6.35) becomes

ui(t) = (vi−1(t)− vi(t)) + ui−1(t− τ) + ksign(σd,i(t)) , (6.37)

which yields the dynamics

σ̇d,i = ui−1(t)− ui−1(t− τ)− ksign(σd,i) . (6.38)

Note, however, that due to the sign function in ui−1 the difference ūi−1 = ui−1(t)− ui−1(t−
τ) may be large even for arbitrarily small τ > 0 and is thus not bounded by |ūi−1| ≤ k.
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Figure 6.9.: Results using the FOSMC with constant distance sliding surface of relative degree one with
feed-forward
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Figure 6.10.: Phase plane using the FOSMC with constant distance sliding surface of relative degree one with
feed-forward

Therefore, sliding cannot be guaranteed, although more information than in (6.29) is
incorporated. Results are shown in Figures 6.11, 6.12, where position overshoots and thus
collisions can be observed due to the time-delay in the feed-forward part (cf. Figure 6.9,
6.10 for corresponding results without time-delay).

Hence, time-delays can seriously degrade the performance of a sliding mode controller. In
order to circumvent these problems that arise with a constant distance sliding surface, the
constant time-headway spacing is investigated in the following section.
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Figure 6.11.: Results using the FOSMC with the constant distance sliding surface of relative degree one and
delayed feed-forward
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Figure 6.12.: Phase plane of the errors using the FOSMC with the constant distance sliding surface of relative
degree one and delayed feed-forward

105



6. String Stability in the Context of Sliding Mode Control

6.3. Constant Time-Headway Sliding Variable

The constant time-headway spacing has frequently been used for platooning, since it is
possible to guarantee string stability with an appropriate controller choice. The sliding
variable is defined by the position error (6.7) with an additional velocity-dependent distance
as

σt,i = ex,i − thvi . (6.39)

In sliding, i.e., for σt,i = 0, the equilibrium of the position error (6.7) is shifted to ex,i = thvi
as shown in Figure 6.13. The positions and velocities are shown in Figure 6.14, where the
oscillating behavior of the leading vehicle is damped along the string in both states.

The sliding variable has relative degree one with respect to the control input ui, and
different sliding mode controllers can be used. In the following, a FOSMC, the super-
twisting algorithm, and the SOC are discussed.
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Figure 6.13.: Phase plane of the errors when using a constant time-headway spacing
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Figure 6.14.: Results using the constant time-headway spacing in sliding (σt,i = 0)
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First Order Sliding Mode Controller

The first order sliding mode control law reads with (6.39) as

ui = ksign(σt,i) , (6.40)

and the sliding variable dynamics results in

σ̇t,i = ev,i − thksign(σt,i) . (6.41)

Then, the derivative of the Lyapunov function according to (6.28) is

V̇i = σt,iσ̇t,i = σt,i

(
ev,i − thksign(σt,i)

)
. (6.42)

The control law (6.40) is capable of driving σt,i to zero and can thus maintain sliding if

thk > |ev,i| (6.43)

holds. Then, the discontinuous term thksign(σt,i) dominates ev,i, and reaching in finite time
can be guaranteed with

V̇i = −k̃σt,isign(σt,i) = −k̃|σt,i| < 0 , (6.44)

with k̃ = thk − ev,i. For a given upper bound of |ev,i|, this can always be guaranteed by
appropriate choice of th, even though k > 0 is bounded by umax. However, large time-
headways are required for large initial spacing errors, which is undesired.

The results using the FOSMC with constant time-headway spacing (6.40) are shown in
Figure 6.15, with k = 3, th = 1 and ∆i = 5 and non-zero initial spacing errors. Agent 1 has
a large initial spacing error, whereas the other following agents have small initial spacing
errors. Note that the accelerations in the plot have been filtered by a low-pass filter with
transfer function

F(s) = uf,i(s)/ui(s) = 1/(0.01s + 1) . (6.45)

One can see that the accelerations along the string are damped in sliding. However, in
the reaching phase, the damping effect due to the time-headway is not given, and a large
velocity error arises due to the large position error of Agent 1. If overshoot in the sliding
variable σt,i could be prevented, then also the position error ex,i would never be negative
and hence, collisions could be avoided, as shown by the remaining following agents.

The phase planes of the sliding variable (6.39) and the position error (6.7) are shown in
Figure 6.16. For large initial spacing errors, reaching cannot be guaranteed due to violation
of (6.43) and hence, a collision occurs for Agent 1 due to the overshoot in σt,1. String
stability cannot be guaranteed in the reaching phase, while in sliding, the formation is
maintained as desired. Also note that the circular trajectories in sliding are caused by the
sinusoidal reference acceleration of the leader and the dependence on the velocity using
the time-headway (6.39). Due to the damping behavior of the time-headway, the radii of
these circles are also decreased with increasing position i in the string.
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Figure 6.15.: Results using the FOSMC with constant time-headway spacing
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Figure 6.16.: Phase planes using the FOSMC with constant time-headway spacing

Super-Twisting Algorithm

For relative degree one systems, the super-twisting algorithm (STA) is a popular controller
due to its continuous control input [71]. The control input is given by

ui(t) = k1|σt,i(t)|
1
2 sign(σt,i(t)) +

∫ t

0
k2sign(σt,i(τ))dτ , (6.46)
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with the constant time-headway sliding variable σt,i defined in (6.39) and an appropriate
choice of parameters k1, k2. This control law yields the sliding dynamics

σ̇t,i = ev,i − th

(
k1|σt,i|

1
2 sign(σt,i) +

∫ t

0
k2sign(σt,i)dτ

)
. (6.47)

Similar to the first order sliding mode controller, ev,i has to be compensated by appropriate
choice of the parameters th, k1, k2. The results in Figure 6.17 have been achieved with
k1 = 15, k2 = 10, and the phase planes are shown in Figure 6.18.

0 5 10 15 20 25 30

100

200

t in s

x
in

m

Leader
Agent 1
Agent 2
Agent 3
Agent 4
Agent 5
Agent 6

(a) Positions

0 5 10 15 20 25 30

0

20

40

t in s

e x
in

m

Agent 1
Agent 2
Agent 3
Agent 4
Agent 5
Agent 6
Collision

(b) Position errors

0 5 10 15 20 25 30

10

20

30

t in s

v
in

m
/
s

Leader
Agent 1
Agent 2
Agent 3
Agent 4
Agent 5
Agent 6

(c) Velocities

0 5 10 15 20 25 30

−20

0

20

40

t in s

u
in

m
/s

2

Leader
Agent 1
Agent 2
Agent 3
Agent 4
Agent 5
Agent 6

(d) Accelerations

Figure 6.17.: Results using the STA with constant time-headway spacing with th = 1
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Figure 6.18.: Phase planes using the STA with constant time-headway spacing with th = 1
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6. String Stability in the Context of Sliding Mode Control

The accelerations using the STA are continuous, but depend on the initial errors; the
acceleration of the first agent is large due to large initial spacing errors. The accelerations of
the remaining agents are amplified along the string. Again, string stability is only achieved
in sliding, and non-zero initial spacing errors can lead to collisions due to undershoot in
the position errors. Furthermore, attenuation of the relevant states cannot be guaranteed in
the reaching phase. Nevertheless, if the time-headway is large enough, the safety distance
is not violated.

The distance must always be larger than or equal to the desired distance ∆i. This works
for a certain critical time-headway similar to the linear controllers, th ≥ tcrit, for given
parameters k1, k2 and given initial spacing errors ex,i(t0), ev,i(t0). For different initial errors,
the critical value of th changes and string stability cannot be guaranteed for arbitrary th
as in Figure 6.19, which shows undesired platooning behavior for th = 0.4. Note that the
time-headways cannot be made arbitrary small, even if the initial errors are zero. However,
in contrast to linear control, frequency domain analysis to find proper parameters is not
possible and the parameter choice based on initial spacing errors is not practical.

Due to the fact that the magnitude of the position error undershoot is difficult to compute
or restrict, the requirement as stated in (6.10) is formulated: in order to guarantee string
stability similar to the linear case, the position error (6.7) has to be non-negative for all
times in the case of non-negative initial spacing errors ex,i(t0) ≥ 0.
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Figure 6.19.: Results using the STA with constant time-headway spacing with th = 0.4
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Figure 6.20.: Phase plane of the errors using the STA with constant time-headway spacing with th = 0.4

Suboptimal Controller

In order to avoid overshoot in the sliding variable, the SOC for the constant time-headway
spacing (6.39) is used, which is given by

u̇i = αi(t)kSOsign(σt,i − βσM,t,i) . (6.48)

Note that due to the fact the the sliding variable σt,i is of relative degree one and the SOC
is for relative degree two systems, the time-derivative u̇i of the acceleration is used as
auxiliary control input. The acceleration for the agents (6.4) is then computed by integration
of the auxiliary control input u̇i.

As previously discussed for the constant distance spacing using the SOC in (6.16), the
parameter αi ≥ 1 can be adapted such that monotonic convergence for the sliding variable
can be guaranteed. The parameter kSO has to dominate the disturbances and has to be
chosen larger than the disturbances’ maximum amplitude, and 0.5 ≤ β < 1 is a convergence
parameter. σM,t,i is the value of the sliding variable at the last instance when the derivative
σ̇i was zero (details on the suboptimal algorithm can be found in [32], [33]).

The sliding dynamics with the constant time-headway sliding variable (6.39) and the control
input (6.48) are governed by

σ̈t,i = ui−1 − ui − th

(
αi(t)kSOsign(σt,i − βσM,t,i)

)
. (6.49)

If the condition

|ui−1 − ui| < thkSO (6.50)

is fulfilled, then reaching and sliding can be guaranteed. Simulation results using the
SOC (6.48) are shown in Figures 6.21 and 6.22 with k = 5, β = 0.7, αi = 1, th = 1, where
the initial spacings have been chosen small so that reaching can be achieved.

Note that monotonic convergence cannot be guaranteed with the constant αi, and there is
a small undershoot in the sliding variables of Agents 1 and 2. However, since the initial
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Figure 6.21.: Results using the SOC with constant time-headway spacing and small initial spacing errors
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Figure 6.22.: Phase plane of the sliding variables using the SOC with constant time-headway spacing and small
initial spacing errors

spacing errors are small, no collisions occur and eventually, sliding can be reached and
maintained.

Then in sliding, string stability can be guaranteed, as has been presented in [66]. Therein,
it is assumed that the system is in sliding for all times, i.e., the initial errors are zero. The
position errors, velocities and accelerations are thus attenuated due to the time-headway in
the sliding variable (6.39), and sliding results in filtering behavior with

0 = xi−1 − xi − ∆i − thvi , (6.51)
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6.3. Constant Time-Headway Sliding Variable

and differentiation yields

0 = vi−1 − vi − thui , (6.52)

which can be written in frequency domain as

Vi−1 = Vi(1 + ths) . (6.53)

If sliding is maintained for all times, then the transfer function

G(s) =
Vi(s)

Vi−1(s)
=

1
ths + 1

(6.54)

can be established as in Remark 7 of the previous Chapter. The platoon is string stable
since

‖G‖∞ = max
ω
|G(jω)| ≤ 1 (6.55)

holds. Note that this is valid only in sliding.

However, there are several issues that arise when dealing with large non-zero initial spacing
errors that will be discussed subsequently. The effect of a large spacing error e1 is shown
in Figures 6.23, 6.24. Reaching cannot be guaranteed for Agent 1 since the accelerations
violate (6.50) as shown in Figure 6.23c, and eventually collisions occur. The other vehicles,
however, are able to reach and maintain sliding. Hence, the vehicles in sliding can avoid
amplification of the velocities and accelerations, but no statement on the reaching phase
can be made.

The adaptive parameter αi(t) can be tuned such that monotonic convergence of σt,i is
guaranteed, i.e., there is no overshoot in the sliding variable and condition (6.50) can be
achieved. In Figures 6.25, 6.26, the parameter αi is time-varying and adapted as proposed
in [32], [33]. However, increasing alpha will also increase the control input u̇i, yielding an
amplification in accelerations during the reaching phase.

For the problem at hand, it has been assumed in [66] that the accelerations ui−1 and
ui are bounded, which is true in sliding due to the attenuation of the relevant states
according to (6.54). With non-zero initial spacing errors and the requirement that monotonic
convergence has to be guaranteed, the auxiliary control inputs u̇i may increase, which
results in arbitrarily large accelerations ui in the reaching phase. If a saturation is introduced,
i.e., the agents’ accelerations are limited to |ui| ≤ umax, windup effects may occur due to
the integration of the auxiliary variable u̇i. In Figures 6.27, 6.28 the windup effects are
shown for accelerations bounded by umax = 2. Note that condition (6.50) is fulfilled with
|ui−1− ui| ≤ 2umax ≤ thk = 5, but due to windup of the integrator, sliding along the surface
cannot be maintained.

Thus, an anti-windup (AW) measure is required. One possibility is to use back-calculation
in the same way as proposed for PID controllers, see [30]. The control law in this case is
given by

u̇i = −γ(ui − umax) + αi(t)kSOsign(σt,i − βσM,t,i) , (6.56)
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Figure 6.23.: Results using the SOC with constant time-headway spacing and large initial spacing errors

−100 −50 0 50 100

−40

−20

0

20

40

σt

σ̇
t

Agent 1
Agent 2
Agent 3
Agent 4
Agent 5
Agent 6

Figure 6.24.: Phase plane of the sliding variables using the SOC with constant time-headway spacing and large
initial spacing errors

which results in the sliding variable dynamics

σ̈t,i = ui−1 − ui + thγui − thγumax,i − th

(
αi(t)kSOsign(σt,i − βσM,t,i)

)
. (6.57)

Note that additional terms appear in this dynamics. Results with back-calculation are
shown in Figure 6.29 for umax = 2. The parameter k = 2.5umax is chosen in order to satisfy
condition (6.50), and γ = kSO has been found in simulations. The AW measure affects
the convergence of the sliding variable, which can be observed in the phase plane of the
sliding variable in Figure 6.30. The parameter choice of γ, however, is not clear, and further
analysis is required in future work for the platooning application.
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Figure 6.25.: Results using the SOC with constant time-headway spacing and adaptive αi for monotonic
convergence
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Figure 6.26.: Phase plane of the sliding variables using the SOC with constant time-headway spacing and
monotonic convergence

It can thus be concluded that the SOC with the constant time-headway spacing without
anti-windup measure (6.48) is not suitable for string stable vehicle-following with arbitrary
non-zero initial spacing errors.

If the acceleration of the preceding vehicle is communicated, the control law can be designed
as

u̇i =
1
th
(ui−1 − ui) + αi(t)kSOsign(σt,i − βσM,t,i) , (6.58)
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Figure 6.27.: Results using the SOC with constant time-headway spacing and adaptive αi for monotonic
convergence with actuator limits. Windup effects occur due to the additional integrator and an
input saturation.
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Figure 6.28.: Phase plane of the sliding variables using the SOC with constant time-headway spacing and
adaptive αi for monotonic convergence with actuator limits

which yields the sliding dynamics

σ̈t,i = −thαi(t)kSOsign(σt,i − βσM,t,i) . (6.59)

Then, reaching and sliding can be guaranteed without using an anti-windup measure . The
results with communicated acceleration are shown in Figures 6.31, 6.32 with umax = 2. Note
that the windup problem has vanished due to incorporation of the accelerations in (6.58).
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Figure 6.29.: Results using the SOC with constant time-headway spacing and adaptive αi for monotonic
convergence with actuator constraints and AW measure
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Figure 6.30.: Phase plane of the sliding variables using the SOC with AW measure
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Figure 6.31.: Results using the SOC with constant time-headway spacing and adaptive αi for monotonic
convergence with (perfect) communication
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Figure 6.32.: Phase plane of the sliding variables using the SOC with constant time-headway spacing and
adaptive αi for monotonic convergence with (perfect) communication
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Example using a FOSMC

To conclude the discussion of the different sliding mode controllers for non-zero initial
spacing errors, an example for the constant distance spacing and the constant time-headway
spacing with the first order controllers (6.29) resp. (6.40) of agent i in the string is investi-
gated. The leader’s reference acceleration is given by ur = 2 sin(t).
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Figure 6.33.: Phase plane of the errors with different sliding surfaces using a FOSMC with k = 5

Constant Distance Sliding Variable

First, the constant distance spacing with relative degree one (6.22) with the controller (6.29)
is considered. The initial position and velocity errors are small and positive, ex,i(t0) = 1,
ev,i(t0) = 3, denoted by the magenta cross in Figure 6.33, which shows the phase plane of
the errors for Agent 1, i.e., the first following vehicle. Then, if both the predecessor i− 1
and the agent i apply the maximum control input ui−1 = ui = k = 5, the velocity error (6.8)
remains constant due to ėv,i = 0. Then, the position error increases with ėx,i = ev,i > 0, as
indicated by the magenta dashed line. The constant distance sliding variable (6.22) increases
until the predecessor stops to apply the maximum acceleration at time ts, which yields the
error values ex,i(ts) = 11, ev,i(ts) = 3 in Figure 6.33.

Then, the system is steered (magenta solid line) towards the sliding surface σd,i = 0 (gray
line). However, since the condition to maintain sliding (6.34) is not satisfied when the
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sliding surface is reached at ex,i(ts) = 7.6, ev,i(ts) = −7.6, sliding cannot be maintained and
a small position overshoot occurs. Eventually, the desired distance ∆i can be reached.

Note that small initial spacing errors can be increased unboundedly due to a non-zero
velocity error, which can result in collisions. Bounded initial position errors are thus not
sufficient to guarantee collision-free platooning.

Constant Time-Headway Sliding Variable

If the constant time-headway spacing (6.39) is used for initial errors ex,i(ts) = 11, ev,i(ts) = 3
as indicated by the blue cross, position overshoot can be avoided in reaching (solid blue
line). Condition (6.43) is satisfied for all times, where the bounds are indicated by the blue
dashed lines for th = 1. Since the time-headway is large enough, reaching is guaranteed and
sliding can be maintained. In sliding, the equilibrium of the position error is shifted with
the velocity of the vehicle. The constant time-headway sliding surface σt,i = 0 is depicted by
a green dashed vertical line in Figure 6.33 that moves within a certain range of the phase
plane; the velocities of the vehicles change due to a sinusoidal reference acceleration.

However, for the same initial spacing errors, a small time-headway th = 0.2 violates the
reaching condition (6.43), and reaching and sliding cannot be guaranteed as shown by
the orange line in Figure 6.33. The small time-headway then results in a negative position
error, which can lead to collisions, and the performance may be even worse than with the
constant distance spacing. The time-headway thus has to be chosen large, which also means
that the distances in sliding are large. A trade-off between safety and efficiency has to be
found, but it is not clear how th should be chosen such that reaching can be guaranteed for
arbitrary non-zero initial errors.

In summary, it can be concluded that all spacing policies work well in sliding, but the
reaching phase is problematic regarding amplification of accelerations and position error
overshoots. String stability cannot be guaranteed for non-zero initial spacing errors using
the standard approaches. Other sliding mode based techniques, such as the controller
proposed by Bhat and Bernstein [42] with discontinuous control extension as in [52],
integral sliding mode [127] or a sliding sector approach [123], lead to similar problems
and no approach can guarantee both monotonic convergence and limited accelerations.
Although communication improves the reaching performance and guarantees monotonic
convergence, bounded accelerations cannot be considered at the same time. To remedy
these problems, a sliding surface is developed in the following section that combines the
benefits of constant distance and constant time-headway spacing: a small inter-vehicle
distance is maintained collision-free.

6.4. Adaptive Time-Headway Sliding Variable

A sliding mode based controller that fulfills all requirements presented in Section 6.1.1 has
been proposed by the author of this thesis in [143] for platooning with an adaptive spacing
policy, which is called adaptive time-headway formation controller (ATFC) subsequently.
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6.4.1. Adaptive Time-Headway Formation Controller - ATFC

A novel combination of two sliding surfaces with decreasing time-headway is used to finally
reach a constant distance spacing without collisions for non-zero initial errors. It is assumed
that only the predecessor’s information is available. In order to maintain small constant
inter-vehicle distances to improve traffic throughput, the aim of the proposed approach is
to decrease the time-headway in (6.39). However, note that th → 0 means loss of influence
on the sliding dynamics (6.41). Thus, a new sliding variable is proposed, combining the
constant distance (6.22) and constant time-headway spacing (6.39). With this approach, the
time-headway th,i(t) in the new sliding variable can be decreased to zero asymptotically
and a constant distance formation can be achieved. Specifically, the behavior is eventually
approximated by the desired error dynamics

ėx,i = −
1
t∗h

ex,i , t∗h > 0 , (6.60)

where t∗h is a desired convergence time constant. For this purpose, the following assumption
is made.

Assumption 2. The initial spacing errors are bounded and depend on the velocity of the vehicle
such that 0 ≤ ex,i(t0) ≤ tmax,ivi(t0), where tmax,i ≥ 0 is a parameter that can be specified. The
maximum velocity error is bounded such that |ev,i(t0)| < th,i(t0)umax with

th,i(t0) =

{
ex,i(t0)/vi(t0) if ex,i(t0) > t∗hvi(t0) (Phase I)
(ex,i(t0) + t∗hev,i(t0))/vi−1(t0) otherwise (Phase II) .

(6.61)

Remark 9. Assumption 2 on the one hand excludes vehicles that are either far behind or too slow to
follow up with the platoon, which is hence no restriction. On the other hand, vehicles may not be
close to the predecessor and/or too fast relative to preceding vehicles so that collisions occur regardless
of the controller used. In practice, these situations must be avoided by a higher-level unit, e.g., the
behavioral planning level that switches the reference generation on and off. It is hence reasonable to
assume these conditions for platooning.

Remark 10. The condition in (6.61) is based on the position error due to the fact that two different
phases and thus two different sliding variables are proposed. The initialization is performed so that
the sliding variable of the active phase is zero, and hence the time-headway is computed according
to the current phase. The phases depend on the parameter t∗h in (6.60), as will be described in the
following theorem.

Theorem 1. [143] Consider the interconnected system (6.3), (6.4) and the errors (6.7) with
Assumptions 1 and 2. Let the control law ui consists of two phases with a specified switching
condition. In Phase I, the control law

ui = ksign(σt,i) , (6.62)

with the sliding variable

σt,i = ex,i − th,ivi , (6.63)
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and an adaptive law

ṫh,i = −µ1
t∗hk
vi

, (6.64)

µ1 =

{
1 − t∗hk

2 ≤ ev,i < 0 and th,i > t∗h
0 otherwise ,

(6.65)

is applied, with t∗h defined in (6.60). The initial time-headway is computed as

th,i(t0) =
ex,i(t0)

vi(t0)
, (6.66)

and satisfies th,i(t0) < tmax,i according to Assumptions 1 and 2.

In Phase II, control law

ui = ksign(σ̃i) , (6.67)

with the combined sliding variable

σ̃i = ex,i − th,ivi + (t∗h − th,i)ev,i , (6.68)

and an adaptive law

ṫh,i = −µ2
k

vi−1
th,i , µ2 =

{
1 − th,ik

2 ≤ ev,i < 0
0 otherwise

(6.69)

is used. The switching time ts,i for agent i from Phase I to Phase II is given by the time instant for
which

σ̃i(ts,i) = 0 , σt,i(ts,i) = 0 , th,i(ts,i) ≤ t∗h (6.70)

holds. Then, the interconnected system fulfills all design goals presented in Section 6.1.1.

Proof of Phase I. The dynamics of the sliding variable (6.63) with errors defined in (6.7), and
control input (6.62) with (6.64), reads as

σ̇t,i = ev,i − th,iksign(σt,i) + µ1t∗hk . (6.71)

With the proposed initialization of the time-headway (6.66), starting on the sliding surface is
guaranteed with σt,i(t0) = 0. The derivative of the Lyapunov function as in (6.28) with (6.71)
results in

V̇i = σt,iσ̇t,i = σt,i(ev,i − th,iksign(σt,i) + µ1t∗hk) . (6.72)

For a negative derivative of the Lyapunov function, the following conditions can be stated:
for a positive sliding variable σt,i > 0, it has to be guaranteed that σ̇t,i < 0, and vice versa.
For a positive sliding variable, one can distinguish between two cases for the velocity error:
first, if the velocity error is positive, then µ1 = 0 according to (6.65) and hence

ev,i − th,iksign(σt,i) < 0 (6.73)
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6.4. Adaptive Time-Headway Sliding Variable

must be valid, which results in the same condition as in the constant time-headway
spacing (6.43), i.e.,

|ev,i| < th,ik , (6.74)

which is satisfied at the initial time due to Assumption 2. Moreover, if the velocity error is
negative and large so that µ1 = 0, then (6.74) has to hold. Second, if the velocity error is so
that µ1 = 1, then the condition

ev,i − th,ik + µ1t∗hk < 0 (6.75)

has to be satisfied. Then, since ev,i < 0 for µ1 = 1 and th,i > t∗h in Phase 1, this is
automatically fulfilled.

If the sliding variable is negative σt,i < 0, again two cases for the velocity error must be
investigated in order to state that σ̇t,i > 0 is be satisfied. First, if µ1 = 0 due to a positive
velocity error ev,i > 0, then

ev,i + th,ik > 0 (6.76)

is fulfilled without restrictions, since both terms are positive. Second, a negative velocity
error leads to the condition that depends on µ1, i.e.,

ev,i + th,ik + µ1t∗hk > 0 (6.77)

must hold. These conditions for sliding (6.74), (6.77) can be summarized as

−th,ik− µ1t∗hk < ev,i < th,ik . (6.78)

The dynamics of the errors (6.8) in sliding are

ėx,i = ev,i ,

ėv,i = ui−1 −
µ1

th,i
t∗hk

︸ ︷︷ ︸
ûi

− ev,i

th,i
, (6.79)

where ûi are bounded inputs,

ûi ∈ [−k− µ1t∗hk, k] , (6.80)

to a stable linear system. When starting on the sliding surface σt,i = 0 with a proper choice
of the time-headway as in (6.66), the sliding variable can be maintained at zero although
the time-headway is changed. Hence, it has to be guaranteed that the velocity error stays
bounded in sliding, so that conditions (6.78) are fulfilled for all times.

Note that the dynamics of the velocity error (6.79) are described by a scalar linear time-
varying (LTV) system with bounded input, which means that the velocity error cannot
change abruptly. For a short summary on stability analysis of the given linear LTV system,
the reader is referred to Appendix B. With µ1 = 1 as defined in (6.65), the velocity errors
are per definition in a subinterval within the bounds (6.78). For µ1 = 0, the time-headway
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6. String Stability in the Context of Sliding Mode Control

is held constant and the velocity errors converge according to (6.79) asymptotically, i.e.,
limt→∞ ev,i = th,iui−1, which is within the bounds (6.78) for all finite times with the initial
errors from Assumption 2 and an appropriate choice of the time-headway (6.66). Note,
moreover, that the preceding vehicle will not apply maximum acceleration for infinite times
due to the fact that ur < k as discussed in Appendix A and due to the damping behavior of
the time-headway as in (6.54).

Then, σt,i = 0 can be maintained, which yields positive position errors ex,i = th,ivi, and
negative position errors are avoided as demanded in the design goals in Section 6.1.1. The
position and velocity errors (6.79) are bounded and independent of the position in the
platoon and independent of the length of the platoon, satisfying (6.11). The accelerations
are bounded by design (6.62) with umax = k.

Hence all requirements in Section 6.1.1 except the constant distance spacing are satis-
fied. As soon as the time-headway has been decreased to th,i = t∗h, Phase II is used to
decrease the time-headway to zero asymptotically. However, in the case that the initial time-
headway (6.66) is less than the desired value t∗h, the time-headway is kept constant (6.65).
Then, Phase II can be activated as soon as (6.70) is fulfilled, which is the case when ev,i = 0.

Proof of Phase II. Due to the design of the switching condition (6.70), the sliding variable
of Phase II is also zero at the switching time ts,i. With the error dynamics (6.8), the first
order sliding mode control law (6.67) and the adaptation law (6.69), the dynamics of the
new sliding variables (6.68) are governed by

˙̃σi = ev,i + (t∗h − th,i)ui−1 − t∗hksign(σ̃i) + µ2kth,i . (6.81)

Analogously to Phase I, it has to be shown as in (6.28) that V̇i = σ̃i ˙̃σi < 0. Thus, it has to be
guaranteed that the sliding variable and its derivate have opposite signs, then σ̃i = 0 can be
maintained. Again, the sliding surface and its derivative are investigated, where different
conditions for the velocity errors can be stated.

For a positive sliding variable σ̃i > 0, the derivative in (6.81) has to be negative for both
positive and negative velocity errors, i.e.,

ev,i + (t∗h − th,i)ui−1 − t∗hk + µ2kth,i < 0 , (6.82)

where ui−1 = k is applied in the worst case, yielding the condition

ev,i − th,ik + µ2th,ik < 0 . (6.83)

If µ2 = 0, then the standard condition for time-headway spacing (6.43), i.e. |ev,i| < th,ik,
must hold. In the case that µ2 = 1, the velocity error is negative by definition (6.69) and
hence the derivative of the Lyapunov function is negative.

If the sliding variable is negative, σ̃i < 0, the derivative of the sliding variable must be
positive, and the worst case is ui−1 = −k in (6.81), which yields the condition

ev,i + th,ik + µ2kth,i > 0 . (6.84)
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6.4. Adaptive Time-Headway Sliding Variable

Then, for µ2 = 1, it has to hold that |ev,i| < th,i(1 + µ2)k, which is always satisfied for the
given definition of µ2 in (6.69). For µ2 = 0, if the velocity error is positive, then

ev,i + th,ik > 0 (6.85)

is always satisfied. If the velocity error is negative, but µ2 = 0 due to the magnitude of the
velocity error with |ev,i| > 1

2 th,ik, then |ev,i| < th,ik has to hold.

Summarizing the conditions on the velocity errors (6.83), (6.84), (6.85) of Phase II, it can be
concluded that

−(1 + µ2)th,ik < ev,i < th,ik (6.86)

must hold. In order to complete the proof, it has to be shown that the velocity error
stays bounded in sliding, i.e., the error dynamics are so that the velocity error does not
violate (6.86). The error dynamics are governed by

ėx,i = ev,i ,

ėv,i = −
1
t∗h

ev,i +
th,i

t∗h
(ui−1 − µ2k)

︸ ︷︷ ︸
ũi

. (6.87)

Similar to Phase 1, the dynamics of the velocity errors in (6.87) are affected by the inputs ũi,
which are bounded by

ũi ∈
[
− (1 + µ2)kth,i

t∗h
,

kth,i

t∗h

]
. (6.88)

Since (6.87) is a linear time-invariant stable system with bounded inputs ũi and due to the
switching condition for µ2 in (6.69), it can be concluded that the velocity errors fulfill the
bounds (6.86):

As long as µ2 = 1, the velocity errors are within the bounds by definition (6.69). If the
velocity errors are so that µ2 = 0, the time-headway is held constant and the velocity
errors converge asymptotically as in Phase 1 to limt→∞ |ev,i| = |th,iui−1|, which is less than
th,ik as soon as σ̃i = 0 is maintained, since |ui−1| < k for t → ∞ due to the fact that the
leader’s acceleration is bounded by ur,max < umax = k (see Assumption 1). This fact has
been discussed, e.g., in [69] for a general consensus problem, which is summarized in
Appendix A, and it also holds for the platooning application. Thus, the bounds in (6.86)
hold and sliding can be maintained.

Finally, the time-headway approaches zero with (6.69), then (6.87) approximates (6.60) and
a constant distance spacing (6.6) is achieved. If the time-headway cannot be decreased
due to ev,i ≥ 0, then the preceding vehicle cannot be approached. There is no position
error undershoot for all times in Phase II, which can be concluded from the position error
dynamics in (6.87) and Assumption 1. Moreover, the errors are bounded and independent
of the position i in platoon (6.87), the accelerations are bounded by design (6.67) with
umax = k, hence all requirements in Section 6.1.1 are fulfilled.
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6. String Stability in the Context of Sliding Mode Control

Remark 11. Note that large values for t∗h in Theorem 1 mean slow convergence (6.60) in Phase II,
while small values lead to loss of influence on sliding dynamics (6.71) in Phase I. Hence, a trade-off
has been chosen with t∗h = 1 in all simulations and experiments presented in this thesis.

Remark 12. In order to limit the relative velocities between the vehicles, the bounds for µ1 in (6.65)
and µ2 (6.69) have been chosen conservatively. Note, however, that it has to be guaranteed that the
error of the LTV system in (6.79) does not exceed the value th,ik for constant th,i. An example is
given in Appendix B.

Remark 13. The proposed approach yields bounded position errors, bounded velocity errors and
bounded accelerations. However, the absolute velocities of the vehicles are not bounded; the velocities
of the agents increase in order to speed up to reach the preceding vehicle. Hence, the absolute
velocities along the string can increase along the string. However, the increase in velocities is
expected, otherwise the vehicles will not be able to catch up with the platoon. Constraints on the
absolute velocity may be handled by an upper-level decision unit, i.e., if too large velocities are
necessary, the preceding vehicle is no longer tracked.

Remark 14. Note that so far, the leader’s acceleration ur is considered as the only disturbance to
the platoon. Additional external disturbances will be discussed in the next chapter.

6.4.2. Simulation Results

In the following simulations, a platoon with 7 agents has been considered, i.e. 6 followers
and node 0 as reference node (leader). The vectors of the agents’ initial positions and
velocities are given by

x(t0) =
[
190 157 120 95 75 57 0

]T in m ,

v(t0) =
[
15 12 14 13 16 14 15

]T in m/s .
(6.89)

The reference acceleration is time-varying and chosen as

ur(t) =





−4 t ∈ [12, 14)
0.5 t ∈ [14, 16)
2 sin(t) otherwise

in m/s2 . (6.90)

The desired constant distance in (6.12) is ∆i = ∆ = 2 m for all agents i = 1, 2, . . . , 6. The
controller parameter (6.62), (6.67) has been chosen as k = 5 m/s2 and the time-headway
in (6.60) as t∗h = 1 s.

The positions of the agents using the proposed approach from Theorem 1 are shown in
Figure 6.34. The distances between the agents are reduced without collisions with the
preceding vehicles, since position error undershoot is avoided as shown in Figure 6.35. The
constant distance spacing is eventually reached in an approximated way, since the position
errors and the time-headways approach zero. The phase plane is shown in Figure 6.36,
where the bounds are depicted by dashed lines, which are not violated and hence sliding
can be maintained.
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Figure 6.34.: Positions of all agents using the ATFC with a time-varying reference acceleration
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Figure 6.35.: The position errors of the agents using the ATFC are non-negative for all times and converge to
zero, resulting in a constant distance spacing.

In Figure 6.37, the adapted time-headways are depicted. The maximum time-headway
tmax = 5 s has not been exceeded in the given example. The convergence of the time-
headways depend on the velocity errors displayed in Figure 6.38; if the velocity errors
are in the range given by (6.65), (6.69), the time-headways are decreased, otherwise held
constant. Note also the different adaptation laws (6.64), (6.69): in the first phase, a constant
slope that is scaled by the velocity is used in order to reach the defined time-headway t∗h in
finite time. Then in the second phase, the time-headway converges asymptotically to zero,
and the convergence depends again on the velocity of the vehicles, which leads to different
adaptation laws for the following agents.

Both the position errors and the velocity errors do not depend on the position i in the
string. Figure 6.39 represents the filtered control inputs and it can be seen that the filtered
accelerations are not amplified along the platoon. Note that if a predecessor applies a
large deceleration (for example, starting from t = 12 s in (6.90)), the time-headway is held
constant to avoid large velocity errors that would otherwise result in a position error
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Figure 6.36.: Phase plane of the errors using the ATFC with bounds on the errors (dashed).
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Figure 6.37.: Time-headways using the ATFC with different decays in the first phase and in the second phase

undershoot.

The simulations show that the proposed approach can still exhibit a damping behavior
in severe situations due to the time-headway that is crucial for string stability. Eventually,
a constant distance spacing is reached in an approximated way without communication
between the vehicles. The leader’s acceleration can be arbitrary within its bounds, and the
sliding mode controllers are capable of compensating this disturbance.

Remark 15 (Integral Sliding Mode Control). Note that the idea of the ATFC is similar to an
integral sliding mode control approach: the sliding variable is chosen so that it is zero at initial time,
σ(t0) = 0. However, a “classical” integral sliding mode controller as discussed in [79],

σi = ex,i + ev,i + zi ,
żi = −ev,i , zi(t0) = −ex,i(t0)− ev,i(t0) ,

(6.91)
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Figure 6.38.: The velocity errors of all agents using the ATFC are bounded and do not depend on the position
in the string i. Large velocity errors are avoided by the proposed approach.
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Figure 6.39.: The filtered control inputs using the ATFC are not amplified along the platoon.

cannot maintain sliding when a constant distance spacing is used. The sliding dynamics reads as

σ̇i = ev,i + (ui−1 − ui)− ev,i , (6.92)

and it is assumed that there is a nominal control input unom,i that stabilizes the system in the
disturbance-free case, with the control input

ui = unom,i + usmc,i . (6.93)

Then, the integral sliding mode control input usmc,i compensates the disturbances, while the nominal
controller unom,i stabilizes the system. However, in the given platooning application, all control
inputs ui have to be bounded by the same value, |ui| ≤ umax. With a stabilizing nominal control
input unom,i = F ·

[
ex,i ev,i

]T, the control inputs are not bounded. Moreover, usmc,i has to com-
pensate |ui−1| ≤ umax, and with usmc,i = umax the nominal part is inactive, unom,i = 0 due to
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|unom,i + usmc,i| ≤ umax. Then, with unom = 0 and usmc,i = ui−1, the error dynamics is governed
by

ėx,i = ev,i ,
ėv,i = 0 ,

(6.94)

and the errors do not converge to zero. Thus, this “classical” integral sliding mode controller cannot
guarantee collision-free platooning.

Integral sliding mode control has been used for consensus problems in [127] for single-integrator
systems ẋi = ui, with the control input

ui = ex,i − ksign(xi + zi) ,
żi = −ex,i , zi(t0) = −xi(t0) .

(6.95)

Note, however, that a nominal part is used for the proposed consensus control law; this approach
cannot be extended for double-integrator dynamics with control inputs bounded by the same
maximum value.

Remark 16 (Sequential Activation). Sequential activation of the controllers can be used to deal
with bounded accelerations; as soon as the predecessor has reached the formation and applies ui = ur,
a nominal control input can be computed so that unom,i ≤ umax − ur is fulfilled. However, reaching
a small inter-vehicle distance may take a long time, and the sequential activation is not focus of this
work.

In order to apply the proposed ATFC approach on highways, several scenarios have been
analyzed that are the focus of the next chapter.
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The Motorway Chauffeur of Part 1 reaches its performance limits in merging scenarios
on highways in case of high traffic volume as discussed in Chapter 3. Hence, this chapter
focuses on a cooperative merging assist at lane reductions that extends the Motorway
Chauffeur of Part 1 by the robust longitudinal formation controller from Part 2.

The merging assist is implemented as follows: instead of using the velocity profiles of
the trajectory planning (TP) level from Section 2.2, the formation controller with adaptive
time-headway (ATFC) proposed in Section 6.4 is used for longitudinal control. When the
vehicles are in formation, i.e., keeping a safe distance to the preceding vehicle, the lane
change is triggered and executed by the TP level. In order to guarantee safety, the evaluation
of the TP level is still active, but the parameters of the ellipses are adapted according to the
desired distance ∆i that shall be maintained by the formation controller. Figure 7.1 depicts
the closed loop system including the new formation control. While in Part I the reference
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Steering Controller

Controller

Vehicle
Kinematic Model

r(s) e v,δ

Figure 7.1.: Architecture of the merging assist on highways

path r(t) for the lane change was a function of time due to the predefined velocity profiles
in the TP, the new reference path r(s) is a function of the way-length s. This way-length
depends on the velocity of the vehicle that is computed by the formation controller. Then in
the TP, a constant velocity is assumed over the entire prediction horizon. Since the velocity
computed by the formation controller might not be constant, the reference lateral deviation
has to be provided as function of way-length as well.

In the following discussions, the focus lies on longitudinal control in merging scenarios. The
problem statement is similar to the platooning application. Once the longitudinal control is
performed in a satisfactory way, the lateral guidance is activated; hence, the longitudinal
and lateral dynamics are considered separately. The longitudinal dynamics of the controlled
vehicle are simplified and assumed to be governed by double integrator dynamics. However,
when attempting to apply the ATFC from Chapter 6 to highway driving, three additional
problems arise: first, the network topology of the agents, i.e., the predecessor, needs to
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Figure 7.2.: Structure for longitudinal control of vehicle i.

be defined for all agents before the formation controller can be applied. In a platooning
scenario, i.e. when considering only one lane, this procedure is very simple: the vehicle in
front is automatically the predecessor. However, when two or more lanes are considered,
such as is the case for merging scenarios at lane reductions, the choice of the vehicle that
merges in front of the ego vehicle might not be clear. Hence, the merging sequence has to be
defined before the longitudinal control is activated. This procedure is called “predecessor
selection”, as depicted in Figure 7.2, which shows the structure of the longitudinal control
loop. This first task of topology selection is discussed for the proposed formation controller
in Section 7.1.

Second, if the assumptions for the ATFC are not fulfilled, which may apply to scenarios with
two or more lanes, a strategy to reach the assumptions has to be considered separately. For
example, suppose two vehicles are next to each other on adjacent lanes; then, depending on
the predecessor selection, one vehicle has to yield to the other one. The initial position errors
of the yielding agent are negative and the ATFC cannot be applied. Since the vehicle first
has to “reach” the assumptions for applicability of the ATFC, this phase will subsequently
be called “reaching phase” and is discussed in detail in Section 7.2.

Third, the curvature of the road and the lane change trajectory are disturbances to the
longitudinal dynamics that have to be compensated by the velocity controller; this is
described in Section 7.3. In Section 7.4, finally, the effects of actuator dynamics on the
performance of platooning and the ATFC are investigated.
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7.1. Topology Selection

The topology of the vehicles, i.e., the choice of a preceding or involved vehicle in a maneuver,
is very important for merging scenarios. In a platooning scenario on a single lane, the
preceding vehicle is the vehicle in front and the topology is clearly defined as in Chapters 5

and 6. However, when vehicles on multiple lanes are considered, the choice of the preceding
vehicle for a merging maneuver, also called merging sequence, has to be investigated in
more detail.

With a reasonable predecessor choice, the position errors with respect to vehicles on the
same lane have no undershoot and thus collisions can be avoided, and safety can be
achieved. Moreover, by avoiding low velocities that propagate upstream, traffic jams can
be reduced and thus efficiency is increased. Finally, comfortable merging scenarios will
be achieved, if high accelerations of the vehicles and unnecessary braking maneuvers
are avoided. With these goals in mind, an appropriate choice of the preceding vehicle is
proposed based on relative velocities and relative positions of the vehicles that are involved
in the merging scenario.

As soon as multiple lanes are considered, the topology is not predefined. This is highlighted
in the example in Figure 7.3 with two lanes and two possible positions A, B of the green
vehicle for a merging maneuver to the right lane. The basic considerations for selecting the
preceding vehicle are as follows. First of all, the relative positions are considered; if another
vehicle is in front, then it is a potential predecessor, e.g., the red vehicle has two potential
predecessors. However, based on relative positions only, it is not clear whether the green
vehicle will pass the blue one in order to reach position B, or slow down for position A. For
this reason, the relative velocities are considered, with the aim to avoid decelerations or
stand-still before the merging point.

A B

Figure 7.3.: Merging scenario with two possible positions A, B for the green vehicle. In this scenario, the choice
of the predecessor for all three vehicles is unclear, and a proper topology selection algorithm is
necessary.

Consider again Figure 7.3, where the relative position between green and blue vehicle
is zero and thus not sufficient to determine the preceding vehicle; the following three
considerations based on the relative velocity are taken into account in the predecessor
selection: First, if the green vehicle is faster than the blue vehicle, merging behind the blue
vehicle is not reasonable due to undesired decelerations. The green vehicle is thus the
preceding vehicle and merges at position B. Second, if the blue vehicle is faster, then the
blue vehicle is the predecessor of the green vehicle, which merges at position A. Third, if
the green vehicle maintains the same speed as the blue vehicle, then it is not clear if the
green or the blue vehicle will be the preceding vehicle. In this case, the preceding vehicle
cannot be determined from relative position and velocity alone, and the merging sequence
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is determined by the current lane of the vehicles. For example, if the left lane has priority
in Figure 7.3, then for zero relative velocity the green vehicle on the left is the predecessor
of the blue vehicle. The red vehicle then chooses either the green vehicle (green vehicle in
position A) or the blue vehicle (green vehicle in position B) as predecessor. Summarizing
these considerations, the relative positions, relative velocities and lanes of the vehicles have
to be considered for predecessor selection.

It is assumed in the remainder of this chapter that all considered vehicles apply the same
selection algorithm. If no position error undershoots occur, it is sufficient to apply the
algorithm once. Otherwise it has to be applied at every sampling step in order to avoid
collisions with vehicles on the own lane. Consider the example in Figure 7.4, where the
red vehicle follows the green one, and the green agent follows the blue one. In the case
of a position error undershoot of the green vehicle, where the maximum undershoot is
indicated by the green ellipse, the red vehicle tries to follow the green vehicle and collides
with the blue one (green rectangle). However, if the predecessor of the red agent is changed
to the blue agent, collisions can be avoided as indicated by the blue rectangle.

Figure 7.4.: Example for a changing predecessor with an active predecessor selection algorithm

Hence, at a given time instant, e.g., when a merging flag is set by the behavioral planning
level, the merging procedure is initiated. Then, the predecessor selection is executed and
the longitudinal formation controller is used. An algorithm for the predecessor selection
has been proposed in [146], which is presented in detail subsequently. First, it has to be
determined which vehicles in the surroundings are taken into account by the ego vehicle. It
is reasonable to consider only the closest vehicles as depicted in Figure 7.5 for the green
vehicle. For this purpose, two parameters are defined: the maximum distance rear ∆min
and the maximum distance in front of the ego vehicle ∆max, considering all lanes. These
distances can depend on the velocity and are typically limited by the range of the sensors.
The gray vehicles are out of range, while the colored vehicles are added to the list of
possible preceding vehicles.

−∆min ∆max0
Figure 7.5.: First step of predecessor selection: vehicles that are not in a reasonable range of the green vehicle

are excluded, where the range is defined by ∆min and ∆max and depicted by the green rectangle.

134



7.1. Topology Selection

As in the previous chapters, the agents are modeled by double integrator dynamics,

ẋi = vi ,
v̇i = ui ,

(7.1)

where xi and vi denote position and velocity of vehicle i, respectively, for i = 0, · · · , N. Then,
in the second step, the relative positions ẽx,ij = xj − xi and relative velocities ev,ij = vj − vi
of all remaining vehicles are considered; if the relative states fulfill

σp,ij = ẽx,ij + ev,ij ≥ 0 , (7.2)

the corresponding vehicle j is a potential predecessor for i.

This auxiliary variable σp,ij corresponds to the constant distance spacing (6.22) with c = 1
in the previous chapter. It is necessary only if multiple lanes are considered, since vehicles
can be next to each other with ẽij = ẽji = 0 as discussed for the example in Figure 7.3.
In Figure 7.5, potential predecessors of the green vehicle are the dark blue vehicle on the
own lane and the dark red and orange vehicles on the adjacent lanes. Note that the red
vehicle behind the green ego vehicle is faster, i.e., the relative velocity is positive; thus (7.2)
is fulfilled, and it is a potential preceding vehicle. Otherwise, the vehicle would be excluded
from the list.

Note that if σp,ij = 0, with ẽx,ij = ev,ij = 0, then the preceding vehicle is chosen based on
the lane, i.e., the faster vehicles are typically on the left lane, and thus the vehicle on the
right lane has to yield. Moreover, if σp,ij = 0 and ev,ij ≥ 0, then the faster vehicle j is the
predecessor, since larger velocities are desired in order to increase traffic throughput.

Third, if more than one vehicle remains in the list of predecessors as in the example shown
in Figure 7.5, the lateral deviation of the vehicles is taken into account: on the own lane,
only one vehicle o can be a predecessor. On the adjacent lane, only the vehicle a with
smallest relative position ex,ij that has not been removed yet, i.e., with σp,ij ≥ 0, needs to
be considered. Note that all cars that remain in the list of possible predecessors after the
second stage will eventually be in front of the ego; hence it is sufficient to consider only
the rearmost vehicle on the adjacent lane with σp,ij ≥ 0, since all vehicles apply the same
selection algorithm.

Fourth, the regions and relations between the two remaining vehicles o, a are taken into
account. It is checked which vehicle is the predecessor or the follower with respect to
vehicles o, a. For example in Figure 7.5, the orange car in front of the green vehicle will
merge in front of the dark blue vehicle. Then, the dark blue in front and the dark red
vehicle behind the green ego vehicle remain potential preceding vehicles. The dark red car
will follow the dark blue one and is hence the predecessor for the ego vehicle.

Finally, one preceding vehicle is found and a certain strategy to reach the desired distance
can be applied, which will be discussed in the following section. This selection algorithm is
summarized in pseudo code in Algorithm 1.

Remark 17. If there is no preceding vehicle for a vehicle, then it acts as a leader and should accelerate
to the maximum possible velocity (defined by road limits or the driver) in order to increase traffic
throughput. This longitudinal control task can then be handled, e.g., by the TP.
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Algorithm 1 Predecessor selection

1: Step 1: Limit Range
2: for j = 1,...,length(detected vehicles of agent i) do
3: compute ẽx,ij = xj − xi and ev,ij = vj − vi

4: if −∆min ≤ ẽx,ij ≤ ∆max then
5: add vehicle j to vehiclelist
6: Step 2: Check regions:
7: for j = 1,...,length(vehiclelist) do
8: compute σp,ij = ẽx,ij + ev,ij
9: if σp,ij == 0 and ev,ij == 0 and vehicle j left of i then

10: add vehicle j to predecessorlist . lane priority
11: else if σp,ij ≥ 0 and not (σp,ij = 0 and ev,ij < 0) then
12: add vehicle j to predecessorlist . velocity priority
13: sort predecessorlist w.r.t. ẽx,ij
14: Step 3: Lane Distinction:
15: for j = 1,..., length(predecessorlist) do
16: if vehicle i and vehicle j on same lane then
17: add vehicle j to ownlanelist
18: else
19: add vehicle j to adjacentlanelist
20: predecessor own lane o ← first entry of ownlanelist
21: predecessor adjacent lane a ← first entry of adjacentlanelist
22: Step 4: Predecessor Check:
23: if no predecessors o, a found then
24: ego vehicle is leader
25: else if no predecessor on one lane then
26: predecessor← predecessor on other lane
27: else
28: check regions as in Step 2, σp,oa = ẽx,oa + ev,oa
29: if o is immediate predecessor of a then
30: predecessor← a
31: else
32: predecessor← o
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7.2. Reaching Phase

In the following investigations, the focus lies on the situations where a preceding vehicle
has been selected, but the ATFC from Chapter 6 cannot yet be switched on. According to
Assumption 2 of the ATFC, the initial position errors have to fulfill

0 ≤ ex,i(t0) ≤ tmax,ivi , (7.3)

and the velocity errors must be within the bounds

|ev,i(t0)| ≤ min
(

ex,i(t0)/th,i(t0) , th,i(t0)umax

)
, (7.4)

with

th,i(t0) =

{
ex,i(t0)/vi(t0) if |ex,i(t0)| > t∗hvi(t0)

(ex,i(t0) + t∗hev,i(t0))/vi−1(t0) otherwise .
(7.5)

Independent of vehicles on adjacent lanes, vehicles on the same lane have to maintain safety
distances for all times also for the merging scenarios, which is stated by the following
assumption.

Assumption 3. All vehicles fulfill Assumption 2 with respect to preceding vehicles on the same
lane, but necessarily for predecessors on different lanes.

In merging scenarios with multiple lanes, however, Assumption 2 is too restrictive. For
example, if the initial position error is zero, the initial time-headway tt,i(t0) is also zero.
Then, the velocity error has to be zero as well for the ATFC to be applicable. However, if
the following vehicle is on the adjacent lane, non-zero velocity errors are common and
have to be taken into account for longitudinal control in merging scenarios. Moreover, from
a mathematical point of view, a negative position error may result in a negative initial
time-headway, which is not reasonable. Hence, in order to circumvent these restrictions,
the ATFC is activated at the time instant t0 at which the bounds (7.4) are satisfied for the
first time. A so-called reaching strategy is implemented in order to reach this state; two
different approaches are analyzed for this purpose: first, the constant distance spacing from
Chapter 6 is used, and second, the ATFC is extended in order to be applicable for negative
position errors.

7.2.1. Reaching Phase with Constant Distance Spacing

In the following, the vehicles are assumed to be sorted such that vehicle i − 1 is the
predecessor of vehicle i. Consider the position error ex,i and the velocity error ev,i defined
by

ex,i = xi−1 − xi − ∆i ,
ev,i = vi−1 − vi ,

(7.6)
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with (7.1), where ∆i is the desired constant distance for the merging scenario. In a first step,
the time-headway is bounded so that

th,i(t0) ≥ 0 (7.7)

holds. Thus, negative position errors may result in th,i(t0) = 0. For control purposes, the
constant distance sliding surface is used, which has been defined previously as

σd,i = ex,i + cev,i . (7.8)

Keeping in mind the topology selection algorithm in Section 7.1, the sliding variable is a
shifted version of the auxiliary variable σp,i = σp,i(i−1) in (7.2) for c = 1, i.e.,

σd,i = σp,i + ∆i . (7.9)

Since all predecessors fulfill σp,i ≥ 0 according to Algorithm 1, the initial values for σd,i
are bounded from below by ∆i. The phase plane of the errors can then be divided into
five different regions as shown in Figure 7.6, where the bounds of the ATFC are plotted
for th,i = 1 s. Note that initial errors in the yellow (3), orange (4) and brown region (5)
correspond to predecessors on the adjacent lane due to Assumption 3.

Then, if the errors do not fulfill the bounds (7.3), (7.4), and the ATFC is not applicable
(“ATFC off”), different strategies are required: First, errors in the gray region are excluded
from consideration due to σp,i < 0, i.e., because the corresponding vehicle cannot be a
predecessor. Second, in the white region, the ATFC can be applied.

Otherwise, if the initial errors are in the yellow (3), orange (4) or brown region (5), a first
order sliding mode controller with the constant distance spacing (7.9),

ui = ksign(σd,i) , (7.10)
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Figure 7.6.: Phase plane of the errors for th,i = 1, ∆i = 10. The vehicles are excluded from the predecessor list
if the corresponding errors are in the gray region.
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is used in a first step. However, as discussed in Chapter 6, sliding along the surface σd,i = 0
cannot be guaranteed, and either the white region is entered where the ATFC is applied, or
the vehicle enters the gray region, in which case it is discarded as predecessor and another
vehicle is chosen.

Control input (7.10) can result in different trajectories as shown in Figure 7.7: First, if the
following vehicle and the predecessor decelerate with the same value ui−1 = ui, the velocity
error is constant with ėv,i = 0, and trajectory I eventually enters the gray region, where
the predecessor is either discarded, or an emergency maneuver is triggered by a higher
level planning level as described in Part I of this thesis. Note that vehicles are on adjacent
lanes according to Assumption 3, and discarding the vehicle does not result in collisions. In
the yellow region, the preceding vehicle may increase the distance until it is no longer in
the range of the follower if both vehicles accelerate at maximum, again due to ėv,i = 0, as
shown by trajectory I I. Then, the predecessor will eventually leave the considered range
and another preceding vehicle is determined, or the ego vehicle becomes a leader. For small
negative position errors and small velocity errors, reaching and sliding can be possible in
the left half-plane of Figure 7.7, as depicted by trajectory IV. In this case, switching to the
ATFC is not required to reach and maintain the desired distance. However, reaching cannot
be guaranteed for all errors, and position overshoot occurs as depicted by trajectory I I I
and eventually, the ATFC can be applied. Finally, initial errors in the brown region can
either enter the white region, or the orange region as depicted by trajectory V. Then, the
above mentioned cases I, I I I, or IV apply.
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Figure 7.7.: Phase Plane with different trajectories using the constant distance sliding surface if the ATFC is not
applicable

Example 1

The following example shows simulation results for three agents with initial positions as
depicted in Figure 7.8. The green vehicle (ego vehicle, e) passes the blue one (Agent 2) and
merges at gap A behind the red vehicle (Agent 1), which follows the gray one (Agent 0).
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A

Figure 7.8.: Merging example with one leader (gray) and three following vehicles (colored). The green ego
vehicle has to reach position A.

The initial errors with respect to the ego vehicle e are given by

ex,0e = 60 m , ex,1e = 19 m , ex,2e = −10.8 m ,
ev,0e = −4 m/s , ev,1e = −7 m/s , ev,2e = −8 m/s .

(7.11)

The initial position error with respect to the blue vehicle ex,2e is negative, since the desired
distance ∆i = ∆ = 10 m is initially not maintained between the vehicles. The green vehicle
is much faster than the blue one and the variables σd,2e and σp,2e with respect to the blue
vehicle are negative and thus in the gray region. The red vehicle speeds up in order to reach
the desired position behind the gray leader. It applies the ATFC to reach the gray vehicle,
and is the predecessor for the green vehicle, while the blue vehicle follows the green one.

The initial errors of the ego vehicle with respect to the red vehicle are in the brown region (5)
in Figure 7.6, with σp,1e > 0 and σd,1e > 0, and thus the ATFC cannot be applied: the green
vehicle’s initial velocity is very large, ve(t0) = 38 m/s, thus a small initial time-headway is
computed in (7.5) and the velocity error does not fulfill the bounds (7.4) for the ATFC. The
green ego vehicle will decrease its distance to the red vehicle according to (7.10). The errors
of the blue vehicle with respect to the green vehicle are in the yellow region and the blue
vehicle accelerates in order to reach the desired distance behind the green vehicle. However,
all disadvantages of the reaching phase with constant distance spacing can be observed: the
position error exhibits an undershoot and the ego vehicle first passes the red vehicle due
to a large velocity error, as shown in Figure 7.10. Since the vehicles are on adjacent lanes,
no collisions occur, but the preceding vehicle for the blue agent changes, and the velocity
error and the sliding variable of the blue vehicle change abruptly as shown in Figure 7.9.
As soon as the ego vehicle is behind the red vehicle, the predecessor for the blue vehicle is
changed back to the green vehicle. Note that the blue vehicle does not collide with the red
one, since the preceding vehicle will change as soon as the green vehicle is the predecessor
of the red one, as discussed previously for Figure 7.4.

The red vehicle applies the ATFC from the start, while the green and blue vehicle reach
the white region at a later time instant. Eventually, the ATFC is applied by all following
vehicles, and the time-headways are as depicted in Figure 7.11. Note that the time-headway
is zero if the ATFC is not active. However, the performance of the green vehicle is not
satisfactory. Although no collisions occur due to different lanes of the green and red vehicle,
the large accelerations of the green and blue vehicles and the resulting velocities have a
bad impact on the traffic flow.

Thus, the strategy should be chosen depending on the “urgency” of the merging maneuver,
as simulated in the next example.
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Figure 7.9.: Results of the reaching phase with the constant distance spacing in Example 1
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Figure 7.10.: Phase plane of the errors in Example 1, with position undershoot of the ego vehicle and Agent
2 due to a constant distance spacing. The errors of Agent 2 are shown with respect to the ego
vehicle; no collisions occur since the ego vehicle is on the adjacent lane. Agent 1 applies the ATFC.
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Figure 7.11.: Time-headways in Example 1 using a constant distance spacing for reaching the region where the
ATFC is applicable.

Example 2

In the second example, the constant distance sliding variable of the blue vehicle with
respect to its green predecessor is negative, i.e., in the orange instead of the yellow region
of Figure 7.6. The initial errors are given by

ex,0e = 60 m , ex,1e = 19 m , ex,2e = 8 m ,
ev,0e = −2 m/s , ev,1e = −5 m/s , ev,2e = −6 m/s .

(7.12)

In order to avoid low velocities, the following vehicle waits for the predecessor on the
adjacent lane to speed up without braking. Only if the predecessor does not increase the
distance in a predefined time, the following vehicle will yield by decelerating, and the
control input is defined by

ui =

{
ksign(σd,i) yield
0 wait .

(7.13)

Thus, a “yielding point” can be defined, at which the following vehicle has to yield to the
preceding car on the adjacent lane.

Simulation results are shown in Figure 7.12. Since the blue agent waits for the green ego
vehicle to speed up, its performance is much better than in the first example. Note that
the performance of the green vehicle has also changed, since it waits for the red vehicle to
speed up. However, the reaching phase takes longer than in the first example. In summary,
the performance of the blue vehicle is much better, but the green vehicle’s behavior
needs improvement, which can also be concluded from the phase plane in Figure 7.13. In
Figure 7.14, the time-headways are shown. Note that although the time-headway of the
blue vehicle is larger than in the previous example, the overall performance is better.

Remark 18. Note that if the preceding vehicle brakes during the “waiting” phase of the following
vehicle, the velocity error will decrease and eventually become zero. Then, hard deceleration may also
be necessary for the following vehicle. However, as soon as the gray region is entered, the predecessor
should be discarded.
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Figure 7.12.: Results of the constant distance spacing with the possibility to wait for the predecessor to speed
up in Example 2
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Figure 7.13.: Phase plane of the errors in Example 2
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Figure 7.14.: Time-headways in Example 2

Example 3

The third example shows that the constant distance spacing can result in acceptable
behavior for small initial errors, since reaching the sliding surface and staying on the
surface is possible without switching to the ATFC as previously discussed for trajectory IV
in Figure 7.7.

The focus of this example lies on the blue vehicle, and the green vehicles’ behavior has
been changed so that the ATFC is applicable. The initial error are thus given by

ex,0e = 60 m , ex,1e = 39 m , ex,2e = −10.8 m ,
ev,0e = −2 m/s , ev,1e = −5 m/s , ev,2e = −1 m/s .

(7.14)

Simulation results are shown in Figure 7.15, with the time-headways in Figure 7.17. Note
that the blue vehicle never reaches the white region of the ATFC, since sliding along
the constant distance surface is maintained as shown in the phase plane of the errors in
Figure 7.16.
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Figure 7.15.: Results of the proposed cooperative merging assist in Example 3
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Figure 7.16.: Phase plane of the errors in Example 3
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Figure 7.17.: Time-headways in Example 3

Example 4 - SUMO

Simulation results using SUMO with control input (7.10) in the reaching phase are shown
in Figure 7.19. The relative distances with respect to the ego vehicle, the lateral deviations
and the velocities of the four vehicles in the given example are illustrated therein, and the
initial errors are given by

ex,0e = 110 m , ex,1e = 35 m , ex,2e = 8 m ,
ev,0e = −2 m/s , ev,1e = −5 m/s , ev,2e = −6 m/s .

(7.15)

The sampling time of SUMO is set to TSUMO = 0.1 s, while the controller in MATLAB is
executed with sampling time Tctrl = 0.01 s. This results in discretization effects, which can
be observed in the sliding variable, which is shown in Figure 7.18 for the blue vehicle: the
sliding variable is not zero, but exhibits a periodic motion within a certain band close to
zero, which is also called boundary layer, see, e.g., [35]. Note that the implementation of
the ATFC needs to be adapted; in the simulation at hand this is done by decreasing the
time-headway as soon as the sliding variable is within its boundary layer. However, these
effects are not considered further in this work.

Note that the overall performance of the cooperative merging scenario shown in Figure 7.19

is satisfactory. The relative distances are decreased and the velocities are increased, and the
traffic flow can thus be improved during the merging scenario.
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Figure 7.18.: Sliding variable of the blue vehicle

Example 5 - Platoon Merge

A simulation study with 20 vehicles and control law (7.10) in the reaching phase has been
performed, where each platoon consists of 10 vehicles. Two identical platoons are driving
on adjacent lanes next to each other, where one platoon (blue lines in Figure 7.20) has to
brake in front of the lane reduction. Similar to the scenario used in [110], the initial position
errors are ex,i(t0) = 40 m to vehicles on the own lane and vi(t0) = 20 m/s for all i = 1, ..., N,
and the platoons are driving next to each other.

The predecessor selection in Algorithm 1 is executed when entering the control region
at xc = 400 m. Before entering the control region, constant velocities are maintained. The
resulting topology is similar to the zipper’s principle: the leader of the overall platoon is
the leader of the left platoon, the first follower is the leader of the right platoon, the second
follower is the first follower of the left platoon and so on. Then, the reaching strategy (7.10)
with the constant distance spacing is switched on, where the desired constant distance is
∆i = ∆ = 10 m. Note that one platoon has thus a negative position error, and the other
platoon has positive position errors. The control parameter is k = 5, the parameter of
the sliding variable of the ATFC is chosen as t∗h = 1 s as in Remark 11 of the previous
chapter, and the convergence parameter of the constant distance sliding variable is c = 1 s
to match this ATFC parameter. Using a constant distance sliding surface for small negative
position errors does not yield satisfactory results as shown in Figure 7.20. Unfortunately,
using hard deceleration to reach the ATFC as in (7.10) leads to collisions. Moreover, the
vehicles have to stop in the merging zone due to decreasing velocities, which has to be
avoided. Although the desired overall platoon length is decreased due to a smaller desired
inter-vehicle distance, the platoon length first increases and the traffic flow is decreased
significantly.
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Figure 7.19.: Results of the proposed cooperative merging assist in Example 4 using SUMO
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Figure 7.20.: Results of Example 5 using the constant distance sliding surface for negative position errors

149



7. Formation Control in Highway Driving

7.2.2. Extension of the ATFC for Negative Initial Spacing Errors

In this section, the ATFC proposed in Section 6.4 is extended so that monotonic convergence
can also be achieved for negative initial position errors as published in [146]. Since the
sliding variable after predecessor selection is bounded according to (7.9) with (7.2), the new
bounds on the errors have to satisfy

−∆i − ev,i ≤ ex,i ≤ tmax,ivi ,
|ev,i(t0)| ≤ |th,i(t0)|umax ,

(7.16)

with the initial time-headway th,i(t0) defined by (7.5), i.e., the time-headway parameter can
also be negative. While the combined sliding variable of Phase I remains the same, the
combined sliding variable of Phase II for ex,i(t0) < 0 is rewritten as

σ̃−i = ex,i − th,ivi−1 + t∗hev,i , (7.17)

and the control law is again a first order sliding mode controller with ui = ksign(σ̃−i ). The
adaptation laws of the time-headways th,i are chosen as

ṫh,i =

{
−µ1

kt∗h
vi

|th,i| > t∗h (Phase I)
−µ2

k
vi−1

th,i otherwise (Phase II) ,
(7.18)

with

µ1 =

{
sign(th,i) − t∗hk

2 ≤ ev,isign(th,i) < 0
0 otherwise ,

(7.19)

µ2 =

{
1 − th,ik

2 ≤ ev,isign(th,i) < 0
0 otherwise .

(7.20)

The proof of Phase I is analogous to the standard ATFC.

Using the ATFC with this extension, it is possible to divide the phase plane of the position
errors into four regions as shown in Figure 7.21 for a fixed time-headway th,i = 1 s and
k = 5. In the white region, the standard ATFC can be applied. In the orange region, the
extended ATFC with negative time-headway can be applied. In order to decrease large
velocity errors, acceleration of the following vehicle is required in the yellow region, while
in the red region, the vehicles have to decelerate. Hence, the following control law is
proposed in the yellow/red region,

ui = ksign(ev,i) if ATFC OFF , (7.21)

with ATFC OFF if the bounds (7.4), (7.16), (7.5) are not fulfilled. With (7.21), the dynamics
of the velocity error are governed by

ėv,i = ui−1 − ksign(ev,i) , (7.22)

which results in a decrease, or at least a non-increase in the velocity error because

ev,i ėv,i = ev,i(ui−1 − ksign(ev,i)) ≤ 0 , (7.23)
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Figure 7.21.: Phase plane of the position errors. The extended ATFC is applied in the orange region and in the
white region (shown for th,i = 1 s and k = 5). In the yellow and red regions, the vehicles have to
decrease the velocity errors.

due to ui−1 ≤ k. The white or orange regions in Figure 7.21 can eventually be reached so
that the ATFC is switched on. Then, the constant distance formation is approached, while
the accelerations are bounded and the position errors are not amplified. Hence, position
error undershoots are avoided and thus safety can be guaranteed due to the string stable
behavior of the ATFC. In the case that the ATFC cannot be switched on, the position error
will either increase in the yellow region (ev,i > 0) and the vehicle will be lost eventually,
or decrease in the red region (ev,i < 0) so that the gray region is entered, and the vehicle
will no longer be considered as preceding agent. These cases only apply if the vehicles are
on the adjacent lane according to Assumption 3 and hence no collisions can occur. The
resulting trajectories are shown in Figure 7.22.

Remark 19. Note that in the red and yellow regions, maximum accelerations (7.21) are applied;
however, compared to the constant distance sliding surface with control input (7.10), the performance
is much better with respect to position error overshoot.

Remark 20. An alternative idea is to steer the errors into the white or orange region by using the
TP: since the goal is to reach the region where |ex,i| > |ev,i| holds, the new desired velocity for the
TP level can, e.g., be set to

vdes = vi−1 − ρ|ex,i| , (7.24)

with 0 ≤ ρ < 1.

To summarize the different stages of the longitudinal control, a state diagram of the pro-
posed cooperative merging assist is shown in Figure 7.23, where additionally an emergency
maneuver may be triggered if a critical situation in the reaching phase is encountered. In
the remainder of this chapter, the influence of disturbances and unmodeled dynamics on
the longitudinal control performance is analyzed.

151



7. Formation Control in Highway Driving

−20 −15 −10 −5 0 5 10 15 20

−5

0

5
th,ik

−th,ik

σp < 0

I

II

III
IV

ex

e v

Figure 7.22.: Phase plane of the position errors with different trajectories. The extended ATFC is applied in
the orange region and in the white region (shown for th,i = 1 s and k = 5). In the yellow and red
regions, the vehicles have to decrease the velocity errors.
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Figure 7.23.: State diagram of the proposed cooperative merging assist

152



7.2. Reaching Phase

Example 6

The extended ATFC for cooperative merging has been applied to two identical platoons
driving next to each other as in Example 5, again with initial position errors ex,i(t0) = 40 m
to vehicles on the own lane and vi(t0) = 20 m/s for all i = 1, ..., N. The same predecessors
have been selected, but the reaching strategy has been replaced. Note that with the ATFC,
the platoon length can be decreased immediately with decreasing inter-vehicle distance,
and the traffic performance is improved significantly as shown in Figure 7.24. There is no
position error undershoot or overshoot.

Note, however, that although a certain distance is reached at approximately the same
position as in Figure 7.24d, no lower convergence rate bound has been considered so far,
which will be subject to future work. Moreover, the velocities of the vehicles increase along
the platoon in order to reach the desired small inter-vehicle distance. This increase is
expected, since the vehicles have to reach the platoon; in practive, speed limits may have to
be considered, which has not been implemented yet.
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Figure 7.24.: Results of the platoon merging scenario using the proposed cooperative merging control with the
ATFC extension for negative position errors
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Example 7

In a last experiment, 40 vehicles have been placed randomly, with the condition that
collisions can be avoided when the merging zone is entered according to Assumption 3.
Then, the predecessor selection algorithm is applied and the vehicles have to merge at
the assigned position. A reasonable predecessor choice can be observed in the simulation
results in Figure 7.25, since the vehicles on one lane (red or blue) do not collide with each
other. The length of the overall platoon is not increased, which improves the traffic flow.
Note that the last vehicle has no predecessor due to a large position error upon entering
the merging zone. For this last vehicle, the trajectory planning level may be used to speed
up to a desired merging velocity. In the last example, the velocities of the involved vehicles
are not bounded, which will be considered in future work. The traffic flow of the merging
scenario is again significantly improved, and no collisions occur.
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Figure 7.25.: Results using the proposed cooperative merging control for merging with random initial errors
and the ATFC extension for negative position errors.
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7.3. Robustness with Respect to Curvature

In merging scenarios, a lane change can be performed by the lateral guidance of the vehicles
as described in Part 1. In this case, it is important that the longitudinal controller maintains
the formation also during a lane change or in road bends. Due to the different curvature
of the driven paths, disturbances arise that have to be compensated by the longitudinal
controller in order to guarantee safe merging maneuvers.

Consider a road segment depicted in Figure 7.26 with constant curvature κ1 = 1/R1, i.e., a
segment of a circle with radius R1, where the radius is defined with respect to the center
of the inner lane. The curvature on the second lane is then defined by κ2 = 1

R2
, with

R2 = R1 + wlane and lanewidth wlane. If the relative position between the vehicles should

s1 s2

R1

R2

φ

Figure 7.26.: In road bends, the vehicle on the outer lane (blue) has to drive faster than the vehicle on the inner
lane (red) in order to keep a constant angular velocity

be maintained, the vehicle on the outer lane has to drive at a faster velocity than the vehicle
on the inner lane, due to a larger waylength si according to

si = Riφ , (7.25)

with angle φ. Then for constant curvatures, the requirement for a constant angular velocity
results in

φ̇ =
ṡ1

R1
=

ṡ2

R2
, (7.26)

and thus, the velocities ṡ1, ṡ2 are related by

ṡ1 = ṡ2
R1

R2
. (7.27)
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This means that the vehicle on the outer lane has to maintain a faster speed than the vehicle
on the inner lane in order to maintain the same angular velocity. Then, the longitudinal
distance between the vehicles can be maintained. Hence, the curvature can be interpreted
as a disturbance δi on the longitudinal velocity and is modeled as an additive disturbance
subsequently. The agent’s longitudinal dynamics are then given by

ẋi = vi + δi ,
v̇i = ui ,

(7.28)

where xi, vi, ui denote position, velocity and acceleration of vehicle i, respectively. The cur-
vature typically increases linearly on highway roads [105], i.e., they are typically designed
as clothoid segments as depicted in Figure 7.27a. A point (x, y) on the clothoid is given
by

x(l) = A
√

π
∫ l

0
cos

(
πt2

2

)
dt ,

y(l) = A
√

π
∫ l

0
sin
(

πt2

2

)
dt ,

(7.29)

with parameter l. The length of the path is given by L = Al
√

π and the curvature is
κ(l) =

√
π

A l for a constant parameter A > 0.
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Figure 7.27.: Clothoids and corresponding curvature as a function of the parameter l, which are typically used
for design of road segments.

For a road consisting of such clothoid segments, the curvature is differentiable almost
everywhere, and the vehicle’s longitudinal dynamics are affected by a matched disturbance
δ̃i,

ẋi = vi ,

v̇i = ui + δ̇i = ui + δ̃i ,
(7.30)

which is bounded by |δ̃i| < Γi. If the acceleration of the preceding vehicle is small such that
|ueq,i(t) + δ̃i| ≤ umax holds, then the formation can be maintained even if the vehicles are
on different lanes.
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7.3. Robustness with Respect to Curvature

Similarly, a lane change can also be considered as a disturbance that arises from different
curvatures. During a lane change, the lateral position of the vehicle on the road yi is changed
in a smooth way due to a bounded lateral acceleration as discussed in Part I. Note that the
states xi, vi in (7.30) are considered with respect to the longitudinal road coordinates as
depicted in Figure 7.28. For the longitudinal control in (7.30) using sliding mode techniques

vcar,i

vi

vy,i
θi

y

x
Figure 7.28.: Road coordinate system with corresponding velocities

from Chapter 6, it is assumed that the relative distance to other objects ẽx,ij = xj − xi and
velocities vi, vi−1 are available with respect to the road coordinate system.

The lateral velocity of the vehicle vy,i as shown in Figure 7.28 is larger than zero during a
lane change, and the velocity of the vehicle vcar,i is not equal to the road velocity vi in (7.30);
specifically,

vcar,i =
√

v2
i + v2

y,i . (7.31)

Assuming a point mass, the vehicle can be described in the x, y coordinate system by

vi = ẋi = vcar,i cos(θi) ,
vy,i = ẏi = vcar,i sin(θi) ,

θ̇i = ωi ,

(7.32)

where θi is the orientation with respect to the x axis as depicted in Figure 7.28 and ωi is the
angular velocity. The acceleration of the car v̇car,i = ucar,i and the acceleration ui in (7.30)
differ as well. By differentiation of (7.32), the dynamics along the x-axis are

v̇i = v̇car,i cos(θi)− vcar,i sin(θi)θ̇i

= ucar,i cos(θi)− ẏi θ̇i

= f (vi)ucar,i − di .

(7.33)

The orientation θi is assumed to be small, which is practicable on highways, thus cos(θi) ≈ 1,
sin(θi) ≈ 0. Then, 0 < fmin ≤ | f (vi)| ≤ 1. Assuming a bounded ωi, the matched disturbance
di is bounded, i.e., there exists a Di such that |di| < Di. Since ui is bounded, one can simplify
these disturbances to v̇i = ui + d̃i and |d̃i| ≤ D̃, which yields the dynamics

ẋi = vi ,

v̇i = ui + d̃i .
(7.34)
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This means that the longitudinal formation can be maintained while driving on a curved
road or while merging onto one lane, if the disturbances δ̃i in (7.30) and/or d̃i in (7.34) can
be rejected by the control input ui. In the formation with constant distance spacing and a
sliding mode based controller as in Chapter 6, the control input is given by ueq,i = ur. Then,
if

ur + Γi + D̃i ≤ umax (7.35)

holds, both disturbances can be rejected at the same time, if an appropriately designed
controller is used, and the formation can be maintained.

Remark 21. The lateral acceleration of the vehicle during a maneuver consists of the lateral
acceleration from the curvature of the road that is bounded by Γi, and the lateral acceleration of the
lane change that is bounded by D̃i. Hence, the curvature of the road is considered in the trajectory
generation in Part I, and a desired maximum acceleration is not exceeded. Thus, the disturbance
arising from lane change is small if the disturbance from the road curvature is large, which improves
the compensation of disturbances.

A robust longitudinal controller has to be used in order to maintain the formation during a
lane change or in bends. The disturbance d̂i = d̃i + δ̃i with (7.30) and (7.34) can be handled
by the ATFC in certain scenarios; the sliding dynamics using the ATFC of Chapter 6 with
the disturbed dynamics of one agent (7.34) reads as

˙̃σi =ev,i + (t∗h − th,i)ui−1 + t∗h(ksign(σ̃i) + d̂i) + µ2kth,i . (7.36)

Then, if condition

|ev,i + (t∗h − th,i)ui−1 + t∗hd̂i + µ2kth,i| < t∗hk (7.37)

is fulfilled, sliding can be maintained. Note that (7.37) cannot be guaranteed in general
for all times. However, the disturbance compensation is only important for small position
errors. Then, the time-headways th,i and the velocity errors are small. In the case that the
longitudinal velocity is much larger than the lateral velocity, the maximum disturbance Di
is very small, especially if compared to the other variables in (7.37). If the vehicles’ control
is ui ≈ ur and (7.35) holds, then the disturbance can be compensated. Note that if the
disturbance cannot be compensated, the position error to the preceding vehicle increases
during the lane change due to a larger way-length, which is not safety critical. Further
analysis of the ATFC in presence of disturbances is subject to future work.

Example 8

In order to test the robustness of the algorithm with respect to lane changes or different
curvatures, an example is considered. Three vehicles as indicated in Figure 7.29 are sim-
ulated, where the green vehicle (Agent 2) has to merge in front of the blue car (Agent
1), to reach position A behind the leader. As a sampling time, Ts = 0.001 s is used. The
resulting variables of the green vehicle are depicted in Figure 7.30, where the activation of
the merging assist is indicated by a gray dashed line. Note that the path of the lane change
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A

Figure 7.29.: The green vehicle changes lane when in formation (position A). The green and blue vehicle have
to compensate the disturbance arising from the lane change.

in Figure 7.30a is chosen to start rather abruptly on purpose in order to investigate the
effects of different lateral accelerations.

The velocity of the green car is larger during the lane change in order to maintain a constant
velocity along the road as shown in Figure 7.30b. The position errors of the two followers are
presented in Figure 7.30c, where no effects caused by the lane change can be detected. Note
that the accelerations in Figure 7.30e have been filtered with a first order lag element with
time constant τ = 0.01 s. The disturbances are bounded and small as shown in Figure 7.30e.
They can thus be rejected, and sliding can be maintained as shown in Figure 7.30d.
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Figure 7.30.: Results of disturbance compensation during a lane change scenario
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7.4. Actuator Dynamics

Consider the vehicle’s longitudinal dynamics with first order actuator dynamics according
to

ẋi = vi ,
v̇i = ai ,

τi ȧi = −ai + ui ,
(7.38)

where ui is the control input, ai is the actual acceleration of the vehicle, and τi is the time
constant of the actuator dynamics. First, the constant distance spacing and the constant
time-headway spacing are investigated (see also [147]). Then, simulation results using the
ATFC are given.

7.4.1. Constant Distance Spacing

Consider a first order sliding mode based controller, denoted by

ui = ksign(σd,i) , (7.39)

using the constant distance spacing sliding variable

σd,i = ex,i + cev,i . (7.40)

Then, the first derivative of (7.40) considering the dynamics (7.38) becomes

σ̇d,i = ev,i + cea,i , (7.41)

with e¸,i = ξi−1 − ξi, ξi−1 = xi−1, vi−1, ai−1, ξi = xi, vi, ai, and the second derivative of the
sliding variable reads as

σ̈d,i = ea,i

(
1− c

τ

)
+

c
τ

ui−1 −
c
τ

ksign(σd,i) . (7.42)

A block diagram of this relation is illustrated in Fig. 7.31. Note that the acceleration
ai−1 of the preceding vehicle acts as disturbance on agent i. Compared to the previous
considerations in this and the previous chapter, the relative degree of the sliding variable
with respect to control input ui is increased to two. Rewriting (7.42) with (7.40), (7.41), the
dynamics of the sliding variable are given by

σ̈d,i =−
c
τ

ksign(σd,i) + c̃σ̇d,i −
c̃
c

σd,i +
c̃
c

ex,i +
c
τ

ui−1
︸ ︷︷ ︸

f

.
(7.43)

with the abbreviation c̃ = 1
c − 1

τ . With the state variables z1 = σd,i, z2 = σ̇d,i, the sliding
variable dynamics can be written as

ż1 = z2 ,

ż2 = − c̃
c

z1 − c̃z2 +
c
τ

ksign(z1) + f .
(7.44)
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Figure 7.31.: Schematic of the closed-loop system using the constant distance spacing with actuator dynamics
for vehicle-following

Then, c̃ < 0 and k > 0 is a necessary condition for asymptotic stability of the equilibrium
z1 = z2 = 0, see [124]. For f = 0, the system can be maintained at σd,i = 0 and string
stability is guaranteed. However, the disturbance f cannot be dominated by the control
input (7.39), since all control inputs uj are bounded by the same value, and no bound for
ex,i exists. Note that using the FOSMC, oscillations may be excited for | f | > c

τ k, which are
then propagated along the string and can thus result in string unstable behavior.

The inter-connected system can also be formulated using the sliding variable representa-
tion

σd,i = σi−1 − σi , (7.45)

where the auxiliary variables σj are defined by

σj = xj + cvj . (7.46)

The corresponding block diagram is depicted in Figure 7.32. Then, oscillations in one
variable σi−1 act as disturbance on the following agent, which cannot be compensated and
are thus propagated along the string. Hence, string stability with constant distance spacing
cannot be guaranteed in presence of actuator dynamics.

7.4.2. Constant Time-Headway Spacing

Using the constant time-headway spacing (5.16) as sliding variable,

σt,i = et,i , (7.47)

SMC
1

sτ+1
1+cs
s2

ui aiσi−1 σd,i σi

−

Figure 7.32.: Schematic of the auxiliary system for the sliding variable using a FOSMC with constant distance
spacing and actuator dynamics in a platoon
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Figure 7.33.: Schematic of the closed-loop system using the constant time-headway spacing for one agent in a
platoon

the closed-loop system is depicted in Fig. 7.33. The control input computed by the FOSMC
reads as

ui = ksign(σt,i) , (7.48)

and the dynamics of the sliding variable is given by

σ̈t,i = ai−1 + ai

(
th

τ
− 1
)
− th

τ
ksign(σt,i) . (7.49)

With th = τ, the sliding dynamics results in

σ̈t,i = −ksign(σt,i) + ai−1 . (7.50)

Note that the disturbance is the acceleration of the preceding vehicle, which is bounded by
|ai−1| < k due to the first order lag element in (7.38) and due to control law (7.48). However,
for f 6= 0, it cannot be guaranteed that sliding can be maintained. Note that (7.50) is a
special case of (7.44) with c̃ = 0 and f = ai−1 + ai

(
th
τ − 1

)
, and oscillations occur in the

case of any deviation from the origin. In addition, it cannot be guaranteed that sliding can
be maintained for any ai−1 6= 0. The disturbances are then propagated along the string of
vehicles, yielding string unstable behavior. Thus, if the sliding variable is deflected from the
surface using the FOSMC, string unstable behavior is encountered and the approach (7.39)
for dynamics (7.38) is not robust.

Remark 22. The SOC is robust with respect to these small deviations. However, unmodeled higher
order dynamics may result in oscillations also when the SOC is applied. Thus, increasing the order
of any sliding mode controller indefinitely is not reasonable. Instead, the parameter choice for th has
to be investigated in future work.

7.4.3. Adaptive Time-Headway Spacing - ATFC

Since a deflection from the sliding surface results in string unstable platoons, the effects
of actuator dynamics (7.38) on the performance of a platoon with non-zero initial spacing
errors using the ATFC have to be investigated. In Phase I of the ATFC, the sliding dynamics
under consideration of actuator dynamics reads as

σ̇t,i = ev,i − th,iai − ṫh,ivi = ev,i − th,iai + µ1kt∗h . (7.51)
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The relative degree of the sliding variable with respect to the control input ui increases by
one, resulting in

σ̈t,i = ea,i − ṫh,iai − th,i
1
τ
(−ai + ui) . (7.52)

Applying the FOSMC then yields

σ̈t,i = −
th,i

τi
ksign(σt,i) + ai−1 − ai

(
1− µ1

kt∗h
vi
− th,i

τ

)
, (7.53)

which is equivalent to (7.49) for µ1 = 0, and string stable platooning is possible for a proper
choice of the time-headway. For µ1 = 1, it is difficult to analyze the behavior of the platoon,
since sliding cannot be maintained, which is essential in the proof of the ATFC.

The sliding dynamics in Phase II of the ATFC are governed by

˙̃σi = ev,i + t∗h(ai−1 − ai)− ṫh,ivi−1 − th,iai−1 , (7.54)

and the second derivative of the sliding variable reads

¨̃σi = ea,i +
t∗h
τi
(ui−1 − ui − ai−1 + ai) + µ2kṫh,i − ṫh,iai−1 +

th,i

τi
(ai−1 − ui−1) , (7.55)

which can be rewritten as

¨̃σi = ea,i

(
1− t∗h

τi

)
+

t∗h
τi
(ui−1 − ui) +

µ2th,i(−k2 + kai−1)

vi−1
+

th,i

τi
(ai−1 − ui−1)

︸ ︷︷ ︸
f̃

, (7.56)

which corresponds to (7.42) with an additional disturbance f̃ . Hence, it is difficult to state
string stability using the ATFC in Phase II, since the bounds of the disturbance are difficult
to obtain. Hence, the behavior of the ATFC is studied in the course of simulation.

Simulation results using the FOSMC in Figures 7.34 and 7.35 for τ = 0.1 show that even
though sliding cannot be guaranteed, the ATFC may still yield collision-free results. Note
that in the implementation, the time-headway is reduced if the sliding variable is within
a band |σ| < ε, thus the time-headway is decreased although the sliding variable is
deflected slightly. However, small oscillations occur, which cannot be compensated and are
propagated along the string, limiting the number of vehicles in the platoon.

Since the sliding dynamics (7.42), (7.49) are of the form σ̈ = h(t, x) + g(t, x)u, a sliding
mode controller for relative degree two sliding surfaces can be used. However, similar to
the constant distance spacing, the sliding dynamics (7.55) using the proposed adaptation
law includes disturbances that cannot be compensated by any controller with bounded
acceleration.

Using a suboptimal controller yields the results shown in Figures 7.36 and 7.37 for τ = 0.1.
Note that collisions do not occur and the signals exhibit less oscillations, but sliding cannot
be maintained. Again, the results are collision-free for the limited number of agents, but no
general statement can be made.
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Figure 7.34.: Results using the sliding variable of the ATFC with the FOSMC in presence of actuator dynamics
τ = 0.1.
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Figure 7.35.: Phase plane of the errors using the FOSMC with the sliding variable of the ATFC in presence of
actuator dynamics τ = 0.1
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Figure 7.36.: Phase plane of the errors using the SOC with the sliding variable of the ATFC in presence of
actuator dynamics τ = 0.1
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Figure 7.37.: Results using the sliding variable of the ATFC with the SOC in presence of actuator dynamics
τ = 0.1.
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Figure 7.38.: Results using the FOSMC in presence of actuator dynamics τ = 0.5

The last simulation example with τ = 0.5 shows that larger time constants can still be
handled by the SOC as shown in Figure 7.39, but the system with the FOSMC is unstable
and results in collisions as in Figure 7.38.

Note that the oscillations in the signals are only present since sliding cannot be maintained;
then, other agents are affected by this disturbance, which is amplified along the string.
Although the performance of the SOC in the example is satisfactory, string stability cannot
be guaranteed for an arbitrary platoon length.

Since the time-headway plays an important role in string stable platooning, future work
will focus on reaching a desired time-headway spacing instead of a constant distance
spacing. A proper choice of the time-headway in presence of unmodeled dynamics will be
investigated.

170



7.4. Actuator Dynamics

0 5 10 15 20 25 30

100

200

300

400

500

t in s

x
in

m

Leader
Agent 1
Agent 2
Agent 3
Agent 4
Agent 5
Agent 6
Agent 7
Agent 8
Agent 9

(a) Positions

0 5 10 15 20 25 30
−4

−2

0

2

4

t in s

a
in

m
/
s2

(b) Accelerations

0 5 10 15 20 25 30

−1

0

1

t in s

σ̃

(c) Sliding variable

Figure 7.39.: Results using the SOC in presence of slow actuators with τ = 0.5
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Application to Small-Scale Vehicles
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8. Testbed for Automated Driving using
Small-Scale Vehicles

In order to test the proposed algorithms for automated driving of Part I and Part II of this
work, experiments on real vehicles have been conducted1. However, testing in real-world
environments is difficult due to several reasons:

1. legislation: autonomous driving is forbidden by law on standard roads (Vienna
Convention [21]); only designated test tracks can be used.

2. costs: the fully equipped car is expensive and replacing parts of the car is very costly.
3. safety: a test driver, which needs to have special training, has to be inside the car in

order to take over control in case of a dangerous situation. The safety of people must
be ensured at all times.

4. efficiency: due to the high organizational effort, testing the algorithms takes a lot of
time. Moreover, all components have to work properly before testing the algorithms,
i.e., sensor fusion and controllers of the vehicles have to be fully installed.

Hence, the concepts have been tested on small-scale vehicles. This enables safe testing at low
cost, while the performance of the algorithms can be evaluated. A testbed for automated
driving has been built up at the Institute of Automation and Control, Graz University of
Technology, which is described in detail in this chapter.

Considering the issues of testing automated driving listed above, the following requirements
for the setup of the testbed have been considered:

+ focus on control engineering
+ scalability (adding different vehicles or functionalities)
+ distributed systems: the algorithms run locally on the vehicles
+ real-time capability
+ affordable hardware
+ easy access

The testbed is similar to the one at KTH Stockholm [27], but uses a much cheaper motion
capture system and is dedicated to autonomous ground vehicles only. The setup is shown in
Figure 8.1 and the different components are described subsequently, where the description
is divided into a hardware and a software related part.

1 Astrid Rupp, Markus Tranniner, Marko Pavlic, Raffael Wallner, Martin Steinberger, and Martin Horn. A
Low-Cost Testbed for Automated Driving. Submitted to Journal of Robotics and Autonomous Systems in
May 2018 (under review).

175



8. Testbed for Automated Driving using Small-Scale Vehicles

AprilTag

WiFi

Code Compilation

ADAS Execution

Data Logging

Vehicle

BeagleBone Board
BBB Support Package

RT-MaG Toolbox

ADAS Implementation

FTP Server

MATLAB/Simulink

ADAS Computer

Code Generation

SSH Connection

AprilTag Detection

Road Projection

WiFi

ADL Script

Position Tracking Computer

UDP Broadcast

WebCam

WebCam

WebCam

WebCam

Projector Projector

Figure 8.1.: Setup of the small-scale testbed for control engineering purposes

8.1. Hardware

Two different kinds of small-scale vehicles have been acquired: trucks for platooning
maneuvers and parking with trailers, and model cars to test standard maneuvers. In this
section, both types of model vehicles are presented briefly.

8.1.1. Trucks

In Figure 8.2, two trucks in scale 1:14 [12] are shown. Each vehicle has been equipped with
a BeagleBone Black [14], which is a low-cost single-board computer. To receive the actual
position in the room or to communicate with other vehicles, a WiFi module [15] has been
installed.

The trucks are actuated by a motor and servos for gear changing and steering. It is also
possible to replace these actuators by others, which makes the setup of the vehicles very
flexible. The steering angle is within the range |δtruck| ≤ 17◦, and a backlash has been
observed. The servo motor for changing the gears is currently not used, since the trucks do
not exceed a velocity of 1.5 m/s. This limit has been defined due to the limited space of the
testbed.

8.1.2. Cars

Three cars in scale 1:10 [13] as in Figure 8.3 have been built up, which are also equipped
with a BeagleBone Black and a WiFi module. However, the actuation differs from the trucks:
the speed of the included motors depended strongly on the charge of the battery of the
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Figure 8.2.: Model trucks equipped with BeagleBone Black Boards in order to test different ADAS on the
testbed

Figure 8.3.: Small-scale car, which is also equipped with BeagleBone Black Boards, and AprilTags [1] on top of
the vehicle are used for position detection.

cars and did not yield accurate results. Hence, brushless DC (BLDC) motors with Hall
sensors [16] and motor speed controllers [10] have been used to achieve better performance
at low speeds. In addition, the transmission gears have been replaced, which also improves
driving at low speeds. The steering of the cars is more accurate than the trucks’ steering,
but the maximum steering angle is in a similar range with |δcar| ≤ 20◦.

8.1.3. Sensors

The following sensors are currently used for data acquisition:

- webcams on the ceiling and AprilTags [1] on the vehicles for position tracking, which
emulates GPS and is described in Section 8.2,

- ultrasonic sensors, which are mounted on the front side of the vehicles for triggering
emergency braking if necessary.
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8. Testbed for Automated Driving using Small-Scale Vehicles

This setup is sufficient to study platooning and formation control as considered in this
work. In the future, other sensors can be added in order to get an insight into sensor fusion
algorithms, which is similar to the problem statements on real vehicles.

8.1.4. Actuation

In order to actuate the vehicles, a lopokup table, where the velocity is a function of the
PWM (pulse width modulation) width, has been created by measuring the velocity with
a GoPro camera [11] for various PWM values. Since the control input of the previous
considerations is the acceleration, an integrator has been added to obtain the velocity. For
the steering actuation, no lookup table was necessary because of a linear relation between
steering angle and PWM signal. The slope and the offset have been calculated by measuring
the radius of the circle driven by the vehicle for different steering angles. Note that actuator
dynamics are currently not considered in the controller design; modelling and parameter
identification can be studied on the testbed in future work.

8.1.5. Projection of Virtual Components

In order to demonstrate virtually defined components such as lanes, virtual obstacles, or
traffic signs, two ultra short throw projectors [17] have been mounted on the walls so that
the whole area of the testbed can be illuminated. In addition, a white floor foil has been
used in order to see the projections more clearly. In the current status of the testbed, only
the road is projected onto the floor in order to easily demonstrate that, e.g., lane keeping
assists work properly. In future work, different virtual environments, such as other traffic
participants or traffic signs, can be projected.

8.2. Position Tracking

In order to test automated driving, it is necessary to obtain position information of the
controlled vehicle and surrounding obstacles for appropriate motion planning. The positions
of these moving objects are estimated via off-the-shelf webcams [9] and AprilTags [1], [119]
that are mounted on the vehicle as shown in Figure 8.2 and 8.3. The position tracking
code is based on the AprilTags C++ Library [2]. This library provides fast and robust 3D
position estimation and the tracking algorithm is insensitive to bad light conditions, which
is important due to glass walls and several reflective surfaces in the room.

The tag detection algorithm is executed on a dedicated Linux workstation, called “Position
Tracking Computer”, which is connected to the webcams via USB as depicted in Figure 8.1.
The AprilTag detection delivers the AprilTags’ positions and orientation with a rate of 10Hz
and broadcasts the information via WiFi using UDP.

To cover a large area, four webcams with a slightly overlapping field of view as in Figure 8.5
covering an area of 8 m× 4 m are used in a room of 3 m height. The camera intrinsics for
each webcam have been calibrated using AprilCal [138], which has to be done once for each
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Figure 8.4.: Calibration of the planar (world) coordinate system. The gray squares represent tags for calibration,
while the patterned square is a column in the room.

webcam. Note that for this testbed, it is sufficient to estimate a 2D position since the vehicles
move in a planar environment. Hence, for the calibration of the camera extrinsics, a planar
calibration target based on AprilTags is used. This target consists of different tags that are
placed at known positions, which is schematically depicted in Figure 8.4. The calibration
of the world coordinate system has to be executed if the position of a camera changes.
This calibration can be done in a flexible and automatic manner using configuration files
and thus it is straightforward to build up the testbed in a different environment (e.g., for
presentation purposes).

An accuracy of approximately 0.03 m can be achieved, depending on the calibration of the
webcams. For the experiments presented in Chapter 9, this accuracy is sufficient. Note,
however, that in positions where several webcams detect the AprilTag, the average of the
results is taken, which can result in non-smooth measurements. Moreover, the velocities of
the vehicles are computed from the change in position that is computed by the AprilTag
detection algorithm. Hence, the velocity computations have to be performed carefully:
A rate limiter has been used in order to avoid too large velocities in presence of abrupt
position changes. Moreover, if no position can be detected, but information is sent via
UDP, this loss of information has to be treated separately, otherwise very large velocities
are computed. Note that networked system analysis and sensor fusion techniques can be
helpful in this setting, but are not part of this work.
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8. Testbed for Automated Driving using Small-Scale Vehicles

Figure 8.5.: Field of view of the webcams and the virtually defined road with one detected truck shown in red,
as displayed on the position tracking computer.

Road Coordinates

The road is defined virtually as shown in Figure 8.6 and is stored on the vehicles, emulating
a high definition road map for self-driving vehicles. Two lanes with lanewidth wl = 0.5 m
are considered for highway scenarios, where the available space for the road is 8 m× 4 m
due to the coverage area of the webcams. A column in the room is indicated by a black
rectangle in Figure 8.6. This column has to be avoided by the trucks, i.e., there is a lane
reduction and all vehicles have to merge to the right lane in front of the column when
driving in clockwise direction.

The road is not marked on the floor in order to allow various scenarios and road definitions,
e.g., switching from a highway to an intersection or a parking lot, but it can be projected
onto the floor to improve the demonstrations.

8.3. Software

Each vehicle is capable of executing ADAS functionalities on the BeagleBone Black in
real-time. The focus is on the control engineer’s tasks of ADAS such as planning, tracking
or estimation techniques. Hence, an easy-to-use environment in MATLAB/Simulink [4]
has been built up. The ADAS functionalities are modeled in MATLAB/Simulink and code
is generated automatically on a Laptop (called “ADAS computer”), which is described in
Section 8.3.2. The code is then downloaded and compiled on the BeagleBone Black and
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Figure 8.6.: Road coordinates defined for testing in the foyer of the institute. The black rectangle represents the
column in the room, and is treated as an obstacle on one lane of the road.

executed locally on this on-board computer. The necessary software setup as depicted in
Figure 8.1 is discussed subsequently.

8.3.1. Real-Time Operating System

On the BeagleBone Black, the algorithms are executed on a Debian Linux based operating
system (OS) with the RT PREEMPT patch [8] (Version 4.4.x). This patch enables full
preemption of the Linux kernel and thus the OS exhibits hard real-time behavior. However,
in order to guarantee that the ADAS code generated in MATLAB/Simulink is executed in
real-time, additional software is necessary. The BeagleBone Black Support Package from
MATLAB is not real-time capable and thus, the RT-MaG Toolbox [103] has been used.

8.3.2. MATLAB/Simulink

The ADAS functionalities are implemented in MATLAB/Simulink [5] as shown in Figure 8.7.
Inputs to the Simulink models are handled via UDP inputs, the outputs are taken from the
BeagleBone Support package for Simulink. A Simulink library has been created in order to
facilitate efficient testing and extensions. In the library, longitudinal and lateral controllers,
different planning algorithms, computations for input or actuation, and also kinematic or
bicycle vehicle models for simulation studies are included and can be used and extended.

Different Sampling Times

Due to computational costs, the planning level typically has a different sample rate than
the controller, which is executed for smooth behavior with a sampling time of Tctrl = 10 ms.
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8. Testbed for Automated Driving using Small-Scale Vehicles

Figure 8.7.: Simulink block diagram for ADAS implementation with inputs (green) and outputs (yellow), the
planning level (orange), error computation (light gray) and the tracking controllers (cyan). The
RT-MaG toolbox configuration block is shown in the bottom left corner, and a data logging block
(folder icon) is used for the inputs.

Since the position information arrives at a higher sampling time of Tpos = 100 ms, a position
estimation algorithm is used. This estimation has been implemented based on the MATLAB
example for position estimation using the Kalman Filter Block [3]. Moreover, different
concepts can be used to handle the different sampling times, e.g., zero order hold, filtering
techniques, interpolation, and so on. Note that the planning level has to generate the
references so that different sampling times can be handled.

Planning

Different planning algorithms can be tested on the testbed. In order to test the MWC,
the planning level as presented in Part I has been implemented with a sample time of
TTP = 100 ms. Other concepts can be investigated, such as model predictive control (MPC)
for collision avoidance, turning on intersections or parking scenarios. Note, however, that
the sampling time of the planning level has to be adapted accordingly.

Tracking Controller

For the lateral and longitudinal guidance, simple controllers have been used. As studied
in [145], the performance of the controllers is not decisive for driving if the references are
chosen appropriately. The sampling time Tctrl = 10 ms is sufficient for smooth behavior
in trajectory tracking scenarios, if the references are well-defined. The steering controller
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computes the steering angle δ using

δ = kθeθ + arctan
( key

v

)
, (8.1)

with the positive parameters kθ for orientation error eθ and k for lateral deviation ey. This
steering controller has been proposed for the autonomous car “Stanley”, as described
in [163], and is hence called “Stanley controller”.

The longitudinal control input for velocity tracking of the reference vref is given by

vc(t) =
∫ t

0
kp(vref(τ)− v(τ))dτ , (8.2)

where v is the measured velocity of the vehicle, vc is the input to the lookup table described
in Section 8.1.4, and kp is a parameter. The parameters of controllers have been tuned
experimentally. Note that (8.2) is equivalent to first order actuator dynamics: taking the
time derivative with v̇ref = u and v̇ = v̇c = a, one arrives at

ȧ =
1
τ
(v̇ref − v̇) =

1
τ
(u− a) , (8.3)

with kp = 1
τ , and τ the time constant of the actuator dynamics.

In future projects, models of the small-scale vehicles can be identified in order to allow
basic parameter tunings in simulations.

Data Logging

Data can be logged locally on the BeagleBone Black using the RT-MaG toolbox for MAT-
LAB/Simulink. It is also possible to log the CPU execution times of the different tasks,
which allows to investigate the real-time capability of the generated code on the Beagle-
Bone Black. The data can then be easily transferred to the ADAS computer via an SSH
connection.

Car-to-Car Communication

The RT-MaG Toolbox only allows to use one UDP input and one UDP output block, where
the same IP address for both blocks has to be used. Hence, adaptations in the MATLAB
code of the toolbox that generates the C code have been made. With this adapted version of
the toolbox, several input blocks can be used and different IP addresses can be specified.
Hence, it is possible to receive both the position data from the Position Tracking Computer
and the acceleration from the preceding vehicle.
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8.4. Conducting an Experiment

This section describes the steps necessary to conduct an experiment using the testbed.

First, the Position Tracking Computer has to be set up, which is done by a dedicated script
that starts the AprilTag detection, sends UDP packets of the detected positions to the
vehicles in a dedicated network, and activates the projectors to project the defined road
on the floor. Different options are available, and the script automatically saves appropriate
parameter files.

Then, the vehicles that are used have to be positioned such that the AprilTags can be
detected, and the BeagleBone Boards are booted.

In MATLAB/Simulink on the ADAS computer, C code is generated and then stored on
an FTP server. Then, by using an SSH connection to the BeagleBone that is in the same
network, the code is downloaded and compiled on the BeagleBone Board. After successful
compilation, the execution of the program is started via SSH connection. The vehicles
execute the program until the pre-defined end time; during the experiment, each vehicle
computes its references in a distributed manner. After the experiment, the logged data can
be transferred to the ADAS computer.
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9. Experimental Results

Basic ADAS such as LKA or ACC have been tested on the small-scale vehicles in order
to evaluate the performance on the testbed. Then, the algorithms proposed in Part I and
Part II have been implemented. The results of the experiments are given in this Chapter1.
In order to investigate the real-time capability of the trajectory planning level presented in
Part I, the algorithms have been compiled on the BeagleBone Black Board of the small-scale
vehicles, and the code is executed on the boards.

The chapter is structured as follows. In a first step, the controller parameters of the steering
controller have been tuned in a lane keeping scenario with a constant velocity; the results
are shown in Section 9.1. Then, an ACC has been added and the parameters of the velocity
controller have been tuned. In addition, platooning experiments have been conducted with
and without C2C communication, and are presented in Section 9.2. In a next step, a lane
change maneuver has been tested, i.e., the planning level of the higher-level ADAS is used,
where the lane change is triggered at fixed coordinates to test the lane change capability,
which is discussed in Section 9.3. Then, eperiments using different planning approaches
are shown in Section 9.4, which are then compared to the trajectory planning level of Part I
in Section 9.5. Finally, results of the ATFC of Part II are given in Section 9.6.

9.1. Lane Keeping with Constant Velocity

In a first test, the vehicles have to follow the virtually defined road shown in Figure 8.6
by controlling the steering angle. The longitudinal control input, i.e., the velocity vc of the
vehicles, has been set to a constant value. The reference in the center of a lane is computed
based on the current position with a look-ahead distance similar to [114]. The goal of
the vehicles is to track the right-hand lane, which has been accomplished by the Stanley
controller (8.1) as shown in Figure 9.1. The cars’ speed has been set to 0.5 m/s as depicted
in Figure 9.2, while the trucks keep a velocity of 0.35 m/s. It can be seen in Figure 9.2a
that the lookup table, which computes the PWM signal from the controlled velocity vc,
is accurate. Large peaks in velocity are due to faults in the position measurement: due
to different camera calibrations, position deviations are encountered in the area where
two cameras overlap, and packet dropouts may lead to wrong estimates of the velocities,
which are computed from position data only. The controller’s sample time is 10 ms, and
the execution time is less than the sample time as shown in Figure 9.2b. The planning level
in this scenario only computes the coordinates of the road at a certain look-ahead distance
as reference points, i.e., no trajectories are generated nor obstacles predicted, and thus the
planning level’s execution time is lower than the one of the controller.

1 Videos can be found at https://www.tugraz.at/en/institutes/irt/automated-driving-lab/videos/
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Figure 9.1.: Lane keeping results using a car and a truck. The vehicles drive with a constant velocity on the
right-hand lane (clockwise).
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Figure 9.2.: Results of the lane keeping tests using a small-scale car. a) The constant velocity can be maintained.
The peak arises due to overlapping areas of two webcams. b) The sampling times are given by
TTP = 100 ms and Tctrl = 10 ms (indicated by the blue dashed line), hence all tasks can be executed
in time.

9.2. Platooning

The following experiments focus on velocity control, where a standard adaptive cruise
controller (without C2C communication) and a cooperative adaptive cruise controller
(with C2C communication) have been implemented; for a description see, e.g., [108]. The
experiments have been performed with three trucks, where the first one uses a velocity
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controller to track a desired velocity profile. The other two vehicles have to follow the
vehicle in front using appropriate velocity control techniques. In these experiments, no
lateral trajectory planning has been performed. The steering controller has been used to
keep the truck on the desired lane (using the lane keeping assist from Section 9.1, i.e., using
controller (8.1)), while the velocity controllers have been tested and the parameters have
been tuned.

In platooning scenarios using C2C communication, each truck sends its acceleration via
UDP to the following truck, which uses this information as feed-forward. String stability
using different spacings can thus be investigated experimentally as in real applications,
see [128]. The constant time-headway spacing et,i is given by

et,i = si−1 − ∆i − thvi , (9.1)

where si−1 is the relative distance between vehicle i and the preceding vehicle i− 1 along
the road, ∆i is the desired constant distance, th the time-headway and vi the velocity of
the vehicle i. Note that the longitudinal distance is denoted by si, whereas xi is a global
coordinate on the testbed.

Linear Control

The control input using a linear controller is computed by

vc(t) =
∫ t

0

(
ηui−1(τ) + kpet,i(τ) + kdev,i(τ)

)
dτ , (9.2)

with the tuning parameters kp, kd, the relative velocity ev,i = vi−1 − vi and the spacing error
et,i defined in (9.1). The parameter η = 1, if feed-forward is used, and η = 0 otherwise.

With C2C communication (η = 1), collision-free platooning can be achieved even for a
constant distance spacing with th = 0 s in (9.1) and a proper choice of the desired distance.
In Figure 9.3, the results using C2C communication and a constant distance spacing with
∆i = 0.65 m are shown. The minimum distance on the testbed is ∆min = 0.45 m, which
corresponds to the length of the truck from center of the AprilTag to the rear end. Inter-
vehicle distances below the minimum value result in collisions, which can be avoided
in the given experiment. Note, however, that a communication delay or packet dropout
can seriously degrade the performance of the platoon, which gives rise to networked
control system analysis [76]. These dropouts can also be created artificially in Simulink,
and collisions are observed if the communication fails.

In order to guarantee collision-free platooning without C2C communication, the constant
time-headway spacing (9.1) has been used and the results with η = 0, th = 1 s and
∆i = 0.65 m are shown in Figure 9.4. Note that the reaction time of the vehicles without
communication is larger, i.e., there is a delay in the velocities and thus, a larger distance
must be maintained in order to avoid collisions.

Remark 23. Large peaks in the spacings or in the velocities occur due to deficiencies in the position
tracking of the vehicles. The velocities are derived from position measurements and hence, loss
of position data also results in inaccurate velocities. Since the time intervals of the missing data,
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Figure 9.3.: Results of the platooning experiments using C2C communication and constant distance spacing
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Figure 9.4.: Inter-vehicle spacings of the platooning tests without C2C communication. The constant time-
headway spacing has to be used, which results in large inter-vehicle spacings.

however, are very short, the performance of the platoons is not significantly altered. These sensor
faults will be handled in future work.

Sliding Mode Control

Platooning with sliding mode based controllers as discussed in Chapter 6 has been tested;
the results using a constant distance spacing with ∆i = 1 m using a FOSMC with k = 0.2 are
shown in Figure 9.5 for two following agents and a leader with constant velocity. Oscillations
in the sliding variable occur due to unmodeled actuator dynamics and additional effects
on the testbed, e.g., discretization effects, time-delays, and measurement noise. These
oscillations can be observed in the velocities and the distances between the vehicles, and the
amplitudes of the oscillations of the second follower are much larger than the amplitudes
of the first vehicle’s oscillations. Although no collisions occur for two following agents,
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Figure 9.5.: Results of the platooning tests with a FOSMC and the constant distance spacing. Amplification of
oscillations along the string cannot be avoided.

these amplifications will result in collisions for a larger number of vehicles, and the platoon
is string unstable.

The results of the constant time-headway spacing with three following agents and a constant
leader’s velocity using a FOSMC are shown in Figure 9.6, and the results of the SOC with
constant time-headway spacing and two followers are presented in Figure 9.7. It is worth
mentioning that the choice of the time-headway has a large influence on the amplification
of the oscillations, while the controller choice does not have a significant effect on the
results; the SOC and the FOSMC both result in amplification of the oscillation amplitudes
with the constant distance spacing, while the oscillations using the constant time-headway
spacing with th = 3 s with both controllers are not amplified along the string. Note that
the oscillations occur for all followers, but the amplitudes do not increase with increasing
position in the platoon. Again, the oscillations can be observed in positions, velocities, and
sliding variable, but the amplitudes are smaller compared to the constant distance spacing.
Moreover, the SOC results in slightly lower amplitudes than the FOSMC with the same
time-headway.

To summarize, the inter-vehicle spacing is larger than in the constant distance case, but
oscillations are not amplified and string stability may be concluded when the constant
time-headway spacing is used with a proper parameter choice, even if the sliding variable
is not zero for all times. The oscillations in both FOSMC and SOC show that the vehicles are
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Figure 9.6.: Results of the platooning tests with three following agents using a FOSMC and the constant
time-headway spacing with th = 3 s. Oscillations occur due to unmodeled dynamics, but are not
amplified along the string.

affected by unmodeled dynamics, which will be the focus of future research. In addition,
the choice of the time-headway for different controllers will be investigated.

Moreover, in future experiments, it is possible to emulate different dynamics of the trucks
in the platooning scenario, e.g., different masses or road slopes, due to the easy access via
Simulink. Additional dynamics can then be added virtually, e.g., based on the position of
the vehicle, and the projectors can be used to visualize these effects. Hence, platooning
applications with challenges arising on real trucks can be tested and demonstrated easily
on the testbed. Moreover, additional sensors will be added to measure the velocity directly,
improving the results of the velocity controllers.
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Figure 9.7.: Results of the platooning tests with the SOC and the constant time-headway spacing with th = 3 s.
Oscillations are not amplified along the string.

9.3. Lane Changing

With well-tuned steering and velocity controllers, lane change maneuvers on highways
have been tested in a next step. For this purpose, lane changes have been computed by the
planning level at fixed positions without taking other traffic participants into account. The
vehicles have to change lane in front and after the column as shown in Figure 9.8. Similar
to merging areas on highways, slower velocities have to be maintained in the area around
the column: the velocity at the column has been set to 0.3 m/s, while the desired velocity
on the left lane has been chosen as 0.7 m/s.

Note that the reference for the steering controller is a point on a path, and the lateral
deviation l is computed in the reference computation level as a function of way-length s.
This yields better tracking results than using l(t), which is used in the evaluation of the
best trajectory. The planning level has a sampling time of TTP = 100 ms, while the controller
task is executed every Tctrl = 10 ms. Between the execution time instants of the planning
level, the reference path is interpolated to obtain the reference for the controller. The results
are shown in Figures 9.8, 9.9. One can see that the desired lane changes can be executed
with satisfactory performance as expected, even in road bends.

Moreover, the real-time capability of this reference generation has been investigated. The
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Figure 9.8.: Model car performing lane changes with different velocities. The lane change to the left lane (after
the column) is difficult due to high acceleration and high curvature in this area. Hence, the error is
larger, but the performance is still satisfactory.

0 10 20 30 40 50 60
0

0.5

1

t in s

v
in

m
/
s

Reference
Car

(a) Velocity

0 10 20 30 40 50 60
0

5

10

15

t in s

ex
ec
u
ti
o
n
ti
m
e
in

m
s

Controller
Planning

(b) Execution Times

Figure 9.9.: Results of the lane changing tests. a) velocity profile for the small-scale car. b) Execution times of
the planning level (TTP = 100 ms not shown) and the controller (Tctrl = 10 ms indicated by blue
dashed line).

logged execution times are presented in Figure 9.9. One can see that in most time steps the
planning task is even faster than the controller task. Since the planning level is sampled
with TTP = 100 ms, real-time capability can be concluded.
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9.4. Alternative Reference Generation Techniques

Instead of the trajectory planning level presented in Part I, different alternative reference
generation techniques may be used. It is, however, important to investigate the execution
time of each technique, since real-time capability has to be ensured. Two alternative
reference generation techniques have been tested on the testbed as described below.

9.4.1. Fifth order polynomials for Intersection Maneuvers

Fifth order polynomials as described in [107] have been computed for intersection maneu-
vers, e.g., turning or changing lanes. In contrast to the trajectory generation for highways
described in Part I, the polynomials are functions of way-length s instead of time t, and
include the orientation angle θ. Hence, a variety of trajectories can be generated, e.g.,
turning maneuvers at intersections or lane changes. Note that in contrast to the approach
of Part I, optimization is necessary to compute the coefficients of the polynomials. Hence,
in a first test, the polynomials were computed offline and only tracking was performed
online as shown in Figure 9.10a for turning maneuvers at intersections. In the second test,
the trajectories were re-computed once starting at (x, y) = (−2,−0.95) online, i.e., while
the vehicle was driving. The effects of this online computations have been investigated and
the tracking results are shown in Figure 9.10b, where the controller is not able to track the
reference around x = −1.5 m, y = −0.5 m, since the planning task cannot be executed in
real-time with TTP = 100 ms.
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Figure 9.10.: Results of the different reference generation and tracking experiments using fifth order polyno-
mials as function of waylength. a) turning maneuver with offline computation. b) lane change
maneuver with one online computation starting at the coordinate indicated by the red dot. Due to
high computational costs, the controller cannot track the reference.

9.4.2. Model Predictive Control

A model predictive planning for highway driving that is based on [115] has been imple-
mented on the trucks. Simple models, specifically, double integrators for both longitudinal

193



9. Experimental Results

and lateral dynamics, have been used to generate collision-free paths on two-lane highways
while considering input and environmental constraints. The model predictive planning
has been tested with a sampling time TMPC = 200 ms, otherwise real-time capability on the
BeagleBone Black could not be achieved. The results of this planning level are shown in
Figure 9.12. Three vehicles have been used: one truck (black) is standing on the right lane,
while the blue vehicle executes the model predictive planning. The red obstacle tracks a
constant velocity on the left lane and thus overtakes the black obstacle. The blue vehicle
has to determine when to overtake the black obstacle: depending on the velocity of the red
and blue vehicle, overtaking can either be performed in front of or behind the red vehicle.
In the given case in Figure 9.11, the blue vehicle overtakes in front of the red vehicle. The
velocities of the vehicles are shown in Figure 9.12a. Again, peaks in the velocities of both
red and blue vehicle can be observed, which arise from the overlapping webcam areas as
mentioned in Remark 23.

The execution times in Figure 9.12b show that the model predictive planning takes approxi-
mately 100 ms for the computation of the references. Note, however, that a sampling time
of 100 ms does not yield satisfactory results, since the CPU load is too high in this case.
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Figure 9.11.: Results of an overtaking maneuver with model predictive reference computation
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Figure 9.12.: Results using the model predictive reference computation with fast rear obstacle. a) velocities of
the vehicles. b) sampling time of the planning level (TTP = 200 ms indicated by orange dashed
line) and the controller (Tctrl = 10 ms indicated by blue dashed line). Note that the controller
violates its execution time.
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Remark 24. Note that contrary to the classical MPC, the predicted states are used instead of the
actual states of the vehicle, i.e., the MPC is used as a pure feed-forward in the planning level, and a
low-level controller is used separately for tracking. Hence, if large errors occur in the tracking level
due to disturbances, no appropriate reference can be computed.

9.5. Trajectory Planning Level

The trajectory planning level proposed in Part I has been tested on the trucks with a
sampling time of TTP = 100 ms. First, a collision avoidance scenario has been tested, where
a vehicles has to avoid two other vehicles, which are at standstill. The tests have been
performed with ten generated trajectories, where two lateral and five longitudinal endpoints
have been considered. In contrast to the simulation results in Chapter 3, however, only one
planning cycle has been used. For the evaluation and obstacle prediction, 20 samples are
stored, and the parameters of the ellipses have been adapted to the small-scale testbed. The
results of the trajectory planning level with obstacle prediction and a prediction observer
as presented for the MWC are shown in Figure 9.13.
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Figure 9.13.: Results of the trajectory planning level in a collision avoidance scenario with two obstacles at
standstill
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Figure 9.14.: Results of the trajectory planing level in a collision avoidance scenario. The actual states are used
in the planning level and oscillations in the velocities can be observed. b) execution times of the
planning level (sampling time TTP = 100 ms not shown) and the controller (Tctrl = 10 ms indicated
by blue dashed line). The execution times are low compared to the MPC.
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Note that compared to the path computed by the MPC reference generation, the trajectory
planning level computes a more distinct lane change and keeps a larger distance to the
obstacles. The computation times in Figure 9.14b are below the defined sampling time of
TTP = 100 ms, and real-time capability can be achieved.

In a second experiment, the ego vehicle passes a slow obstacle in front, while a fast
obstacle is approaching from behind. The resulting paths are shown in Figure 9.15, with
the corresponding velocities in Figure 9.16a. As depicted in Figure 9.16b, the tasks can
be computed in real-time, since the planning takes far less time than the sampling time
TTP = 100 ms and on average needs even less time than the controller.

The costs of the trajectories as described in Section 2.2.4 are shown in Figure 9.17. On the
right lane, large velocities result in early collisions with the black obstacle, as indicated by
the obstacle costs in Figure 9.17a. On the left lane in Figure 9.17b, low velocities result in
collisions with the rear vehicle and hence, the ego vehicle speeds up at t ≈ 9 s.

Compared to the simulations with IPG CarMaker in Section 3.2, the velocity results in
Figures 9.14a and 9.16a are worse. Note that the planning level computes collision-free
paths and appropriate references, but the tracking level is not capable of following the
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Figure 9.15.: Results of the trajectory planning level using the small-scale vehicles in overtaking maneuvers
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Figure 9.16.: Results of the trajectory planning level in overtaking maneuvers using small-scale vehicles. a)
velocities of the vehicles. b) execution times of the planning level (sampling time TTP = 100 ms
not shown) and the controller (Tctrl = 10 ms indicated by blue dashed line).
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velocity correctly. On the one hand, the actuators of the small scale vehicles are slower than
the actuation of the simulated cars, and on the other hand the velocities are only derived
from position measurements. Hence, errors in the velocity computations arise. These errors,
however, are used in the reference generation: the oscillations in the reference signal arise
from the fact that the trajectory with the current ego velocity is chosen as best trajectory
as in Figure 9.17d, but this ego velocity is not constant and delayed due to the actuator
dynamics, which results in the high variation of the ego velocity costs in Figure 9.17c.

These oscillations can be attenuated by either handling the actuator dynamics of the ego
vehicle in the reference generation explicitly, or by changing the weights of the velocity
component of the overall cost function. Note that the velocity using the MPC in Figure 9.12

is smoother since it does not consider actual states of the vehicle; if the TP does not consider
the actual velocity, similar results can be obtained. However, considering actual states of
the vehicle, i.e., to have a feedback as opposed to pure feed-forward in order to reject
disturbances, is important and hence, these oscillations have been tolerated in this work.
Their mitigation will be treated in future work.
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Figure 9.17.: Cost components of the trajectory planning level

198



9.6. Adaptive Time-Headway Formation Controller

9.6. Adaptive Time-Headway Formation Controller

In a last step, the ATFC of Chapter 6 has been tested. Note that actuator dynamics as
discussed in Section 7.4 are present, and velocity measurements are subject to noise and
sensor faults. Hence, maintaining sliding cannot be guaranteed; however, the controller
usually keeps the sliding variable within a band; when this is the case, the time-headway is
decreased, and the time-headway is reset if the sliding variable leaves this band. Similar
to Chapter 7, the FOSMC and the SOC have been used for a platooning scenario with
non-zero initial errors. The controller parameter has been chosen as k = 0.2, otherwise
too large accelerations are applied if the position information is lost. Consequently, the
leader’s acceleration is also bounded; however, due to uncertainties in the estimation of
the velocities, larger accelerations might occur. These act as disturbance, which deflects the
sliding variable from the boundary layer.

FOSMC

Figure 9.18 shows the results using the ATFC with a FOSMC. Since the sliding variable
in Figure 9.18a exceeds a specified tolerance of the boundary layer several times, the
time-headway in Figure 9.18b is reset several times.

The velocity and the computed acceleration of the vehicle are shown in Figure 9.19. Due to
measurement noise and packet dropouts, the velocities of both agents vary strongly and
hence, the system has to deal with large perturbations and uncertainties. However, the
agent is capable of following the leader while avoiding collisions, which can be concluded
from the phase plane of the errors in Figure 9.18c. The ATFC is real-time capable with a
sampling time of Tctrl = 10 ms as depicted in Figure 9.18d.
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Figure 9.18.: Results of one agent approaching the leader using the ATFC with a FOSMC
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Figure 9.19.: Computed velocity and control input in the experiment of the ATFC with a FOSMC
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SOC

The suboptimal controller has been used in order to account for the actuator dynamics as
discussed in Chapter 7. The adaptive parameter of the SOC has been set to a constant value
αi = 1; otherwise large accelerations are applied and collisions occur. The velocities and
computed accelerations are shown in Figure 9.20, which are very similar to the experiment
with the FOSMC in Figure 9.19.
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Figure 9.20.: Computed velocity and accelerations of the ATFC using the SOC

The sliding variable and the time-headway using the SOC are shown in Figure 9.21. Small
oscillations can be seen, and the sliding variable again leaves the boundary layer several
times due to several reasons: If the leader’s acceleration is larger than the parameter k, e.g.,
around t = 32 s, then the sliding variable is deflected. Moreover, at t ≈ 48 s, the sliding
variable leaves the band and the time-headway is reset due to a packet dropout and that
led to wrong velocity estimates. The phase plane of the errors depicted in Figure 9.21c
shows that the errors exhibit a periodic motion. Thus, additional unmodeled dynamics are
present on the testbed that have not been considered so far. Future work will deal with
this unmodeled dynamics and uncertainties. Finally, the times of the execution tasks are
depicted in Figure 9.21d, and it can be concluded that the ATFC can be computed at a
sampling time of Tctrl = 10 ms. At two time instances, however, the computation time is
higher than the nominal value; the cause has to be investigated further on.

In presence of unmodeled dynamics, a small time-headway results in string unstable
behavior. Hence, instead of reducing the time-headway to zero, it can be reduced to a
certain critical value, which will be investigated in future work.
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Figure 9.21.: Results of the ATFC using the SOC
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Concluding Remarks to Chapter 9

Note that the actuators of the small-scale vehicles have not been designed for high-precision
driving and are hence not suitable for highly dynamic driving. Although very little mea-
surements are currently used, the different ADAS functionalities have been successfully
implemented and tested on the automated driving lab. The trajectory planning level
described in Chapter 2 and the cooperative merging assist in Chapter 7 are real-time
capable when implemented on the BeagleBone Black Board. Main ADAS functionalities
can be tested, such as platooning or overtaking maneuvers. Other reference generation
methods have been implemented and analyzed with respect to their execution times. The
proposed trajectory planning algorithm performs much better than alternative reference
generation techniques with respect to handling, tuning and extension of the planning level,
computational effort and performance in obstacle avoidance scenarios.

In future work, the velocity measurements and velocity control of vehicles will be improved.
For this purpose, the vehicles will be equipped with additional sensors, sensor fusion
algorithms will be investigated, and model identification will be performed. In addition,
communication between the cars will allow for additional cooperative driving maneuvers.
The projectors can also be used to project virtual cars on the road, which makes it possible
to conduct experiments with more than six vehicles at once. The actuator dynamics have a
significant impact on the results of the longitudinal controllers and need to be investigated
separately.
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10. Conclusion and Outlook

In Part I, a reference generation technique for automated highway driving has been
discussed. For this purpose, a set of trajectories is generated and then evaluated based
on a cost function, considering the prediction of other traffic participants. The tuning of
the cost function seems to be tedious, but the same is true for other trajectory generation
methods such as model predictive control, where the parameters highly influence the
results. The lower computational complexity of the proposed method was decisive for the
implementation in the project. Note that the separation of the planning and tracking level
for standard maneuvers is sufficient, but highly dynamic maneuvers cannot be handled
if simple models are used in the planning level. However, these simple models have been
found to be sufficient for overtaking and lane keeping maneuvers. The trajectory planning
has been tested in simulation, which have shown satisfactory behavior in several maneuvers
with low traffic volume. In scenarios with dense traffic, however, standard ADAS encounter
a major problem: the desired distance to a target vehicle cannot be maintained due to
human drivers cutting in. Moreover, the obstacle prediction is very challenging. Hence,
cooperative driving has been investigated in Part II.

Part II has focused on longitudinal control for platooning. In this context, string stability
is an important requirement i.e., position errors and accelerations must not be amplified
along a string of vehicles. First, linear controllers and the concept of string stability have
been discussed. While linear controllers are not capable of rejecting the disturbance that
arises from the leader’s acceleration, robust control techniques such as sliding mode based
controllers can result in string stable performance without communication for zero initial
spacing errors. In the case of non-zero initial spacing errors, communication can be used
to ensure that the vehicles reach the formation. However, since communication channels
are typically subject to network imperfections such as packet dropouts or time-delays,
platooning algorithms without information have been the focus of this work. In this work,
a platooning algorithm called “Adaptive Time-Headway Formation Control” (ATFC) has
been proposed for non-zero initial spacing errors. It permits reaching the desired position
collision-free in a robust manner, i.e., regardless of the leader’s acceleration. In a next step,
merging maneuvers for lane reduction scenarios have been investigated. An algorithm to
choose the correct merging sequence in a distributed manner has been presented, and the
string stable ATFC has been extended for these maneuvers. Due to the robust performance
of sliding mode based controllers, disturbances that arise due to different curvatures can
be rejected as well. Finally, the effect of additional actuator dynamics is briefly discussed.

A testbed using small-scale vehicles has been presented in Part III, and the algorithms
of Part I and II have been implemented on embedded units. The vehicles can perform
basic maneuvers such as vehicle-following, overtaking, parking, and turning. Moreover,
the trajectory planning algorithm of Part I has been compared to a polynomial and a
model predictive approach. It has been shown that the predictive approach takes more
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computational power and its performance is not satisfactory. Sliding mode based controllers
have been tested on the vehicles as well. Due to unmodeled dynamics, oscillations occur
and sliding cannot be guaranteed. However, by appropriate choice of the time-headway,
amplification of these disturbances may be avoided. Note that the sensor measurements
and actuator dynamics render the vehicle’s performance imprecise, but the planning levels
can deal with these uncertainties.

Future Work

In a next step, the trajectory planning level of Part I will be implemented in a demonstrator
vehicle. Moreover, the Motorway Chauffeur will be extended to include an emergency stop,
i.e., a lane change to the emergency lane with a comfortable but fast slow-down. Moreover,
the extension of this planning level to rural or urban scenarios will be studied.

The cooperative merging of Part II will be extended for round-abouts. Moreover, upper
limits on the velocities have to be added for highway merging, and actuator dynamics
need to be considered. Since first results show that a proper choice of the time-headway is
very important, the ATFC will be modified so that this minimum time-headway is reached
instead of a constant distance.

For the testbed in Part III, virtual traffic participants will be added that allow to simulate
dense traffic for merging scenarios. In addition, road slopes or additional weight can be
emulated via Simulink models on the testbed, which allows to test additional platooning
challenges. Moreover, sensors will be added to improve the measurements, and sensor
fusion algorithms will be tested. Finally, the higher order dynamics of the vehicles need to
be taken into account, i.e., the tracking level will be refined.
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Appendix A.

Consensus Reaching with Sliding Mode
Control

Consider the following consensus control problem: the leader is given by the double
integrator dynamics

ẋ0 = v0 ,
v̇0 = ur ,

(A.1)

with position x0, velocity v0 and control input ur, bounded by |ur| ≤ ur,max. The N leader-
following agents are modeled by

ẋi = vi ,
v̇i = ui ,

(A.2)

with position xi, velocity vi and control input ui for agent i = 1, · · · , N. Let

ex,i0 = xi − x0 ,
ex,i0 = vi − v0 ,

(A.3)

denote the position error and velocity error, respectively, between an agent i and the leader,
which is agent 0. Note that the error is defined with respect to the leader, and other agents
are not necessarily considered. The goal is then to reach consensus with respect to the
leader’s position, i.e.,

lim
t→∞

ex,i0(t) = 0 ∀i = 1, · · · , N. (A.4)

For this purpose, a local control input, also called consensus protocol, ui has to be de-
signed based on the information of the neighboring agent i− 1 to achieve the asymptotic
behavior (A.4) with respect to the leader.

For simplicity, consider the unidirectional platooning example, where each agent is only
measuring the states of its preceding vehicle. Let

ex,i = xi−1 − xi ,
ev,i = vi−1 − vi ,

(A.5)

denote the position error and velocity error, respectively, of agent i with respect to the
agent in front i− 1. Suppose that the discontinuous twisting controller is used, which can
be written as

ui = −asign(ex,i)− bsign(ev,i) . (A.6)
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Note that a standard stability proof cannot be applied, since ui−1 is bounded by the same
value as ui, and hence the disturbance cannot be compensated. In [126], a stability proof for
consensus problems has been presented for the twisting controller. This approach has been
discussed further in [125], and the discussions are briefly stated here.

It has been shown that the leader-tracking (A.4) can be achieved for a system (5.1), (5.2)
with the consensus error defined in (A.3) using the control input (6.13) that is based on the
local information only, if the accelerations fulfill

sup
t
|ur| < umax , (A.7)

|ui| ≤ umax = a + b . (A.8)

Since the leader’s acceleration is bounded and less than the acceleration u1 of Agent 1,
the position error of the first agent ex,1 converges to zero in finite time. Then in sliding,
the equivalent control is given by ueq,1 = ur. Hence, the first agent’s equivalent control is
bounded and less than the maximum acceleration of the second agent u2, and the second
agent can reach the sliding surface and maintain sliding with ueq,2 = ueq,1 = ur. Then, the
third agent’s position error converges, and so on. Finally, given a finite number of agents,
finite-time convergence of the leader-tracking problem can be proven.

In [125], the Lyapunov function

V = a‖Mex0‖1 +
1
2

eT
v0Mev0 , (A.9)

has been proposed with

M = Lf − diag(l1,0, · · · , lN,0) (A.10)

wherein Lf denotes the Laplacian that is composed only of the followers, and lN,0 denotes
the corresponding matrix entry of Lf. The symbol ex0 denotes the stacked vector of the
position errors with respect to the leader ex,i0, and ev0 is the vector of velocity errors ev,i0
for i = 1, 2, · · · , N.

The authors claim the following: If the system is initialized in an arbitrary vicinity of the
origin, then the system’s trajectories cannot leave this vicinity. Eventually, it can be shown
that the leader-tracking problem can be solved if the leader’s acceleration is bounded and
lower than the following agents’ acceleration. For details, the interested reader is referred
to [125].

The results of a leader-tracking scenario with 6 following agents with non-zero initial
spacing errors using the twisting controller are shown in Figure A.1. Eventually, all agents
can track the leader with ueq,i = ur, and finite-time convergence of the position error occurs
sequentially for all agents. Note also, that the second derivative of the sliding variable can
be zero during the reaching phase of the preceding vehicle (i.e., when both sliding variables
have the same sign), which in Figure A.2 corresponds to constant velocity errors.
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Figure A.1.: Results using the twisting controller for leader-tracking consensus problems
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Appendix B.

Linear Time-Varying Systems

Consider the linear time-invariant (LTI) system

ẋ(t) = Ax(t) + bu(t) , (B.1)

with states x ∈ Rn, control input u ∈ R, and matrix A and vector b of appropriate
dimensions. Then, the solution is given by

x(t) = Φ(t, t0)x(t0) +
∫ t

t0

Φ(t, τ)bu(τ)dτ , (B.2)

where

Φ(t, t0) = eA(t−t0) (B.3)

is the transition matrix of the system. The stability of the system is determined by the
eigenvalues of matrix A; in particular, the system is asymptotically stable, i.e.,

lim
t→∞

Φ(t, t0) = 0 , (B.4)

if and only if all eigenvalues have negative real parts.

For the linear time-varying (LTV) system

ẋ(t) = A(t)x(t) + b(t)u(t) , (B.5)

however, the eigenvalues cannot be used to analyze stability. For example, the eigenvalues
of the matrix

A1(t) =
[−1− 2 cos(4t) 2 + 2 sin(4t)
−2 + 2 sin(4t) −1 + 2 cos(4t)

]
(B.6)

are at s1,2 = −1 for all times. Nevertheless, the system ẋ(t) = A1(t)x(t) with (B.6) is
unstable, because it has an unbounded solution

x(t) = et
[

sin(2t)
cos(2t)

]
for x(t0) =

[
0
1

]
. (B.7)

In the simple scalar case b(t) = 1, and A(t) = a(t), for the solution in (B.2), the computation
of the transition matrix is given by

Φ(t, t0) = e
∫ t

t0
a(τ)dτ . (B.8)
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Appendix B. Linear Time-Varying Systems

Note that if a(t) is negative for all t, the system is stable; however, the convergence is
different to the LTI system case. Consider the following example with x(t0) = 0 and a step
function u,

LTI : ẋ = ax + u , with a = −1 (B.9)
LTV: ẋ = a(t)x + u , with a(t) = −min(kt, 1) . (B.10)

Then, the solutions of the LTI system are given by (B.2) with the transition matrix (B.3),
while the solution of the LTV system is computed by the transition matrix (B.8), and the
results are shown in Figure B.1. Note that while the state of the LTI system (green dotted
line) cannot be larger than u/amax for zero initial errors, the same cannot be guaranteed
for the LTV system. Larger slopes k yield behavior similar to the LTI case (red line), while
small a(t) yield solutions that approach u/a(t) as indicated by the blue line.

0 2 4 6 8 10
0

0.5

1

1.5

2

t in s

x

a(t) with k = 1 LTV LTI

a(t) with k = 0.2 LTV LTV / LTI

Figure B.1.: Example for LTI and LTV systems with different convergence

However, assume that a switch from the LTV to the LTI system is implemented at x = 0.5,
then this is equivalent to the LTI system starting with x(t0) = 0.5. No overshoot can appear
as depicted by the gray dash-dotted line. Note that the switch is executed based on the
state x. If the switch is performed based on time information only, it cannot be guaranteed
that no overshoot occurs.
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based approach for platooning with inter-vehicular communications. In Computer
Communications (INFOCOM), 2015 IEEE Conference on, pages 1158–1166. IEEE, 2015.

[150] R. Scarinci, B. Heydecker, and A. Hegyi. Analysis of traffic performance of a merg-
ing assistant strategy using cooperative vehicles. IEEE Transactions on Intelligent
Transportation Systems, 16(4):2094–2103, 2015.

[151] J. Schiffer, T. Seel, J. Raisch, and T. Sezi. Voltage stability and reactive power sharing
in inverter-based microgrids with consensus-based distributed voltage control. IEEE
Transactions on Control Systems Technology, 24(1):96–109, Jan 2016.

[152] R. Sebastian, T. Kaufmann, F. Bolourchi, and Han-Shue Tan. Design of an automated
highway systems steering actuator control system. In Proceedings of Conference on
Intelligent Transportation Systems, pages 254–259, Nov 1997.

[153] S.E. Shladover. Longitudinal control of automated guideway transit vehicles within
platoons. Journal of Dynamic Systems, Measurement, and Control, 100(4):302–310, 1978.

[154] Y. Shtessel, C. Edwards, L. Fridman, and A. Levant. Sliding mode control and observation.
Springer, 2014.

[155] F. Sánchez, M. Seguer, A. Freixa, P. Andreas, K. Sochaski, and R. Holze. From adaptive
cruise control to active safety systems. In Automotive and Transportation Technology
Congress and Exposition. SAE International, Oct 2001.

[156] D. Swaroop. String Stability Of Interconnected Systems: An Application To Platooning In
Automated Highway Systems. PhD thesis, UC Berkeley, 1997.

[157] D. Swaroop and J.K. Hedrick. String stability of interconnected systems. IEEE
Transactions on Automatic Control, 41(3):349–357, 1996.

[158] D. Swaroop and D. Niemann. Some new results on the oscillatory behavior of impulse
and step responses for linear time invariant systems. In Proceedings of 35th IEEE
Conference on Decision and Control, volume 3, pages 2511–2512 vol.3, Dec 1996.
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