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Zusammenfassung

Schlechte Luftqualität verursacht jährlich Millionen von frühzeitigen Todesfällen
in Form von Atemwegs- oder Herzkreislauferkrankungen. Derzeit wird
die Luftqualität nur in sehr geringer räumlicher Auflösung gemessen,
was hauptsächlich den hohen Beschaffungs- und Wartungskosten von
hochauflösenden Messgeräten geschuldet ist. Der derzeitige Trend ist der
Einsatz von kostengünstigen Sensoren, die durch drahtlose Sensor-Technologien
verbunden sind. Die Nachteile von kommerziell verfügbaren, kostengünsti-
gen Geräten, sind vor allem die hohe Querempfindlichkeit zu anderen
Schadstoffen, Langzeitabweichungen und eine hohe Sensibilität auf Umge-
bungseinflüsse wie Temperatur- oder Luftfeuchtigkeitsschwankungen.
In dieser Arbeit wird ein photoakustisch (engl. Photoacoustic, PA) basieren-
der Stickstoffdioxid-Sensor, mit geringem Stromverbrauch und drahtloser
Sensornetzwerkfähigkeit (engl. Wireless Sensor Network, WSN) vorgestellt.
Das Sensorprinzip ist auf der photoakustischen-Spektroskopie (engl. Photoa-
coustic Spectroscopy, PAS) aufgebaut, mit der konkrete Schadstoffe detek-
tiert werden können. Dies wird durch eine passende Auswahl des Absorp-
tionsspektrums des jeweiligen Schadstoffes, beziehungsweise der Auswahl
einer geeigneten Lichtquelle, ermöglicht.
Als Grundlage für den Sensor wurde eine photoakustische Zelle mit einem
Qualitätsfaktor von 23 entworfen. Diese Zelle besteht aus zwei Resonatoren.
Der erste Resonator wird durch die modulierte Leuchtdiode (engl. Light
Emitting Diode, LED) angeregt. Der zweite Resonator misst das Hinter-
grundrauschen, um es nachfolgend zur Störsignalunterdrückung vom an-
geregten Signal abzuziehen. Dafür werden in dieser Arbeit speziell entwick-
elte Schaltungen mit geringem Stromverbrauch vorgestellt. Erstens, wird
eine Schaltung vorgestellt, die das Modulationssignal der LED generiert,
beziehungsweise das Referenzsignal für den Lock-In-Verstärker bereitstellt.
Zweitens, werden zwei Schaltungen zur Verstärkung und Konvertierung
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der beiden Mikrophonkanäle präsentiert. Außerdem werden Kalibrierungs-
Software-Routinen zum Gleichanteil-, Verstärkungs-, und Phasenabgleich
der beiden Mikrophonkanäle vorgestellt.
In der Folge, werden einerseits für die Detektion mittels des angeregten
Resonators und andererseits für die Detektion unter Verwendung beider
Resonatoren zur Störsignalunterdrückung, Ergebnisse präsentiert. Wobei
Probleme mit der Phasenkalibrierung der beiden Mikrophonkanäle, eine
erfolgreiche Verwendung beider Resonatoren zur Störsignalunterdrückung,
verhinderten. Unter Verwendung des angeregten Resonators, konnte ein
Detektionslimit von 101 ppb erreicht werden. Dabei wurde eine Integra-
tionszeit von 124 s verwendet, beziehungsweise ein Stromverbrauch von
103 mA gemessen.
Ein flächendeckender Netzwerk-Sendeempfänger mit geringem Stromver-
brauch (engl. Low Power Wide Area Network transceiver, LPWAN transceiver)
wird verwendet, um die Daten nachfolgend an eine zentrale Sammelstelle
zu übermitteln. Dabei wird im konkreten ein LoRa (engl. Long Range)
Sendeempfänger eingesetzt. Bei den durchgeführten Distanzmessungen
im städtischen Gebiet von Graz, wurden Kommunikationsdistanzen von
mehr als 1.700 m erfolgreich bewältigt. Mit Hilfe dieser Erkenntnisse, kann
der Einsatz von dichten Sensornetzen mit adäquater Sensor-Technologie
zukünftig ermöglicht werden.
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Abstract

Poor air quality causes millions of premature deaths, through respiratory
or cardiovascular diseases. Currently, air pollution is monitored at low spa-
tial resolution, mainly due to high acquisition and maintenance costs of
appropriate measurement equipment. The current trend is the deployment
of low-cost sensors, which are connected through wireless sensor network
(WSN) technologies. However, those which are commercial available suffer
from cross sensitivity, long term drift and dependency on environmental
conditions.
In this work, a low-power, photoacoustic (PA) based nitrogen dioxide sensor
with WSN capability is presented. The sensor principle is based on pho-
toacoustic spectroscopy (PAS), which is able to detect specific pollutants.
This is done through an appropriate selection of the absorption band of the
pollutant and a corresponding light source.
As a foundation for the sensor, a differential photoacoustic cell with a qual-
ity factor of 23 was designed. The cell consists of two resonators. The first
resonator is excited through a modulated light emitting diode (LED). The
second resonator measures the background noise, to subsequently subtract
it from the excited signal for noise cancellation. Therefor, special purpose,
low-power circuits are presented in this work. Firstly, it features a signal
generation circuit, which is used as modulation source for the LED and ad-
ditionally features the reference signal for the implemented, hybrid lock-in
amplifier (LIA). Secondly, two circuits for microphone signal amplification
and conversion are introduced. In addition, to match the two microphone
channels, software routines for offset, gain and phase calibration are pro-
posed.
Results for single ended detection (excited resonator only) and differential
detection (usage of both resonators for noise cancellation) are demonstrated,
whereas issues within the phase calibration prevented successful usage of
the differential detection. With the utilization of the single ended mode,
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a limit of detection (LOD) down to 101 ppb could be achieved, with an
integration time of 124 s and a power consumption of 103 mA.
A low-power wide-area network (LPWAN) long range (LoRa) transceiver is
employed to transfer the acquired data to a central data sink. A communica-
tion range of more than 1.700 m in the urban area of Graz could be reached.
This can enable dense sensor meshes with appropriate sensor technology
for the future deployment of low-cost sensors.
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1. Introduction

Poor air quality continues to be a threat for human health. Air quality issues
gained attention in Europe through the ”dieselgate” [1], whereby millions of
premature deaths are caused, through respiratory or cardiovascular diseases
[2].
Two different types of sources for air pollution exist. First, human made, or
anthropogenic sources, are the main cause. These encompass contaminants
created from road transport, industry, household or agriculture. Thereby,
the main anthropogenic cause is fuel combustion. Second, natural sources
comprise volcanic activities, pollen or desert dust.
The pollutants can be split into two categories. First particulate matter,
measured in two different sizes. In particular PM10, which are particles with
diameters that are smaller than 10 µm and PM2.5, particles smaller than 2.5
µm. Secondly, harmful gaseous compounds are monitored, including ozone
(O3), nitrogen dioxide (NO2) and sulfur dioxide (SO2). The world health
organization (WHO) publishes each year annual reports, which represent
the current situation of air pollution. Additionally, guidelines for short and
long term limits are specified and reviewed. The current guideline for the
mentioned pollutants is shown in Table 1.1. Currently, air pollution moni-
toring is performed only at very spatial resolution. In Austria, with a size of
more than 83.000 km2 and a population of nearly 9 million, 94 official air
quality monitoring (AQM) stations are operated. This is roughly 1 station
per 100.000 inhabitants or one site per 900 km2 [3]. Less wealthy countries,
like Senegal, operate only a handful of stations for millions of people. At the
same time Senegal is the only country in West-Africa operating AQM sites
[4]. This results in the strong need of increasing the density of air pollution
monitoring.
The main issue is, the cost of the instruments and the expenditure for further
equipment. Currently, research is going into the direction of the develop-
ment of low-cost sensor equipment, to monitor air quality. Although a lot
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1. Introduction

of progress has been made in the last years, issues within this development
exist. Sensor characteristics, like accuracy, stability, or the cross sensitivity
to other pollutants, can not match up with the utilized AQM stations. In
addition, as a consequence of a vast amount of sensors, the problem of con-
nectivity and processing of the resulting bulk of data arises. One possible
solution for connectivity is the utilization of low power wide area networks
(LPWAN), to collect the data and transfer it to a central data sink.
Consequently, in this thesis, the development of a low-cost, wireless, photoa-
coustic based, nitrogen dioxide recognition sensor is presented. This sensor
features on the one hand the capability to measure NO2 and on the other
hand provide the wireless network competence for transferring the data.
First, the background and the theoretical foundation of the used sensor
principle, is provided in the following Chapter 2. Thereafter (Chapter 3), the
sensor design is presented, first on system design level and consequently
the individual blocks are described in detail. In the methodology section,
the results of the laboratory evaluation of the sensor are demonstrated and
discussed. Finally a conclusion and a short outlook of possible future work
is given.

Pollutant WHO guideline

PM2.5
10 µg/m3 annual mean
25 µg/m3 daily mean

PM10
20 µg/m3 annual mean
50 µg/m3 daily mean

O3 100 µg/m3
8 hour mean

NO2
40 µg/m3 annual mean
200 µg/m3

1 hour mean

SO2
20 µg/m3 daily mean

500 µg/m3
10 minute mean

Table 1.1.: WHO guidelines [2] for particulate matter (PM), ozone (O3), nitrogen dioxide
(NO2) and sulfur dioxide (SO2).
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2. Theoretical Background

In the previous introduction chapter, the foundation for the requirement of
spatial dense air pollution measurement was provided. This chapter gives
a theoretical insight into the developed sensor principle and the utilized
sensor network component. Firstly, the required theoretical knowledge to
the sensor basics is given and secondly, the sensor network foundation is
provided.

2.1. Sensor Principles

The theoretical part about sensors mainly deals with the foundation of pho-
toacoustic spectroscopy, which is the used principle of the later (cf. Chap-
ter 3) described sensor design. Beforehand the following section discusses
existing sensor technologies for the detection of environmental gases.

2.1.1. Sensor Technologies for Commercial Environmental
Sensors

At present, the technologies for sensing environmental gases can mainly
be split into two areas. The first group is high quality reference equipment.
These instruments are certified to be used in legislative AQM stations and
are therefore proofed to provide accurate analysis. Chemiluminescence or
photoacoustic spectroscopy are two applied principles, which are used in
these equipments. Currently AQM stations are very spatial deployed, due
to high costs and regular calibration intervals of the instruments.
By contrast, the development of low cost air quality equipment is one of the
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2. Theoretical Background

rising evolutions in the past years. Research is going into the direction to
enhance the spatial resolution provided by the already used AQM stations.
Currently though, most low cost sensor solutions achieve good results in lab-
oratory environment, but deliver often strong deteriorated behavior in field
measurements. The mainly used sensor principles to measure pollutants in
the low cost area, are metal oxide semiconductor (MOS) and electrochemical
(EC) based sensors.
MOS sensors measure the gas concentration based on changes in the re-
sistance. The change of resistance occurs due to reduction or oxidation
processes, dependent on the type of semiconductor (n-type, p-type) and
the environmental gas. The resistance is mapped to the gas concentration
through a non-linear response, which results into a complex conversion.
MOS sensors suffer from cross sensitivity and are strongly impacted by
temperature and humidity changes. As a result, frequent calibrations are
necessary for different environmental conditions and to measure differ-
ent types of gases. The long term employment (over several months) of
MOS sensors is affected by a drift, which needs an additional calibration.
Favorable aspects are the small sensors size, the fast response times and
the relatively low detection limits. The power consumption is in the range
of 100 mW, due to a required heating element. A more detailed theoretic
introduction and practical results can be found in [5].
EC sensors detect the gas of interest through an electric current, proportional
to the gas concentration. Typically they are built out of three electrodes (sens-
ing electrode, reference electrode, counter electrode), which are separated
by electrolyte. The gas diffuses through a small opening and reacts with
the surface of the sensing electrode. The material of the electrode specifies,
which gas should be detected. A resistor connected across the electrodes
generates a proportional current according to the gas concentration. EC
sensors require a small amount of power (<1 mW) to operate. They bring
along small detection limits and have a linear response function. On the
contrary, sensor drift as well as cross sensitivity are issues with EC sensors.
Kumar et al. [6] provided a review of current environmental monitoring
systems by representing several MOS and EC sensors for different gases. In
[7], a literature summary of air quality sensors and recommendations for
selecting sensor are provided. Existing sources mainly discuss the utilization
of different MOS and EC sensors for gases and particular matter, with very
different performance characteristics. In conclusion, they recommended

4



2.1. Sensor Principles

MOS sensors for O3, NO2 and CO and EC based sensors for sensing NO.
Alastair et al. [8] evaluated low cost EC sensors in field employment and
reported in particular issues with the interference calibrations. Especially
the results of low cost EC NO2 sensors compared to reference equipment
showed very small correlation.

2.1.2. Photoacoustic Spectroscopy

After introducing existing sensor technologies, the following chapter pic-
tures the fundamental theoretic foundations of the methodology part. The
sensor design, which is described in Chapter 3, is based on photoacoustic
spectroscopy (PAS). PAS utilizes the photoacoustic (PA) effect in the analysis
of solid, liquid and gaseous compounds. This work only deals with spec-
troscopy of gases, in particular with the analysis of environmental gases.
The focus is therefore on the spectroscopy of gases.

2.1.2.1. The Photoacoustic Effect and an Introduction to PAS

The photoacoustic effect was first discovered by A. G. Bell in 1880. During
experiments with his photo-phone, he recognized an acoustic voice, while
focusing an interrupted sun light beam onto a solid material.
Figure 2.1 illustrates the PA effect including the detection of the resulting
wave. The PA effect can be triggered through a modulated light source,
which excites molecules into higher energy states. The absorbed energy is
subsequently released by a so-called relaxation process. The relaxation is
split into two possible processes. On the one hand relaxation by radiation,
which emits a photon through spontaneous, or induced emission. This
process can usually be neglected in PAS, because the radiative lifetime is
long compared to the deactivation through collision. On the other hand,
relaxation through molecular collisions. Inelastic collisions of molecules con-
vert the absorbed energy partly into heat. As a consequence, the modulation
of the light source results into rapid temperature changes and these lead
to a periodic pressure change of the system. This pressure change can be
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2. Theoretical Background

measured by an acoustic sensitive device, for example a microphone (cf. [9]).

Modulated

Light Source

Excita�on of Local Heat

Transfer
Periodical

Pressure ChangeMolecules
Acous�c

Measurement

E0

Ex

H

Figure 2.1.: Block diagram of photoacoustic spectroscopy. A modulated light source is
used to excite molecules to enter higher energy states. This absorbed energy is
subsequently transferred into kinetic energy. The movement of molecules causes
inelastic collisions, which trigger a periodic heat change and consequently a
periodical pressure change. This pressure change can be measured by an
acoustic sensitive device.

Different light sources exist for PAS, like lasers or light emitting diodes
(LED). Several selection criterias have to be considered, when choosing an
appropriate light source. First, the wavelength (and bandwidth) must fit to
the absorption spectrum of the gas of interest. Second, the cross sensitivity
to other gases or particles must be taken to account, otherwise, the detected
concentrations might be mistaken. An important aspect is the optical output
power, which is proportional to the resulting sound pressure wave. Finally,
the light source must be modulatable in the desired frequency range.
In most publications lasers are utilized, due to their high optical power and
small radiation angle [10, 11, 12]. Nevertheless, publications exist, which
used different types of LEDs as PA light sources [13, 14, 15]. Supplementary
needs to be mentioned, that not only modulated (amplitude, wavelength)
excitation can be applied. Another possibility is, to operate the light source
in pulsed mode [16].
According to [17], the photoacoustic signal S (λ) can be calculated as fol-
lows:

S (λ) = F · α (λ) · P0 (λ) . (2.1)

Here, F specifies the properties of the applied environment (cell) and the
excitation itself, α (λ) is the absorption coefficient of the gas dependent on
the wavelength λ and P0 (λ) is the optical power of the light source at the
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2.1. Sensor Principles

given wavelength.
In general, the applied environment must be carefully selected. Most of-
ten, photoacoustic spectroscopy is employed in so called photoacoustic
cells, which are introduced in the subsequent section. Corresponding to
Haisch [17], the previously introduced cell constant F, for operating the
photoacoustic cell in resonant mode, can be defined in the following way:

F =
G · (γ− 1) · L

ω ·V ·Q. (2.2)

G is a geometrical correction factor, γ the specific heat, L and V are the
length and the volume of the cell, ω the modulation angular-frequency and
Q the quality factor of the cell.

2.1.2.2. Photoacoustic Cell Design

In PAS, photoacoustic cells are used to amplify the signal and to protect it
against noise from the environment. By confining the acoustic wave through
boundaries, it may increase significantly. This happens through constructive
interference, which builds a standing wave.
Different types of acoustic resonators exist, e.q. cavity resonators, Helmholtz
resonators or cylindrical resonators. In this work only the latter mentioned
resonator type is further considered. An overview of PAS, including other
types of resonators is given in [18].
In one dimensional cylindrical resonators, the acoustic wave propagates
only in one direction, if the resonator diameter is much smaller than the
length. A cylindrical resonator can be a simple tube with open or closed
ends. In case of open-open or closed-closed ends, the resonance frequencies
are integer multiples of the half wavelength and can be calculated as follows
according to [18]:

fn =
n · c

2 · (l + ∆l)
. (2.3)

According to Equation 2.3 fn specifies the resonance frequencies, which
occur at integer multiples of the fundamental resonance frequency, n is the
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number of the desired resonance, c is the speed of sound, l is the length
of the resonator (tube), and ∆l is an end correction factor, which can be
calculated with the aid of expression ∆l ∼= 0.6r (r is the radius of the tube).
When constructing photoacoustic cells, several criterias must be considered.
The minimum cross section of the resonator is determined by the excitation
source and the following collimation of the beam. The volume of the cell
must be kept small and therefore, the cross section of the resonator tube has
to be minimized, in accordance with Equation 2.2.
In general, resonators require protection from environmental noise by con-
necting them to volumes with much bigger cross sections, to induce acoustic
reflections at the end of the tubes. This is mostly implemented through
acoustic buffer volumes. A characterization of a photoacoustic detection,
including the influence of the buffer volume size can be found in [19]. It is
shown, that the photoacoustic signal increases with extended volume of the
acoustic buffer.
Supplementary, different sources of noise have very strong impact on the
sensitivity of the photoacoustic detector. The light beam through the cell
induces noise through scattering light, which hits the resonator walls. In ad-
dition, window noise is generated, when the beam enters the photoacoustic
cell. The induced gas flow through the cell is another noise source, which
should be minimized. Another aspect is the selection of the modulation
frequency. The photoacoustic signal S increases with descending modula-
tion frequency (cf. eq. 2.2). Nevertheless, several noise sources have a 1/f
frequency dependence (acoustic noise, electronic noise). As a consequence,
it is recommended not to employ the modulation frequency below 1 kHz
[18].
Different concepts exist to minimize the noise in the final photoacoustic sig-
nal. One possibility is to design a cell with two identical resonators, where
the first resonator is excited through the modulated light source Sexcited and
the second resonator is utilized to measure the noise Sbackground (flow noise,
background noise). The resulting photoacoustic signal is thereby calculated
as follows:

S = Sexcited − Sbackground. (2.4)

Few papers used this configurations and reported a different outcome. Rück
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2.1. Sensor Principles

et al. [19] did not report any improvements by the usage of a differential
resonator, but did not exactly specify the cause. Yin et al. [20] and Zheng et al.
[21] presented differential detectors, which improved the overall sensitivity
of the sensor. Yin et al. [20] reported a minimum of detection down to the
parts per trillion (ppt) level for NO2 by the utilization of a high power laser.
Zheng et al. [21] achieved a limit of detection of 3.6 ppm for methane, using
an interband cascade light emitting diode (ICLED).
Generally speaking, theoretical calculations are necessary for the coarse
design of the cell. For the final design, multi-physical simulation are highly
recommended. This simulations can comprise the determination and tuning
of the resonance characteristic, the distribution of the acoustic pressure and
the assessment of the sound pressure amplitude.

2.1.2.3. Nitrogen Dioxide and Cross Sensitivity to other Pollutants

Subsequently to the introduction to PAS and the PA cell design, this section
delves into the detection of nitrogen dioxide. NO2 is a toxic, penetrating and
pungent smelling gas, which is formed due to natural and anthropogenic
processes, as successor of nitrogen oxide (NO) (see Figure 2.2). Automotive
fuel combustion is the main anthropogenic source in Europe, although it
is also generated due to other combustion procedures, like electric power
generation through the burning of fossil fuels. Apart from that, natural
sources include lightning or volcanic activities.

burning

NO

oxida�on

NO2

of fuels

O  , PM, ...3

further

processes

Figure 2.2.: Formation of nitrogen dioxide (NO2) with precursor nitrogen oxide (NO) and
reaction products of NO2

Nitrogen dioxide is one of the key pollutants specified by the WHO [22]
and the European Union (EU) [23], owing to the observed health risks. NO2
causes diseases within the respiration chain of the body and it is a precursor
for further pollutants like ozone or particulate matter, which supplementary
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effect the human health.
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Figure 2.3.: Absorption spectrum of nitrogen dioxide (NO2) in the visible light region [24].

By means of PAS, NO2 can be detected considering the optical absorption
spectrum of the gas. In Figure 2.3, the absorption spectrum for the visible
light region of a nitrogen dioxide concentration of 20 ppb is illustrated. It
can be seen, that the gas has its peak absorption around 400 nm. Due to the
effect of photolysis (see Jones et al. [25]), which causes the decomposition
of nitrogen dioxide into nitrogen oxide and oxygen, PAS should be applied
above 430 nm for proper detection of the concentration.
The detection of one specific gas through PAS can be influenced by the
cross sensitivity to other gases or particles. This depends on the absorption
spectrum of the pollutants and has to be considered. Figure 2.4 shows the
absorption spectra of ozone (O3), sulfur dioxide (SO2) and the USA model
of air. Typical concentrations in the EU were selected for the illustration.
The figure represents, that ozone or sulfur dioxide do not influence the
absorption spectrum of NO2. In contrary, the USA model for air shows
several peaks above 400 nm, which should be avoided, when detecting
nitrogen dioxide. Another important environmental gas, carbon monoxide
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Figure 2.4.: Absorption spectrum of ozone (O3), sulfur dioxide (SO2), nitrogen dioxide
(NO2) and the USA model for air [24].

(CO), which is not shown in the figure, has its absorption peaks well above
the visible light region (≥1500 nm).
Of importance is the inclusion of soot in the consideration. Soot has a very
widespread absorption spectrum and should be filtered, when detecting
nitrogen dioxide or other gases. This can be done with appropriate particle
filters.

2.1.2.4. Acoustic Measurement

Within PAS, the resulting acoustic wave requires a detection mechanism.
Therefore, various properties have to be considered, dependent on the re-
quirements. These properties encompass sensitivity, dynamic range, signal
to noise ratio (SNR) or the construction form of the acoustic sensitive device.
Common techniques to detect the acoustic pressure wave discussed in the
literature are the usage of microphones, quartz tunings forks, or cantilevers.
Quartz tuning forks (QTF) are the latest appeared method (cf. [13, 26]). Their
usage as acoustic sensitive device is based on the piezoelectric effect, in
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which charges are generated owing to deformation of the QTF. Usually tran-
simpedance amplifiers are employed to enhance the signal to a detectable
magnitude. In most application, the forks prongs are utilized to sense the
acoustic signal in between. The resulting bending direction is consequently
outward and therefore apart from each other. One supplementary benefit
is, that they are not vulnerable to acoustic noise due to the same bending
direction of the prongs. Quartz tuning forks protrude with their high quality
factors and their mass manufacturing capabilities, but are susceptible to
oscillations. A profound introduction to QTFs can be found in [27].
Micro electrical-mechanical system (MEMS) cantilevers are another possi-
bility to sense acoustic signals. Similar to QTFs, they bring along very high
quality factors, but are in contrast susceptible to acoustic noise. Acoustic
signals can be measured by the displacement of the cantilever. Most often
Michelson interferometers are utilized to measure the movement by evalu-
ating the interference of a laser beam, which is reflected off the cantilever.
They are often used in trace gas sensing. Kuusela et al. [14] measured several
gases including carbon dioxide and sulfur dioxide in the ppm region, using
a cantilever and an interferometer for detection. Fonson et al. [28] utilized a
dual cantilever approach to enhance the sensitivity through the suppression
of noise. An introduction into cantilever design and the usage in PAS gas
sensing can be found in [29].
In general, the most common employed acoustic sensor devices are mi-
crophones. Different technologies exist, like electret condenser or MEMS
microphones. Both mentioned technologies are based on the measurement
of a capacitive change. Electret condenser microphones (ECM) employ a
ferroelectric material as the static plate of the capacitor. Consequently, no
bias voltage is required to keep the capacitive plate at a certain voltage level.
The second plate is a moveable membrane, which is utilized to translate the
acoustic pressure waves into variations in capacitance. The principle works
as follows: an alteration in capacitance, caused by the moving membrane,
leads to a voltage level change, which can further be enhanced by an elec-
tronic amplifier.
MEMS microphones apply a similar approach, only to be wrapped into
a smaller package. Usually the static capacitive plate is not pre-charged.
Rather than that, an internal charge pump is used to provide the fixed
voltage level. These microphones are manufactured through standard com-
plementary metal oxide semiconductor (CMOS) processes and are therefore
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cheaper than ECMs. Within the package, an application specific integrated
circuit (ASIC) is utilized to amplify the voltage change. Analog and digital
versions exist, whereas the digital variants additionally integrate an ana-
log to digital converter (ADC), to deliver the acoustic data through a data
stream. Numerous publications employed different types of microphones in
PAS gas sensing [10, 12, 21, 30, 31].
Supplementary, an extensive analysis of analog front end circuitries for
microphone amplifiers can be found in [32].

2.1.2.5. Lock-In Amplification

Electronic signals and in particular PAS signals are often buried by noise
or interfering signals with higher amplitudes, but different frequencies.
These signals require special filtering or detection, to be properly retrieved
from the background. Therefor several techniques, like very sharp band-
pass filters, fast fourier transformation (FFT), goertzel algorithm or lock-in
amplification (LIA) exist. The latter can be seen as a very sharp bandpass
for filtering single frequency tones, if properly implemented. Lock-in am-
plifiers are often used within research laboratories or highly sophisticated
measurement equipment for signal detection (cf. [12, 19, 21, 30]).
LIAs employ a reference signal for detection. The reference specifies the
frequency of interest, which should be detected. In addition, the reference
signal form is from particular significance, due to the including spectral
components. If a single frequency tone should be detected, a pure sine wave
is advantageous. Other possible signal shapes are rectangular, or triangular
waveforms. They bring along the detection of harmonics of the fundamental
wave.
A basic LIA structure is shown in Figure 2.5. In the primary (upper) path,
the reference signal is multiplied with the signal of interest. Subsequently,
the resulting signal is low-pass filtered. This step is of particularly impor-
tance, due to the nature of the previous multiplication, which is expressed
through Equations 2.5 to 2.7.
In case the frequencies of the reference (ωre f ) and the signal of interest
(ωsig) are equal, the result includes a direct current (DC) term and a cosine
term, dependent on twice the reference frequency. The second, frequency
dependent term, must be removed to finally obtain a DC signal. This final
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DC signal is proportional to the signal amplitude. Consequently, proper
low-pass filtering is required to remove all alternating current (AC) compo-
nents.

Figure 2.5.: Block chart of the lock-in amplifier theory. The reference signal is in the first
path mixed with the signal of interest. In the second path, the reference signal
is 90

◦ phase shifted and afterwards mixed with the signal of interest. Thereafter,
the resulting signals X,Y are low-pass filtered to remove all AC components.
Finally the amplitude Z and the phase φ are calculated.

X = Vre f sin
(
tωre f + φre f

)
·Vsig sin

(
tωsig + φsig

)
(2.5)

=
1
2

Vre f Vsig · cos
(
tωre f + φre f −

(
tωsig + φsig

))
· cos

(
tωre f + φre f + tωsig + φsig

) (2.6)

f or ωre f = ωsig = ω :

=
1
2

Vre f Vsig · cos
(
φre f − φsig

)
· cos

(
2tω + φre f + φsig

)
(2.7)

Still, a phase dependency in the resulting signal exists. This phase depen-
dency can be removed by additionally multiplying the signal of interest
with a 90

◦ phase shifted signal (see lower path of Figure 2.5) and conse-
quently low-pass filtering the multiplication result. By the usage of the two
Equations 2.8, 2.9, the amplitude Z and the phase φ can be calculated out of
the two LIA signal paths.
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Z =
√

X2 + Y2 (2.8)

φ = atan2(Y, X) (2.9)

Implementation-wise different capabilities exist to implement LIAs. Firstly,
they can be implemented in an analog form using mixer and low-pass
filter circuits. Secondly, they can be realized fully digital by sampling the
signal of interest and calculating the reference signal via the processing unit.
Thirdly, in a hybrid approach. Fully analog implementations bring along
non-linearity effects and reliance on temperature variations. Within digital
implementations, the processing power and possible large data storage
requirements are indispensable, if the calculations are not done online.
A detailed introduction into lock-in amplifier theory can be found in [33].

2.2. Sensor Network

The sensor network theory is skipped in this part of the work, but an
introduction can be found in the attached paper A, which was composed
during this work.
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This chapter gives an insight of how the sensor system is designed and of
which parts it consists. Primarily the entire sensor system is illustrated in
block level view, to represent the chosen concept. Thereafter, the individual
blocks are presented in more detail.

3.1. System Design

The sensor system consists of five major blocks depicted in Figure 3.1. The
physical basis and therefore the foundation of the sensor, is the photoacous-
tic cell. The cell is used to enhance the photoacoustic signal through the
utilization of resonators and further protects against noise and disturbances
from the environment. It is therefor composed out of two resonators, which
are connected on both ends to acoustic buffer volumes. A microphone is
mounted in the middle of each resonator, to measure the acoustic wave. Gas
openings are placed at the top of the buffers, to measure the gas of interest.
The collimation of the incoming LED beam is realized with a convex lens,
which is mounted at the entrance of the cell. Additionally, to reflect the LED
beam back into the resonator, a concave mirror is placed at the end of the
photoacoustic cell. The reflection results into an enhanced beam intensity in
the resonator.
The second principal block is composed out of the signal generation circuit
and the previously mentioned LED. The signal generation is built around
a voltage controlled oscillator (VCO), which generates a square wave with
adjustable frequency. Using this signal, a sine and a cosine waveform are
generated through dedicated circuits. On the one hand this provides the
modulation source for the LED and on the other hand it is used as reference
input for the digital lock-in amplifier.
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Microphone

Mirror

Figure 3.1.: Block level diagram of the sensor system design. The system consists out of
1) a resonant cell, 2) a signal generation circuit which controls the LED, 3)
two microphones to measure the acoustical signals which are connected to a
amplification and digital conversion circuit, 4) the LoRa transceiver for data
transfer and 5) the central control and processing unit.

In addition, to quantify the acoustic wave generated by the excited gas
through the modulated LED beam, two microphones are employed in the
third fundamental part of the system. One microphone is utilized to translate
the acoustic wave into an electric signal, whereby the second microphone is
used to measure the background noise. The resulting microphone signals
are thereafter fed into an analog amplification stage and are then converted
into the digital domain, to be processed.
The fourth major element in the system features the control and processing
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capabilities. Therefor, an ultra low power STM L476RG ARM based micro-
controller was chosen. The controller is responsible to fetch the converted
microphone signals, to control the signal generation circuit, to further pro-
cess the obtained data by the lock-in technique and to transfer the data to
the LoRa (integrated circuit) IC.
Finally, the fifth major part in the system is the sensor network component,
which is a SX1272 transceiver with LoRa capability. This transceiver stands
out by low power consumption and long communication range, which is
qualified for distributing the resulting sensor data.

3.2. Optics

As previously introduced, a LED is utilized as photoacoustic excitation
source for the gas inside the cell. In the next two sections the selection of the
LED is described, as well as how the divergent LED beam is collimated.

3.2.1. LED as Excitation Source

For this sensor setup a LED was selected, based on the matter of price and
the simplicity of the electronic driver. The requirements for the LED were:

• The peak wavelength must fit to the absorption spectrum of NO2 (see
Figure 2.3),
• maximum optical output power with the lowest possible power con-

sumption, and
• the radiation angle (half viewing angle) has to be as small as possible

for proper collimation.

As a consequence, the LED450-06 from the LED450-series from Roithner
LaserTechnik GmbH was selected. This LED has an optical output power
of 20 mW, when driven with 20 mA. This results in a reasonable efficiency
compared to other LEDs. In addition, the half viewing angle of ±4◦ is
very small compared to conventional LEDs and thus, the losses owing to
collimation are reasonable.
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Figure 3.2 shows the radiation spectrum of the LED in contrast to the
absorption spectrum of NO2. The peak wavelength is specified at 450 nm,
which does fit well into the absorption cross section of NO2. A LED with
differing peak wavelength from the maximum absorption section of nitrogen
dioxide was selected, due to the effect of photolysis (cf. Section 2.1.2.3).
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Figure 3.2.: Absorption spectrum of NO2 in the visible light region compared to the radia-
tion spectrum of the chosen LED (LED450-06).

3.2.2. Collimation of the Divergent LED Beam

In contrast to most lasers, LED beams are highly divergent and therefore
difficult to collimate. Hence, the beam can only be collimated or confined
across a certain distance. Due to the resonator structure, which is described
in Section 3.4, the requirements were less stringent. This resulted into the
restriction, that the beam diameter should not exceed the resonator cross
section of 10 mm, mainly due to the generation of noise.
On this account, the best fit was a plano-convex lens, to be utilized for
collimation at the entrance of the cell (cf. Figure 3.3). A Thorlabs LA1422-
A-N-BK7 plano-convex lens was selected, with a focal distance of 40 mm.
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In front of the lens an aperture is placed to limit the angle of incidence. In
addition, to reflect the LED beam back into the resonator and therefore, to
enhance the photoacoustic signal, a concave mirror is mounted at the end of
the second buffer volume. This was utilized with a Thorlabs CM254-075-P01

silver-coated concave mirror (focal distance of 75 mm). Using this mirror
the photoacoustic signal can be enhanced by approximately 50 percent. The
complete optical setup is depicted in Figure 3.3.
In general, an optical multistage setup can most certainly provide a better
collimation of the beam. However in this case, the single stage setup is
sufficient.

Figure 3.3.: Schematic representation of the collimation of the divergent LED beam. The
collimation is utilized with a plano-convex lens. In front of the lens is an
aperture placed to stop the most divergent rays. On the other end of the cell a
mirror is mounted, to reflect the beam back into the resonator.

3.3. Acoustic Detection

According to the photoacoustic effect (Section 2.1.2.1), a conversion of
the sound pressure level (SPL) to an electric equivalent is required for
further processing. For this work, a Knowles EK23029 electret condenser
microphone was chosen owing to several criteria. First, the EK23029 has
a cylindrical entrance port, which is qualified for proper mounting in a
resonator tube. Second, the microphone has a higher sensitivity compared
to standard MEMS microphones, with a minimum value of less than -30

dB/Pa. The corresponding sensitivity curve is shown in Figure 3.4.
Considering the sensitivity characteristic, another advantage of this micro-
phone is the suppression of low frequency noise.
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Figure 3.4.: Sensitivity and device conformity of the Knowles EK23029 electret microphone
[34].

3.4. Photoacoustic Cell Design

In the following part of the work the photoacoustic cell design is described.
The photoacoustic cell is the fundamental physical basis of the sensor.
Previously, in Section 2.1.2.2, the theoretical basics were given. Subsequently,
the simulation of the cell using Comsol Multiphysics 5.3a is depicted and
afterwards the cell construction is presented.

3.4.1. Simulation

Prior to the simulation, the potential resonance frequency range was defined,
by the utilization of the EK23029 microphone. Owing to the microphones
sensitivity characteristic, the range from 2 kHz to 6 kHz should be used
(cf. Figure 3.4). Therefore, the resonance frequency was chosen to be fn =
2200Hz. With the usage of Equation 2.3, the following approximate value of
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the resonator length was calculated:

l =
n · c
2 · fn

− ∆l =
n · c
2 · fn

− 0.6 · r =
1 · 343.2 m

s
2 · 2200Hz

− 0.6 · 0.01m = 0.072m. (3.1)

Within Equation 3.1 n was set to 1 for a λ
2 acoustic wave, the sonic speed

c is 343.2 m
s at 20◦C, the resonance frequency was set to 2200 Hz and the

diameter of the resonator tube r was defined with 0.01 m.
As a second step the resonator type was selected. It was decided to design
a differential cell for background noise cancellation, where two resonators
with the same dimensions are used. In the first, active resonator, the gas
is excited through the incoming light. The second resonator is utilized to
quantify the background signal (gas flow noise, window noise, background
noise). In addition, two volumes, one on each side of the resonators, are
placed as acoustic buffers. To accomplish a simulation as accurate as possi-
ble, the microphone ports in the middle of the resonators and the recesses
for the lens and mirror mounts are additionally included.
Mainly, the following two objectives were defined to dimension the photoa-
coustic cell: 1. maximization of the acoustic signal and 2. preferable sparse
interaction between the two resonators. For the optimization, the following
parameters were varied:

• radius and length of the buffer volume,
• radius of the resonator tubes, and
• distance between the resonator tubes.

As a result, the following insights were observed:
1) According to expectations (cf. Miklòs et al. [18]), the radius of the res-
onator tube is inversely proportional to the amplitude of the acoustic wave.
2) The volume of the acoustic buffer is proportional to the amplitude of the
acoustic wave and inversely proportional to the resonant frequency of the
cell, which was also discovered by Rück et al. [19].
3) From the simulation emerged, that the length and radius of the buffer
volume have an impact on the acoustic wave. This happens because the
minimum pressure node is locally shifted according to the dimensions. As
a consequence, the location of the two resonator tubes is affected.
4) The coupling between the resonator tubes is proportional to the distance
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between them. This applies up to a detachment of a half wavelength. On the
contrary, the irradiation of the light beam into the passive resonator tube
increases with decreasing distance.
Overall, the simulation resulted in a very strong coupling between the two
tubes (cf. Figure 3.5), although the heat source was only applied through
the active resonator. On that account, the cell was additionally simulated
without the second, passive resonator (cf. Figure 3.6). The objective for this
simulation was to have a maximum amplitude at the microphone slot of the
active resonator and a minimum sound pressure level (SPL) at the entrance
of the second tube.

Figure 3.5.: Cross section of the thermovis-
cous simulation of the photoa-
coustic cell with both resonator
tubes.

Figure 3.6.: Cross section of the thermovis-
cous simulation of the photoa-
coustic cell with a single res-
onator tube.

Consequently, the cross section of the final cell dimensions at the used
eigenfrequency is depicted in Figure 3.5, where the SPL distribution is
shown. Figure 3.6 shows the simulated cell without the second resonator
tube. It can be observed, that at the center of the active resonator tube a
pressure maximum occurs and at the entrance of the second (not shown)
tube a pressure minimum is formed.
Additionally, the SPLs at the microphone slots for a frequency-sweep around
resonance are plotted. The plots are shown in Figure 3.8 for the final pho-
toacoustic cell with two resonators and in Figure 3.7 without the passive
resonator. It is apparent, that in both plots, the difference between the two
curves enlarges with increasing distance from the resonance frequency.

In Table 3.1, the final dimensions of the PA cell are represented. The res-
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Figure 3.7.: Frequency sweep of the acous-
tic simulation with both res-
onator tubes.

Figure 3.8.: Frequency sweep of the acous-
tic simulation with single res-
onator tube.

onator radius is constrained by the diameter of the LED beam and was set
to a minimum value of 10 mm. The distance between the resonator tubes
was optimized for minimum coupling and therefore defined to 15 mm.

Name Value
Resonator Length Rlen 70 mm
Resonator Radius Rr 10 mm
Resonator Distance Rdist 15 mm
Buffer Length Blen 34 mm
Buffer Radius Br 38 mm

Table 3.1.: Final photoacoustic cell dimensions. The resonator distance is the length between
the center of both tubes.

Contemplating the observed dependencies of the buffer dimensions, the
length was set to approximately λ

4 . The radius of the buffer volume was
determined to 38 mm.

3.4.2. Cell Construction

Following the determination of the cell dimensions, the design of the cell
construction is described in this part of the work. In Figure 3.9, the schematic
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drawing of the photoacoustic cell is shown. It was decided to build the cell
by the utilization of a hybrid approach. The buffer volumes of the cell are 3D
printed using a Formlabs Form 2 printer. In contrast, the resonators were cut
from stainless steal tubes, whereby the equality of both tubes is from vast
significance. The resonator tubes were not printed, due to self heating and
insufficient reflection of the photopolymer material caused by the divergent
LED beam. The sealing of the cell and the attached components, in particular
connections to the resonator tubes is from high importance. Accordingly,
the tubes were bonded to the buffer volumes and the microphone inlets by
the usage of silicon glue.
In Figure 3.10 the cross section and in Figure 3.11 a 3D view, of the con-
structed PA cell are depicted.

Microphone Ports

Passive Resonator

Ac�ve Resonator

Gas Inlet Gas Outlet

Lens Mount Mirror Mount

3D Printed (Photopolymer) Stainless Steel

Acous�c Buffer

Figure 3.9.: Schematic drawing of the cross section of the photoacoustic cell.

To attach the microphones to the resonator tubes a bracket with four mount-
ing holes was inserted into the construction. By the utilization of these holes
microphone printed circuit boards (PCB) can directly be attached to the cell.
In addition, recesses for mounting the lens and mirror holder are included
in the cell design.
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Figure 3.10.: Cross section of the photoa-
coustic cell construction. Figure 3.11.: 3D view of the constructed

photoacoustic cell. Gas inlet
and outlet are not shown.

3.5. Signal Generation

Subsequent to optic collimation and cell design, the signal generation for
the excitation source and consequent lock-in detection is discussed in the
following. The main prerequisite is the frequency resolution of the modu-
lated signal, since frequency sweeps are required to detect the resonance
frequency. This is expected due to variations of the resulting cell dimensions,
compared to the utilized values in pre-calculations and simulations. In ad-
dition, environmental conditions, like humidity or temperature variations,
are presumed to have an influence on the resonance frequency.
According to this, a minimum resolution of 1 Hz is defined as requirement.
Further, due to the chosen detection method (described in Section 2.1.2.5)
two waveforms are required. First the exciting signal and second the quadra-
ture component, which is a 90◦ phase shifted waveform compared to the
exciting signal. These signals should contain only a single frequency compo-
nent, since impure signals degrade the sharp bandpass characteristic of the
LIA. Several prospects exist to generate the signals, including direct digital
synthesis (DDS), pulse width modulation (PWM) or the usage of oscillators.
The utilization of DDS integrated circuits (IC) is a straightforward variant,
since they are easy to use and often implement frequency sweep function-
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ality. In the case of low power design, the main disadvantage is, that most
parts have a vast power consumption. In addition, they produce impure
waveforms because of their output digital to analog converters (DAC). As
a consequence, it was decided to develop a dedicated circuit for the signal
generation.
The block level schematic of the signal generation circuit is shown in Fig-
ure 3.12. A VCO (LTC6990) was chosen as basic frequency-dependent signal
generation device.

Digital
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Controller

VCO

Controller

I

f

V

I-Q

Generator

A

f

Low Pass

Filter

A
D

Controller

LED - Driver

LED

Analog / Digital

Converter

Figure 3.12.: Schematic drawing of the signal generation circuit.

The frequency of the device can be programmed by the utilization of a
single resistor. A fixed resistor R f ixed is employed to set the approximate
frequency range. Additionally, to be able to variate the frequency in this
range, a 12 bit digital potentiometer Rpot is utilized. With this compound
a frequency range of about 550 Hz, with a resolution of less than 0.5 Hz,
can be achieved. Equation 3.2 defines the calculation of the VCO frequency,
where Ndiv is defined by a fixed voltage divider.

fout =
1MHz

Ndiv
· 50kΩ

R f ixed + Rpot
(3.2)

At the output of the VCO, a rectangular I-Q generation circuit is deployed,
to generate a rectangular signal and a 90◦ phase shifted rectangular signal.
This circuit can be obtained with two D-Flip-Flops and an inverter, as
described in [35]. Thereafter, the two rectangular signals are filtered at the

28



3.6. Signal Amplification and Conversion

output of the I-Q generator, using two low power 8th order progressive
elliptic low-pass filters (LTC1069-1). The cutoff frequency of the filter is set
to 2.5 kHz. With the utilization of these filters, a sine and a cosine wave
are generated out of the initial rectangular waveforms, by suppressing the
harmonics of the fundamental frequency. The two signals are subsequently
converted to the digital domain, with the aid of a dual channel analog to
digital converter (ADC). In addition, the sine wave is used as a possible
input source of the LED driver circuit.

3.6. Signal Amplification and Conversion

This part of the work presents the amplification and conversion of the
microphone signals. As previously explained, the first microphone is used
to measure the acoustic signal generated by the excited gas. The second
microphone is utilized to quantify and subtract the background noise, to
enhance the accuracy of the sensor. Subsequently, an analog single channel
and a mixed signal dual channel solution are described, to amplify and
digitize the measured signals.

3.6.1. Solution 1: Analog Single Channel

The first concept processes the two microphone signals in an analog manner.
Figure 3.13 shows a schematic illustration of the circuit. An instrumentation
amplifier was chosen to subtract the signals to remove the background
noise. Prior to the subtraction, the analog microphone signals are filtered
through a simple band pass filter. This filter is implemented by a basic RC
structure.

Thereafter, the filtered signals are firstly amplified and subsequently sub-
tracted by an instrumentation amplifier. The chosen amplifier, a AD8421,
was selected by means of low noise (3 nV√

Hz
, 200 f A√

Hz
), low power (2.3 mA),

high gain (up to 10000) and proper gain bandwidth product (GBP) charac-
teristics. The gain is adjustable by an external resistor, whereby a gain of 60

dB is set. Following the instrumentation amplifier, the signal is converted
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Figure 3.13.: First version of the signal amplification and conversion circuit. The analog mi-
crophone signals are subtracted with the aid of an instrumentation amplifier.

to the digital domain, with the aid of an 18-bit successive approximation
register (SAR) ADC. To utilize the full strength of the converter, the single
ended signal is converted prior to the ADC into a differential signal, by the
usage of a fully differential amplifier (LTC1992-10).
The circuit was dimensioned with the aid of a simulation program with
integrated circuit emphasis (SPICE) tool. The frequency response of the filter
and amplification block is shown in Figure 3.14. The upper plot represents
the magnitude response and the lower plot the phase response of the design.
The target is to preferably suppress all spectral components besides the
modulation frequency of 2200 Hz.

3.6.2. Solution 2: Mixed Signal Dual Channel

The second concept is a mixed-signal analog to digital solution, represented
in Figure 3.15. In this design, the microphone signals are treated separately.
After the internal amplifier of the microphones, the signals are bandpass
filtered, similarly compared to the analog concept. Subsequently, an amplifi-
cation stage with a gain of 30 dB follows. In this gain stage, a low power, low
noise (5.9 nV√

Hz
, 0.6 pA√

Hz
), rail to rail amplifier (ADA4805) is employed, by the

usage of a single IC (two amplifiers in one package) for both signal paths.
The amplified signals are subsequently digitized through a special purpose
analog front end (AFE). This IC, a MCP3911, comprises two synchronous
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Figure 3.14.: Frequency response of the signal amplification and conversion circuit V1. The
upper plot depicts the magnitude response, the lower plot shows the phase
response.

sampling 24-bit ADCs, which are able to sample two signals in parallel.
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Figure 3.15.: Second concept of the signal amplification and conversion circuit. The micro-
phone signals are separately amplified and converted to the digital domain.

Figure 3.16 shows the internal structure of the utilized AFE. The input stage
of the MCP3911 consists of two programmable gain amplifiers (PGA), with
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a maximum gain of 30 dB. Consequently, the amplified signals are fed into
the ADC architecture, which is a sigma delta modulator. This type of ADCs
are oversampling converters, comprising an integrator, a quantizer and a
DAC.

Programmable
Gain Ampli�er

Programmable
Gain Ampli�er

Delta - Sigma
Converter

Delta - Sigma
Converter

A

f

SINC
Filter

A

f

SINC
Filter

O�set
Calibra�on

O�set
Calibra�on

Gain
Calibra�on

Gain
Calibra�on

Analog
Input
Signal

Analog
Input
Signal

Digital
Output
Code

0x3F71

Digital
Output
Code

0x3F71

Figure 3.16.: Internal structure of the two channel Sigma-Delta ADC MCP3911 (cf. datasheet
[36]). The ADC contains a phase compensation block, which is capable of
changing the phase shift between the two channels. Additionally, the ADC
comprises an offset and a gain calibration block per channel.

Following to the quantization, the bitstream is passed through a SINC filter,
which contains a phase shift block. With the utilization of this block, the
phase relation between the two AFE channels can be changed. This is a very
beneficial feature, if the sampled signals contain a phase shift compared to
each other, which can occur through mismatching in prior amplification or
filter stages. The minimum adjustable phase shift depends on the sampling
frequency of the ADC. With a sampling rate of 4 MHz, a time shift of 0.25

µs can be achieved. Translated to a phase for a signal-frequency of 2200

Hz, a minimum phase shift step of 0.2◦ can be achieved. Supplementary,
the AFE is capable of adjusting the offset and the gain of both channels
individually. The described settings (phase relation, offset and gain) can be
set via the serial peripheral interface (SPI) of the AFE, which is connected
to the controller.
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3.7. Lock-In Amplifier Implementation

3.7. Lock-In Amplifier Implementation

In PAS a signal detection mechanism is required, to filter the signal of
interest from the background. In this sensor design a lock-in amplifier is
realized, to implement the required signal detection. The theory covering
the basics for this section, are described in the previous chapter (see 2.1.2.5).
Conceptionally considered, a mixed analog and digital approach was chosen
to implement the LIA. Figure 3.17 illustrates the concept.
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and Conversion

Analog / DigitalRead sampled values

X = Ref I * Signal

Y = Ref Q * Signal

LowpassFilter(X)

LowpassFilter(Y)
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Z = sqrt(X + Y)

� = atan2(Y, X)
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{
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Figure 3.17.: Block diagram of the lock-in amplifier implementation. The reference signal
generation part is mainly realized in an analog manner . Final calculations
including mixing (multiplications) and low-pass filtering, are implemented
digitally.

The reference signals are generated through a dedicated analog circuit,
which is described in Section 3.5. The frequency of the reference is ad-
justable through the controlling unit via a SPI interface. The waveform of
the reference signal is selectable through a jumper and can be chosen be-
tween sine and rectangular. Consequently, the signals are sampled through
an on-board ADC to provide the waveforms to the controller.
Of main interest is the PA signal, which is measured, amplified and con-
verted through the circuits described in Section 3.6. This is mainly done in
an analog manner, although digital filtering and digital signal processing
are applied through the AFE described in 3.6.2.
The basic LIA operations are realized digitally. A processor is utilized to im-
plement this operations, which is described in more detail in the subsequent
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section. Through memory capacity considerations, the signal multiplications
and post low-pass filter is implemented online. Meaning, that during one
sampling or calculation cycle, data is fetched from the ADCs, the signal of
interest is multiplied by the reference signals and prior to the integration
a moving average low-pass filter is applied. This is done for a period of
time, dependent on the adjustable integration time of the LIA. Once the
integration time is reached, the final lock-in results are calculated. The
default moving average filter order is set to 200. It has to be mentioned here,
that the performed online calculations have to fit into the sampling period.
Otherwise, if the calculations would not fit into the sampling period, faulty
results or unexpected behavior might occur.

3.8. Controller

Centrally, to control all parts of a system, a central processing unit (CPU) is
often required. The CPU in this design is required to control the signal gen-
eration circuit, to control and retrieve the data sampled by the amplification
and conversion circuit, to process the data afterwards and furthermore to
handle the later described LoRa transceiver for the wireless data transfer.
These demands require the following attributes:

• reasonable clock frequency to be able to perform the mentioned tasks,
• an SPI block to control the attached devices and to handle the data

transfer. Thereby is a minimum SPI clock rate of 5 MHz required,
• preferably an internal floating point unit (FPU) to be able to perform

the LIA calculations in time,
• low power consumption.

Taken this attributes to account, an ultra-low-power ARM based 32-bit
STM32L476RG processor with internal FPU was selected as CPU. This
processor can be clocked up to 80 MHz and has 4 SPI blocks, which are
capable of data transfers up to 20 MHz. The STM32L476RG requires only
100 µA/MHz in run mode and 30 nA in shutdown mode. As prototype
platform, a STM32 Nucleo board from ST Microelectronic is utilized. The
Nucleo boards are prototyping platforms, which additionally to the micro-
controller integrate an on-board debugger and feature several pin headers,
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for supplementary daughter board or cable connection to the microcon-
troller ports.
In the following, it is described how the microcontroller is programmed and
how the program is structured.

3.8.1. Real Time Operating System

The programming of microcontrollers encompasses mainly two different
models. Historically, primary bare metal programming is used. This is in
principal the more efficient programming model, without much overhead
in case of program code, timing or memory usage. On the contrary, the
programming effort is most often much higher, compared to the utilization
of real time operating systems (RTOS), since many functionalities must be
implemented. By contrast, the utilization of RTOS bring along the benefit of
fast prototyping, support of different libraries or the abstraction from the
hardware. Opposed to this, they are usually not as efficient as bare metal
programs. In this application it was decided to use an operating system,
because the prototyping and portability outweighs the required efficiency.
A vast amount of real time operating systems exist, which distinguish on
several criterias like source model, platform or use case. In this work, mbed
OS was selected to be an appropriate choice owing to several features. First,
mbed OS supports the usage of LoRa. Second, the software is portable to all
Cortex M cores and therefore, it is customizable in case of hardware. One
drawback is the implementation of the timer and interrupt handling, which
has a very raw time resolution (1 µs) up to this point.
Figure 3.18 shows a coarse structure of the used RTOS. Mbed OS builds upon
the hardware specific implementation of the silicon vendors. In this case
on top of the hardware abstraction layer (HAL) of ST Microelectronics for
the STM32L476RG core. For the ARM Cortex M family processors, a Cortex
Microcontroller Software Interface Standard (CMSIS) was introduced in 2008

by ARM to enable device portability. CMSIS defines the software interface,
which the low level HAL of the vendors must provide. The core of mbed
OS builds on CMSIS RTOS and includes functionalities like multi-threading
support, a FAT file system or network support (TCP, UDP). In addition, it is
possible to customize the components to reduce the system overhead. Upon
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the basic operating system and the CMSIS standardized HAL, the drivers
are implemented to provide the required peripheral functionality. On top
of the RTOS runs the application code and further implemented shared
libraries, like the SX1272Lib for LoRa usage.

mbed OS

CMSIS Drivers

Applica�on Community
Libraries

STM HAL

Figure 3.18.: Coarse software stack with the utilization of mbed.

3.8.2. Program Structure

In the following part, the application code of the sensor system is described.
The application code runs on top of the operating system and provides
the whole functionality to deal with the hardware, which was described in
Section 3.5 and 3.6. A scheme of the application is depicted in Figure 3.19.
The main program comprises the high level program flow, which starts
with the initialization of the components. Thereafter, with the utilization of
the mixed-signal amplification and conversion circuit, the ADC channels
are calibrated concerning offset, gain and phase alignment. The resonance
profile of the PA cell is subsequently characterized, to get the maximum
signal amplitude for the following measurement. In real world applications,
the calibration of the hardware and the characterization of the cell only needs
to be done partly, depended on environmental factors like temperature or
humidity.

To provide the methods for control and data retrieval of the hardware, the
sensing functionality block implements on the one hand a class, which deals
with the control of the VOC and therefore the signal generation. On the
other hand, the sampling control for the data transfer of the used ADCs and
the calibration mechanism is included in this block.
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Figure 3.19.: Structure of the application program.

As already mentioned above, the implementation of the timer and interrupt
handling, was done separately from the operating system. This is due to
the fact that the time resolution of the mbed OS implemented timers is only
1 µs, whereby with a system clock of 80 MHz a time resolution of 12.5 ns
is achievable. In case of the sampling system, where data is read from 4

ADCs with a frequency of about 16 kHz (every 62.5 µs), timer and interrupt
handling are critical components.
The wireless data transfer capability is achieved by the utilization of an
mbed library called SX1272Lib. This library features the full functionality
for setting up the LoRa data transfer with the usage of a SX1272 LoRa
transceiver, by providing methods for initialization, receiving and trans-
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mitting. Therefore, only the logic for sending and receiving packets is
additionally required.
Finally, the remaining methods are combined in the utilities block. This
classes include filter functions for data processing or additional methods,
which are used in the calculations or calibration procedures.
In general, the application is programmed in a modifiable manner, were
most functionality can be altered, with the usage of defined constants.

3.8.2.1. Microphone Channel Calibration

With the utilization of the developed mixed signal dual channel hardware,
for the microphone signal processing (cf. Section 3.6.2), it is firstly possible
to sample the two signals individually. Secondly, the used AFE contains
the feature of modifying the phase relationship between the two sampled
signals. Supplementary, the MCP3911 contains two blocks per channel to
modify the voltage offset and the gain. To take advantage of these fea-
tures, three subroutines were developed to perform offset calibration, gain
calibration and a phase adjustment between the channels. By performing
these calibrations, the microphones, respectively the AFE channels, can be
matched to each other. In this scenario the calibration routines are executed
in the following order:

1. offset calibration,
2. gain calibration, and
3. phase adjustment.

Figure 3.20 depicts the sequential procedure of the offset calibration. In prin-
ciple, during the offset calibration both microphone channels are sampled
individually and the averaged offset value per channel O f fCHx is calculated
by the utilization of Equation 3.3:

OFFCHx =
1
N
·∑ VCHx. (3.3)

Here, N specifies the number of samples and VCHx is the sampled voltage
level of the individual channel. Subsequently, circular buffers are used to
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store the latest offset values and the difference between the two channels. By
the utilization of the buffers, the values are additionally averaged, to further
reduce noise. The calibration loop is closed after the new offset settings
are sent to the AFE. This sequence is executed until a minimum offset per
channel and a minimum difference between the channels is reached.

Limit or maximum

rounds reached ?

no

Read # of sampled values

Filter and average values

Calculate ch1, ch2 o�set

Modify ADC se�ngs

yes O�set

calibra�on

finished

Figure 3.20.: Flow chart of the mixed signal dual channel offset calibration procedure.

The aim of the gain calibration is to equalize the two channels with respect
to the measured amplitudes. Therefore, in Figure 3.21, the flow chart of
the gain calibration is shown. Initially, both channels are sampled and a
set of minimum and maximum values is stored. After the sampling period,
by the usage of the averaged max and min values per channel AVmax,CHx
and AVmin,CHx, the difference ∆CHx between them is calculated according to
Equation 3.4:

∆CHx = AVmax,CHx − AVmin,CHx. (3.4)

The new AFE gain setting is calculated and subsequently set, through the
calculation of the quotient of the two averaged values ∆CH1, ∆CH2. It is taken
into account, that both channels do not exceed certain minimum or maxi-
mum limits for the gain setting. This procedure is finished, if both channels
are equalized besides a small margin with respect to their amplitudes.
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Figure 3.21.: Flow chart of the mixed signal dual channel gain calibration procedure.

Lastly the phase adjustment is performed, which is visualized in Figure 3.22.
The phase adjustment is accomplished by sweeping through different phase
settings between the two channels. Consequently, it is expected to get the
phase relation between the two channels, which results into the minimum
difference between them. Therefore, the first step is a raw phase calibration,
where coarse phase setting steps are applied to pick out the region with the
minimum channel difference. Subsequent to the raw calibration, the fine
tuning is performed, whereby the previously found region is swept through
by employing minimum phase settings steps. During the sampling stage, the
absolute difference ∆phase between the channels according to Equation 3.5
is evaluated. A circular buffer is used to reduce noise by averaging the
∆phase.

∆phase = |VCH2 −VCH1| (3.5)

3.8.2.2. Determination of the Resonance Characteristic

One of the required main functionalities of a photoacoustic based resonance
sensor is the determination of the resonance frequency. As first step, it is
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Figure 3.22.: Flow chart of the mixed signal dual channel phase adjustment procedure.

necessary to resolve the resonance frequency after assembling the cell, due
to expected deviations from the simulation. Further, environmental factors
like humidity or temperature (cf. Ishaku et al. [37]) do have an impact on
the resonance frequency. Based on that, it is anticipated that periodically
performed sweeps are required.
Figure 3.23 depicts the flow chart of the described resonance sweep pro-
cedure. The resonance sweep is performed by periodically adapting the
frequency setting of the VCO, which does alter the modulation frequency of
the used LED. After setting a new modulation frequency, the sampling step
is completed. During this step, the reference signal values (cf. Section 3.5)
and the microphone sensor values (cf. Section 3.6) are sampled. Subsequent,
the two microphone signals are digitally subtracted and the resulting I
and Q values are calculated as described in Section 2.1.2.5. The I and Q
values are stored in circular buffers for subsequent filtering and are then
individually summed up. The sampling is performed interrupt driven, since
the external AFE ICs deliver end of conversion signals. After one sampling
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period, the lock-in amplitude and phase are calculated and the frequency of
the maximum amplitude is always stored.

Enable VCO output

Resonance sweep
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no
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Set new frequency
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Read sensor and driver values

I = sensor di� * driver sine
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sensor di� = ch1 - ch0

Perform averaging

Magnitude = sqrt(I² + Q²)
Phase = atan(Q/I)*180/PI

Save se�ng if Magnitue > current max{
Interrupt

driven

Figure 3.23.: Flow chart of the photoacoustic cell resonance sweep.

It is from importance, that the calculations performed during one sampling
step, do not last longer than one sampling period. Otherwise the processing
results into unpredictable behavior, since the defined steps can not be
executed in time.

3.8.2.3. Procedure for Determination of the Concentration

The method to detect the concentration of the gas, is very similar to the
determination of the resonance frequency, described in the previous section.
Predominantly, the difference is that the modulation frequency remains the
prior evaluated resonance frequency of the cell, to deploy the maximum
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photoacoustic signal amplitude. Further, dependent on the detection mecha-
nism, the beforehand measured background signal can be subtracted from
the measured in-phase and quadrature components, as shown in Equa-
tion 3.6. This enhances the limit of detection in case of a stable background
signal

I = Imeas − Ibackground

Q = Qmeas −Qbackground
(3.6)

3.9. LoRa Usage

In this last part of the methodology chapter, a brief overview of the LoRa
usage within the sensor system is given. Long range (LoRa) is a LPWAN
technology developed by Semtech. A theoretical introduction into the tech-
nology is provided in the attached paper (see A).

3.9.1. LoRa Transceiver SX1272

Within the sensor system, a LoRa SX1272 transceiver is utilized, to transfer
the data to a central collection point. The SX1272 is used upon a STM32

Nucleo SX1272MB2xAS LoRa expansion board (schematic can be found in
[38]), which comprises all necessary RF components for communication
including antenna, antenna matching and filtering. The extension board can
simply be attached to the STM32 Nucleo board (see section 3.8). In addition,
the communication between 32 bit controller and the transceiver is realized
with an SPI interface.
Generally speaking, LoRa is a spread spectrum technology. The characteris-
tics of the technology (bandwidth, spreading factor of the chirps, code rate,
transmission power) are adjustable (see appendix A or [39, 40]). Different
LoRa transceivers exist. The SX1272 transceiver features a maximum trans-
mission power of 14 dBm and a sensitvity down to -137 dBm, dependent
on the parameter setting. Strongly related to the parameter setting and the
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environment, a communication distance of up to several kilometers can be
reached (cf. appendix A or [40]).

3.9.2. Utilization in mbed

From a software point of view, the LoRa communication is part of the
mbed application (see Figure 3.19). It is based upon the SX1272Lib mbed
library provided by Semtech. This library features most functionalities
implemented by the SX1272 transceiver. Consequently, for transmission or
receiver mode, only an initialization of the library and the device itself is
required. The library features an event based mechanism, where different
tasks can be executed, dependent on which event happened. This can for
example be a task for setting the device into sleep mode, after successful
transmission. The transmission of data can be implemented by a simple send
method. Furthermore, it is possible to receive data for certain periods of
time, respectively it is feasible to enable the receiver in continuous mode, as
used within the distance measurements in the attached paper (see A). Within
this work only elementary functions for initialization, sending and receiving
were implemented, which were used during the distance measurements.
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In this chapter results are presented and challenges of the implementation
are discussed. First, the signal generation circuit is analyzed. Thereafter it is
focused on the microphone channel calibration from Section 3.8.2.1. This
is followed by the resonance characteristic of the photoacoustic cell. Subse-
quently, the sensor is evaluated, whereas the sensor response for different
nitrogen dioxide concentrations is shown. Moreover, in Section 4.4.2, the
limit of detection of the sensor unit is evaluated. Finally power consumption
considerations are discussed.

4.1. Signal Generation Verification

The signal generation part of the sensor, which was already introduced in
Section 3.5, is responsible to provide the driving signal for the light source
(cf. Section 3.2.1) and the reference signal for the LIA (cf. Section 3.7). In
Figure 3.12, the block level diagram of the signal generation circuit is shown.
The evaluation of the reference signal is from necessity, due to the impor-
tance of the LIA signal detection. Impurities in the signals deteriorate the
detection and gather spectral noise components.
Figure 4.1 depicts the two rectangular signals, measured at the output of the
I-Q generator. As expected, it can be seen, that the two rectangular signals
are 90

◦ phase shifted. Subsequently, the signals are low-pass filtered, to
obtain only the fundamental frequency of the square wave. The filtered
signals measured by an oscilloscope are illustrated in Figure 4.2.
From main interest is thereby, if all frequency components beside the funda-
mental frequency are properly canceled. Therefore, the FFT from the time
domain sine signal in Figure 4.2 is depicted in Figure 4.3. The fundamental
frequency (∼2.25 kHz) raises above all other components, with a factor of
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at least 40 dB in between. The first harmonic frequency at about 4.5 kHz is
damped by approximately 45 dB, whereby according to the datasheet of the
low-pass filter LTC1069-1 (cf. [41]) a reduction of 55 dB was expected. The
10 dB difference can on the one hand be referred to inaccuracies in the FFT
of the oscilloscope. On the other hand, the spectral signal position is only
slightly below the cut off frequency of the filter (-0.7 dB) and additionally,
deviations from the theoretical performance are expected.

Figure 4.1.: Square wave and quadrature
square wave generated out of
the oscillator output.

Figure 4.2.: Sine wave and cosine wave
after filtering the rectangular
waves by the usage of an 8th
order low-pass filter.

Figure 4.3.: FFT of the sine wave which is used as modulation source for the LED and as
reference signal for the LIA.

The adjustment of the frequency setting of the VCO works as expected.
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Minimum frequency steps around 2.25 kHz are slightly below 0.5 Hz, which
is sufficient enough for precise resonance detection.
Overall, it can be said that the reference signal generation circuit perfor-
mance is as expected, although improvements are possible within the purity
of the reference signals.

4.2. Evaluation of the Microphone Channel
Calibration

Previous chapters dealed with techniques for noise canceling, by using two
identical resonators to enhance the resolution of the sensor. This requires
on the one hand a very sensitive selection of the measurement components
and on the other hand a properly designed solution. Especially the selection
of the microphones is very critical due to manufacturing differences in the
electronic parts of the microphones. These differences, mainly in the internal
preamplifier stages of the microphones, result in phase and gain variances,
which have a strong impact if noise canceling is applied.
The first described amplification and conversion circuit (cf. Section 3.6.1)
processed the signals purely analog. It was learned, that due to produc-
tion variances, especially within electret microphones, the output signals
of the microphones bring along a phase shift by several degrees and gain
variations above 10 percent. By directly subtracting the signals with an
instrumentation amplifier, no improvements could be achieved through
noise canceling, mainly due to the phase shift, which is at least in analog
manner difficult to compensate.
Consequently, the second approach was to treat the two microphone chan-
nels separately (cf. Section 3.6.2). The amplification and conversion to the
digital domain is individually performed. Thereafter, the utilized AFE (see
Figure 3.16) is used to adjust the two microphone channels in case of voltage
offset, gain and phase shift. Implementation-wise was this achieved through
three calibrations routines (cf. Section 3.8.2.1). These calibration routines
are applied to the background signal without exciting the sensor with the
LED-source.
Firstly, the offset calibration adjusts the signal to be centered around the
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x-axis, by gradually determining the average value of each channel and
adjusting the internal offset value of both channels in the AFE. One applied
measurement cycle is illustrated in Figure 4.4. Both channels are shown,
which initially differ by about 90 LSB and are finally equalized.
Secondly, the gain calibration is performed. This is done by collecting a set
of minimum and maximum values of both channels and thus calculating
the peak to peak amplitude. The amplitudes of both channels are possibly
matched, by adjusting the gain of both in a stepwise adaption. One sample
measurement outcome is shown in Figure 4.5.
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Figure 4.4.: Offset calibration of the two mi-
crophone channels to minimize
the voltage offset.
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Figure 4.5.: Gain calibration of the two mi-
crophone channels to minimize
the gain difference.

Thirdly, the phase calibration is conducted. This is done by sweeping
through different phase settings of the AFE and calculating the difference
between the two channels, to find the minimum. By applying this method,
Figure 4.6 depicts the outcome of a phase calibration sweep. Compared to
the calculated, expected curve, which is shown in Figure 4.7, only a trend
can be observed, owing to strong variations in the measurement. It is ex-
pected, that the background signal is too weak to get a proper curve, at least
for the used averaging period per phase setting (about 1.5 s). Improvements
are expected by enlarging the averaging time, or by applying a background
signal, for example through a loudspeaker.

Summarizing, it can be said that the offset and gain calibration deliver the
expected results, by matching the two channels in these two characteristics.
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Figure 4.6.: Result of a phase calibration
run of the two microphone
channels.
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Figure 4.7.: Expected result of the phase cal-
ibration.

Opposed to that, the adaptions using the phase calibration routine strongly
vary and no reliable phase shift compensation could be achieved up to
now.

4.3. Resonance Characteristic of the
Photoacoustic Cell

Of great importance within the photoacoustic sensor are the determination
and tracking of the resonance frequency. As described in the previous chap-
ter (see Section 3.8.2.2), it is from necessity to capture the actual resonance
frequency after manufacturing, owing to deviations compared to simula-
tions and pre-calculations. In addition, it is required to track the resonance
frequency for the long term employment, based on changing environmental
conditions (humidity, temperature).
In Figure 4.8, the resonance curve of the constructed resonance cell is shown.
The evaluation was performed by applying a sweep over the modulation fre-
quency. This sweep was carried out with a nitrogen dioxide concentration of
200 ppm. In blue, the resonance curve of the cell is shown. The quality factor
Q was determined with a value of 23. Additionally to the amplitude, the
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phase was captured, which has a zero-crossing at resonance. The resonance
frequency was determined at 2260 Hz. This value deviates on the one hand
by 150 Hz, compared to the simulation result from Section 3.4.1 with 2110

Hz. On the other hand the chosen value of 2200 Hz from Equation 3.1 differs
only by 60 Hz. This deviations can be referred to manufacturing variances,
due to the fact that the cell was manually assembled and shortcomings of
the simulation and the analytical model.
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Figure 4.8.: Resonance characteristic of the photoacoustic cell including LIA amplitude and
phase.

Generally speaking, the deviations are acceptable and were expected to that
extent. The following measurements on the next pages are evaluated at the
resonance frequency, to capture the maximum acoustic wave.
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4.4. Sensor Evaluation

4.4. Sensor Evaluation

After dealing with the signal generation verification and the resonance
characteristic of the cell, the evaluation of the sensor follows. The evaluation
was performed in the laboratory of the Institute of Electronic Sensor Systems
(IES), at the Technical University of Graz. The procedure conducted with
the laboratory setup is illustrated in Figure 4.9.

Figure 4.9.: Schematic of the laboratory setup, which was used to evaluate the sensor. NO2
and synthetic air gas bottles are connected via pressure regulators to a gas
diluter. The gas flow is controlled by a MFC, before the gas enters the cell.
Exiting the cell, the gas is removed through the laboratory suction.

To test different gas concentrations within the sensor system, a reference
nitrogen dioxide gas bottle with 19.2 ppm from Messer Austria GmbH
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was utilized. NO2 was diluted with synthetic air from Messer gases (see
technical datasheet [42]), with a maximum contaminant of 10 ppb nitrogen
dioxide. The dilution was done by a in-house built gas diluter (cf. Breitegger
et al. [43]). By the utilization of the diluter a minimum NO2 concentration
below 20 ppb is achievable with the used reference. Subsequently to the
gas diluter, a mass flow controller (MFC) is deployed to set the gas flow
through the PA cell. For all measurements a gas flow of 0.3 l/min was set.
Due to acoustic noise generated by the MFC an acoustic filter is placed
between MFC and the gas port of the cell, which is not sketched in the figure.
The second gas port of the PA cell is connected to the laboratory suction.
The remaining parts of the figure belong to the sensor itself (described in
Chapter 3). Additionally, Figure 4.10 and Figure 4.11 show the sensor during
operation in the laboratory.

Figure 4.10.: Top view of the sensor oper-
ated in the laboratory.

Figure 4.11.: Lateral view of the sensor op-
erated in the laboratory.

4.4.1. Nitrogen Dioxide Measurements

Different nitrogen dioxide concentrations between 1.2 ppm and 19.2 ppm
were measured. First, the measurements were conducted by the usage of
the photoacoustic signal of the excited resonator only (single ended). Sec-
ond, differential measurements were carried out. Thereby, the background
signal from the second resonator, is subtracted from the excited resonator.
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4.4. Sensor Evaluation

Prior to the differential measurement, the described calibrations were per-
formed. The integration time of the sensor was set to 20 seconds. This
integration time is composed out of 2 seconds accumulation of the values
and subsequently applying a low-pass filter to the integrated values.

4.4.1.1. Single Ended

The outcome of a single ended concentration measurement over time is
shown in Figure 4.12.
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Figure 4.12.: Single ended measurement of different NO2 concentrations over a period
of time. The NO2 concentration is therefor compared to the calculated LIA
amplitude (phase corrected), using only the excited resonator.

Initially the concentration was set to 0 ppm and was subsequently increased
up to 19.2 ppm. The blue signal depicts the processed, phase corrected
sensor response of the controlling unit. In addition, the orange curve shows
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the employed NO2 concentration. Phase corrected in this context means,
that the signal, which is observed during 0 ppm NO2 concentration (back-
ground noise), is subtracted from the resulting signal (see Section 3.8.2.3).
Consequently, the sensor signal, which measures only synthetic air, is moved
to the x-axis without offset. Each concentration was set till the sensor signal
stabilized. Comparing the set concentration to the sensor response, a delay
can be observed. First this delay is accounted to the gas diluter. It takes time,
especially at low concentrations, till the actually employed concentration
appears at the exit of the diluter. Second, some time is required till the
volumes of the cell and the prior positioned acoustic buffer are filled. Third,
the set integration time of 20 seconds adds an additional delay.
It can be seen, that the sensor response fits quite well to the set concentration.
Slight deviations can be observed. First, they can be referred to inaccuracies
of the sensor signal processing and second to uncertainties of the gas diluter.
In addition, temporal variations of the sensor response are observed, such
as above 2000 seconds within 9 ppm and above 2400 seconds within 19.2
ppm. These might occur to variations of the gas flow.
Supplemental to the evaluation over time, the sensor response function was
evaluated. Therefor, all set concentrations were averaged for several minutes.
In Figure 4.13, the sensor responses are opposed to the nitrogen dioxide
concentration. The blue measurements depict the direct sensor response,
whereas the red ones feature the phase corrected sensor response. A linear
curve is fitted through both measurements. It can be seen, that both lines
fit well through the plotted points, which reflect the expected linear sensor
response. This is due to the fact, that NO2 and the background (synthetic
air) have in this case the same phase. Within the plotted amplitudes, the
calculated variations are drawn. They depict in x-direction the uncertainties
of the gas diluter and in y-direction the variations of the averaged signal. If
the variations in x and y direction are included, all measurements fit onto
the linear response of the sensor. Further, no real difference between direct
sensor signal and phase corrected response is observed.

4.4.1.2. Differential

Following the single ended evaluation, this part represents the differential
evaluation of the sensor. In the differential mode, the signal from the second,
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Figure 4.13.: Single ended, averaged LIA amplitudes (with and without phase correction)
for several NO2 concentrations, including standard deviations, using only
the excited resonator. A linear function was fitted through the calculated
amplitude values.

unexcited resonator is subtracted from the signal of the excited resonator.
The measurement was accomplished with the same settings as within the
previous, single ended assessment. Consequently, the nitrogen dioxide con-
centrations are successively increased from 0 ppm to 19.2 ppm.
Figure 4.14 represents the differential sensor evaluation over time. Confer-
ring the adjusted concentration to the sensor response, substantial differ-
ences compared to the single ended outcome can be observed. In principle
the sensor response fits to the set concentration, nevertheless, sizeable devi-
ations can be determined.

Additionally, the sensor response function for the differential mode of the
sensor is evaluated. The outcome is illustrated in Figure 4.15, where the blue
measurements show again the direct sensor response and the red markings
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represent the phase corrected result. Noticeable deviations from a linear
function of the direct sensor response, can be observed.
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Figure 4.14.: Differential measurement of different NO2 concentrations over a period of
time. The NO2 concentration is therefor compared to the calculated LIA
amplitude (phase corrected), using both microphones.

On the one hand, this can be referred to different phases of the analyte gas
(NO2) and the background. On the other hand, the non-linear behavior can
be attributed to the phase shift, which emerges through the manufacturing
variances of the microphones and to the non functional phase calibration
mechanism (see Section 4.2). The phase corrected response shows a predom-
inant linear behavior, whereby most points fit onto the linear line, including
the drawn variations in x and y direction. Due to the existing phase shift,
the noise canceling does rather have a negative impact on the final signal,
than the expected subtraction of the background signal.
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Figure 4.15.: Differential, averaged LIA amplitudes (with and without phase correction)
for several NO2 concentrations, including standard deviations on both axis. A
linear function was fitted through the calculated amplitude values.

4.4.2. Limit of Detection

Supplementary to the evaluation over time and the sensor response function,
the limit of detection (LOD) of the sensor is assessed in this section. This was
done by evaluating the standard deviation of the sensor response, together
with the sensor response function. Considering that, the Allan Variance
(cf. [44]) of the background signal (without NO2, only synthetic air) was
calculated, opposed to the integration time. In Figure 4.16, the corresponding
background signal is shown. The signal was therefor captured for about
1700 seconds. The LOD was only evaluated for the single ended sensor
mode.

In general, the Allan Variance is used to measure the frequency stability
and was mainly applied in the evaluation of oscillators and amplifiers.
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Figure 4.16.: Measurement of the background signal, with only synthetic air flowing
through the photoacoustic cell, by the usage of the single ended mode of
the sensor. LIA integration time was 2 seconds.

However, it can also be utilized to evaluate the long term stability of signals.
In this case, it is used to determine the LOD of the sensor, dependent on
the integration time. The outcome is the integration time with the minimum
variation of the sensor signal.
The Allan Variance was evaluated with a Matlab script and is represented
in Figure 4.17.

On the x-axis, the integration time of the sensor in logarithmic scale is
shown. The y-axis represents the standard deviation σ of the background
signal. By contemplating the curve it can be seen, that the first minima
is reached between 100 and 200, with 124 seconds integration time. After
this minima the curve rises again due to the long term drift of the signal.
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Figure 4.17.: Allan Deviation of the background signal from Figure 4.16. The minima
indicates the integration time with the minimum variation of the signal.

The second minima can be ignored due to the fact, that the integration
time converges to the acquisition time of the signal. With the utilization
of the minimum variance of 152.5, the LOD can be calculated to 101 ppb
according to the linear Equation 4.1 for the single ended detection with
phase correction:

LOD =
σ (τ)

k
=

152.5
1545.54

|σ=152.5,τ=124 = 0.10ppm. (4.1)

Within Equation 4.1 LOD specifies the limit of detection for the single ended
sensor mode. In addition, the standard deviation σ (τ) is dependent on the
integration time τ and the slope k of the linear function. By the utilization
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of Equation 4.1 different limit of detections, for different integration times
and multiples of the standard deviations, are presented in Table 4.1.

Limit of Detection (in ppm)
2 s integration, 1 σ 2 s int., 3 σ 20 s int., 1 σ 20 s int., 3 σ 124 s int., 1 σ

0.63 1.90 0.23 0.68 0.1

Table 4.1.: Limit of detection shown for different properties of the sensor in single ended
mode.

Comparing this values, the LOD varies between 1.93 ppm and 101 ppb de-
pendent on the integration time and the standard deviation σ. For applying
the sensor in real life application, it must be considered, that the sensor
response time increases with growing integration time. Nevertheless, the
sensor gets more accurate with increasing integration time. An appropriate
choice must be made dependent on the utilization of the sensor. For environ-
mental sensing, the integration time can well be up to 100 s. However, the
long integration time has a negative impact on the power consumption of
the sensor, which can be from significance, if the sensor is battery operated.
With an integration time of 124 seconds and a LOD of 101 ppb, EU [23] or
WHO [2] limits can only be roughly assessed. This can still be enhanced by
the usage of a LED with higher output power, based on the proportional
dependency on the PA signal (see Equation 2.1).

4.5. LoRa Range Measurements

The results of the LoRa range measurements can be found in the attached
paper A.

4.6. Power Consumption Considerations

In this last part of the chapter, the power consumption of the sensor is
considered. The sensor concept is designed to be a low power design.
Accordingly, low power electronic parts were best possibly chosen. First,
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an ultra low power microcontroller was selected as central processing unit.
Second, the signal generation (see Section 3.5) and both signal amplification
and conversion circuits (see Section 3.6) are designed, with the utilization
of low power components. Both circuit concepts have power management
ICs, which are able to shutdown the current consumption, controlled by the
microcontroller.
In Table 4.2 the measured power consumption of each major electronic
block is shown during sensing operation. The microcontroller consumes
15.6 mA during full speed operation with 80 MHz clock frequency, whereby
several peripherals like SPI, timer and memories are enabled. In addition,
the signal amplification and conversion circuit (solution 2) dissipates 6.2
mA. The principal consumer is the signal generation block, including the
PA light source with 81.3 mA, whereby 46.9 mA are dissipated by the
LED. Consequently, the sensor dissipates 103.1 mA during full operation.
The signal generation and signal amplification and conversion blocks, both
together, consume during shutdown mode 400 µA.

Electronic Component Comment
Measured

Consumption
(in mA)

Microcontroller
STM32L476, Nucleo board

CPU speed 80 MHz,
including peripherals

15.6

Signal generation Including LED consumption 81.3
Signal generation Without LED consumption 34.4

Signal amplification
and conversion Solution 2 6.2

Table 4.2.: Measurement of the power consumption of the different electronic sensor parts.

In Figure 4.18 the measured power consumption of the individual elec-
tronic blocks, including the LED, is visualized. Nearly half of the power is
consumed by the LED. The remaining part is dissipated by the electronic
components.

A closer look at the power consumption of each block is taken in Table 4.3.
The measured values are therefor compared to the estimated values from
datasheets (typical consumption) and calculations. The CPU itself running at

61



4. Results and Discussion

LED

Signal generation

Microcontroller

Signal amplification and conversion

45%

33%

15%

6%

Figure 4.18.: Measured power consumption distribution during sensing operation of the
individual electronic parts (including the LED).

80 MHz consumes 10.2 mA according to [45]. Additionally, several required
peripherals are included, like static random access memory (SRAM), SPI or
timers and dissipate 5.2 mA, which results in a total calculated consumption
of 15.4 mA.
The current drain of the signal generation block without LED was calculated
to 30.1 mA. Thereby, the majority is dissipated by the sampling part of the
circuit. This comprises the signal conditioning for the AFE, the reference
voltage circuit for the AFE and the AFE itself. A large part is consumed by
the signal generation sub-circuit, where both (for sine and cosine signals)
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8th order low-pass filter together dissipate 7.6 mA. The estimated value
deviates by about 4 mA compared to the measured consumption of the
circuit. This can on the one hand be referred to variations of the typical
power consumption values and on the other hand to minor not included
electronic parts.
The estimated power dissipation of the signal amplification and conversion
(solution 2) block is 6.1 mA. In this case, the vast amount is consumed by
the AFE with 5.1 mA.

Electronic
Component Sub Component

Measured
Consumption

(in mA)

Estimated
Consumption

(in mA)
Microcontroller 15.6 15.4

CPU @ 80 MHz - 10.2
Specific peripherals
SRAM, SPI, Timer,
BUS Matrix, AHB-,

APB bridge

- 5.2

Signal generation
without LED 34.4 30.1

Power Mgmt. - 0.8
Signal

Generation - 7.8

Sampling - 20.5
LED Driver - 1.0

Signal amplification
and conversion

Solution 2

6.2 6.1

Table 4.3.: Comparison of estimated and measured power consumption of the individual
electronic sensor blocks.

Considering the total power consumption, improvements in case of power
reductions are possible. Mainly the signal generation block and the micro-
controller consumption can be diminished. It needs to be investigated, which
of the enabled peripherals are required. In addition, the clocking scheme
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of the controller requires investigations, since the power dissipation can be
reduced by lowering the clock of specific domains. The main dissipation is
consumed by the signal generation circuit. Enhancements can principally
be made within the signal conditioning of the AFE and by replacing the
low-pass filters of the signal generation part.
Finally, the power dissipation of the utilized SX1272 LoRa transceiver was
measured during both modes (transmit, receive) of operation. The mea-
sured values, compared to the estimated values determined from the SX1272

datasheet (see [46]) and by the usage of the LoRa modem calculator tool
(description can be found in [47]) are represented in Table 4.4. In addition,
the transmission power was set to 14 dBm. The measured power dissipation
comprises the full LoRa Nucleo shield (see schematic [38]) including an-
tenna RF switch and ultra high speed (UHS) inverter. As expected, does the
transmitter mode consume more power compared to the receiver mode. The
measured transmitter dissipation fits to the estimated power consumption.
However, a strong deviation from the estimated receiver consumption can
be determined. Most likely, this can be referred to the on-board RF switch
and UHS inverter.

LoRa mode
Measured

Consumption
(in mA)

Estimated
Consumption

(in mA)
Transmit (14 dBm) 42.0 44.0

Receive 27.0 10.8

Table 4.4.: Comparison of measured and expected LoRa (SX1272, Nucleo shield) power
consumption, according to the SX1272 datasheet.
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In this work the design of a low-power, photoacoustic based nitrogen diox-
ide sensor, with wireless sensor capability was presented. Subsequently to
the introduction, the theoretical basis of the sensor design was provided (cf.
chapter 2). First, the commonly utilized low cost sensor technologies (MOS
and EC) were introduced. They protrude by their low production costs,
small size and the low detection limits, but suffer from cross sensitivity,
long term drift and dependency on environmental conditions. Next, the
foundation to PAS was provided. This comprised a short description of
the photoacoustic effect followed by a theoretical primer on PA cell design.
The theoretical introduction further included the detection of NO2 and
influences of other gases, the acoustic detection of the resulting pressure
wave and finally the necessary signal processing fundamentals.
In the ensuing methodology chapter (3) the sensor design was presented.
Initially, an overview of the system design was given, which was concluded
by the description of the individual parts of the sensor. This comprised
first the optical components for the collimation of the LED beam and the
selection of the microphone, respectively the design of the differential PA
cell. Thereafter the electronic parts of the sensor were presented, including
signal generation and the amplification and conversion circuits. The final
part of the methodology chapter described the software implementation of
the LIA, the overall software structure and the utilization of LoRa.
Finally evaluation results of the sensor were discussed (cf. chapter 4). Issues
within the phase calibration of the channels, hampered the differential mode
of the sensor. This was owed to manufacturing differences of the utilized
microphones and the subsequent issues within the background noise can-
cellation. Nevertheless, by using the single PAS mode of the sensor, a linear
sensor response and a LOD down to 101 ppb could be achieved. In the
concluding part of the results, the power consumption of the sensor was
discussed, whereby approximately 50 percent of the power is dissipated by
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the LED light source.
Overall can be said, that the expected results have been achieved, especially
in case of sensor response and limit of detection. Although, to transfer the
sensor prototype into a fully functional device, various evaluations and
enhancements are still necessary, which can be addressed in future work.
First, statistical evaluations are required to properly verify the sensor re-
sponse. Of particular importance are field measurements. Often sensors
achieve good results within laboratory measurements, but show badly dete-
riorated behavior due to the influence of changing environmental conditions
or cross influences in field evaluations (cf. [7, 48, 49]). In addition, a concur-
rent measurement with a reference equipment is of particular importance,
to confirm the research outcome.
To further develop the sensor, several improvements can be considered.
The photoacoustic cell can be reduced by up to a factor of four. This will
decrease on the one hand the sensor size and on the other hand increase
the resonance frequency of the cell. Contemplating the currently utilized
electret microphones, frequencies up to 6 kHz can be handled. Moreover,
enhancements within the cell construction are feasible. The cell can either
be entirely printed, or milled out of a metal compound.
Another aspect for improvements are the electronic components. A single
PCB comprising all parts is achievable. Simplifications within the signal
generation part are feasible, whereby the used VCO and filter stages can be
replaced by a on-chip pulse width modulation (PWM). The reference sine
and cosine could be digitally calculated, according to the PWM. In addition,
power dissipation enhancement are practicable, as described in section 4.6.
In terms of current sensor functionality, the differential mode requires
proper evaluation. It has to be investigated, what the exact issues within
the phase calibration are. Additionally, an improvement of the LOD can be
expected, if the phase calibration can be rectified.
Finally, to monitor the short term limit (see Table 1.1) set by the WHO [2]
or the EU [23] of 21 ppb, a LED with higher optical output power can be
utilized.
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[13] Michael Köhring et al. “LED-Absorption-QEPAS Sensor for Biogas
Plants.” In: sensors 15 (5 2015). doi: 10.3390/s150512092 (cit. on pp. 6,
11).

[14] T. Kuusela et al. “Photoacoustic gas detection using a cantilever mi-
crophone and III–V mid-IR LEDs.” In: Vibrational Spectroscopy 51 (2
2009). doi: 10.1016/j.vibspec.2009.08.001 (cit. on pp. 6, 12).

[15] Jaakko Saarela et al. “Phase-sensitive method for background-compensated
photoacoustic detection of NO2 using high-power LEDs.” In: Optics
Express 19 (S4 2011). doi: 10.1364/OE.19.00A725 (cit. on p. 6).

[16] Mikael Lassen et al. “Photoacoustic spectroscopy of NO2 using a
mid-infrared pulsed optical parametric oscillator as light source.” In:
(2017) (cit. on p. 6).

[17] Christoph Haisch. “Photoacoustic spectroscopy for analytical mea-
surements.” In: Measurement Science and Technology 23 (1 2012). doi:
10.1088/0957-0233/23/1/012001 (cit. on pp. 6, 7).

[18] Adrás Miklós, Peter Hess, and Zoltán Bozóki. “Application of acoustic
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Low-Power Wide-Area technologies as
building block for smart sensors in air
quality measurements
M. Knoll, P. Breitegger, A. Bergmann

At present, air pollution monitoring is carried out at low spatial resolution due to high costs, coming along with high accurate
measurement equipment. Therefore, to expand the air pollution measurement density, data is fed into dispersion models, which only
provide approximate results. To overcome this issue, a much denser sensor network is required, which is directly able to monitor air
pollution values.

With the emerging technologies in the Wireless Sensor Network (WSN) area, extensive analysis of air pollution can be achieved.
Especially Low-Power Wide-Area Networks (LPWAN) such as LoRa, Sigfox or NB-IoT enable smart sensing of wide areas with low
power consumption.

After introducing why air pollution measurements are indispensable and which pollutants are measured, it is discussed how LPWAN
enable dense spatial resolution. Subsequently, the LPWAN technologies LoRa, Sigfox or NB-IoT are introduced and compared. This is
followed by distance measurements and a path loss evaluation in the urban area of Graz using LoRa, where we reached communication
distances of up to 1.740 m.

Keywords: air pollution measurement; smart sensor; LPWAN; WSN; LoRa

Sensornetzwerk-Technologien als Grundlage für smarte Sensoren bei Messungen der Luftverschmutzung.

Derzeit werden Luftgütemessungen mit Hilfe von teuren, sehr genauen Messgeräten mit nur niedriger räumlicher Auflösung durch-
geführt. Um die Dichte der Messwerte zu erweitern, werden Ausbreitungsmodelle verwendet, welche aber nur Resultate mit großer
Schwankungsbreite liefern. Um dieses Problem zu lösen, wird ein dichteres Sensor-Netzwerk benötigt, welches direkt in der Lage ist,
die Luftverschmutzung zu messen.

Mit den aufkommenden Technologien im Bereich der kabellosen Sensor-Netzwerke (engl. Wireless Sensor Network) werden groß-
flächige Analysen der Luftverschmutzung ermöglicht. Speziell Sensornetzwerk-Technologien mit geringem Stromverbrauch (engl. Low
Power Wide Area Network, LPWAN), wie zum Beispiel LoRa, Sigfox oder NB-IoT, ermöglichen eine hohe räumliche Auflösung der
Sensorik.

In dieser Arbeit wird zuerst beschrieben, warum Luftgütemessungen unverzichtbar sind und welche Luftbestandteile in der Pra-
xis gemessen werden. Anschließend wird diskutiert, wie LPWAN-Technologien hohe räumliche Auflösung ermöglichen. Weiteres
werden die LPWAN-Technologien LoRa, Sigfox und NB-IoT kurz beschrieben und miteinander verglichen. Danach werden Distanz-
messungen mit der LoRa-Technologie in Graz vorgestellt, bei denen Kommunikationsreichweiten bis zu 1.740 m erreicht wur-
den.

Schlüsselwörter: Luftgütemessungen; smarte Sensoren; LPWAN; WSN; LoRa
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1. Introduction
Air pollution is adversely affecting our environment and is known
to be a huge health risk when specific limits are exceeded (cf.
[1]). Pollutants are emitted from different sources, including hu-
man related (anthropogenic) and natural sources. Anthropogenic
sources are mainly fuel combustion, transport, domestic heat-
ing, industry and agriculture. Currently, in the EU, twelve pol-
lutants are measured in urban areas. Of utmost importance are
the mass concentration of particulate matter (PM), of diameter
smaller than 2.5 µm (PM2.5) and smaller than 10 µm (PM10)
and the gases ozone (O3), nitrogen dioxide (NO2), sulfur dioxide
(SO2) and carbon monoxide (CO), since the permitted exceedances
each year are enforced by the EU Directive 2008/50/EU [2]. The
corresponding short term and long term limits are given in Ta-
ble 1.

1.1 Current status of air pollution monitoring
Currently, air pollution monitoring is done at coarse spatial resolu-
tion. This is mainly because of the high costs which come along with
high accurate measurement equipment and missing network tech-
nologies. In Graz and Vienna, the two biggest cities in Austria, air
pollution monitoring is done with 7 and 17 measurement stations,
respectively. In Vienna for example, only one measurement station
per 100.000 inhabitants exists. Additionally, in many stations, not all
types of pollutants are measured. Therefore, to enable air pollution
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Table 1. Air pollution limits of the most common measured pollutants specified by the EU Ambient Air Quality Directives

Pollutant Short term limit Long term limit

PM10 50 µg/m3 (1 day) 40 µg/m3 (calendar year)
Should not be exceeded on more than 35 days/year

PM2.5 25 µg/m3 (calendar year)

O3 180 µg/m3 (1 hour)
120 µg/m3 (daily 8 hour mean)
Should not be exceeded on more than 25 days per year
averaged over 3 years

NO2 200 µg/m3 (1 hour) 40 µg/m3 (calendar year)
Should not be exceeded on more than 18 hours/year

SO2 350 µg/m3 (1 hour)
Should not be exceeded on more than 24 hours/year
125 µg/m3 (1 day)

CO 10 mg/m3 (daily 8 hour mean)

measurements at much denser spatial resolution, a different con-
cept is required. Different concepts exist for enhancing resolution,
which includes WSN – in specific LPWAN. These technologies enable
high resolution sensor meshes, but also bring along disadvantages,
in particular the utilization of cheap sensors with unacceptable large
measurement uncertainties. The focus of this paper will be laid on
network technologies. An extensive discussion on low-cost air pol-
lution sensors can be found in [3].

1.2 What Wireless Sensor Networks (WSN) can provide
Several projects and publications exist where WSN have been used
to enhance spatial resolution in air pollution monitoring. In Zurich,
Hasenfratz et al. [4] created a mobile sensor network by mount-
ing sensors on trams and busses. Data collection was implemented
using the GSM network. Additionally, ozone sensors have been
mounted on bicycles. Using this approach it was possible to cover
an area of about 100 km2. The CITI-SENSE project (2012–2016)
[5] deployed fixed, mobile and personal nodes in eight cities in Eu-
rope. Different sensor principles and solutions for fixed and mobile
nodes have been compared. Sensors showed good results in lab-
oratory measurements, but much degraded performance in field
tests, where differences in humidity and temperature had strong
impacts on the measurement results. They suggested that proper
sensor technology development is the requirement for spatial dense
sensor networks.

In the USA, the Community Air Sensor Network (CAIRSENSE)
project [6] monitored air pollution in a 2 km2 area, using fixed sta-
tions and four wireless sensor nodes, which have been supplied by
solar power and partly by AC power. Xbee radios have been used for
communication, which facilitated a maximum communication range
of 500 m in a suburban area. Two nodes with a distance of about
1.5 km from the base station were unable to report data via wire-
less communication, as messages were not received. Furthermore,
strong sensor dependency on humidity and temperature has been
reported with most sensors providing unreliable results. Among oth-
ers, these projects show possibilities of enhancing the spatial density,
whereas still problems exist in bringing together spatial density with
accurate sensor resolution.

2. Low Power Wide Area Network (LPWAN) technologies
In the last years several LPWAN technologies like Sigfox, NB-IoT or

LoRa have emerged. In contrast to classical WSN technologies such
as ZigBee, WLAN or Bluetooth, LPWAN feature wide communica-

tion range and low power consumption, which come along with
low data rates. Therefore, they cannot be used for video or audio

data streaming, but are perfect fits for sensing applications, which
do not need to transmit big amounts of data. The low power con-

sumption enables battery powered device operations of up to sev-

eral years. Further, the number of base stations and cost of WSN can
be reduced. In the following, three major LPWAN technologies are

described.

2.1 LoRa
LoRa, which stands for “long range” is a chirp spread spectrum
(CSS) modulation technology [7] from Semtech Corporation. It fea-

tures on the one hand the modulation scheme and on the other
hand a media access control (MAC) protocol called LoRaWAN, which

is promoted by the LoRa Alliance™. LoRa operates in the Industrial,

Scientific and Medical (ISM) bands of 433-, 868- or 915-MHz de-
pending on the region where it is used. Depending on the used

transceiver, it is able to provide a constant RF output power of
20 dBm and data rates of up to 37.5 kbps, with the latter strongly

dependent on the chosen parameters. Among others, these param-

eters are spreading factor (SF), bandwidth (BW) and code rate (CR).
They influence data rate, communication distance and its robustness

to interference. A higher spreading factor and a lower bandwidth
result in higher sensitivity, but in lower data rates. The maximum

sensitivity of end nodes is −146 dBm. Several publications [8–10]
tested parameter settings and the resulting effects on reliability and

communication distance. For instance, Augustin et al. [8] reached

communication distances of up to 3.400 m in a suburban area in
Paris.

As mentioned before, LoRaWAN is the MAC protocol developed
by the LoRa Alliance™. The specification defines three different types

of end devices, which are listed in the following. The power con-
sumption increases from class A to class C.
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Table 2. Comparison of LPWAN technologies

Attributes/Technology LoRa (SX1276)1 Sigfox (S2-LPQRE)2 NB-IoT (SARA-N2)2

Frequency Unlicensed ISM bands
(433-, 868-, 915-MHz)

Unlicensed ISM bands
(868 MHz, 902–920 MHz)

Licensed LTE frequency
(700-, 800, -900 . . . MHz)

Range Up to several km, depending
on parameters

Up to several km Up to several km

RX sensitivity −148 dBm −130 dBm −135 dBm
Data rate 37.5 kbps 600 bps DL: 27.2 kbps/UL: 62.5 kbps
Maximum payload 255 bytes 12 bytes 1600 bytes
Power consumption TX: 29 mA (13 dBm)

RX: 12 mA
TX: 20.6 mA (14 dBm)
RX: 8.6 mA

TX: 100 mA (13 dBm)
RX: 46 mA

Price per transceiver
(1000 pcs)

∼3,66€ ∼1,26€ ∼10€ (for first available transceiver)

Network Topology Star topology, end devices do
not have specific gateway

Star topology, end devices do
not have specific gateway

Cellular network, end devices have
specific gateway

• Class A: Uplink (from end node to the gateway/server) messages
can be sent any time. Downlink windows are defined after uplink
message.

• Class B: Extension of Class A with additional scheduled windows
for downlink messages.

• Class C: End nodes listen always except when transmitting.

Additionally, LoRaWAN features a security stack using the Ad-
vanced Encryption Standard (AES) for secure communication and
message authentication. LoRa networks can be custom built with-
out paying substantial network fees, but the technology is protected
and only the company Semtech is manufacturing LoRa ICs and dis-
tributing licenses.

2.2 Sigfox
Sigfox is an Ultra-Narrow Band (UNB) technology with binary phase
shift keying (BPSK), developed by a company with the same name. In
Europe, Sigfox uses the 868 MHz ISM band, while in the rest of the
world the band in between 902–920 MHz. Transmission power and
power consumption are similar to LoRa, with a maximum RF out-
put of 14 dBm. The maximum data rate is specified with 600 bps,
which is sufficient for most sensor applications. The network struc-
ture of Sigfox and LoRa is the same, whereby end nodes are not
bound to specific gateways. Therefore, several gateways are able to
receive and forward the messages, with a server or backend soft-
ware responsible for filtering equal messages forwarded by multiple
gateways. This approach extends the reliability of the network. The
business model differs from that of the LoRa Alliance™, in which
the transceiver technology is provided to silicon manufacturers. In
contrast to LoRa, the network and software is sold as a service with
maximum number of messages per node and day dependent on
subscription level. Both uplink and downlink messages are possi-
ble, whereby downlink slots for end devices specified directly after
sending message to the gateway. Currently Sigfox is covering 45
countries and an area of 3.8 million km2 with their network.

2.3 Narrow Band-Internet of Things (NB-IoT)
Narrow-Band Internet of Things (NB-IoT) has been developed by
the 3rd Generation Partnership Project (3GPP). In contradiction to
LoRa and Sigfox it is deployed in authorized spectrum and is em-
ploying existing cellular (mobile) networks, which are up to now,

1Used transceiver for comparison.

used for human-oriented communication. The required bandwidth
is 200 kHz and current GSM bands, guard bands of the LTE carrier or
unused blocks in the LTE band are frequencies at which NB-IoT could
be deployed. Uplink and downlink communication use different fre-
quencies, whereas data rates are limited for uplink to 20 kbps and
for downlink to 200 kbps. NB-IoT reuses and enhances the LTE pro-
tocol, while reducing the functionalities to a minimum for IoT usage.
The first NB-IoT transceiver (SARA-N2) which is on the market fea-
tures a maximum output power of 23 dBm and input sensitivity of
−135 dBm, requiring for this setting 220 mA for transmission. Lau-
ridsen et al. [11] compared the coverage of GPRS, NB-IoT, LoRa and
Sigfox in a 7.800 km2 area in Denmark, using radio coverage simula-
tions, resulting in the best outcome for Sigfox and NB-IoT, especially
for indoor connectivity. Apart from these simulations, real distance
measurements using Sigfox or NB-IoT are not published until now.

2.4 Comparison
In Table 2, LoRa, Sigfox and NB-IoT are compared with the respect
to different factors. LoRa and Sigfox are deployed in license free
bands in contrary to NB-IoT, which is using licensed LTE frequency
bands. Communication range cannot be directly specified, as it is
very dependent on the environment. However, it is expected that
all three technologies are capable of reaching several kilometers, at
least in suburban areas. The maximum data rate of Sigfox (600 bps)
lags behind the other two competitors, whereas the bit rate of LoRa
depends on the selected PHY settings. Comparing similar output
power, the SARA-N2 NB-IoT transceiver [12] requires 100 mA for
13 dBm TX power and 46 mA for RX. This is in case of transmission
and listening up to five times the required power consumption of
LoRa and Sigfox. Sigfox and LoRa are using star network topologies
with nodes not directly linked to a specific gateway in contrast to
NB-IoT. Mekki et al. [13] compared LPWAN technologies on differ-
ent factors like range, battery lifetime, scalability or payload length,
which showed the similarities between LoRa and Sigfox in contrary
to NB-IoT.

One main limitation of LoRa and Sigfox provides the ERC Rec-
ommendation 70-03 [14] which limits the duty cycling to 1 percent
(exception is one band with 10 percent) and the maximum output
to 14 dBm (exception is one band with 27 dBm) in the unlicensed
ISM bands.

3. Experimental evaluations using LoRa
The following chapter presents distance measurements using LoRa.
Afterwards, the path loss is compared to a theoretical model. Finally
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Fig. 1. Results of distance measurements for the different sensor
node positions. The top plot shows the distance of the different
nodes from the sink. In the second plot the packet delivery ratio
from each position can be seen. In the bottom figure the averaged
RSSI values from all positions are shown

the potential of the three investigated LPWAN technologies for air
pollution monitoring is discussed.

The measurements were carried out in the city of Graz. For these
measurements an STM32 Nucleo board with an expansion board,
featuring a LoRa SX1272 transceiver, was utilized. The transceiver
was used for sending (node) and receiving (sink) messages. The
transceiver features a sensitivity of down to −137 dBm. Transmis-
sion power was set to a maximum of 14 dBm, which results in a
maximum link budget of 157 dB, including the onboard power am-
plifier (PA) and the attached antenna (transmission power in total
20 dBm). In order to reach the maximum range, the LoRa parame-
ters were set accordingly (SF = 12, BW = 125 kHz, CR = 4/8). The
payload of each message contained 16 bytes including a message
counter for verification. Furthermore was the transmission interval
set to 4 seconds and at least 200 messages were sent per node and
position. During the measurement cycle the ambient temperature
was about 25 °C. In Fig. 2 the sink position, sensor node positions
(1–9) and distances between these positions are shown. While the
distance measurements were mainly performed in south-east dis-
tricts of Graz, position 6 was located in the center of Graz. The sink
was positioned on the third floor outside the window at the univer-
sity campus Inffeldgasse. Further were the sensor nodes placed in a
typical air pollution sensor height of 1 m.

3.1 Measurement results
The measured results are shown in Fig. 1. It was possible to re-
ceive messages from all positions. As expected, the packet deliv-
ery ratio (PDR), in which only messages without any payload error
were counted, is strongly depended on the communication distance.
A PDR of more than 95 percent could be achieved from four posi-
tions (1, 4, 7, 8), with distances between 710 m and 1.380 m, while
the worst PDR were measured at positions 3 and 6, with 15 and
16 percent respectively. At position 5, having a distance of 1.740 m
from the sink, 43 percent of the messages could be properly re-

Fig. 2. Map of the distance measurement showing sink, node posi-
tions (1–9) and the distance between them

ceived. Generally speaking, the PDR correlates with the node dis-
tances, but dependency on topography and the number of buildings
in between cannot be neglected.

Furthermore, the averaged RSSI values are shown in the bottom
plot of Fig. 1. It becomes apparent, that the RSSI values at posi-
tion 1 and 8 are significantly higher than from other positions. That
can be explained by the descending terrain, which was leading to a
close to line of sight (LOS) positioning. In addition to that, results a
higher RSSI magnitude in a weaker signal, which indicates a higher
distance. This increasing distance was leading to more packets with
wrongly delivered payload.

Comparing these results to the measurements from Augustin et
al. [8], only smaller distances in a more urban area have been mea-
sured. Furthermore, it has to be mentioned, that by using a more
sensitive receiver like the SX1276, or a custom gateway as message
sink, better results can be achieved. The reliability of the communi-
cation link can additionally be extended, by resending lost messages.

3.2 Comparison with Okumura–Hata path loss model
In this section the measured path loss is compared to the Okumura–
Hata Model [15]. This relatively simple model evaluates the path loss
for a certain distance between base station and a mobile sensor
node. It can be seen as an extension of the free space model. The
path loss in dB is thereby given as:

PL = A + B · log10(d) + C

Whereby factors A, B are depending on the frequency and the
antenna height (of the base station and the mobile node). The dis-
tance between the base station and mobile node is specified by d in
km. Factors A and B are given using the following formulas:

A = 69.55 + 26.16 · log10
(
fc

) − 13.82 · log10
(
hb

) − a(hm)
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Fig. 3. Okumura–Hata Model for path loss for small and medium
sized cities. The red shaded area depicts the distances which are ex-
ceeding the total link budget of the used LoRa transceiver

B = 44.9 − 6.55 · log10(hb)

With fc represents the used frequency, hb is the base station
height and hm the height of the mobile node.

Factors C and a(hm) are additionally depending on the deployed
environment. For small and medium sized cities they can be calcu-
lated as followed:

a
(
hm

) = (
1.1 · log10

(
fc

) − 0.7
) · hm − (

1.56 · log10(fc) − 0.8
)

C = 0

As a result, the evaluated model for distances up to 5.000 m
is depicted in Fig. 3. The red shaded area represents the commu-
nication range between base station and mobile nodes, which is
not usable due to insufficient link budget in case of the used LoRa
SX1272 transceiver. This would result in a maximum communica-
tion distance of about 4000 m in small and medium sized cities.
Figure 4 shows the model compared to the measured path loss. The
measured path loss scatters due to the terrain and the obstacles in
between. This cannot be represented by the simple Okumura–Hata
Model, which does not include terrain profile or dominant obsta-
cles. However it can be seen, that the measured path loss values
at positions 1, 7 and 8 are well modeled by the Okumura–Hata
Model. This is due to the descending area between sink and sen-
sor position, which makes the path loss depending on the distance
only. On the other hand, the modeling quality of all other posi-
tions is worse. Especially sensor position 3 shows the impact of
dominant obstacles. It is directly placed behind the main building
of the technical university, resulting in a weak communication link
and the highest path loss. It can be concluded, that the Okumura–
Hata Model is a rough indicator for the communication distance and
the density of required base stations. Furthermore needs to be men-
tioned, that other models exist, which adjust to the area of interest
(cf. [16]).

3.3 Potential utilization for air pollution monitoring
Benefits of WSNs for low cost air pollution monitoring have already
been discussed in Sect. 1.2. The main limiting factors of LPWAN
technologies are packet size, data rate and the limitation of max-
imum transmissions per hour and day. As described in the pre-
vious section, the duty cycle and therefore the transmissions per

Fig. 4. Comparison of the Okumura–Hata Model for path loss and the
measured path loss. Discussed measurement points are labeled

day for the ISM bands, used by Sigfox and LoRa, are limited by
the EU. Sigfox additionally confines the number of transmissions
by a fee-dependent subscription level. Whether these restrictions
are constraining a possible deployment of LPWAN depends on the
chosen sensor principle and the data evaluation mechanism. As a
consequence, the following factors affect the required data trans-
fer:

• Legislative and technological restrictions are limiting the minimum
period at which the measured data can be provided.

• Depending on the sensor principle and the ambient conditions,
a frequent remote sensor calibration could be necessary, which
increases the required data rate.

• The data processing and evaluation can either be done at the
node or at a central processing station, where the latter would
significantly increase the transmissions per day.

• Additionally to the pollutant sensor data, date, timestamp and
position could also be transmitted.

• If nodes are equipped with additional environmental sensors, such
as temperature, humidity or other pollutants, the data rate is in-
creasing.

• The link quality affects the number of transmission as lost or
wrongly received packets might be resent.

As the discussion shows, plenty of factors affect the data transfer
requirements, which is also shown by Clements et al. [17]. If the
principal data evaluation can be done locally, data rate limitations
should not confine the utilization of LoRa or NB-IoT. However, the
previously discussed restrictions of Sigfox might limit multi-sensor
platforms.

Furthermore, additional logic is required at the backend of the
network for filtering redundant packets or request wrongly or lost
packets. Finally, the evaluation and presentation of the received in-
formation should not be underestimated with a vast amount of data
to be expected.

4. Conclusion and outlook
Overall, it can be concluded that LPWAN technologies offer promis-
ing prospects of enabling dense sensor meshes. LoRa and Sigfox
bring along the required attributes including long range and small
power consumption. NB-IoT is the latest technology emerging in
this area and future research will show how well the technology will
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perform. Additionally, NB-loT is strongly driven by the mobile com-
munication business, which can be an advantage compared to the
other two technologies.

As mentioned in this paper a dense sensor mesh does reduce the
spatial resolution, but proper sensor technology has to be used for
monitoring air pollution. Otherwise the vast amount of data is re-
dundant when specific limits cannot be reached.

Using LoRa, Graz could be covered using four to six gateways,
where possibly hundreds to thousands of sensors are delivering mea-
surement results. Still, a lot of work needs to be done, to bring sen-
sor technologies and network capability together and form proper
solutions. Next steps include the development of sensors for the cri-
teria pollutants (NO2, PM and Ozone), which are a.) miniaturizable,
b.) energy efficient and c.) accurate enough to create useful infor-
mation.
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