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Abstract
The electrical, optical and mechanical properties of materials are often determined by
the defects those materials contain. Small changes in the defect concentration, or the
introduction of of a new kind of defect can cause large changes in the material properties,
even though, in many cases the concentration of these defects is very low.

The implantation of high energy protons is a technique mostly relevant for power devices,
where it is used to produce the field stop region. In this process, hydrogen is introduced
into the material and simultaneously vacancies and silicon self-interstitials are generated
due to the interaction of the high energy protons with the silicon lattice. These three
defects are mobile already at moderate temperatures and undergo reactions with each
other. Furthermore, reactions with different impurities such as carbon, oxygen, boron and
phosphorus take place. Considering defect complexes consisting of several different point
defects, hundreds of different combinations are possible. Some of these defect complexes
are electrically active and lead to an increase of the electron concentration in the implanted
region. Here the change of the electron concentration depends on many parameters, such
as the implantation energy, the implanted proton dose and also on the temperature and
duration of a subsequent anneal.
Directly measuring the concentrations of the relevant defects in these devices is often

impossible. So in this thesis simulations are combined with experiments to infer the
concentration of the defects. The simulations describe the generation, diffusion, and
reaction of the defects. The information needed to perform accurate simulations is
incomplete and the computation time needed is very long. For this reason, some simplifying
assumptions about the diffusion and reactions have to be made.
Nevertheless, some conclusions can be reached. The charge carrier profiles calculated

from the simulated concentration profiles of electrically active defects are in good qualitative
agreement with doping profiles measured using spreading resistance profiling. Furthermore,
a new model describing the change of the electrical properties of the material caused by
proton implantation is deduced from these results. It is shown that the observed changes
can be explained by the generation and deactivation of the double acceptor V2 and the
double donor CiOI.
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Kurzfassung
Die elektrischen, optischen und mechanischen Eigenschaften von Materialien werden oft
durch die Defekte bestimmt, welche sie beinhalten. Geringe Veränderungen der Defektkon-
zentrationen, oder das Hinzufügen neuer Defekte, können starke Auswirkungen auf die
Materialeigenschaften haben. Oft ist die Konzentration solcher Defekte sehr gering.
Die Implantation von hochenergetischen Protonen ist vor allem für die Herstelung

von Leistungshalbleitern relevant, wo sie zur Erzeugung der Felstopp-Region verwendet
wird. In diesem Verfahren wird Wasserstoff in den Kristall eingebracht. Zur gleichen Zeit,
werden durch die Wechselwirkung der hoch-energetischen Teilchen mit dem Kristallgitter,
Leerstellen und Zwischengitteratome erzeugt. Diese drei Defekte sind schon bei geringen
Temperaturen beweglich und gehen chemische Reaktionen miteinander ein. Außerdem
reagieren diese Defekte mit weiteren Verunreinigungen, wie Kohlenstoff, Sauerstoff, Bor
oder Phosphor. Zieht man hierbei entstehende Defektkomplexe in Betracht, welche aus
mehreren Punktdefekten bestehen, sind hunderte verschiedene Kombinationen möglich.
Manche dieser Komplexe sind elektrisch aktiv und führen zu einer Erhöhung der Konzentra-
tion von Leitungselektronen im implantierten Bereich. Die hier beobachtete Veränderung
der Elektronenkonzentration hängt von mehreren Parametern ab. Neben der Implanta-
tionsenergie und der Dosis spielen hier auch die Temperatur und die Dauer des, auf die
Implantation folgenden, Ausheilschrittes eine wichtige Rolle.

Eine direkte Messung der Konzentrationen der relevanten Defekte ist meist nicht möglich.
Aus diesem Grund wurden in dieser Arbeit Experimente mit Simulationen kombiniert
um die Konzentrationen dieser Defekte abzuleiten. Diese Simulationen beschreiben die
Erzeugung, Diffusion und Reaktionen der Defekte. Die für die Durchführung genauer
Simulationen notwendigen Informationen sind jedoch unvollständig und lange Rechenzeiten
werden benötigt, weshalb einige vereinfachende Annahmen im Bezug auf die Diffusion und
Reaktionen gemacht werden müssen.
Nichtsdestotrotz können aus den Simulationsergebnissen Schlussfolgerungen getroffen

werden. Die aus den simulierten Konzentrationen elektrisch aktiver Defekte berechneten
Ladungsträgerprofile zeigen eine gute qualitative Übereinstimmung mit mittels Ausbrei-
tungswiderstandsmessungen bestimmten Dotierprofilen. Von diesen Resultaten konnte des
Weiteren, ein neues Modell, welches die durch Protonenimplantation verursachte Ände-
rung der elektrischen Eigenschaften des Materials beschreibt, abgeleitet werden. Es wird
gezeigt, dass die beobachteten Veränderungen durch die Erzeugung und Deaktivierung des
Doppel-Akzeptors V2 und des Doppel-Donators CiOI erklärt werden können.
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1 Introduction

Many properties of materials, are determined by the defects they contain. Steel for example
is hardened by the incorporation of defects, plastics are softened by certain additives. In
semiconductor industry impurities are introduced to change the electrical properties of
the material.
Often, very low concentrations of defects have a significant impact on the change of

certain properties of the material. One phosphorus atom per a billion silicon atoms reduces
the resistivity of the material by four orders of magnitude compared to a perfect silicon
crystal. The urge of constantly developing more efficient and faster semiconductor devices
requires narrowing the specifications of the properties of the used materials. Here, the
problem is that apart from being introduced on purpose, impurities are also brought
into the material unintentionally during the various steps in the production cycle of a
semiconductor device. Often the introduced impurities are changed during the process
steps and form defect complexes. To still be able to stay within the desired specifications
in a reproducible way, the formation of defect complexes and their impact on the material
properties have to be studied intensively.
Ion implantation is a process, where an impurity is purposely introduced into the

material by accelerating ionized atoms or molecules and shooting them into the silicon
crystal. A byproduct of this process is the generation of intrinsic defects (vacancies and
self-interstitials) by knocking silicon atoms off their initial lattice positions. The intrinsic
point defects are very mobile and tend to react with other defects forming defect complexes.

The implantation of protons into a silicon crystal leads to the formation of several kinds
of defect complexes which are useful in semiconductor device engineering. If low proton
doses are implanted, the formation of recombination centers is observed, which reduce
the lifetime of charge carriers. At intermediate implantation doses, defect complexes are
generated which act as electron donors and change the charge carrier concentration in the
material. The implantation of high proton doses leads to the formation of plate-like defect
complexes, used to cleave off a thin layer of a silicon wafer in the so-called “Smart-Cut”
process.
The implantation process is always accompanied by a subsequent heat treatment in

which the final defect complexes, which change the material properties to the desired
specifications are formed. To find out the best conditions under which the implantation
process and the subsequent anneal are conducted usually demands complex and extensive
empirical studies.
Despite decades of research on the defects and defect complexes formed by the proton

implantation process, it is still not clear which exact defects are responsible for the observed
changes in the material. There are many candidates, as a large number of different defect
complexes is formed when silicon is irradiated with protons. In this process, hydrogen
is introduced into the material and vacancies and self-interstitials are generated. Those
point-defects are mobile at the usual temperatures used during the implantation process
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and during the subsequent anneal. Once two defects come close to each other, they react,
forming defect complexes. The mobile defects do not only react among each other but
they also interact with other impurities in the material. Among these defects, the most
important ones are oxygen and carbon, which are unintentionally introduced during the
crystal growth. Other impurities undergoing reactions are dopants such as boron, and
phosphorus. Also nitrogen and different transition metals such as iron can form complexes
with the mobile defects.

Considering defect complexes which can consist of ten point-defects and more, a large
number of different combinations is theoretically possible. Even though not all of these
defect complexes are stable, the number of different defects which are generated in the
proton implantation process is suspected to be very high, as lots of different studies on
this topic agree about.
It is impossible, though, to experimentally access all these defects at once in a single

measurement. Most measurements used in semiconductor industry are sensitive to a certain
part of these defects. Electron paramagnetic resonance (EPR) is used to measure the
overall concentrations of paramagnetic defects in the material, while deep level transient
spectroscopy (DLTS) detects electrically active defects which show transitions of their
ionization state at energies close to the center of the silicon band gap. The distribution
of the concentrations of different chemical elements can be accessed using secondary ion
mass spectrometry (SIMS) and the concentration of vacancy-complexes can be measured
by positron annihilation. Transmission electron microscopy (TEM) yields the distribution
of large defect complexes, but no information about their composition. Other methods
such as spreading resistance profiling (SRP) or capacitance-voltage (CV) measurements
yield the residual charge carrier concentration, resulting from the contributions of all
electrically active defects in the material. Furthermore, ab-initio calculations such as
density functional theory (DFT) are used to derive the stability of different configurations
of defects in the lattice and to determine the ratio of the concentration of their different
charge states.

To be able to further develop and improve semiconductor devices, a better understanding
of the defects those materials contain is crucial. One way to accomplish this, is through
process simulations. Existing simulation tools of the proton implantation process, such as
“Stopping and Range of Ions in Matter” (SRIM), are based on Monte-Carlo approaches.
Such calculations only consider the interaction of the implanted ions with the crystal
lattice and do not include the diffusion of those defects and the reactions amongst them,
not to mention the reactions with other impurities in the material. Hence, in the course of
this project, a process simulation was developed which includes not only the generation
of defects during proton implantation, but also the diffusion of mobile defects, reactions
between defects and also dissociations of the formed defect complexes.
From the results of this simulation, qualitative deductions can be drawn in respect to

which defect complexes are formed under certain conditions and how their concentrations
influence the overall charge carrier concentration. Furthermore, calculations of the kinetics
of the formation of different defect complexes are presented which investigate the influence
of the Fermi energy and the doping concentration, on the temperature dependence of the
rate constants of those reactions.

2 Defect Complexes in Proton Implanted Silicon



2 Fundamentals

This chapter provides an overview of the fundamental concepts of semiconductor physics
and defects in semiconducting materials. Here, a special focus is set on defects and defect
complexes generated by the implantation of protons in silicon. Some parts of this chapter,
such as the sections on charge carrier recombination, junctions, raw-silicon production
and crystal systems can safely be skipped by an experienced researcher.

2.1 Introduction to Semiconductor Physics

In this section fundamental concepts of the physics of semiconducting devices are explained.
More detailed information about the topic can be found in references [1–4].

2.1.1 Crystal Lattice

A single crystalline solid material is characterized by a periodic arrangement of the atoms
it consists of. The smallest repeating pattern of this arrangement is the unit cell. The side
lengths of the unit cell along the crystal coordinates xc, yc and zc are the lattice constants
a1, a2 and a3. Crystals are classified by their inherent symmetry. In this classification a
crystal is associated with one of the seven crystal systems. Crystals of the same crystal
system can differ in their translational symmetry, which means the arrangement of lattice
points within the crystal structure. This leads to the 14 Bravais-lattices. Table 2.1 shows
an overview of the different crystal structures and Bravais-lattices including the ratios of
the lattice constants and the lattice angles αl, βl and γl. Taking into account that the
basis of a crystal lattice can consist of more than one atom, further symmetry operations
are possible and the crystal structures can be classified into 32 point groups and 230 space
groups. A more detailed description of symmetry operations, point and space groups can
be found in reference [5].

The crystal structure of silicon corresponds to the diamond structure and consists of a
diatomic basis which is repeated on a fcc crystal lattice with the side length aSi= 0.543 nm.
Due to sp3-hybridization of the outer electron shells each silicon forms four similar covalent
bonds to its neighboring atoms. The solid angle between two bonds is 109.5 ◦. Figure 2.1
shows the conventional unit cell of silicon. The eight atoms in the corners and the six
atoms at the center of the faces correspond to the fcc-structure of the atom based at [0,0,0].
The other four atoms correspond to the fcc-sub-lattice of the atom based at [aSi

4 ,aSi
4 ,aSi

4 ].
The conventional unit cell is not the smallest building block of a crystal. The primitive

unit cell, which contains only one lattice point (basis) of a crystal is called Wigner-Seitz
cell in real space, or first Brillouin zone in reciprocal, or momentum space. The first
Brillouin zone is important in the description of waves, such as electrons, traveling through
a crystal.
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Table 2.1: List of crystal systems and Bravais lattices

Crystal System Bravais Lattices Lattice Constants Lattice Angles
triclinic simple a1 6= a2 6= a3 αl 6= βl 6= γl
monoclinic simple, body-centered a1 6= a2 6= a3 αl = βl= 90 ◦ 6= γl
orthorhombic simple, body-centered,

base-centered, face-
centered

a1 6= a2 6= a3 αl= βl = γl =90 ◦

tetragonal simple, body-centered a1= a2 6= a3 αl = βl = γl = 90 ◦
rhombohedral centered a1 = a2 = a3 αl = βl =γl < 120 ◦, 6= 90 ◦
hexagonal simple a1= a2 6= a3 αl= βl = 90 ◦, γl= 120 ◦
cubic simple, body-centered,

face-centered
a1= a2 = a3 αl=βl = γl = 90 ◦

aSi

a
Si

aSi

[aSi
4

aSi
4

aSi
4 ]

[0 0 0]zc

ycxc

Figure 2.1: Conventional unit cell of fcc-silicon. Silicon atoms are colored in yellow,
bonds between silicon atoms are colored in blue. The crystallographic coordinates xc,
yc and zc are shown in the corner. The two atoms of the diatomic base are indicated.
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2.1.2 Band Structure and Density of States

Electrons can occupy certain states at certain energies E in an atom, which are determined
by the Schrödinger equation

−}
2me
∇2Ψ + VΨ = EΨ, (2.1)

where } = h
2π is Planck’s reduced constant, me is the electron mass, V is the potential

energy and Ψ is the wave function. In a crystal, electrons travel like waves and are
associated with a certain wavelength λ = 2π

|~k| . Here ~k is the electron wave-vector which
points in the direction the electron wave is traveling. When calculating the energy states
of electrons in a crystal the periodic potential of the crystal lattice has to be taken into
account. Here, Ψ has the form

Ψ = exp(i~kx)µk(x), (2.2)

where µk is this periodic part of the wave-function. The result of such a calculation
are energy states as a function of the electron wave-vector. The energy states merge
to continuous energy bands. There are bands of different excited states of the electron,
forming the band structure E(~k) of the crystal. To know the band structure of the whole
crystal, it is sufficient to calculate just the band structure in the first Brillouin zone.
The band structure of a crystal can be calculated using different methods, such as tight
binding [6], pseudo-potentials [7], or density functional theory (DFT) [8].

Figure 2.2 shows the band structure of silicon calculated using the localized atomic
orbital method (LAOM)[9]. There is a range of energies in the band structure of silicon,
where no energy states appear. This region, the energy gap, is bounded by the conduction
band at energies higher than the band gap and by the valence band at lower energies. The
energy at the maximum of the valence band is the valence band energy EV , the energy
at the minimum of the conduction band is the conduction band energy EC . The energy
difference between EC and EV is the band gap energy EG.

In an intrinsic semiconductor at 0K, all energy states in the valence band are occupied
with electrons while all energy states in the conduction band are empty. At elevated
temperatures electrons are excited into the conduction band. This generates empty states
in the valence band, which are referred to as holes and can be treated a quasi-particles.
Before we calculate the concentration of charge carriers, namely electrons n and holes p
we take a closer look on the conduction band and the valence band of silicon.

Counting all energy states at a certain energy in the band structure E(~k) yields the
density of states D(E). For a parabolic energy band D(E) is

D(E) = 2Nband√
π

( 1
kBT

) 3
2 √

E − E0, (2.3)

where Nband is the effective density of states in the band, E − E0 is the energy range of
the band and kB is the Boltzmann constant. Nband is calculated from the effective mass
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m∗ of the charge carrier in the band

Nband = 1√
2

(
m∗kBT
π}2

) 3
2
. (2.4)

The effective mass m∗ of a charge carrier reflects its apparent mass, relative to the electron
rest mass me when responding to an electric field. It can be calculated from the curvature
of the band structure

d2E(~k)
d~k2

= }2

m∗
. (2.5)

EG

EC

EV

Figure 2.2: Band structure E(~k) of silicon along different crystal directions in the first
Brillouin zone calculated using LAOM. High symmetry points are indicated. The band
gap EG and the conduction band and valence band energies EC and EV are highlighted.
Taken from reference [10] and modified.

The band structure of silicon displays more than just one conduction band minimum
and several valence band maxima. The minimum of the conduction band actually consists
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of six minima which can be approximated by the six paraboloids

EC100 = EG + }2

2m∗l

(
kx −

1.7π
aSi

)2
+ }2

2m∗t
ky

2 + }2

2m∗t
kz

2,

EC100 = EG + }2

2m∗l

(
kx + 1.7π

aSi

)2
+ }2

2m∗t
ky

2 + }2

2m∗t
kz

2,

EC010 = EG + }2

2m∗t
kx

2 + }2

2m∗l

(
ky −

1.7π
aSi

)2
+ }2

2m∗t
kz

2,

EC010 = EG + }2

2m∗t
kx

2 + }2

2m∗l

(
ky + 1.7π

aSi

)2
+ }2

2m∗t
kz

2,

EC001 = EG + }2

2m∗t
kx

2 + }2

2m∗t
ky

2 + }2

2m∗l

(
kz −

1.7π
aSi

)2
,

EC001 = EG + }2

2m∗t
kx

2 + }2

2m∗t
ky

2 + }2

2m∗l

(
kz + 1.7π

aSi

)2
.

(2.6)

The electron effective mass in the conduction band is anisotropic. m∗l is the longitudinal
electron effective mass and m∗t is the transverse electron effective mass.

The effective density of states at the bottom of the conduction band of silicon NC is the
sum over all six conduction electron (ce) energy minima

NC = 6√
2

(
3
√
m∗lm

∗
tm
∗
tkBT

π}2

) 3
2

= NC(300 K) ∗
(
T

300

) 3
2
. (2.7)

HereNC(300 K) is the effective density of states in the conduction band at 300K. Sometimes
in literature the effective mass m∗ed = 6 2

3 3
√
m∗lm

∗
tm
∗
t can be found which is the density

of states effective mass of electrons for the calculation of the density of states in the
conduction band.

The valence band of silicon is divided into three bands. While the energy maxima EV
of the light hole (lh) and heavy hole (hh) band fall on each other, there is a split-off (so)
band with its maximum ESO. Like electrons, holes are associated with an effective mass.
The effective masses of holes in the valence band are m∗lh for the light-hole-band, m∗hh for
the heavy-hole-band and m∗so for the split-off band. The effective density of states in the
valence band Nlh, Nhh, Nso are

Nlh = 1√
2

(
m∗lhkBT
π}2

) 3
2
,

Nhh = 1√
2

(
m∗hhkBT
π}2

) 3
2
,

Nso = 1√
2

(
m∗sokBT
π}2

) 3
2

= NSO(300 K) ∗
(
T

300

) 3
2
.

(2.8)

Here, NSO(300 K) is the effective density of states in the split-off band at 300K.As the
energy maximum of both, the light-hole and the heavy-hole band are at the same energy,
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their effective density of states are added to NV

NV = Nlh +Nhh = NV (300 K) ∗
(
T

300

) 3
2
, (2.9)

with the effective density of states NV (300 K) in the light- and heavy-hole bands at 300K.
As the shape of the top of the valence band an the bottom of the conduction band are

parabolic, knowing the number of states in the bands and using equation 2.3 the density
of states D(E) can be calculated. The density of states for energies below and above the
band gap is

D(E) =





2NV√
π

(
1

kBT

) 3
2 √EV − E + Nso√

π

(
1

kBT

) 3
2 √ESO − E, for E < ESO

2NV√
π

(
1

kBT

) 3
2 √EV − E, for ESO < E < EV

0, for EV < E < EC

2NC√
π

(
1

kBT

) 3
2 √E − EC , for EC < E

(2.10)
The parameters used for the calculation of the density of states are listed in table 2.2.

Table 2.2: Parameters for the calculation of the density of states in silicon found in
references [1, 4, 11].

Parameter Value Unit
m∗l 0.98me kg
m∗t 0.19me kg
m∗ed 1.08me kg
m∗lh 0.16me kg
m∗hh 0.49me kg
m∗so 0.24me kg
NC(300 K) 2.78×1019 cm−3

NV (300 K) 9.84×1018 cm−3

NSO(300 K) 2.98×1018 cm−3

Figure 2.3 shows the density of states in silicon. The solid line shows the actual density
of states, extracted from a simulation of the band diagram as shown in figure 2.2 by
counting the number of energy states per energy. The dashed line represents the analytic
density of states, calculated as the sum of the density of states in the sub-bands at the
bottom of the conduction band and at the top of the valence band, using equations 2.10
and the parameters listed in table 2.2.

Despite the strong deviation of the analytic calculation from the simulation, in the region
close to the band edges, the two overlap. Figure 2.4 offers a close look on the interesting
energy region. The contributions of the sub-bands of the silicon band structure are also
plotted. The figure reveals that the analytic calculation and the simulation coincide right
at the band edges. This small overlap is enough for the calculation of the free charge
carriers in the bands.
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Figure 2.3: Density of states in silicon. The solid line represents the density of states in
silicon extracted from a simulation of the band structure as shown in figure 2.2. The
dashed line is the density of states in silicon calculated using equations 2.10 and the
parameters listed in table 2.2.
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Figure 2.4: Density of states close to the band gap in silicon. The solid line represents the
density of states in silicon extracted from a simulation of the band structure as shown
in figure 2.2. The density of states in the sub-bands was calculated using equations 2.10
and the parameters listed in table 2.2.
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2.1.3 Free Charge Carriers in a Semiconductor

As we now have an analytic formulation for the density of states close to the band edges
we can calculate the concentration of charge carriers. The density of electrons in the
conduction band n of a semiconductor at thermal equilibrium is calculated from the density
of states in the conduction band and the Fermi function f(E)

n =
∫ ∞

EC

D(E)f(E)dE. (2.11)

The Fermi function describes the probability that a certain energy state is occupied at
a certain temperature

f(E) = 1
1 + exp

(
E−EF
kBT

) , (2.12)

where EF is the Fermi energy. At 0K, all energy states below EF are occupied with
electrons, and all states above EF are empty. In an intrinsic semiconductor, EF is in the
middle of the band gap. The occupation probability of energy states around the Fermi
energy is shown in figure 2.5 for different temperatures. The higher the temperature, the
more the Fermi function gets smeared out. The inset in figure 2.5 shows a zoom into the
Fermi function at energy states close to the conduction band energy.
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Figure 2.5: Occupation probability of energy states around EF at different temperatures.
The inset shows the Fermi function for energies around EC on a logarithmic scale.

At 0K the probability that an energy state at EC is occupied by an electron is zero. At
elevated temperatures this probability increases to 6×10−29 at 100K, 4×10−10 at 300K,
2×10−6 at 500K and 3×10−4 at 800K.

Close to the conduction band the occupation probability of states in the conduction
band can be approximated by the exponential function f(E)e

f(E) ≈ f(E)e = exp
(
EF − E
kBT

)
. (2.13)
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The probability of an energy state in the valence band being empty, and hence, occupied
by a hole is 1−f(E). For energy states close to the valence band this can be approximated
using the exponential function f(E)h:

1− f(E) = 1− 1
exp

(
E−EF
kBT

)
+ 1
≈ f(E)h = exp

(
E − EF
kBT

)
. (2.14)

In figure 2.6 the occupation probability calculated using f(E) and the approximations
f(E)h and f(E)e are compared. There is an overlap of f(E)e and f(E)h with the Fermi
function f(E) for energies more than 3kBT higher or lower than EF .
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Figure 2.6: Occupation probability of energy states close to the Fermi energy including
approximations of f(E) for the valence band edge f(E)h and the conduction band edge
f(E)e.

The concentration of electrons in the conduction band is calculated by inserting the
density of states D(E) in the conduction band from equation 2.10 and f(E)e into equation
2.11

n ≈
∫ ∞

EC

2NC√
π

( 1
kBT

) 3
2 √

E − EC exp
(
EF − E
kBT

)
. (2.15)

After integrating over the energy states above EC the electron density in the conduction
band is

n = NC exp
(
EF − EC
kBT

)
. (2.16)

The concentration of holes in the valence band is then calculated using the density of
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states in the valence band (see equation 2.10) and f(E)h

p =
∫ EV

−∞
D(E)f(E)hdE ≈

∫ EV

−∞

2NV√
π

( 1
kBT

) 3
2 √

EV − E exp
(
E − EF
kBT

)
dE+

∫ ESO

−∞

Nso√
π

( 1
kBT

) 3
2 √

ESO − E exp
(
E − EF
kBT

)
dE.

(2.17)

After the integration over the energy states below EV and ESO, the hole concentration p
in the valence band is

p = NV exp
(
EV − EF
kBT

)
+Nso exp

(
ESO − EF
kBT

)
. (2.18)

At thermal equilibrium the product of n and p is constant. This is described by the law
of mass action:

np = ni
2 = NC exp

(
EF − EC
kBT

)
×
[
NV exp

(
EV − EF
kBT

)
+Nso exp

(
ESO − EF
kBT

)]
=

= NCNV exp
(−EG
kBT

)
+NCNso exp

(−EG
kBT

)
exp

(
ESO − EV

kBT

)
.

(2.19)

Here, ni is the intrinsic carrier concentration. As described by Varshni et al. [12], the
temperature dependence of the band gap is described by

EG(T ) = EG(0 K)− αEGT
2

T + βEG
, (2.20)

where EG(0 K) is the energy gap at (K 0). αEG and βEG are material dependent parameters.
The temperature dependence of EG and ni in silicon is plotted in figure 2.7 The necessary
parameters for this calculation are listed in tables 2.2 and 2.3.

Table 2.3: Parameters for the calculation of the band gap energy EG silicon (from
reference [13]).

Parameter Value Unit
EG(0 K) 1.169 eV
αEG 4.9×10−4 eVK−1

βEG 655 K

While the band gap energy decreases with increasing temperature, the intrinsic charge
carrier concentration is increased. At room temperature ni is only 6.8×109 cm−3 but
it is increased to concentrations higher than 1014 cm−3 at temperatures above 200 ◦C.
Electronic devices should be operable in a wide temperature range. This implies that
in this temperature range the electrical properties must not change. The charge carrier
concentration in a semiconductor can be fixed to a certain value by doping.

12 Defect Complexes in Proton Implanted Silicon
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Figure 2.7: Temperature dependence of the band gap energy EG and the intrinsic charge
carrier concentration ni in silicon.

2.1.4 Doping

The electrical properties of semiconductors can be changed by a controlled doping of the
material with impurities. There are different doping techniques reaching from adding
impurities to the silicon melt during crystal growth, to implanting high energy ions. The
introduction of impurities can result in the formation of new energy levels in the band
gap. Dopants creating energy states close to the bottom of the conduction band (Ed) are
called donors. Donors increase the concentration of electrons in the conduction band. At
the same time the concentration of holes in the valence band is decreased, as p = ni

2

n .
This kind of doping is referred to as n-type doping. If introducing dopants results in the
formation of energy states in the band gap close to the top of the valence band (Ea), the
dopants are acceptors and cause p-type doping by increasing the concentration of holes in
the valence band. The predominant charge carriers in a doped, or extrinsic semiconductor
are called majority carriers (electrons in n-type and holes in p-type material), while charge
carriers of the other type are the minority carriers.

In a solid crystal, the law of charge conservation has to be observed. At thermal
equilibrium the sum of all positive charges has to equal the sum of all negative charges

p+N+
d = n+N−a . (2.21)

Here, N+
d is the concentration of ionized donors and N−a is the concentration of ionized

acceptors, which depend on the total concentrations of donors Nd and acceptors Na and
on the energy states Ed and Ea which are formed in the band gap. Furthermore, the
concentration of ionized donors depends on the extrinsic Fermi energy EF,ext of the system
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(EF,n in n-type and EF,p in p-type material).The concentration of ionized dopants is

N+
d = Nd

1 + gd exp
(
EF,n−Ed
kBT

)

N−a = Na

1 + ga exp
(
Ea−EF,p
kBT

) .
(2.22)

gd and ga are the degeneracies of the of the conduction and valence band. In silicon gd is
2 and ga is 4, as the valence band of silicon includes the light- and heavy-hole band.

In figure 2.8 the concentration of charge carriers and ionized dopants is plotted as a
function of the Fermi energy in n- and p-type silicon at room temperature. In the n-type
silicon the acceptor concentration Na is 1012 cm−3 and the donor concentration Nd is
1014 cm−3. In the plot of the p-type material these concentrations are exchanged. The
energy level of the donors Ed is 0.045 eV below the conduction band edge and the level of
acceptors Ea is 0.045 eV above the valence band. The concentrations of electrons n and
holes p are calculated according to equations 2.16 and 2.18.
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Figure 2.8: Concentration of charge carriers n and p and ionized dopants N+
d and N−a

as a function of the Fermi energy in n- and p-type silicon at room temperature (300K).
The Fermi energy is shifted from the Fermi energy in intrinsic silicon EF,int to the point
of charge neutrality at E=EF,n in n-type silicon and at E=EF,p in p-type silicon.

The Fermi energy, EF,n in n-type and EF,p in p-type material, is at the energy where
the concentration of positive charges p+N+

d is the same as the concentration of negative
charges n+N−a . This energy differs from the intrinsic Fermi energy EF,int in an undoped
semiconductor, at which the concentrations of holes and electrons are the same. In p-type
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material the Fermi energy is shifted towards the valence band and in n-type material it
shifts towards the conduction band. The charge carrier concentrations at thermodynamic
equilibrium correspond to the concentrations of electrons and holes at the extrinsic Fermi
energy.
EF,ext is a function of the dopant concentrations and the temperature. This dependence

is illustrated in figure 2.9. In silicon under intrinsic conditions (Nd = Na) the Fermi
energy is shifted to slightly negative values as the temperature is increased, because NC

is higher than NV . In n-type material the Fermi energy is above the intrinsic-level, in
p-type material it is below. At temperatures lower than -250 ◦C, the EF,ext is between Ed
and EC , if Nd > Na, or between Ea and EV if Na > Nd. With increasing temperature the
Fermi energy is shifted towards the middle of the bandgap. This shift is retained if the
doping concentration is increased. While at a dopant concentration of 1014 cm−3 EF,ext
reaches the intrinsic level around 200 ◦C, at a dopant concentration of 1018 cm−3 extrinsic
conditions are still retained at temperatures around 800 ◦C. Figure 2.9 also illustrates the
temperature dependence of EC and EV . Due to the decrease of the band gap energy (see
figure 2.7), the conduction band energy decreases and the valence band energy increases
with increasing temperature.
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Figure 2.9: Fermi Energy as a function of the temperature for different concentrations
of donors (Nd) and acceptors (Na). Additionally the energies of the bottom of the
conduction band EC and the top of the valence band EV , as well as the energy states
of the donors (Ed = EC − 0.045 eV) and acceptors (Ea = EV + 0.045 eV) are included.

The temperature dependence of the charge carrier concentration for different dopant
concentrations in n- and p-type silicon is illustrated in figure 2.10. In n-type silicon in
figure 2.10 the donor concentration is varied between 1012 cm−3 and 1018 cm−3, while the
acceptor concentration is constant at 1012 cm−3. The dopant concentrations in the p-type
material are exchanged. Ed and Ea are 0.045 eV away from the conduction and valence
band energy.
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At low temperatures the charge carrier concentrations are low. This is called the "freeze
out" regime, because at low temperatures most of the dopant states are still occupied with
electrons. As the temperature is increased, the dopants are ionized and the concentration
of majority carriers is increased until it reaches the effective dopant concentration (|Nd-
Na|). The majority carrier concentration is almost constant at this value over a broad
temperature range, the extrinsic regime. The extrinsic range increases with increasing
dopant concentration and can last up to more than 700 ◦C at a dopant concentration of
1018 cm−3. At higher temperatures, the electron and hole concentration equal the intrinsic
charge carrier concentration ni (Nd = Na).
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Figure 2.10: Charge carrier concentration as a function of the temperature for different
dopant concentrations in n- and p-type silicon. Electron concentrations are plotted as
sold lines, hole concentrations as dashed lines.

2.1.5 Electron and Hole Mobility and Resistivity

The resistivity ρ of a material is a measure of how good it can conduct an electrical current.
Resistivities of solids at room temperature range from 10−10 Ωcm in some metals to more
than 1022 Ωcm in insulating materials [1]. In a semiconductor the resistivity is a function
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of the concentration of both, electrons and holes

ρ = 1
e(nµe + pµh) . (2.23)

Here, e is the elementary charge, µe is the electron mobility and µh is the hole mobility.
The mobility µ of a charge carrier relates its drift velocity vd through a material to an
applied electric field ~E

vd = µ~E. (2.24)

In an intrinsic, defect-free semiconductor the mobility of a charge carrier corresponds to its
lattice mobility µL which is defined by the charge carrier’s effective mass and the average
lattice scattering time τsc

µL = eτsc
m∗

. (2.25)

As lattice vibrations increase with temperature, also the scattering increases, which leads
to a reduction of the mobility. The mobility of charge carriers is also decreased by the
introduction of impurities, including dopants. A further influence on the mobility is also
the presence of excess charge carriers. The dependence of the mobility of charge carriers in
silicon on different influences has been studied intensively [14–19]. In silicon µe is higher
than µh, as the effective mass of electrons in the conduction band is smaller than that of
holes in the valence band. The temperature dependence of the mobility is semi-empirically
described by

µL = µL(300 K)
(
T

300

)−αµ
, (2.26)

where µL(300 K) and αµ are material and charge carrier dependent [15]. In figure 2.11 the
electron and hole mobility, as well as the resistivity of intrinsic silicon are plotted as a
function of temperature (using parameters from table 2.4).

As described by equation 2.26 the mobility decreases with increasing temperature. The
resitivity also decreases as a function of temperature, due to the temperature dependent
increase of the intrinsic charge carrier concentration ni (see figure 2.7). While at room
temperature the resistivity of silicon is around 3×105 Ωcm, it decreases to less than 0.1Ωcm
at temperatures above 700 ◦C (see figure 2.11). As described by Dorkel and Leturcq in
reference [15], several influences have to be taken into account to describe the dependence
of the mobility on the doping concentration and on the excess charge carrier concentration
in silicon. Interactions of the charge carriers with ionized dopants are described by the
impurity mobility µI

µI = AµIT
3
2

N±

[
ln
(

1 + BµIT
2

N±

)
− BµIT

2

N± +BµIT
2

]−1

. (2.27)

Here, AµI and BµI are parameters depending on the type of charge carrier and N± is
the concentration of ionized impurities. The contribution of carrier-carrier scattering is
included in the mobility µccs

µccs = AµccsT
3
2

√
np

[
ln
(
1 +BµccsT

2(np)−
1
3
)]−1

. (2.28)
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Figure 2.11: Temperature dependence of the mobility of electrons µe and holes µh and
temperature dependence of the resistivity ρ in silicon.

µccs becomes significant at high injection levels (np >> ni
2). At such conditions the

concentration of electrons is n = n0 + ∆n and the concentration of holes is p = p0 + ∆p,
where n0 and p0 are the charge carrier concentrations at thermodynamic equilibrium and
∆n and ∆p are the excess charge carrier concentrations. µI and µccs are combined with
the lattice mobility µL to calculate µ using

µ = µL

[
1.025

1 + (Xµ/1.68)1.43 − 0.025
]
, (2.29)

with

Xµ =
√(6µL(µI + µccs)

µIµccs

)
. (2.30)

Using equations 2.26-2.30 and the parameters listed in table 2.4 the mobility of charge
carriers in silicon can be calculated for different temperatures and doping concentrations.
Figure 2.12 shows the mobility of majority and minority carriers as a function of the
temperature in n-type and p-type silicon doped at different concentrations. Furthermore
the resistivity of the material is shown. Both, an increase in temperature, as well as
an increase in dopant concentration reduce the charge carrier mobility in silicon. Yet,
the mobility is more sensitive to changes in temperature than it is to changes in the
concentration of ionized dopants. Nevertheless, the characteristic of the resistivity as a
function of temperature is strongly influenced by the doping concentration. As long as the
majority carrier concentration is higher than ni, the resistivity is smaller than the intrinsic
resistivity and increases with temperature. As the semiconductor enters the intrinsic
regime, the resistivity shows a decrease with temperature.

In figure 2.13 the mobility of charge carriers in n- and p-type silicon and the resistivity of
the material are plotted as a function of the dopant concentration at different temperatures.
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Table 2.4: Parameters used for the calculation of the mobility of charge carriers in silicon
from reference [15].

Parameter electrons holes unit
µL(300 K) 1430 495 cm2(Vs)−1

αµ 2.20 2.20
AµI 4.61×1017 1.00×1017 (cmVs)−1K− 3

2

BµI 1.52×1015 6.25×1014 cm−3K−2

Aµccs 2×1017 (cmVs)−1K− 3
2

Bµccs 8.28×108 cm−3K−2
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Figure 2.12: Majority and minority carrier mobility and resistivity as a function of
temperature in n- and p-type silicon doped at different concentrations.
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The plot shows that the mobilitiy of both, majority and minority carriers is constant at
low doping concentrations and decreases at higher dopant concentration. The critical
concentration at which the decrease of the mobility begins is shifted towards higher values
as the temperature is increased. While in the extrinsic regime the resistivity decreases
with increasing dopant concentration, it is constant in the intrinsic regime.
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Figure 2.13: Majority and minority carrier mobility and resistivity as a function of
dopant concentration in n- and p-type silicon at different temperatures.

2.1.6 Diffusion of Free Charge Carriers

By shining light on a semiconductor or by irradiating a semiconductor with electrons or ions,
excess charge carriers can be generated. The change of the charge carrier concentration
over time depends on the generation rate Gcc and recombination rate Rcc of electron-hole
pairs:

δncc
δt

= Gcc −Rcc. (2.31)

In thermal equilibrium the generation and the recombination are the same. Hence, δncc
δt is

zero and the concentration of electrons is n0 and the concentration of holes is p0. Local
differences in the charge carrier concentration cause a movement of the charge carriers away
from regions of higher concentration to regions of lower concentration. This migration
along a concentration gradient is the diffusion current jdiff

jdiff = jn + jp = eDn∇n− eDp∇p, (2.32)
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where jn and jp are the diffusion currents of electrons and holes and Dn and Dp are the
diffusion constants of electrons and holes. The diffusion constant Dcc of a charge carrier is
related to its mobility µcc as described by the Einstein relation

Dcc = kBT

e
· µcc. (2.33)

Hence, the diffusion constant shows the same dependence to doping as shown for the
mobility in figures 2.11, 2.13 and 2.12.

2.1.7 Charge Carrier Recombination

If there is an excess concentration of eh-pairs, there are different recombination paths
for the generated charge carriers. One way for charge carriers to recombine is via direct
band to band recombination. This process is associated with the emission of a photon.
As the crystal momentum has to be conserved, this process is more probable in direct
semiconductors, where the top of the valence band and the bottom of the conduction band
are at the same wave-vector. In an indirect semiconductor, this process works by absorbing
or emitting a phonon to account for the change in momentum, and hence, happens less
frequently. The rate of direct band to band recombination Rdirect is

Rdirect = np− n0p0
τdirect

= n0∆p+ p0∆n+ ∆n∆p
τdirect

, (2.34)

where τdirect is the recombination time constant for the direct recombination, n and p
are the electron and hole concentrations, n0 and p0 are the equilibrium electron and hole
concentrations and ∆n and ∆p are the excessive concentrations of electrons and holes
(∆n = n− n0,∆p = p− p0). When the concentration of electrons is far higher than the
concentration of holes (n0 >> p0) and ∆n is far smaller than n0, as it is the case in an
n-type semiconductor and low generation, Rdirect can be simplified to

Rdirect = (n0 + ∆n)∆p
τdirect

= n0∆p
τdirect

= ∆p
τh,direct

, (2.35)

where τh,direct is the minority carrier lifetime (in this case holes) associated with the
direct band to band recombination. Another recombination path, which is the dominant
recombination path in indirect semiconductors, such as silicon, is the recombination at
traps or recombination centers. These recombination centers are defects with energy levels
close to the center of the band gap. The rate of the so-called Shockley-Read-Hall [20]
recombination RSRH is

RSRH = np− ni2
τSRH,p(T )(n+ nSRH(T )) + τSRH,n(T )(p+ pSRH(T )) . (2.36)
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Here, nSRH and pSRH are the concentration of charge carriers occupying states between
the energy state of the recombination centers ET and the band edges

nSRH(T ) = NC(T ) exp
(
ET − EC
kBT

)

pSRH(T ) = NV (T ) exp
(
EV − ET
kBT

)
.

(2.37)

RSRH increases the closer ET is to the center of the band gap. τSRH,p and τSRH,n are the
recombination lifetimes of electrons and holes, associated with the trap concentration NT

and the capture cross sections σT,n for electrons and σT,p for holes.

τSRH,n(T ) = 1
σT,nNT vth,n(T )

τSRH,p(T ) = 1
σT,pNT vth,p(T )

(2.38)

The recombination lifetime of charge carriers depends on the thermal velocity vth

vth =
√

3kBT
m∗

. (2.39)

The recombination process of charge carriers at surfaces and interfaces is also described
by the Shockley-Read-Hall process [21]. The contribution of the surface to the overall
recombination is described by an additional surface recombination velocity s0, which decays
with the distance ds from the surface. The charge carrier lifetimes, τsur,n for electrons and
τsur,p for holes, at the surface are then

τsur,n(T , ds) = 1
σT,nNT vth,n(T ) + sn/ds

τsur,p(T , ds) = 1
σT,pNT vth,p(T ) + sp/ds

.
(2.40)

The third recombination path of charge carriers in semiconductors is the Auger recom-
bination. In this process, the recombination energy is used to excite another electron
in the conduction band. This excited electron then dissipates its energy to the lattice
by generating heat. An Auger-process always includes three charge carriers hence, the
recombination rate RAuger shows a cubic dependence on the charge carrier concentration

RAuger = (cAu,nn+ cAu,pp) · (np− ni2), (2.41)

where cAu,n and cAu,p are the Auger capture coefficients. The charge carrier lifetime τAu
associated with this process is

τAu = n− n0
RAuger

. (2.42)

The effective lifetime τeff of charge carriers in a semiconductor depends on all recombi-
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nation processes. τeff is described by Matthiessen’s rule

1
τeff

= 1
τdirect

+ 1
τSRH

+ 1
τsur

+ 1
τAu

. (2.43)

When eh-pairs are generated at moderate concentrations (∆n + ∆p < n0 + p0), the
change in the concentration is higher for minority carriers than it is for majority carriers.
Hence, the minority carrier lifetime is much smaller than the lifetime of majority carriers.
When charge carriers are generated, minority carriers diffuse away from the generation
point until they recombine. The average distance between the points of generation and
recombination is the minority carrier diffusion length LD,cc

LD,cc =
√
Dccτeff. (2.44)

In a crystalline semiconductor this length can vary from a few µm to several hundred µm.

2.1.8 pn-Junction

When two adjacent regions of a semiconductor show different majority doping, a pn-
junction is formed. Figure 2.14 displays a pn-junction and shows the distributions of the
charge Q, the electric field ~E and the potential V across this structure. Furthermore the
conduction and valence band energies, relative to the Fermi energy along a pn-junction
are illustrated.
Due to their concentration gradient, electrons diffuse from the n-type region into the

p-type region, where they recombine with holes. At the same time holes diffuse into
the other direction and recombine with electrons in the n-type material. The diffusing
charge carriers leave back ionized donors and acceptors forming a space charged region.
To conserve charge neutrality, the charge concentration in the space charge region on both
sides of the pn-junction has to be the same

Naxp = Ndxn. (2.45)

Here, Na and Nd are the acceptor and donor concentrations and xp and xn are the widths,
describing how far the space charge region extends into the p-type and n-type region. Due
to the depleted dopants in the space charge region, an electric field is formed, pointing
from the n-side to the p-side of the junction. This field pushes holes back into the p-type
region and electrons into the n-type region. At an abrupt pn-junction, the electric field ~E
has a triangular shape. While ~E is zero at a distance of xn and xp from the junction, the
maximum electric field Emax is directly at the junction. Its absolute value is

|Emax| = −
eNaxp
ε

= eNdxn
ε

, (2.46)

where e is the elementary charge, ε is the dielectric constant, which is the product of the
vacuum permittivity ε0 and the material specific relative permittivity εr.

As there is an electric field across the pn-junction, there is also a potential difference
between the p-type and the n-type region. Without any external bias voltage, the difference
between the potentials on both sides of the junction Vp and Vn is the built-in potential
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Vbi.
Vbi = Vn − Vp = eNd

2ε xn
2 + eNa

2ε xp
2. (2.47)
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Figure 2.14: Schematic representation of a pn-junction including the distribution of
charges Q, the electric field ~E, the potential V and the band diagram as a function of
the distance from the junction. Important parameters such as the widths xp, xn and W ,
the charges −eNa and eNd, the maximum electric field Emax and the built-in potential
Vbi are indicated.

The Fermi energy is constant throughout the material. As EF is close to the valence band
in p-type material and close to the conduction band in n-type material (see section 2.1.4),
the valence band and the conduction band have to bend at the pn-junction. The difference
of the valence and conduction band energies on both sides of the pn-junction corresponds
to eVbi.

Taking into account, that the width W of the space charge region is the sum of xp and
xn, Vbi can be expressed as

Vbi = eNdNa

2ε (Nd +Na)
W 2. (2.48)

The depletion width of W at a pn-junction is then

W =
√

2ε (Nd +Na) (Vbi − Vb)
eNdNa

, (2.49)

where Vb stands for an additional external bias voltage. If there is a positive bias voltage,
the depletion width is decreased and a current flows across the pn-junction. If Vb is
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negative, the pn-junction blocks current from flowing and at the same time the depletion
width is increased. The current over a pn-junction is limited by carrier diffusion to the
junction and is

Ipn = eA

(
pn0Dp

LD,p
+ np0Dn

LD,n

)[
exp

(
e(Vb − Vbi)

kBT

)
− 1

]
= IS,pn

[
exp

(
e(Vb − Vbi)

kBT

)
− 1

]
,

(2.50)
where IS,pn is the saturation, or reverse bias current. IS,pn depends on the area of the
junction A, the minority carrier concentrations of holes in n-type material (pn0) and
electrons in p-type material (np0), as well as on their diffusion properties. Dp and Dn are
the diffusion constants of holes and electrons and LD,p and LD,n are the diffusion lengths
of the charge carriers (see equation 2.44).

2.1.9 Schottky-Junction
A Schottky-junction is formed, when a semiconductor is brought in contact with a metal.
In theory the Fermi energies of the materials align and the conduction and valence bands
in the semiconductor bend in the region close to the junction, depending on the difference
in work-function of the both materials. The current across a Schottky-junction is

ISchottky = IS,Schottky

[
exp

(
e(Vb − Vbi)

kBT

)
− 1

]
. (2.51)

The built-in potential Vbi at a Schottky junction is similar to Vbi at a one-sided pn-junction
(when e.g. Nd >> Na in equation 2.48). For an n-type semiconductor Vbi is

Vbi = eNd

2ε W
2. (2.52)

The saturation current IS,Schottky of a Schottky-junction is dominated by thermionic
emission, which is strongly temperature dependent.

IS,Schottky = R∗AT 2 exp
(
− eφb
kBT

)
. (2.53)

Here, R∗ is the Richardson constant, A is the area of the junction and eφb is the barrier
height of the Schottky-junction. The interface between a metal and a semiconductor is
not perfect but contains a high concentration of interface defects. In silicon, these defects
form energy states close to the center of the band gap EI [22–24]. The barrier height eφb
of the Schottky junction depends on the interface states EI and the energy gap EG of the
semiconducting material:

eφb = EG − EI . (2.54)

Table 2.5 lists barrier heights at the interfaces between silicon and different metals.
Figure 2.15 illustrates a Schottky junction between a metal and an n-type semiconductor

including the distribution of charge, electric field and potential across the junction.
Similar to a pn-junction, also at a Schottky-junction a space charge region is formed.

In contrast to the situation at a pn-junction, the depleted region extends only into the
semiconducting material while at the interface a very thin region containing the counter
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Table 2.5: Energy states eφb at the interface between different metals and silicon in [eV].

Metal n-type silicon p-type silicon Reference
Au 0.8 0.25 [23]
Al 0.68 0.48 [23]
Ag 0.67 0.47 [23]
Cu 0.61 0.50 [23]
Sn 0.58 0.57 [23]
W 0.66 0.55 [24]
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W

+
+
+
+

+
+
+
+

+
+
+
+

+
+
+
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eNd 0Q

0~ E

Vsc

Vm

VbiV
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EI
eVbi
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− − − −

−eNa
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Vm

Vbi
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EV
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Figure 2.15: Schematic representation of a Schottky-junction between a metal and an n-
and p-type semiconductor, including the distribution of charges Q, the electric field ~E,
the potential V and the band diagram as a function of the distance from the junction.
Important parameters such as the widths xp, xn and W , the charges −eNa and eNd,
the maximum electric field Emax, the built-in potential Vbi the Schottky barrier height
φb and the energy states at the interface EI are indicated.
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charge is formed. As the Fermi energy is pinned to the center of the band gap, the
direction of the electric field at a Schottky junction is solely dependent on the position
of the Fermi energy in the semiconductor. In an n-type semiconductor EF is above the
mid-gap energy, hence the energy bands bend up and an electric field pointing from the
metal to the semiconductor is established. If the semiconducting material is p-type, the
bands band down and the electric field points from the metal to the semiconductor.
Electronic devices have the need of electrical contacting. To avoid large contact re-

sistances, ohmic contacts are desired. To produce an ohmic contact between a metal
and a semiconductor the semiconductor is highly doped at the surface. If the doping
concentration is higher than 1018 cm−3, the space charge region at the junction becomes
small enough for charge carriers to tunnel through it, establishing a low resistance path
for the current.
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2.2 Properties of Defects in Crystalline Silicon
The vast majority of semiconducting devices are made of silicon [4]. The following section
provides an overview of the production methods of silicon and on the properties of defects,
intentionally and unintentionally introduced into the material, in regard of their charge
states, diffusion and reactions. If the reader is interested in more detailed information about
defects in silicon, Peter Pichler’s compressive book “Intrinsic point defects, impurities and
their diffusion in silicon” [5] is recommended.

2.2.1 Production Cycle
Even though silicon is the second most abundant element on the Earth’s crust (after
oxygen), the production of semiconductor grade material is a complex and expensive
process. The purity of semiconductor grade silicon has to be higher than 99.9999999%, or
9N. In figure 2.16 the production cycle of mono-crystalline semiconductor-grade silicon
is illustrated. A more detailed description of the processes can be found in references 2
and 4.

SiO2

Siraw

Reduction / 2100◦ C

+2C − 2CO

HSiCl3

Hydrochlorination / 300 ◦C
+3HCl − H2

Sipoly

Distill
ation, Cracking / 1100◦ C

+H2 − 3HCl
Simono Recrystallization / 1400 ◦C

Czochralski, Float-Zone

Figure 2.16: Production cycle of semiconductor-grade silicon.

In the first step of this production cycle, quartz is reduced to raw, poly-crystalline silicon
in an electric arc furnace.

SiO2 + 2C 2100 ◦C−−−−−→ Siraw + 2CO (2.55)

This raw silicon Siraw has a purity of about 98%. To achieve further purification, the raw
silicon is transferred into a volatile form by hydrochlorination.

Siraw + 3HCl 300 ◦C−−−−→ HSiCl3+H2 (2.56)

As Trichlorosilane HSiCl3 has a boiling temperature of 31.8 ◦C the further purification can
be done in the gas phase. In a fractional distillation process impurities such as phosphorus
trichloride (PCl3) and boron trichloride (BCl3), which condense at higher temperatures
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than HSiCl3, are removed. After the distillation the trichlorosilane is transferred back to
crystalline silicon in a process called cracking at 1100 ◦C.

HSiCl3+H2
1100 ◦C−−−−−→ Sipoly + 3HCl (2.57)

The product of the cracking process is poly-crystalline silicon (Sipoly). Most silicon devices,
except for solar cells require mono-crystalline silicon (Simono). Hence, re-crystallization
is necessary. This is the crucial step in the production cycle of semiconductor-grade
silicon as it defines the final impurity concentrations in the material. There are two major
re-crystallization techniques which are used to produce high quantities of high quality
semiconductor-grade silicon, the Czochralski-process and the float-zone method. A very
good review explaining both techniques in detail can be found in reference 25.

2.2.1.1 Czochralski-Process

The Czochralski (Cz) process was developed in 1918 by Jan Czochralski [26]. In this
technique, silicon is melted in a quartz crucible. This melt is brought in contact with a seed
crystal. The seed crystal is slowly pulled upwards while growing layer by layer. During
this process, both the crystal and the crucible are rotated. Using the Cz-process, silicon
ingots with a diameter of more than 300mm and several meters in length can be produced.
Dopants, such as boron or phosphorus can be directly added to the silicon melt and
are then incorporated into the growing crystal. When compared to other crystallization
processes, the Cz-process is cheap and fast but a big drawback of the method is the
unintentional introduction of impurities from the crucible through the silicon melt into
the silicon single crystal. The concentrations of oxygen and carbon can be as high as
1018 cm−3. The Cz-method has been improved by applying a vertical magnetic field (m:Cz)
during the crystal growth. This field reduces thermal convections in the melt which results
in a decrease of the gradients in the impurity concentration [27].

2.2.1.2 Float-Zone Method

An alternative to the Czochralski-process for growing single-crystalline silicon is the float-
zone (FZ) method. In this method a poly-crystalline silicon ingot is re-crystallized using
vertical zone melting. The re-crystallization takes place at the interface of the ingot and a
seed crystal. Radio-frequency (RF) coils are used to melt a thin layer of the poly-crystalline
material, which then re-crystallizes on the seed crystal. By moving the RF-coil from top
to bottom, the whole poly-crystalline ingot is recrystallized. The surface tension of the
silicon melt is high enough to enable the production of silicon ingots with a diameter up
to 200mm. The impurity concentration in the material is strongly reduced, as impurities
are better soluble in the silicon melt than in the crystal. If the process is repeated several
times, impurity concentrations of less than 5×1010 cm−3 can be achieved [4]. Dopants
can be added during the process as gaseous substances such as PH3 (Phosphine) or B2H6
(diborane). The most popular method for doping FZ-silicon is neutron-transmutation
doping [28]. In this method, silicon ingots grown using the float-zone method are placed
close to a nuclear reactor where they are bombarded with neutrons. Silicon is found in
three stable isotopes 28

14Si (~92 %), 30
14Si (~5 %) and 30

14Si (~3 %). The neutrons only affect
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the isotope 30
14Si, which is first transmuted to the unstable 31

14Si

30
14Si + n −−→ 31

14Si + γ, (2.58)

under the release of a γ-particle. 31
14Si has a half life of 2.6 h before it decays to 31

15P

31
14Si

2.6 h−−−→ 31
15P + β−, (2.59)

releasing a high energy electron (β−). Using neutron-transmutation doping, very uniform
doping concentrations can be obtained [29].

2.2.2 Defects in Crystals

According to Nernst’s theorem, a perfect, defect-free crystal can only exist at 0K. Hence,
at finite temperature it is the nature of crystalline materials to contain defects as it lowers
the total free energy of the system. These defects are classified into different groups. While
intrinsic defects involve only defects which are inherent to the crystal, other chemical
impurities are considered as extrinsic defects. Another classification is the geometry of
defects.
The simplest form of defects are “point-defects”. Figure 2.17 gives an overview of

different kinds of point defects. If an atom is removed from a lattice position which is
usually occupied, a vacancy V is generated (see figure 2.17a). When a lattice atom is
located at a position in-between the usual lattice sites, it is called a “self-interstitial” I
(figure 2.17b). Often self-interstitials and vacancies are generated at the same time, when a
lattice atom is removed from its initial position in the lattice and shifted to an interstitial
site. This process is also known as Frenkel pair generation. Impurity atoms X can reside
on interstitial Xi or substitutional lattice sites Xs (figure 2.17c and d).

a)

b) c)

d)

e)

f) g)

Figure 2.17: Schematic representation of different kinds of of point defects in a crystal
adopted from reference [5]: a) vacancy, b) self-interstitial, c) substitutional impurity, d) in-
terstitial impurity, e) di-vacancy, f) vacancy-impurity complex, g) split-self-interstitial
(interstitialcy).

Some point-defects can migrate through the lattice and react with other defects, forming
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complexes (see section 2.2.3). Intrinsic defect complexes, as the divacancy V2 (figure 2.17e)
are clusters of either vacancies or interstitials. Extrinsic defect complexes, on the other
hand, can consist of all kinds of different point defects. An example for an extrinsic defect
complex is a vacancy-impurity complex VXs of a vacancy and a substitutional impurity
(figure 2.17f). Another geometrical configuration of a self-interstitial is the split-state, also
called the interstitialcy (figure 2.17g). Here, two atoms “share” a substitutional lattice site.
One of these wo atoms can also be an impurity atom. As more and more point-defects react,
extended defect complexes are formed. Such defects can be one-dimensional "line-defects"
such as screw- or edge dislocations, two-dimensional defects such as grain-boundaries and
three-dimensional defects which include clusters and voids. The point defects forming
these extended defects do not necessarily share chemical bonds. Often the total energy
of the system is the lowest, if the point-defects are not in immediate vicinity but rather
reside at a constant distance from each other at defined lattice sites [30–32].

2.2.3 Diffusion of Point Defects
Defects can move in a crystal such as solvents do in a solution. In the following subsection
this movement, called diffusion is explained. More detailed information about the diffusion
of defects can be found in references [5] and [33]. Defects occupy those lattice sites in a
crystal which lead to a minimization of the system’s total energy. To move from one local
minimum X0 to another, the defects must pass through an activated state X∗. The energy
difference between the ground state and the activated state is the activation energy EA,X
of the migration process. The energy minima X0 and the activation energy are different
for every excited state of every charge state of a defect. The energy state of an excited
state of a charge state of a defect is illustrated in figure 2.18 as a function of the lattice
vector.

EA,X

X0 X0X∗

Lattice Vector

En
er

gy

Figure 2.18: Energy states of an impurity as a function of the lattice vector. X0 is the
ground state and X∗ is the activated state of the impurity X. The energy difference
between the two states is the activation energy EA,X.

From an atomic perspective the motion of point-defects in a crystal is not directed. If
there is a difference in the defect concentration cX, though, more atoms will migrate from
regions of high concentration to regions of low concentration than vice versa. This results
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in a particle flux JX which is described by Fick’s first law of diffusion as

JX = −DX∇cX, (2.60)

where DX is the diffusion constant of the impurity X. The change of the impurity
concentration over time is described by Fick’s second law

δcX
δt

= DX∇2cX. (2.61)

The diffusion constant increases with temperature, as described by Arrhenius’ law

D = D0 exp
(
− EA
kBT

)
. (2.62)

Here, EA is the activation energy, which is needed, to overcome the energy barrier between
two lattice sites, as illustrated in figure 2.18. D0 is the diffusion pre-factor. The Arrhenius
parameters are individual for each excited state of each charge state of each defect.
Combining the contributions of the different charge states of one defect results in an
effective diffusivity of the defect (see section 2.2.5).

In the random walk model the diffusion constant is calculated from the jump-rate Γi
and jump-distance δli of different types i of jumps of an impurity in the crystal [34]

D = 1
6
∑

i

Γiδli2. (2.63)

The jump-rate Γi can be expressed as a function of the change in the Gibbs free energy
between the ground state and the activated state

∆G = ∆H + T∆S. (2.64)

Here, ∆H is the change in enthalpy and ∆S is the change in entropy. Γi is then

Γi = fv exp
(
− ∆G
kBT

)
= fv exp

(∆S
kB

)
exp

(
−∆H
kBT

)
, (2.65)

where fv is the vibrational frequency of an impurity at its lattice site. The jump-distance
δli can be expressed as

1
6
∑

i

δli
2 = γD0aL

2, (2.66)

where γD0 is a geometrical factor which is mostly 1 and aL is the lattice constant. By
inserting equations 2.65 and 2.66 equation 2.63 becomes

D = γD0aL
2fv exp

(∆S
kB

)
exp

(
−∆H
kBT

)
. (2.67)

Following Zener [34], who assumes ∆H to be the same as EA, the equations 2.62 and 2.67
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are combined and the pre-factor D0 can be expressed as

D0 = γD0aL
2fv exp

(∆S
kB

)
. (2.68)

When an impurity is introduced into a crystal from the gas phase, the concentration of
the impurity at the surface cX0 depends on the solubility of impurity X in the crystal and
on the partial pressure of X in the gas phase. While the number of impurity atoms in the
crystal increases over time, cX0 is constant and can be seen as a constant source. In this
case, the solution to equation 2.61 is

cX(t) = cX0erfc
(

x√
4DXt

)
, (2.69)

where erfc(x) stands for the complementary error function

erfc(x) = 2√
π

∫ ∞

x
exp(−ξ2)dξ. (2.70)

When the impurity distribution at t = 0 is approximated by a δ-function at the depth
(x = x0), the impurity concentration over time is

cX(t) = NX√
4πDXt

exp
(
−(x− x0)2

4DXt

)
, (2.71)

where NX is the implanted dose of X. In this case the source of impurities is limited, as
the total number of impurities in the crystal stays constant. Neglecting the effusion of
the impurity at the surfaces of the material, its distribution after ion-implantation can be
approximated by a sum of delta distributions and the resulting defect concentration over
time is then

cX(t) =
∑

i

NX,i√
4πDXt

exp
(
−(x− x0,i)2

4DXt

)
. (2.72)

Here, x0,i is the depth of the ith delta-function and NX,i is the number of defects.
The progress of the diffusion process can be described using the diffusion length LDX of

the impurity which is
LDX(t) =

√
4DXt. (2.73)

Figure 2.19 shows the depth profiles of the impurity for different values of LDX when it
diffuses from a constant source. The concentration cX is scaled to the impurity concen-
tration at the surface cX0 . In figure 2.20 the impurity diffusion from a limited source is
plotted for different diffusion lengths LDX . The implantation depth x0 is 2µm and the
concentration cX is scaled to the implantation dose NX.

The discussion of the evolution of the impurity concentration profiles presented here is
valid if the reactions between the impurities (see section 2.2.7) are neglected. This is often
the case for donors and acceptors in semiconductors. If other kinds of defects are present
in the material, the defect diffusivity might be changed, as the diffusing defects might
be slowed down by reactions with other defects, or accelerated by forming fast diffusing
defect complexes.
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Figure 2.19: Constant source diffusion profiles of impurity X for different LDX .
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Figure 2.20: Limited source diffusion profiles of impurity X for different LDX .
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2.2.4 Charge States of Point Defects

A defect X can be present at different energy states EX in a crystal. If charge carriers are
captured or released, the ionization state q of the defect is changed. Furthermore, each
ionization, or charge state EXq has a spectrum of excited states EXqj . The spectrum of
excited states can be measured using photoabsorption spectroscopy (PAS) [35] or photo-
thermal ionization spectroscopy (PTIS) [36]. As described by Landsberg in reference [37],
the probability PXqj that a certain energy state EXqj is populated, in a simplified form, is

PXqj = 1
Zgr

exp
(
−qEF
kBT

)
exp

(
−
EXqj
kBT

)
. (2.74)

Here, Zgr is the grand canonical partition function which is the sum over all charge states
and excited states of a defect

Zgr =
∑

q

exp
(
−qEF
kBT

)∑

j

exp
(
−
EXqj
kBT

)
(2.75)

By summing over all excited states one can further calculate the probability PXq , that a
certain charge state of a defect PXq is populated

PXq = 1
Zgr

exp
(
−qEF
kBT

)∑

j

exp
(
−
EXqj
kBT

)
. (2.76)

In a lot of cases it is sufficient to know the ground state energies EXq0 of the charge states
to calculate the occupation probability

PXq = 1
Zgr

exp
(
−qEF
kBT

)
exp

(
−
EXq0
kBT

)
= 1
Zgr

exp
(
−E

Xq
form
kBT

)
, (2.77)

where EXq
form is the Fermi energy dependent formation energy of the charge state q of the

defect X. The formation energy is the energy change of the system due to the introduction
of a defect X into a perfect crystal and can be calculated using density functional theory
DFT (see below). The concentration cXq of a certain charge state Xq is

cXq = cXPXq , (2.78)

where cX is the sum of the concentrations of all charge states of the defect.
Taking the occupation probabilities of all charge states into account, the effective charge

state of a defect qeffX is be defined as

qeffX =
∑

q

qPXq . (2.79)

The effective charge state of a defect can be used to estimate the affinity of the defect to
react with another defect, associated with another effective charge state.
In figure 2.21, the formation energies of different charge states of a defect are plotted
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as a function of the position of the Fermi energy within the band gap. The formation
energy of the neutral charge state X0 is set to zero and the formation energies of all
other charge states are plotted relative to the neutral state. The figure also includes the
relative concentrations cXq/cX of the different charge states of the defect. The formation
energies of X have been chosen arbitrarily, in a way that each charge state from X2− to
X2+ appears at a certain energy range in the silicon band gap. Table 2.6 lists the formation
energies EXq0 at the middle of the band gap (EF = 0 eV). If the Fermi energy is close to
the valence band, the formation energy of X2− is lower than the formation energies of the
other charge states, and hence its concentration is the highest. With increasing Fermi
energy, the concentrations of other charge states dominate.
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Figure 2.21: Formation energies and relative concentrations of different charge states of
a defect as a function of the position of the Fermi energy within the band gap. The
ground state energies relative to the ground state energy of the neutral charge state of
the defect (∆Eform) are listed in table 2.6. The vertical dashed lines indicate points,
where the the Fermi energy matches an ionization energy of the defect.

The change of the charge state of a defect goes along with an ionization energy Eq/q+1
which is needed to remove an electron from the defect

Xq Eq/q+1−−−−→ Xq+1 + e−. (2.80)

The ionization energies of defects in semiconductors can be experimentally measured using
techniques such as deep level transient spectroscopy (DLTS) [38]. At the point in the
band gap, where the energy difference of the Fermi energy to the valence band energy
at 0K EF − EV (0 K) and the ionization energy Eq/q+1 coincide, the formation energies,
and hence, the occupation probabilities and the concentrations of both charge states of
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Table 2.6: Ground state energies EXq0 of different charge states of impurity X at the
center of the band gap, relative to the formation energy of the neutral state of the defect
X0.

∆Eform [eV]
X2− 0.53
X− 0.13
X0 0.00
X+ 0.13
X2+ 0.53

the defect, Xq and Xq+1 are the same

EXq0 + q(EV (0 K) + Eq/q+1) = EXq+1
0

+ (q + 1)(EV (0 K) + Eq/q+1). (2.81)

If EF < Eq/q+1 + EV (0 K), most of the defects occupy the charge state q. If, on the other
hand, EF is shifted to values above Eq/q+1 +EV (0 K), the charge state q + 1 will be more
populated than the charge state q. In figure 2.21 the conditions EF = Eq/q+1 +EV (0 K)
can be observed as intersections between the formation energies of different charge states
and are indicated by vertical, dashed lines. In this thesis the mid gap energy is set to
zero. Hence, the valence band energy is −EG/2. Following equation 2.20, describing the
temperature dependence of the silicon band gap, at 0K this energy is -0.585 eV. Figure 2.22
shows a schematic representation of the ionization energies of the defect X in the silicon
band.
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Figure 2.22: Schematic representation of the ionization energies of the defect X in the
silicon band gap at 0K.

If the ionization energy of a defect lies in the center of the band gap, the defect is
considered a recombination center, as such levels show the highest Shockley-Read-Hall
recombination rate RSRH of excess charge carriers (see section 2.1.7). If an ionization
energy is close to the valence band, the defect has an acceptor state and if an ionization
energy is close to the conduction band, a donor state is present.

A method to directly calculate the ground state energies of different charge states is by

PhD thesis by Martin Faccinelli, 2018 37



applying ab-initio calculations such as DFT. Here, the energy change of the system due to
the introduction of a defect X into a perfect crystal is calculated. The change in energy is
the formation energy EXq

form of the defect [39, 40]

EXq
form = Etot(Xq)− Etot(bulk)−

∑

i

Niµi + qEF = EXq0 + qEF . (2.82)

Here, Etot(Xq) is the total energy of the system including the defect X at the charge state q.
Etot(bulk) is the total energy of the perfect crystal. Formation energies are calculated
using large supercells [41]. Ni is the number of atoms of type i, which can be either bulk,
or impurity atoms and µi is the chemical potential corresponding to those atoms. If the
defect is charged (qX 6= 0) the formation energy also depends on the position of the Fermi
energy EF in the band gap (see figure 2.21). The slope of the formation energy corresponds
to the charge state of the defect. The formation energy of X+ has a slope of +1, while the
slope of the charge state X2− is −2. One drawback of most DFT-calculations is that only
the formation energies of the ground states of different charge states are calculated while
excited states are mostly neglected.
As mentioned before in section 2.1.4, the charge neutrality in a crystal has to be

conserved. As impurities are charged, the charge neutrality condition (see equation 2.21)
has to be be extended to

p+
∑

i,q>0
q cXqi = n+

∑

i,q<0
q cXqi . (2.83)

Using the effective charge state,qeffX , this equation can be stated in terms of absolute
concentration of the defects, cXi , instead of the concentration of the charged states cXqi

p− n =
∑

i

qeffX cXi . (2.84)

All charged defects and impurities in the crystal contribute to the electrical properties of
the material.

2.2.5 Effective Diffusivity of Point Defects

Defects can be present at different ionized states (see section 2.2.4) at the same time
and each of these ionized states is associated with an individual diffusion constant (see
section 2.2.3). While the defect diffuses, it can capture or release charge carriers. As this
process is much faster than the diffusion process [5], an equilibrium distribution of the
different charge states of a defect is assumed at any time. The diffusion of the defect
therefore follows an effective diffusivity Deff. Deff

X of the impurity X is calculated using
the concentration ratio PXq of the charge state Xq (see equation 2.78)

Deff
X =

∑

q

PXqDXq . (2.85)

The effective diffusivity is experimentally more accessible than the theoretical diffusivities
of the separate charge states of the defect and it still follows Arrhenius law (see equation
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2.62). In most experiments, the effective diffusivity furthermore includes reactions and
dissociations, which slow down the migration of point-defects. A study on the effects of
different influences on the effective diffusivity of hydrogen will be discussed in section 3.

2.2.6 Ionic Drift of Point Defects

Diffusion is not the only migration path of defects in solids. In the presence of an electric
field, charged defects will experience a displacement called ionic drift. The evoked particle
flux JX depends on the ion mobility µX and on the electric filed ~E.

JX = µX ~EcX. (2.86)

The mobility of a charged defect is related to its diffusion coefficient following the
Einstein relation

µX = qXDX
kBT

. (2.87)

As described in sections 2.1.8 and 2.1.9, internal electric fields are generated at pn- and
at Schottky-junctions. Furthermore, gradients in the overall concentration of charged
defects induce an electric field. Another way to generate an electric field is by applying an
external potential difference to both sides of the material. The displacement ∆x of an ion
due to the ionic drift after the time t is

∆x = µX ~Et. (2.88)

2.2.7 Reaction and Dissociation of Point Defects

Different forms of impurities can be present in a crystal. The simplest form are point-
defects but under certain conditions point defects can react with other point-defects to
form defect complexes. All reactions in a crystal can be summarized in a chemical reaction
equation

ve1 Xe1 + ve2 Xe2 + ... +vei Xei
r→−−⇀↽−−r← vp1 Xp1 + vp2 Xp2 + ... +vpi Xpi . (2.89)

Here, ve and vp are the stoichiometric numbers for educts (Xe) and products (Xp).
r→ stands for the reaction rate in forward direction and r← is the rate of the backward
reaction [5]. The system always tries to reach the thermodynamical equilibrium, where
the Gibbs free energy G is at its minimum and the change in the Gibbs free energy ∆G is
zero. In thermodynamic equilibrium the rates of the forward and backward reaction are
the same and the concentrations of all impurities stay constant. A real crystal, though, is
mostly far away from the thermodynamical equilibrium.

The reaction equation 2.89 can be divided into sub-reactions, like second-order reactions,
where two educts react to one product in the forward reaction and the product dissociates
to the educts in the backward reaction

XA + XB
rAB
r−−−⇀↽−−−
rAB
d

XAB (2.90)
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Here, XA and XB are the educts and XAB is the product. rABr is the second-order reaction
rate and rABd is the dissociation rate. These rates are calculated from the reaction constant
kABr and the diffusion constant kABd

rABr = kABr cXAcXB ,
rABd = kABd cXAB .

(2.91)

While the reaction rate depends on the concentrations of both educts, the dissociation rate
is solely dependent on the concentration of the product. Figure 2.23 shows the potential
energy of the crystal as a function of the reaction coordinate of the reaction of XA and XB
to XAB. Here, the potential energy of the defect complex is lower than the potential energy
of the separate defects XA and XB. This energy difference ∆HXAB signalizes, whether
the single defect, or the defect pair is more stable. According to the transition-state
theory [5, 42] the reactants have to overcome a transition state XAB∗ in order to form
the defect complex XAB. This activation process is characterized by the energy difference
∆EAB between the initial state and the transition state. The energy difference between
the final state and the transition state is the binding energy Eb,XAB of the defect complex.

Eb,XAB

∆EAB

∆HXAB

XA+XB

X∗
AB

XAB
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Figure 2.23: Potential energy as a function of the reaction coordinate for the reaction of
XA and XB to XAB, including the transition state XAB∗ . ∆EAB is the activation energy
of the reaction, Eb,XAB is the binding energy of the complex XAB and ∆HXAB is the
difference in potential energy between XA + XB and XAB.

As the impurity concentrations in silicon are very small, the distances between the point
defects are rather large. At a defect concentration of 1020 cm−3, the average distance
between two defects is only about 2.2 nm but it increases to 215 nm if the concentration
is 1014 cm−3. As the distances are so high, the driving force of such reactions is not
necessarily the change in the free energy ∆G but the diffusion properties of the educts.
Diffusion limited reactions were first described by von Smoluchowski in 1916 [43, 44]. The
rate constant of a second-order diffusion limited reaction is

kABr,S = 4π (DXA +DXB) rABc , (2.92)
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where rABc the capture radius of the reaction, which is the critical distance between the
two reactants and DXA and DXB are the respective diffusivities of the reactants. This
model assumes, that once the defects reach the critical distance, they immediately react
to the defect complex XAB. Waite extended this formalism in reference 45, by adding a
term describing the probability of the reaction to take place

kABr,W = kABr,S
rABc βp

rABc βp + 1 , (2.93)

with

βp =
2∆rf rAB poAB exp

(
∆EAB
kBT

)

DXA +DXB
. (2.94)

Here ∆r is a distance in the order of rABc and f rAB is the attempt frequency with which
the reactants are driven against each other. poAB is derived from the kinetic theory of gases
and describes the probability that XA and XB are oriented in the right way and ∆EAB is
the minimum energy needed for the reaction to occur [45].

The influence of the charge state of the defects on the reaction constant was elaborated
by Debye in reference 46:

kABr,D = kABr,S fC , (2.95)

where fC is
fC = βC

exp (βC)− 1 , (2.96)

and βC is

βC = q1q2e2

4πε0εrkBTrABc
. (2.97)

Here, q1q2 is the product of the charge states of the two defects. The effect of the charge
states of the reacting defects on the reaction rate is shown in figure 2.24. In this figure
the relative reaction rate (fC = kABr,D/k

AB
r,S ) of defects in silicon (εr = 11.7) is plotted for a

temperature of 25 ◦C and a capture radius rABc of 0.2 nm.
When one of the reactants is neutral, βC goes to zero and fC is one. Hence, there is no

influence on the reaction rate and kABr,D = kABr,S . If the two educts are of opposite charge
(q1 · q2 < 0), βC is negative and the numerator of fC is higher than the denominator,
leading to an increase of the reaction rate constant. This increase is linearly dependent on
the product of the charges of the reacting defects. If, on the other hand, the educts are of
the same charge, βC is positive and fC goes to zero. This behavior is explained by the
nature of the Coulomb interaction of charged particles which attract each other if they
are of opposite charge but repel each other if their charge is the same.

In figure 2.25 the temperature dependence of fC is investigated. In this figure, a capture
radius rABc of 0.2 nm was used for the calculation of the relative reaction rate of two educts
with a charge product q1 · q2 of -1.

The relative reaction rate constant fC is strongly temperature dependent. At low
temperatures fC is high but it decreases with increasing temperature. The factor fC
also decreases, as the capture radius of the reaction of neutral defects is increased. This
dependence is illustrated in figure 2.26.
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Figure 2.24: Relative reaction rate constant fC as a function the product of the charge
states of the reacting educts. On the left side, fC is plotted for the case when both
reactants are of opposite charges. On the right side fC is plotted for defects of the same
charge
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Figure 2.25: Temperature dependence of the relative reaction rate constant fC for
different values of the capture radius of the neutral reactants.
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Figure 2.26: Relative reaction rate constant fC as a function of the capture radius of
neutral defects at different temperatures.

The smaller rABc , the higher becomes fC . This effect is further increased when the
temperature is lowered.

Once a defect complex is formed it can undergo further reactions and grow in size. At
the same time, though, it can dissociate back into the educts from which it was formed. As
described in equation 2.91, the dissociation of a defect complex happens at a dissociation
rate rABd , which depends on the rate constant of the dissociation kABd [47, 48]

kABd = fABd exp
(
−Eb,XAB

kBT

)
, (2.98)

where fABd is the attempt frequency of the dissociation and Eb,XAB is the binding energy
of the defect complex XAB.

The change of the concentration of a defect complex over time is

δcXAB

δt
= rABr − rABd = kABr cXAcXB − kABd cXAB . (2.99)

Both, the reaction rate and the dissociation rate depend on the concentrations of either
the defect complex cXAB or the educts cXA and cXB . At thermal equilibrium, dcXAB

dt goes to
zero and the concentrations of all defects are constant. Substituting cXA by cXA ,0 − cXAB
and cXB by cXB ,0 − cXAB , cXAB can be calculated from the quadratic equation

cXAB
2 −

(
kABd
kABr

+ cXA ,0 + cXB ,0

)
cXAB + cXA ,0cXB ,0 = 0. (2.100)

Figure 2.27 illustrates the temperature dependence of the concentrations of the defect
complex and the reactants at thermal equilibrium, using the reaction of H and Bi, forming
BiH. Different reaction rates were used according to the different models described above.
The figure shows that at the thermodynamic equilibrium at low temperatures, the

concentration of the defect complex BiH predominates. Hence, at such temperature,
the reaction forming the defect complex dominates its dissociation. Both, the reaction
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and the dissociation rate, increase with increasing temperature. The binding energy of
BiH is higher than the activation energies of the diffusion of the point-defects H and
Bi, which determine the rate of the reaction of the two defects. Hence, the temperature
dependent increase of the dissociation is higher than that of the reaction. This leads
to a decrease of the equilibrium concentration of BiH at a certain temperature. At an
intermediate temperature range, the defect complex and the reactants are present at
significant equilibrium concentrations, until, at high temperatures, the BiH concentration
goes to zero, as the dissociation process dominates the reaction process. Assuming that
cH,0 = cBi ,0, at the transition temperature Tt the equilibrium concentrations of BiH and
H are the same. Allowing for Coulomb interaction (marked as Debye in figure 2.27),
shifts the equilibrium towards the reaction and increases Tt to a higher temperature. The
consideration of the reaction probability (Waite) causes a shift of the equilibrium towards
the dissociation of BiH and lowers the transition temperature. It has to be emphasized
that the concentration ratios plotted in figure 2.27 do not necessarily correspond to the
real equilibrium concentrations but are calculated from the parameters listed in table 2.7.
Unfortunately some parameters needed for this calculation are not available as they have
not yet been measured or calculated. So the capture radius and the energy difference
∆EBiH, used for the calculation of the reaction probability, have been estimated by the
author. Furthermore the temperature dependence of the charge states of Bi and H has
not been accounted for.
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Figure 2.27: Temperature dependence of the thermal equilibrium concentrations of
products and educts in the formation of a defect complex. The reaction rate was
calculated using the different models described above.
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Table 2.7: Parameters used for the calculation of the defect concentrations of the reaction
of H and Bi to BiH at thermal equilibrium.

Parameter Value Reference
D0,H [cm2s−1] 9.41×10−7 [49]
D0,Bi [cm2s−1] 4×10−8 [5]
EA,H [J] 0.48 [49]
EA,Bi [J] 0.6 [5]
rc,BiH [m] 2×10−10

cH,0 [cm−3] 1022

cBi ,0 [cm−3] 1022

cBiH,0 [cm−3] 0
qH +1
qBi −1
EbBiH [J] 1.28 [48]
fd,BiH [s−1] 2×1014 [48]
∆EBiH [J] 0.64
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2.3 Defects in Silicon
This section focuses on common point defects in silicon. In the first part, the point defects
intrinsic to silicon are presented and discussed. The second part concentrates on the
impurities carbon and oxygen, which are introduced during the production of silicon
crystals. The last part of this section deals with the most important dopants in silicon
semiconductor industry, boron and phosphorus. A short summary of the charge states of
each defect and of the diffusivity of mobile defects discussed in this section can be found
in the catalog on defects in appendix C. There is a reference to the respective page in the
appendix on the beginning of each section.

2.3.1 Intrinsic Defects

As described in section 2.2.2 there are different kinds of point-defects in a crystal. Among
these, vacancies and interstitials are inherent to each crystal. Therefore, these point-defects
are also called “intrinsic” point-defects. The presence of intrinsic defects is explained by
the entropy term S in the Gibbs free energy G of a system

G = H + TS. (2.101)

At 0K the energy of the system is minimized if the defect concentration goes to zero.
At finite temperatures, though, the defect concentration is increased due to entropy.
Hence, the higher the temperature, the higher is the concentration of intrinsic defects at
thermodynamic equilibrium.

As silicon is made up of only one element, its intrinsic defects are the silicon vacancy V
and the silicon self-interstitial I. The measurement of the equilibrium concentration of the
intrinsic defects is quite demanding and there is a large variation between different studies
found in literature. For more detailed information reference [5] is recommended. Fig-
ure 2.28 shows the concentration of vacancies and interstitials as a function of temperature,
computed by Sinno et al. from crystal-growth experiments [50].
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Figure 2.28: Equilibrium concentrations of intrinsic point defects as a function of the
temperature computed from crystal-growth experiments [50].
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According to this study, the equilibrium concentrations of the intrinsic point defects
become significant only at temperatures above 800 ◦C. Here, the vacancy concentration is
always higher than the concentration of self-interstitials.
Apart from thermal generation, intrinsic defects can also be generated by processes

such as electron irradiation or ion-implantation. Here, the impinging particles dissipate
a fraction of their energy by knocking silicon atoms off their lattice positions and create
Frenkel pairs (see section 2.4.1).
Due to their high diffusivity, intrinsic defects almost instantly react with other point-

defects or defect complexes. Silicon self-interstitials can react with substitutional impurities
Xs in an exchange reaction to create interstitial impurities Xi. Vacancies, on the other
hand, form vacancy-impurity-complexes VXs with substitutional impurities.

I + Xs 
 Xi

V + Xs 
 VXs
(2.102)

Furthermore, vacancies and interstitials can annihilate in a process called “direct recombi-
nation”.

V + I
 0 (2.103)

There is also the possibility of “indirect recombination” when intrinsic point defect first
react with impurities and then annihilate.

VXs + I 
 Xs

Xi + V 
 Xs
(2.104)

As described in equation 2.91, the rate of the direct recombination depends on the rate
constant of the reaction and on the concentrations of the intrinsic point defects. The
reaction rate constant depends on the diffusivities of the reactants and on the capture
radius. Most point-defects are found in several different charge states, hence, the Coulomb
interaction between the charged defects has to be accounted for. In the following sections the
charge states and diffusivities of vacancies and interstitials are discussed. The calculation
of the reaction rate constants of some selected reactions are found in appendix D.

2.3.1.1 Silicon Vacancy

The silicon vacancy V (see appendix C.1) was first measured in its positively charged
state V+ by Watkins et al. using low temperature electron paramagnetic resonance
spectroscopy (EPR) [51]. Later studies also showed evidence of other charge states of the
vacancy in the silicon band gap [52, 53]. Silicon vacancies can take charge states from −2
to +2, depending on the temperature and on the position of the Fermi energy in the band
gap [5, 54, 55]. Figure 2.29 shows the relative formation energy of each charge states of the
silicon vacancy and its corresponding concentration ratio as a function of the position of the
Fermi energy at 25 ◦C. In this figure the results of two different simulations are compared.
Both studies [54, 55] used different variants of DFT-simulations to calculate the ionization
energies of the silicon vacancy, which correspond to the crossing points of the relative
formation energies of the charge states. The relative formation energies used to generate
this plot are listed in table 2.8 and were calculated from the ionization energies published
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in the references 54 and 55. The relative formation energies were calculated using the
band gap of silicon at 0K (1.166 eV). The ionization energies which are observable using
experimental techniques such as deep level transient spectroscopy (DLTS) are indicated
as dashed lines. The ionization energy closest to the valence band energy in both plots
is E(0/+2), which indicates the transition of the doubly positive state V2+ to the neutral
state V0 of the silicon vacancy. This transition is called a “negative-U”-transition [56].
Even though the relative formation energies calculated from the studies of Mueller and
Puska differ only slightly, the results of Mueller predict an energy range in the band gap
where V− is stable, while Puska’s results show a second negative-U transition. Further
calculations in this thesis involving the charge states of the silicon vacancy, will use
Mueller’s results as input data.
Street and Mott were the first to propose the existence of negative-U defects [56]. A

usual defect occurs at subsequent charge states, as the Fermi energy is shifted through
the band gap, as it is shown for the random impurity X in figure 2.21. A negative-U-
defect exhibits metastable states and for such a defect it can be energetically favorable to
directly transit from e.q. a neutral to a doubly positively charged state. Even before it
was experimentally shown, that the silicon vacancy shows the negative U-effect [57], its
existence was proposed by Baraff et al. [58]. For the silicon vacancy, the negative-U-system
consists of the charge states V0, V+ and V2+, which are associated with tetragonal lattice
distortions [58]. Here, the ionization energy of the transition of V0 to V+ has an ionization
energy of 0.06 eV, while the ionization energy of the transition from V+ to V2+ is 0.23 eV
[54]. Hence, when the Fermi energy is shifted from the mid gap to the valence band, a
direct transition from V0 to V2+ occurs (see figure 2.29). The V+ state is a metastable
state and decays after being photo-generated, depending on the Fermi-level, to either V0

or V2+ [59]. Figure 2.29 shows that already at a temperature of 25 ◦C the state is present
at small concentration.

Table 2.8: Ionization energies of the silicon vacancy in eV, calculated by Mueller [54] and
Puska [55]. The corresponding formation energies (in eV) at EF = 0, relative to the
formation energy of the neutral charge state V0 assuming a band gap of 1.166 eV are
included as well.

Transition Eq/q+1 [54]/[55] Charge State ∆Eform [54]/[55]
V2− -0.098 /-0.20

E(−2/−) 0.58/0.40 V− -0.08 /-0.01
E(−/0) 0.50/0.57 V0 0.00 /0.00
E(0/+) 0.06/0.11 V+ 0.52 /0.47
E(+/+2) 0.23/0.19 V2+ 0.88 /0.87

The relative concentrations of the different charge states of the silicon vacancy depend
on both, the temperature and the Fermi energy (see equations 2.76 and 2.77). Figure 2.30
shows relative concentrations of the charge states of the silicon vacancy (using the relative
formation energies calculated by Mueller et al. [54]) as two dimensional maps, where the
x-axis is the position of the Fermi energy in the band gap and the y-axis is the temperature.
In highly-doped p-type material, if the Fermi energy is very close to the valence band
energy, the doubly positively charged state dominates. At energies closer to the middle
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of the band gap V0 is the most stable state. In intrinsic silicon (EF ≈ 0 eV) V− shows
the highest concentration and in n-type material, V2− is the dominant charge state. The
concentration maps further show that at low temperatures only one or two charge states
are present at the same time at significant relative concentrations (cVq/cV > 10−4). At low
temperatures transitions between the charge states, as the Fermi energy is swept through
the band gap are very abrupt. At elevated temperatures, these transitions smear out and
the energy range where a specific charge state is present increases.
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Figure 2.29: Relative formation energies and relative concentrations of the different
charge states of the silicon vacancy as a function of the position of the Fermi energy in
the band gap at 25 ◦C. The relative formation energies at EF = 0 were calculated from
ionization energies published in references 54 and 55. The experimentally observable
ionization energies are indicated by dashed lines.

Figure 2.30 also includes a plot of the temperature dependence of the valence and
conduction band energies, as well as the temperature dependence of the position of the
Fermi energy EF (T ) in the band gap at different doping concentrations. This plot is
similar to figure 2.9 but here, the axes are switched. The relative concentration of a
charge state along EF (T ), is used to visualize the temperature dependence of the relative
concentration of that charge state at the doping concentration used to calculated the
Fermi energy. This procedure is only valid if the defect concentration is much smaller than
the doping concentration. If the defect concentration is too high, all the present, charged
states of the defect have to be accounted for in the calculation of the neutrality condition
(see equation 2.83) which will then yield a different position of the Fermi energy.

In figure 2.31 the relative concentrations of the different charge states of the vacancy
are plotted as a function of the inverse temperature for different doping concentrations.
As already addressed above, the dominant species in intrinsic silicon is V−. Nevertheless,
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Figure 2.30: Relative concentrations of the charge states of the silicon vacancy as a
function of the temperature and of the position of the Fermi energy in the band gap.
The temperature dependence of the conduction and valence band energies, as well as
the temperature dependence of the Fermi energy for different doping concentrations
are included. A color coding, similar to figure 2.9 was used. blue: intrinsic silicon; red:
doping = 1012 cm−3; yellow: doping = 1014 cm−3; violet: doping = 1016 cm−3; green:
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at the same time V2− and V0 are present at significant concentrations. For increasing
temperature, the relative concentration of V0 increases as the Fermi energy slightly shifts
towards the valence band. In n-type material at low temperatures the dominant vacancy
charge state is V2−. With increasing temperature, the relative concentrations approach
the distribution of the charge states in intrinsic material. At a certain temperature, the
dominant charge species changes from V2− to V−. As the doping concentration is increased,
this temperature is shifted towards higher (smaller inverse) values. In p-type material
at doping concentrations up to 1016 cm−3, the neutral charge state shows the highest
concentration at low temperatures and the concentrations of the different charge states
converge to their ratio observed in intrinsic silicon. In p-type material at high doping
concentrations and low temperatures though, also the positive charge states are present.
While V2+ is the dominant species at low temperatures, the relative concentration of V+

(cV+/cV) is always below 0.05.
Figure 2.32 shows a map of the effective charge state of the silicon vacancy qeffV as a

function of the temperature and the Fermi energy, calculated according to equation 2.79.
The figure includes the temperature dependence of the energies of the valence band and
the conduction band. Furthermore, the temperature dependence of the position of the
Fermi energy in the band gap at different doping concentrations is included.

The effective charge state of the silicon vacancy as a function of the inverse temperature
for different doping concentrations is plotted in figure 2.33.
In intrinsic silicon, the effective charge state is about −1.4 at -100 ◦C and increases

slightly to −1 at 800 ◦C as the concentration of V0 increases. In p-type silicon qeffV is above
than the intrinsic level, while it is lower in n-type material. At acceptor concentrations
below 1016 cm−3, the effective charge state of the vacancy at low temperatures is 0. At a
certain temperature, which depends on the acceptor concentration, the effective charge
state decreases until it converges to the intrinsic level. The positive charge states of
the silicon vacancy are only present at acceptor concentrations higher than 1016 cm−3.
Hence only at such acceptor concentrations positive values for qeffV are observed. At an
acceptor concentration of 1018 cm−3, the effective charge state at -100 ◦C is +2. Here,
with increasing temperature, the effective charge state first shows the transition from +2
to 0 at temperatures between 0 ◦C and 250 ◦C, followed by another transition from 0
to −1 between 450 ◦C and 850 ◦C. In n-type material qeffV is −2 at low temperatures and
approaches the intrinsic level at higher temperatures. The temperature at which this
transition takes place increases with increasing doping concentration.
The experimental determination of the diffusion coefficient of the silicon vacancy is

very difficult, as it immediately reacts with other point defects after being generated.
Different studies, measuring the migration of the silicon vacancy resulted in values for the
effective vacancy diffusivity spreading over ten orders of magnitude (see the section on
the diffusion of the silicon vacancy in reference [5]). As each of the different states of the
vacancy is associated with a different diffusion constant, the effective vacancy diffusivity
strongly depends on the concentration ratio of its charge states. The Arrhenius coefficients
describing the diffusion of each charge state of the vacancy have been determined by
Watkins et al. [51, 59–61] using (EPR) at low temperatures and are listed in table 2.9.

Figure 2.34 shows the temperature dependence of the diffusivity of each charge state of
the silicon vacancy, calculated from the Arrhenius coefficients listed in table 2.9. While
the Arrhenius coefficients describing the diffusion coefficient of the neutral vacancy V0
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Figure 2.32: Map of the effective charge state of the silicon vacancy qeffV as a function
of temperature and Fermi energy. The temperature dependence of the valence and
conduction band energies and of the Fermi energy at different doping concentrations
are included.
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Figure 2.33: Temperature dependence of the effective charge state of the silicon vacancy
qeffV at constant doping concentrations.
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and the doubly charged states V2− and V2+, as well as the activation energy of V− are
published values [5], the parameters for V+ and the pre-factor of V− have been estimated
by the author of this thesis in a way, so that the diffusion coefficient of the singly charged
vacancy lies between the diffusion coefficients of the neutral and the doubly charged states.
Here, the Arrhenius coefficients determined at cryogenic temperatures have been used to
extrapolate the vacancy diffusivity also for higher temperatures. This estimation presumes,
that the activation energies stay constant over the whole temperature range.

Table 2.9: Arrhenius coefficients describing the temperature dependence of the diffusion
of each charge states of the silicon vacancy as reported in reference [5]. ∗: Coefficients
estimated by the author in a way to fit between the diffusion coefficients of the neutral
and the double charged vacancy.

Species EA [eV] D0 [cm2s−1]
V2− 0.18 1.5×10−2

V− 0.25 3.0×10−3∗

V0 0.45 1.3×10−3

V+ 0.38 ∗ 3.0×10−4∗

V2+ 0.32 9.6×10−5
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Figure 2.34: Diffusion coefficients of the silicon vacancy at different charge states as a
function of the inverse temperature, calculated from the Arrhenius parameters published
in reference [5] and listed in table 2.9.

Over the whole temperature range from -100 ◦C to 800 ◦C V2− shows the highest diffusion
coefficient. At temperatures below 300 ◦C, the neutral vacancy is the slowest diffusing
species. Above 300 ◦C V2+ state has the smallest diffusion coefficient of all charge states.

Taking the concentration ratio of the charge states of the silicon vacancy into account,
the effective diffusivity Deff

V is calculated following equation 2.85. Figure 2.35 shows a
two dimensional map of Deff

V , where one axis is the position of the Fermi energy in the
band gap and the other axis is the temperature. The figure furthermore includes the
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temperature dependence of the valence and conduction band energies and the temperature
dependence of the Fermi energy at different doping concentrations.
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Figure 2.35: Map of the effective diffusivity of the silicon vacancy as a function of the
temperature and the Fermi energy. The temperature dependence of the valence and
conduction band energies and the temperature dependence of the position of the Fermi
energy in the band gap at different doping concentrations are included.

The Arrhenius law (see equation 2.62) implicitly states that for positive activation
energies, the diffusion coefficient increases with temperature. As a consequence, also
the effective diffusivity Deff

V increases with temperature. Nevertheless, the difference of
Deff

V at the same temperature but for different positions of the Fermi energy can be as
high as six orders of magnitude. As the doubly negatively charged species V2− shows
the highest diffusivity, Deff

V is large when the Fermi energy is close to the conduction
band. At temperatures below 300 ◦C, the lowest values of Deff

V are found at Fermi energies
between -0.45 eV and -0.15 eV, where V0 is the dominant charge state. Assuming a vacancy
concentration much smaller than the doping concentration, the temperature dependence
of Deff

V can be plotted for different doping concentrations, as shown in figure 2.36.
In intrinsic silicon there is a linear relationship between the inverse temperature 1/T

and the natural logarithm of Deff
V , which follows the Arrhenius law and is described by an

activation energy EA of 0.17 eV and a pre-factor D0 of 4.7×10−3 cm2s−1. In p-type silicon
Deff

V is lower than in the intrinsic material, as here the less mobile species V0, V+ and V2+

are present. With increasing temperature Deff
V approaches the intrinsic level. The apparent

activation energy of Deff
V before the transition is higher than the intrinsic activation energy

and gets close to 1 eV, which is more than twice as high than the highest activation energy
of each individual charge state of the vacancy. The temperature at which this transition
occurs, increases with the acceptor concentration.

In n-type material Deff
V is higher than in the intrinsic material until a transition to the
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Figure 2.36: Temperature dependence of the effective diffusivity of the silicon vacancy
Deff

V at different doping concentrations.

intrinsic level is observed. The apparent activation energy before the transition is 0.18 eV,
which is close to the intrinsic activation energy. At doping concentrations above 1016 cm−3

the effective vacancy diffusivity decreases in the transition region. In this temperature
range the activation energy of the effective diffusivity is negative.

2.3.1.2 Silicon Divacancy V2

Whenever intrinsic point-defects are present at a significant concentration in a silicon
crystal and the temperature is high enough for them to be mobile, they will react with
other defects to form defect complexes or annihilate (in the case of the reaction of vacancies
with interstitials). One of these reaction paths includes two vacancies reacting to form
a divacancy V2 (see appendix C.2). The divacancy was first identified by Corbett and
Watkins from EPR measurements of electron-irradiated silicon [62] and has been studied
intensively. While most of the early studies used EPR [63–66], others applied DLTS [67–71]
or infra-red- (IR-) spectroscopy [72]. Furthermore, ab-initio calculations of the formation
energies of the different charge states, using pseudo-potentials [73] and DFT [54] have
been made. The ionization energies calculated by Mueller et al. were used to calculate
the relative formation energies of each charge states of the divacancy in the center of the
band gap. These energies are listed in the table in figure C.2.1a. Figure 2.37 shows the
formation energies of the different charge states of the silicon divacancy, relative to the
formation energy of its neutral chagre state, as a function of the position of the Fermi
energy in the band gap. The figure also includes the relative concentrations of the charge
states (cVq2/cV2) at 25 ◦C.
According to Mueller et al. [54], in contrast to the single vacancy, the divacancy does

not show a negative-U-system. There are only transitions between different ionization
states involving the release or capture of a single charge carrier. For more than half of
the band gap, V2−

2 is the dominant charge state. Only in p-type silicon are the other
charge states present at significant concentrations. Figure C.2.1(b) shows the relative
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Figure 2.37: Relative formation energy and relative concentration of each charge state of
the silicon divacancy as a function of the position of the Fermi energy in the band gap
at 25 ◦C. The formation energies at EF = 0 were calculated from DFT simulations [54].

concentration of each charge state of the divacancy as a function of the position of the
Fermi energy in the band gap and of the temperature. In n-type material, over the whole
temperature range from -100 ◦C to 800 ◦C, V2−

2 is the dominant charge state. V−2 is the
most stable configuration of the divacancy at a Fermi energy between -0.21 eV and -0.15 eV.
At Fermi energies between -0.39 eV and -0.21 eV V0

2 shows the highest concentration and if
the Fermi energy is between -0.48 eV an -0.39 eV V+

2 is present. At Fermi energies even
closer to the valence band, V2+

2 is the dominant charge state.
Figure C.2.2a shows the temperature dependence of the relative concentration of each

charge state of the divacancy at different doping concentrations. In intrinsic silicon, V2−
2

is the dominant charge state over the whole investigated temperature range. At room
temperature the relative concentration of V−2 is in the percent-range and increases to
approximately 20% at 800 ◦C. The concentration of the neutral charge state increases
as well with temperature but it never exceeds 5%. The dominant charge state of the
divacancy in n-type material is always V2−

2 . In p-type silicon the distribution of the
different charge states is more diverse. At an acceptor concentration of 1012 cm−3 and at
a temperature below -15 ◦C, the neutral charge state of the divacancy shows the highest
concentration. Between -15 ◦C and room temperature, V−2 is the dominant charge state
and at temperatures above room temperature the doubly negative charge state shows
the highest concentration. At higher acceptor concentrations the transitions between the
charge states are shifted towards higher temperatures and at an acceptor concentration
of 1016 cm−3 also the positive charge states appear at significant concentrations. If the
acceptor concentration is above 1018 cm−3, each charge state is dominant at a certain
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temperature range between -100 ◦C and 800 ◦C.
In a similar way as for the single vacancy, the effective charge state of the divacancy

qeffV2 was calculated and is plotted in figure 2.38.
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Figure 2.38: Map of the effective charge state of the divacancy in silicon as a function of
the temperature and the position of the Fermi energy in the band gap. The temperature
dependence of EV , EC and EF at different doping concentrations is included.

In n-type silicon qeffV2 is close to −2 over the whole temperature range between -100 ◦C
and 800 ◦C. The closer the Fermi energy is shifted towards the valence band, the higher
becomes qeffV2 . Figure 2.39 shows the effective charge state of the silicon divacancy as a
function of the inverse temperature for different donor and acceptor concentrations. This
representation assumes that the divacancy concentration is much smaller than the doping
concentration, and hence, does not influence the position of the Fermi energy in the band
gap.
In intrinsic silicon qeffV2 is −2 at low temperatures and slightly increases to about −1.7

at 800 ◦C. In n-type silicon, the effective charge state is similar to the intrinsic level.
Only at higher donor concentrations ( 1016 cm−3), the temperature range at which the
effective charge state is retained at −2 is increased. In p-type material at an acceptor
concentration of 1012 cm−3 qeffV2 is slightly negative at very low temperatures and decreases
with increasing temperature until it converges to the intrinsic level at around 90 ◦C. The
effective charge state at low temperature increases with the acceptor concentration. At
the same time, the point at which qeffV2 approaches the intrinsic level shifts towards higher
temperatures.
The Arrhenius parameters of the diffusivity of the silicon divacancy were determined

from the reaction kinetics of the reaction V2 +O → V2O in n-type silicon [69, 74]. Both,
Pellegrino et al. and Mikelsen et al. report an activation energy of the diffusion of the
divacancy of 1.3 eV, which agrees with the molecular dynamics simulations by Prasad and
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Figure 2.39: Temperature dependence of the effective charge state of the divacancy in
silicon at different doping concentrations.

Sinno [75]. Furthermore Mikelsen et al. found a pre-factor of 3×10−3 cm2s−1. As the
measurement of the divacancy diffusivity was carried out in n-type silicon, the diffusing
species is most probably V2−

2 . Ganagona et al. calculated the diffusivity of the divacancy
in p-type material, also using the reaction of V2 and O to V2O. They found similar
Arrhenius parameters as Mikelsen et al. (EA = 1.31 eV and D0 = 1.5×10−3 cm2s−1) [71].
The resistivity of the material investigated in their study was 6Ωcm which corresponds
to an acceptor concentration of approximately 2×1015 cm−3. At the temperatures they
used for the anneals (200 ◦C-300 ◦C) the charge state of the divacancy is either neutral or
negative (see figure C.2.2a). Unfortunately, the diffusivity of the positive charge states of
the divacancy still remains unknown. The temperature dependence of the diffusivity of
V2 is shown in figure 2.44. Compared to the diffusivities of the single vacancy and the
self-interstitial it is rather small.

2.3.1.3 Silicon Tri-vacancy V3 and Vacancy Clusters

A divacancy can react with a further vacancy and produce a trivacancy V3 (see ap-
pendix C.3). This type of intrinsic defect was first used for interpreting EPR measurements
by Lee and Corbet [76]. Markevich et at. measured the trivacancy using Laplace-DLTS
and correlated their findings to pseudopotential DFT calculations [77]. In a subsequent
calculation, Coutinho et al. found the ionization energies of the charge state transitions of
V3 and the corresponding relative formation energies [78]. The temperature dependence
of the relative formation energies and the ionization energies are plotted in figure 2.40 and
are listed in the table in figure C.3.1a.

The trivacancy shows two negative-U systems as there are direct transitions from V+2
3

to V0
3 and from V0

3 to V2−
3 . In figure C.3.1 the relative concentration of each charge state

is plotted as a function of the Fermi energy and the temperature. Throughout most of the
silicon band gap and the temperature range from -100 ◦C to 800 ◦C, the neutral state of the
trivacancy is the dominant charge state. Only if the Fermi energy is close to the valence
or conduction band, the doubly charged states show the highest relative concentrations.
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In both, intrinsic and silicon doped below 1016 cm−3, only the neutral charge state of
the trivacancy is present. Only if the doping concentration is rather high (1016 cm−3 in
n-type and 1018 cm−3 in p-type material), the doubly charged states are dominant. As a
consequence, also the effective charge state of the trivacancy only differs from zero if the
doping concentrations are high.
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Figure 2.40: Relative formation energies and relative concentrations of the different
charge states of the trivacancy in silicon as a function of the Fermi energy at 25 ◦C. The
relative formation energies at EF = 0 were calculated from ionization energies published
in reference 78. The experimentally observable ionization energies are indicated by
dashed lines.

As it has been pointed out by Prasad et al. the trivacancy is a mobile defect [75]. Using
molecular-dynamics simulations, a diffusivity of 2.2×10−6 cm2s−1 was calculated for a
temperature of 1600K. Markevich et al. determined an activation energy for the trivacancy
diffusion of 1.47 eV interpreting DLTS measurements and using DFT simulations [79]. The
combination of both findings, yields an Arrhenius pre-factor for the trivacancy diffusion of
1.0 cm2s−1. The temperature dependence of the diffusivity of V3 is included in figure 2.44.
At temperatures higher than 100 ◦C, the diffusion of V3 is faster than that of the divacancy.

If high vacancy concentrations are present, larger vacancy complexes, such as the
tetravacancy V4, pentavacancy V5 and hexavacancy V6 are formed [5]. Many of these
open volume defect complexes were measured in positron annihilation experiments [80–
82]. Different simulation methods have been used to calculate the energy reduction of
the system due to the formation of vacancy agglomerates [75, 83, 84]. Especially the
hexagonal ring structure of the hexavacancy shows a very high stability [85]. Prasad et
al. also argue that vacancy cluster with up to ten vacancies are mobile. They calculated
diffusion coefficients between 10−7 cm2s−1 and 10−5 cm2s−1 for different vacancy clusters
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at a temperature of 1600K using molecular-dynamics simulations [75]. Unfortunately the
temperature dependence of the diffusivity of these clusters has not been determined, so
their diffusivity at lower temperatures remains unknown and those defects are treated as
immobile species in further calculations.

2.3.1.4 Silicon Self-Interstitial

The self-interstitial I (see appendix C.4) is the second intrinsic point-defect in crystalline
silicon. Due to the nature of the self-interstitial, which is already mobile at temperatures
below 5K [86, 87], it tends to quickly react with other defects. Hence, it is extremely
difficult to directly observe the silicon self-interstitial experimentally. While vacancies
can be measured directly using EPR, interstitials are rather observed indirectly through
interstitial impurities such as interstitial carbon Ci, which is formed by the reaction of
substitutional carbon Cs with silicon self-interstitials [88].
There are several different sites which the self-interstitial can occupy in the silicon

lattice. As described by Watkins et al. the interstitial can be found at tetrahedral (T-
site) or hexagonal sites (H-site), as well as at bond-centered positions or at split sites
(X-site), where two interstitial atoms “share” one substitutional site [86]. Several ab-initio
calculations of the formation energies of each charge state of the self-interstitial have been
performed [89, 90], which come to different conclusions. In figure 2.41 the results of the two
studies performed by Lee et al.[89] and by Lopez et al.[90] are compared. The formation
and ionization energies used to generate the figure are listed in table in figure C.4.1a.
While Lee applied pseudopotential calculations, Lopez used DFT for the calculation of
the relative formation energies. In both studies, the relative formation energies of the
charge states I2− to I2+ were calculated for three different lattice sites (H-site, T-site and
X-site). While Lee found a negative-U system between I2+ and I−, Lopez calculations
predict stable configurations of all charge state from I2+ to I− at different energy ranges in
the silicon band gap. As the calculations by Lopez et al. are more recent, than the work
of Lee et al., further calculations in this thesis involving the charge state of the silicon
self-interstitial will use the results published by Lopez as input data.

At Fermi energies close to EV , I2+ at the tetrahedral lattice site is the dominant state of
the silicon interstitial. If the Fermi energy is between -0.22 eV and 0.1 eV, the most stable
state is I− at the tetrahedral position. The neutral state showing the lowest formation
energy is the one at the [110]-split site and it is the dominant state of the interstitial defect
at Fermi energies between 0.1 eV and 0.45 eV. If the Fermi energy is even closer to the
conduction band edge, I+ at the split site is the most stable configuration of the silicon
self-interstitial.

In figure 2.41 the relative concentration of each charge state of the interstitial is plotted
as a function of the Fermi energy and the temperature. Applying the simulation results
by Lopez et al.[90], there is an energy range within the band gap, where each charge state,
from I− to I2+, is the dominant state of the self-interstitial. I2−, on the other side, never
shows the highest relative concentration.
If the interstitial concentration is assumed to be much lower than the doping concen-

tration, the temperature dependence of the relative concentration of each charge state
of the interstitial at a certain doping concentration can be calculated. This is shown in
figure C.4.2a. In intrinsic silicon, I+ shows the highest concentration. At low temperatures,
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the concentrations of all other charge states are below 1%. With increasing tempera-
ture, the concentration of both, I0 and I2+ increases in such a way that at 800 ◦C, the
concentrations of both are above 10%. In n-type silicon at low doping concentration, I0
overtakes the concentration of I+ at low temperatures, before the concentrations approach
the intrinsic ratio. This transition is shifted towards higher temperatures by increasing
the donor concentrations. At high donor concentrations (1018 cm−3) and temperatures
below 0 ◦C, I− appears as the dominant charge state. In p-type silicon the concentration
of I2+ overtakes that of I+ and is the dominant charge state of the interstitial at low
temperatures. The transition back to the intrinsic ratio is also shifted towards higher
temperatures by increasing the acceptor concentration.
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Figure 2.41: Relative formation energies and relative concentrations of the different
charge states of the silicon interstitial at different lattice sites as a function of the
position of the Fermi energy in the band gap at 25 ◦C as calculated by Lopez [90] and
Lee [89]. The formation energies at EF = 0 are plotted relative to the formation energy
of I0 at the [110]-split site. H: hexagonal site, T: tetrahedral site, X: [110]-split site.

Figure 2.42 shows a map of the effective charge state of the silicon self-interstitial
calculated using equation 2.79. The figure also includes the temperature dependence of
EV , EC and the Fermi energy at different doping concentrations.

At Fermi energies close to EV the effective charge state is +2. At the center of the band
gap qeffI is +1 and close to the conduction band energy it converges to −1. In figure 2.43
the temperature dependence of the effective charge state of the interstitial is shown in
silicon at different doping levels.

In intrinsic silicon the effective charge state of the self-interstitial is almost temperature
independent and is close to −1 over a wide temperature range from -100 ◦C to 800 ◦C. In
p-type material qeffI starts out at +2 at low temperatures and converges to the intrinsic
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Figure 2.42: Map of the effective charge state of the silicon self-interstitial qeffI as a
function of the temperature and the position of the Fermi energy in the band gap. The
temperature dependence of the valence and conduction band energies and of the Fermi
energy at different doping concentrations are included.
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Figure 2.43: Temperature dependence of the effective charge state of the silicon self-
interstitial qeffI at different doping concentrations.
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level of −1 for increasing temperatures. In n-type silicon at donor concentrations below
1016 cm−3, qeffI is 0 at low temperatures, before it approaches the intrinsic effective charge
state as the temperature is increased. At higher donor concentrations the effective charge
states also takes negative values before it first converges to 0 and afterwards to the intrinsic
qeffI . All the transitions of qeffI can be shifted towards higher temperatures by increasing
the doping concentration.
Due to the high mobility and reactivity of the silicon self-interstitial, it is almost

impossible to determine the diffusivities of its charge states separately. A large number of
studies have been carried out to investigate the migration of interstitials and an excellent
review of many of those studies is found in reference [5].
Panteleev et al. presented an experimental study [91] where they generated intrinsic

point defects on one side of a sample by ion implantation and investigated their arrival
on the other side of the material by photo-stimulated electron emission. In contrast to
most other studies measuring the diffusivity of the self-interstitial, their investigation was
carried out at lower temperatures (100-350 ◦C). They calculated an activation energy EA of
0.12 eV and a pre-factor D0 of 1.1×10−6 cm2s−1 describing the temperature dependence of
the interstitial diffusivity. The study neglects the slowdown of the defect diffusivity due to
reactions and it does not look at the separate charge states of the interstitial individually.
Nevertheless, due to the lack of better data, the interstitial diffusivity, as published by
Panteleev et al. is used to describe the diffusivity of all charge states of the self-interstitial
in further calculations in this thesis.
Figure 2.44 shows a plot of the temperature dependence of the interstitial diffusivity

using the Arrhenius parameters calculated by Panteleev at al. [91]. The figure also includes
the diffusivity of the di-interstitial I2 with an activation energy of 1.52 eV and a pre-factor
of 0.38 cm2s−1) [92], the tri-interstitial I3 with an activation energy of 0.49 eV and a
pre-factor of 4×10−5 cm2s−1 [93] the divacancy (EA: 1.3 eV and D0: 4×10−3 cm2s−1) [69]
and the trivacancy (EA: 1.47 eV and D0: 1.0 cm2s−1) [75, 79].
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Figure 2.44: Diffusion coefficients of the silicon self-interstitial [91], the di-interstitial
[92], the tri-interstitial [93], the divacancy [69] and the tri-vacancy [75, 79] as a function
of the inverse temperature.
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Table 2.10: Arrhenius coefficients describing the temperature dependence of the diffusion
of different self-interstitial and vacancy complexes in silicon as reported in references [69,
75, 79, 91–93].

Species EA [eV] D0 [cm2s−1] Reference
I 0.12 1.1×10−6 [91]
I2 1.52 3.8×10−1 [92]
I3 0.49 4.0×10−5 [93]
V2 1.3 4.0×10−3 [69]
V3 1.47 1.0×100 [75, 79]

As there is no data available, describing the diffusivity of each separate charge state, it
is assumed in further calculations that all charge states of the self-interstitial share the
same diffusion coefficient. It has to be emphasized, that this assumption is flawed. As
Lopez et al. show, the activation energy of each charge state can in principle be calculated
by evaluating the maximal difference in the formation energy of the defect along the
migration path[90]. There is also a large number of other theoretical studies, calculating
the activation energy of the diffusivity of the self-interstitial [94–96]. Unfortunately the
results spread over a wide range and often the estimated errors of the calculations are
large. Furthermore most studies lack the calculation of the pre-factor D0.

2.3.1.5 Di-interstitial I2, Tri-interstitial I3 and Interstitial Clusters

Due to their high mobility, silicon self-interstitials tend to quickly react to form defect
complexes already at low temperatures. Among these complexes are the di-interstitial I2
(see appendix C.5) and the tri-interstitial I3 (see appendix C.6). Different configurations
of the di-interstitial have been experimentally determined using EPR [97–99]. Several
theoretical investigations of these structures have been carried out using various meth-
ods [100–103]. The tri-interstitial is considered very stable, as molecular dynamics studies
revealed a high binding energy of the interstitials in this complex [104]. Furthermore, I3
was associated as the origin of a photoluminescence band measured by Giri et al. [105].
Several structures for the tri-interstitial have been proposed and their formation energies
have been calculated [90, 106–109]. The results of the DFT simulations by Lopez et al. [90]
were used to plot the temperature dependence of the relative formation energy of each
charge state of the di-interstitial I2 and the tri-interstitial I3 and the corresponding relative
concentrations (see figure 2.45). The corresponding formation- and ionization energies are
listed in the tables in figures C.5.1a and C.6.1a.
According to the results of Lopez et al. I2 belongs to the group of negative-U-defects,

as it shows a direct transition from I2+
2 to I02. In the case of I3 no negative U-system has

been reported and the defect shows usual transitions from I2+
3 to I+3 and I+3 to I03. For

both, the di-interstitial and the tri-interstitial, no negative charge states are stable for
Fermi energies within the band gap of silicon.
The neutral state is the most stable charge state in both, the di- and tri-interstitial

throughout most of the band gap. In intrinsic silicon, as well as in n-type and in p-type
material the neutral states are the only charge states present at significant concentrations.
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Figure 2.45: Relative formation energy and relative concentration of the each charge
state of the di-interstitial and the tri-interstitial in silicon as a function of of the position
of the Fermi energy in the band gap at 25 ◦C. The relative formation energies at EF = 0
were calculated using DFT simulations [90].

Only at acceptor concentrations above 1015 cm−3 the positive charge states of both defect
complexes appear.
Several theoretical investigations indicated that the di-interstitial [100, 102] and the

tri-interstitial [93, 107, 108, 110] are mobile defects. The Arrhenius coefficients produced
by these studies vary a lot. In further calculations in this thesis involving I2, the Arrhe-
nius coefficients, calculated by Hane et al. [92] and will be used. Their tight-binding
molecular dynamics simulations yielded an activation energy of 1.52 eV and a pre-factor
of 0.38 cm2s−1. Further calculations involving the diffusivity of I3 will make use of the
Arrhenius coefficients computed by Du et al. using tight-binding molecular dynamics
paired with DFT simulations. Their calculations resulted in an activation energy of 0.49 eV
and a pre-factor of 4×10−5 cm2s−1 [93]. The temperature dependent diffusivities of I2
and I3 are shown in figure 2.44. While the diffusivity of I2 is comparable to that of the
divacancy, I3 is a much faster diffusing species.

Interstitials also form larger clusters such as tetra-, penta-, hexa- and octo-interstitials
(I4,I5,I6,I8) [5], as well as larger defects such as rod-like {311}-defects [111, 112] or planar
{111}-defects [113]. The stability and diffusivity of I2 and I3 might be one of the driving
forces in the formation of extended interstitial clusters [93, 102].

2.3.2 Extrinsic Defects

Extrinsic point-defects are elements which are not part of the composition of a material.
Many of these defects form energy states close to the valence or the conduction band and
hence, can be used as dopants or recombination centers. Especially atoms belonging to

66 Defect Complexes in Proton Implanted Silicon



group III and VI in the periodic table, such as boron, aluminum, phosphorus or antimony
are used to change the electrical properties of silicon to a desired level. Other defects, such
as oxygen or carbon, are unintentionally introduced into the material during the crystal
growth (see section 2.2.1). Extrinsic point defects occupy substitutional or interstitial
lattice sites (see figure 2.17) and react with other point defects to form defect complexes.
While substitutional defects tend to be rather immobile, interstitial impurities can show
high mobilities. Furthermore, in the presence of intrinsic point-defects, some immobile
impurities form defect pairs with vacancies or interstitials which can then be mobile [5].

2.3.3 Oxygen
Silicon always contains traces of oxygen (see appendix C.7). The temperature dependence
of the solubility of oxygen in silicon, as determined by Mikkelsen [114] is

[O] sol = 9×1022 cm−3 exp
(
−1.52 eV

kBT

)
(2.105)

In Czochralski-grown material, the oxygen is introduced from the silicon melt. Close to
the melting temperature (1414 ◦C) the oxygen solubility is 2.5×1018 cm−3. As the material
is cooled down rapidly, the solubility decreases which leads to an oxygen supersaturation.
At room temperature oxygen is immobile but at elevated temperatures the oxygen atoms
precipitate to agglomerates [115–117]. While in Czochralski grown material the oxygen
concentration is usually higher than 1017 cm−3, in FZ-material the oxygen content can be
decreased to levels around 1015 cm−3 [118].

In the silicon lattice oxygen atoms occupy interstitial positions [5] and throughout the
whole band gap, O0 is the most stable charge state. Figure 2.46 shows the formation
energies of the charge states of the oxygen interstitial in the silicon band gap, as calculated
by Wang et al. using DFT simulations [119]. The formation energies used to create
the figure are listed in the tables in figures C.7.1a and C.8.1a. Figure 2.46 also includes
the formation energies of the charge states of the oxygen dimer O2 (see appendix C.8),
calculated from DFT simulations by Du et al. [120].
Not even if the Fermi energy is very close to EV or EC , other charge states than O0

are present at significant concentrations. So, independent of the temperature and dopant
concentration, the effective charge state of the oxygen interstitial qeffO is 0. The oxygen
dimer, on the other hand, shows a negative-U system. Du et al. found a direct transition
from the 2+ state to the neutral state, which goes along with a change from a square to a
staggered configuration [120].
The diffusion of oxygen in silicon has been an intensively studied topic for decades.

For temperatures below 400 ◦C and above 700 ◦C, the Arrhenius coefficients have been
determined with very good precision [5, 114, 121]. In these temperature regions, the acti-
vation energy for oxygen diffusion is 2.53 eV and the pre-factor is 0.16 cm2s−1. Figure 2.47
shows the temperature dependence of the oxygen diffusivity in silicon. The figure also
includes the diffusivities of the oxygen dimer (EA: 1.3 eV, D0: 3×10−4 cm2s−1) [122], the
vacancy oxygen complex VO (EA: 1.8 eV, D0 = 6 cm2s−1) [74] and the diffusivity of the
OH-complex (EA: 2.0 eV, D0: 7.1×10−4 cm2s−1) [123].
At temperatures between 400 ◦C and 700 ◦C, though, the oxygen diffusivity does not

follow the Arrhenius law but shows a very strange temperature dependence [124, 125]. This
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of the oxygen interstitial and the oxygen dimer in silicon as a function of the Fermi
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Figure 2.47: Diffusion coefficients of the oxygen interstitial [5], the oxygen dimer [122],
the vacancy oxygen complex VO [74] and the OH-complex [123] in silicon as a function
of the inverse temperature.
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Table 2.11: Arrhenius coefficients describing the temperature dependence of the diffusion
of different oxygen containing complexes in silicon as reported in references [5, 69, 74,
122, 123].

Species EA [eV] D0 [cm2s−1] Reference
O 2.53 1.6×10−1 [5]
O2 1.3 3.0×10−4 [122]
VO 1.8 6.0×100 [74]
OH 2.0 7.1×10−4 [123]

temperature range also coincides with the appearance of the oxygen-related thermal-donors.
Gösele at al. suggested an involvement of the fast diffusing oxygen dimer O2 to explain
experimental observations [126]. Åberg et al. estimated the diffusivity of the dimer to
be about six orders of magnitude higher than that of atomic oxygen at 400 ◦C. Other
fast diffusing defects containing oxygen, which could explain the high diffusivity in this
temperature region are the vacancy oxygen complex VO [74] or the self-interstitial oxygen
complex IO [30]. Furthermore, the presence of hydrogen leads to an enhanced diffusivity of
oxygen, presumably through the formation of the faster diffusing OH complex [123, 127].
Straight oxygen chains are also mobile. Not only “short” chains containing two to nine
oxygen atoms show low migration energies (0.4 eV-1.6 eV), but also longer oxygen chains
might have a smaller migration energy than interstitial oxygen [128].

2.3.3.1 Thermal Donors

Already in the 1950’s Fuller et al. observed, that the resistivity of silicon can be changed
by heat treatments at temperatures between 300 ◦C and 700 ◦C [129, 130]. While anneals
around 450 ◦C lead to an increase of the electron concentration, a subsequent heat treatment
caused a decrease. This effect was immediately attributed to the formation and dissociation
of impurity defect complexes and there was broad agreement that oxygen had to play a
crucial part in this effect [130, 131]. After annealing at temperatures between 600 ◦C and
900 ◦C, the formation of further, “new” thermal donors (NTDs) was observed [132, 133].
Until today the structure of these oxygen related thermal donors (OTD) is not completely
resolved. Most certainly there is not only one type of thermal donor but there are
several different defect complexes, consisting of different point defects. While some studies
propose complexes containing self-interstitials alongside oxygen (InOm) [30, 134–136],
others studied defects containing nitrogen or carbon and oxygen [137–141]. Other thermal
donors consist solely of oxygen [31, 72, 131, 142, 143]

Electron nuclear double resonance (ENDOR) measurements by Meilwes et al. supported
the concept that OTDs contain only oxygen. They also showed that the thermal donors
observed in oxygen rich Czochralski-grown silicon are the same as in float zone material,
where the oxygen content was increased by in-diffusion [144]. A pathway for the formation
of oxygen agglomerates, acting as thermal donors was proposed by Ourmazd [145] and
elaborated by Voronkov [146]. He proposed a process, where oxygen agglomerates grew by
one oxygen monomer at a time, along with the emission of self-interstitials. The resulting
agglomerate OnVm consists of n oxygen atoms, while m self-interstitials were generated
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in the process. As the diffusivity of interstitial oxygen is low, experimentally observed
formation rates can only be explained by this process, if the agglomerates themselves are
mobile [146]. Over time, it has been accepted, that most OTDs are chains of oxygen atoms
[147] and there are at least 16 different species [32, 148]. This view has been strongly
supported by theoretical calculations by Lee et al. which did not only show that straight
oxygen chains are the most stable configuration of oxygen complexes, but also confirmed
the mobility of these chains [128, 149].
Most oxygen related thermal donors are double donors. This means they posses a

negative U-system, as there is a direct ionization from the neutral to the 2+ state. The
observed ionization energies of OTDs lie between 30meV and 250meV [142, 150–154].
DFT simulations of the formation energies of the charge states of different OTDs by
Pesola et al. also show negative U-systems for all investigated oxygen chains [155].
Investigations of the generation of thermal donors in high resistivity p-type material
(ρ > 103 Ωcm ≈ Na < 1.5×1013 cm−3) even showed an overcompensation of the initial
acceptor concentration and a conversion from p- to n-type doping after heat treatment [156–
158].

2.3.3.2 Vacancy-Oxygen Complexes

Vacancy-oxygen defects are primarily generated by electron or ion irradiation. The VO-
defect (see appendix C.9) was first identified using EPR [159, 160] and is referred to as the
Si-A-center [161], or the Si-B1-center [162]. This defect can grow by consuming oxygen
and/or vacancy atoms. A variety of different VmOn defects have been reported. Figure 2.48
shows the formation energies of each charge state of VO, V2O (see also appendix C.10) and
V3O (see also appendix C.11) as a function of the Fermi energy. The formation energies
of the VO-states were calculated from ionization energies published by Ferreira-Resende,
computed by DFT [163] and the formation energies of V3O were derived from ionization
energies published by Markevich et al. [164]. The formation energies of V2O were plotted
from ionization energies calculated by Ferreira-Resende [163] and measured by Ganagona
et al. [70].
All three defects show acceptor levels close to the conduction band. The VO defect

levels agree very well with the studies of Bemski and Watkins. Both found an ionization
energy for VO of about EC − 0.15 eV [159, 160] which corresponds to an ionization energy
of 1 eV relative to EV . The computed value (0.69 eV) of the ionization energy of V2O
agrees very well with the ionization energy of the Si-A14- center (EC − 0.5 eV) which
Lee at al. attributed to the V2O complex [165]. Furthermore, Ganagona et al. found
a donor level of V2O at an energy of 0.23 eV. Various other computational studies have
been performed to find the most stable configurations of VO and V2O. Both, Pesola et
al. [166] and Wang et al. [119] found stable configurations of VO2−, but the ionization
energies they calculated strongly deviate from experimental findings. Markevich et al.
identified several ionization energies of V3O which they confirmed with pseudo-potential
DFT calculations. Using photo-induced EPR, Lee et al. identified also V3O2 (0.4 eV and
0.77 eV) and V2O2 (0.4 eV and 0.77 eV) as electrically active defects [165].

Experimental [167] and theoretical studies [168] show that VO2 is an electrically inactive
complex, as its neutral state is the most stable charge state throughout the silicon band
gap. Also VO3 is considered electrically inactive [167].

70 Defect Complexes in Proton Implanted Silicon



-0.5

0.0

0.5
VO −

VO0

E
(−

/
0)∆
E

fo
rm

[eV
]

VO

EV -0.3 0.0 0.3 EC

0.0

0.5

1.0

Fermi Energy [eV]

c [
V

m
O

n
]q

/c
V

m
O

n

V
2O −V2O0

V2O
+

E
(0

/+
) E

(−
/
0)

V2O

EV -0.3 0.0 0.3 EC

Fermi Energy [eV]

V
3 O 2−

V
3O −

V3O0

V3O
+

V 3O
2+

E
(+

/
+

2) E
(0

/+
) E

(−
/
0)

E
(−

2/
−

)

V3O

EV -0.3 0.0 0.3 EC

Fermi Energy [eV]

Figure 2.48: Formation energies and relative concentrations of the different charge states
of VO, V2O and V3O in silicon as a function of the position of the Fermi energy in the
band gap at 25 ◦C. The formation energies at EF = 0 were calculated from ionization
energies published in references 163, 164 and 70.

Vacancy-oxygen complexes can be a location of indirect recombination of intrinsic point
defects, leading to the generation of e.g. oxygen dimers [169] in the reaction

VO2 + I→ O2. (2.106)

Some VmOn-complexes might be mobile. Pellegrino et al. proposed a pre-factor
of 6 cm2s−1 and an activation energy of 1.8 eV for the diffusivity of VO [74]. A similar
activation energy (1.84 eV) was calculated by Grönberg et al. using molecular dynamics
simulations [170]. Other studies also suggest that V2O could be mobile [171].

2.3.3.3 Self-Interstitial-Oxygen Complexes

At the same time as vacancy-oxygen complexes form, also self-interstitial-oxygen defects are
generated. Compared to the VmOn defects, though, InOm-complexes have been studied
less intensively. Interstitial oxygen defects were thought of as a candidate for OTDs
[30, 135, 136]. Investigating IO and IO2, Deak et al. found a (0/+ 2) transition close to
the conduction band using semi-empirical calculations [30, 172]. Markevich et al., on the
other hand, attributed a donor level closer to the valence band (EV + 0.255 eV) to the
(0/+ 2)-transition of IO2 [173]. Additionally they found an acceptor level at EC − 0.11 eV
which they first interpreted as the (−/0) transition of IO2. Later, using DLTS experiments
and DFT simulations, Markevich et al. attributed a similar donor level (0.11-0.13 eV)
to the ionization of I2O [174]. Further InOm-complexes discussed in literature are IO3,
I2O3 [135] and I2O2 [175].
There has not yet been a lot of research on the diffusivity of InOm-complexes, though
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some studies argue that the IO-complex might be very mobile [30, 176, 177].

2.3.4 Carbon
Another important impurity which is always present in silicon is carbon. While the carbon
concentration in epitaxially grown silicon can be as low as 1014 cm−3 [178] concentrations
in Cz- and FZ-material lie between 1016 cm−3 and 5×1017 cm−3 and usually originate
from the polycrystalline starting material [5, 179, 180]. In silicon, carbon resides on
substitutional lattice sites Cs (see appendix C.12), but it can be converted to mobile
interstitial carbon Ci (see appendix C.13) by exchange reactions with self-interstitials
[181, 182]. Substitutional carbon is electrically inactive. DFT simulations by Windl et
al. showed an acceptor level close to, or even above the conduction band edge [183].
Interstitial carbon, on the other hand, shows an acceptor and a donor transition within the
band gap [163, 184, 185]. Figure 2.49 shows the relative formation energy of each charge
state of Cs and Ci as a function of the Fermi level including the relative concentration of
each charge state at 25 ◦C. The ionization and formation energies used to create the plots
are listed in the tables in figure C.12.1a and C.13.1a.
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Figure 2.49: Formation energies and relative concentrations of the different charge states
of substitutional (Cs) and interstitial carbon (Ci) in silicon as a function of the Fermi
energy at 25 ◦C. The formation energies at EF = 0 were calculated from ionization
energies published in reference 183, 184 and 163.

The temperature dependence of the diffusion of substitutional carbon in silicon is
described by an activation energy of 3.29 eV and a pre-factor of 6.11 cm2s−1. This is an
effective diffusivity, as Cs itself is assumed to be immobile. It rather reacts with silicon
self-interstitials forming Ci which then diffuses, until it is captured by a vacancy and falls
back on a substitutional lattice position [5, 181, 182]. In different studies the diffusivity
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of the neutral charge state of Ci was investigated [186–189]. Combining these studies
yields an activation energy of 0.84 eV and a pre-factor of 0.17 cm2s−1 for the temperature
dependent diffusivity of C0

i . In reference 5 Pichler calculated the diffusivities of C+
i and

C−i from measurements by Song et al. [190]. The Arrhenius coefficients calculated from
those diffusivities are listed in table 2.12. The temperature dependence of the diffusivity
of each charge state of Ci and of the effective diffusivity of Cs is shown in figure 2.50.
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Figure 2.50: Diffusion coefficients of each charge state of the carbon interstitial Ci in
silicon as a function of the inverse temperature [5, 186–190].

Table 2.12: Arrhenius coefficients describing the temperature dependence of the diffusion
of interstitial carbon Ci [186–190] and the effective diffusivity of substitutional carbon
Cs [5].

EA [eV] D0 [cm2s−1]
C−i 0.74 0.49
C0
i 0.84 0.17

C+
i 0.82 0.84

Cs 3.29 6.11

The plot shows, that the diffusion coefficients of Ci are more than ten orders of magnitude
faster than the effective diffusivity of Cs. Furthermore, it can be observed, that the neutral
state of the carbon interstitial is a slower diffuser than the charged states.

As interstitial carbon is present at different charge states and each charge state has its
own diffusivity, an effective diffusivity Deff

Ci depending on the doping concentration can be
calculated. This calculation is only valid, if the concentrations of the charged states of the
carbon interstitial are much lower than the doping concentration. Otherwise, the charged
states of Ci have to be included in the calculation of the Fermi energy (see equation 2.83).
Figure 2.51 shows the relative diffusivity of Ci for different doping concentrations.

In intrinsic silicon, only the neutral charge state of Ci is populated. As soon as charged
states get occupied, Deff

Ci increases. The higher the doping concentration the higher is the
effective diffusivity of Ci. For the same doping concentration at low temperatures, Deff

Ci is
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Figure 2.51: Temperature dependence of the effective diffusivity of interstitial carbon Ci
at different doping concentrations.

higher in n-type than in p-type material. At higher temperatures, on the other hand, the
effective diffusivity of Ci is higher in p-type silicon.

2.3.4.1 Carbon-Oxygen Complexes

As oxygen and carbon usually show the highest concentrations of all impurities in the
active regions of power devices, the formation of defect complexes consisting of those two
constituents is very obvious. Early investigations of carbon-oxygen complexes were made
by Bean and Newman using IR-spectroscopy [191, 192]. Using DLTS, the donor state of
CiO (see appendix C.14) was measured to be between 0.32 eV and 0.4 eV above the valence
band energy [189, 193–198]. This level coincides with theoretical calculations by Coutinho
et al. [199] and Backlund [185], who found the transition from CiO+ to CiO0 at an energy
of 0.364 eV and 0.37 eV, respectively, above EV . Wang et al. found in a more recent
study that also the double positive charge state of CiO might be stable at Fermi energies
slightly below the valence band [200]. Figure 2.52 shows the relative formation energy of
each charge state of CiO as a function of the Fermi energy and the corresponding relative
concentrations of the charge states. The figure also includes the defect complexes CiOH
(see appendix C.15) and CiO2H (see appendix C.16) which are formed by the reaction
of CiO with hydrogen in proton-implanted material [141, 199] and are discussed in the
section on proton implantation 2.4. The formation and ionization energies used to create
figure 2.52 are listed in the tables in figures C.14.1a, C.15.1a and C.16.1a.
The donor level of CiO lies between the mid gap and the valence band (0.36 eV) and,

hence, compensates ionized acceptors. Both, CiOH and CiO2H show negative-U systems
and their donor transitions are much closer to the conduction band. These two defect
complexes belong to the group of the “shallow thermal donors” STD [141]. Another
candidate for being a member of this group is CiOH2, which was believed to have a donor
transition at an energy of 0.075 eV from the conduction band [201]. Theoretical studies of
this defect, though only showed the occupation of the neutral charge state throughout the
whole band gap [199].
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Figure 2.52: Formation energies and relative concentrations of each charge state of CiO,
CiOH and CiO2H in silicon as a function of the position of the Fermi energy in the band
gap at 25 ◦C. The formation energies at EF = 0 were calculated from ionization energies
published in reference 199. (R): ring structure and (O): open structure of CiOH and
CiO2H.

Different studies [169, 202, 203] also proposed the formation of defect complexes of
substitutional carbon and oxygen formed by the following reactions:

Ci + VO→ CsO
Ci + VO2 → CsO2

CiO + VO→ CsO2

Ci + VO3 → CsO3

(2.107)

Intrinsic point defects can indirectly recombine by the reaction of Cs and I forming Ci
which then can react with vacancies forming Cs again. In the same way, vacancies might
react with complexes including interstitial carbon such as CiO, yielding CsO.

Some studies furthermore suggest that CiO might be mobile [204, 205], but up to now,
no theoretical calculations or experiments have been performed to prove this claim and,
hence, no Arrhenius parameters describing the temperature dependence of the diffusivity
of CiO have been calculated yet.

2.3.4.2 Carbon-Carbon and Carbon-Silicon Complexes

Apart from oxygen, carbon also forms defect complexes with silicon self-interstitials. Here,
an interstitial carbon Ci can capture either another silicon self-interstitials I to form
CiIn [185, 200, 202, 206], or a substitutional carbon atom Cs resulting in the CiCs (see
appendix C.19) complex [184, 187, 188, 197, 207]. A further growth of different defect
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complexes by adding silicon self-interstitials is also possible, resulting in defect complexes
such as CiOI (see appendix C.18) [185, 200, 202, 203, 208, 209], or CiCsI [185, 202, 206, 210]
and even larger defect complexes [206, 210].
Using hybrid-DFT simulations, Wang et al. calculated the formation energies of each

charge state from −2 to +2 of CiI (see appendix C.17) and of different configurations of
CiOI and CiCs [200]. The resulting charge state distributions, including the formation
energies of the different states as a function of the Fermi energy are shown in figure 2.53.
The formation and ionization energies used to create the plots are listed in the tables in
figures C.17.1a, C.18.1a and C.19.1a.
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Figure 2.53: Formation energies and relative concentrations of each charge state of CiI,
CiOI and CiCs in silicon as a function of the position of the Fermi energy in the band
gap at 25 ◦C. The formation energies at EF = 0 were calculated from ionization energies
published in reference 200.

According to the simulations by Wang et al. [200] CiI shows two donor transitions
close to the conduction band (0.99 eV and 1.04 eV, respectively). Hence, for most energies
within the band gap, only the positive charge states of CiI are present. Only if the Fermi
energy is close to EC , is the neutral state populated, while the negatively charged states
are never stable.

Theoretical studies on the CiOI defect, or “C4”-center by Backlund et al. predict three
possible structures of the defect and predict a deep donor transition, around 0.1 eV from
the valence band and an acceptor transition about 0.1 eV below EC [185, 211]. Wang et
al., on the other hand, found that the +2 state of the open-ring configuration (O)-CiOI is
the most stable state throughout the band gap [200] (see middle plot in figure 2.53).

The CiCs-complex can be stable in several different configurations in the silicon crystal
[212, 213]. Wang et al. labeled those configurations A-, B- and C-type CiCs and found
that the C-type is energetically the most favorable configuration [200]. According to their
simulations, CiCs has two negative-U systems, as they found direct transitions from the
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double positive to the neutral state and from the neutral to the double negative charge
state.

Further carbon containing defect complexes are discussed in the next sections.

2.3.5 Boron
In the semiconductor industry, boron is one of the most commonly used impurities in
silicon to establish p-type doping [5]. Boron usually resides on substitutional lattice sites
Bs (see appendix C.20) [214, 215] and shows a donor transition which lies about 45meV
above EV [216–221]. Bs tends to react with silicon self interstitials I which results in the
formation of boron interstitials Bi (see appendix C.21) [5, 222, 223]. Contrary to boron at
a substitutional lattice site, the boron interstitial acts as an acceptor in n-type material
and as a donor in p-type material [223], showing a negative-U system [224]. The actual
configuration of Bi has been under discussion for decades. The reaction of Bs and I can
either yield a boron interstitial via the so-called “kick-out”-mechanism, or it can produce
a defect complex consisting of a substitutional boron atom and a silicon self-interstitial
(BsI) [225, 226]. For simplification, BsI is treated as just another configuration of Bi and
not as a separate defect complex. Hakala et al. calculated the formation energies of the
charge states of the boron interstitial at different lattice points (hexagonal, tetrahedral,
split-configuration and bond-centered), including the relative formation energy of the
charge states of BsI using DFT-simulations [225]. According to their calculations, the
interstitialcy-configuration (see figure 2.17g) shows the lowest formation energy for all
charge states. Furthermore they found a direct transition from the positive to the negative
state of BsI. In figure 2.54 the formation energies of each charge state of Bs and Bi are
plotted as a function of the Fermi energy within the band gap of silicon. Additionally
the relative concentrations of the charge states at 25 ◦C are shown. In the tables in
figures C.20.1a and C.21.1a, the formation and ionization energies are listed which were
used to create the figure.
Apart from being added directly to the silicon melt during crystal growth (see sec-

tion 2.2.1), boron can be introduced into the material by ion-implantation, by in-diffusion
from a doped oxide or from the gas phase. If silicon layers are grown in an epitaxy process,
boron can be directly added during the growth process [5]. Either way, to end up with the
desired doping concentration profile, the diffusion of boron has to be considered. Including
several different studies on the effective diffusion of boron in silicon at temperatures
between 950 ◦C and the melting temperature of silicon, an activation energy of 3.645 eV
and a pre-factor of 3.79 cm2s−1 were calculated [5].
An enhancement of the diffusion of boron can be observed, if the concentration of

silicon self-interstitials is increased [227–229]. From this it can be deduced, that the major
diffusing boron species is the boron interstitial. Using photo-induced EPR-measurements,
Watkins measured an activation energy of 0.6 eV for the temperature dependence of the
reorientation time of Bi [230]. He argued that the activation energy of the diffusion of Bi
should be approximately the same. Later studies confirmed an activation energy in the
range between 0.3 eV and 0.7 eV [231–235]. While some studies only consider the diffusion
of a single charge state of Bi [226, 231, 232], Martin-Bragado et al. published Arrhenius
parameters for each charge state of Bi [236], which they used to reproduce the effective
boron diffusivity measured by Haddara et al. [237].
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Figure 2.55 shows the temperature dependence of the diffusivity of boron containing
defects at different charge states. Apart from Bi, also BsV [238] and BiBs [239] are
considered to be mobile. Another presumably mobile boron containing defect complex
is BiH [240], though, no information on Arrhenius parameters describing the tempera-
ture dependence of its diffusion have been published yet. Figure 2.55 also includes the
temperature dependence of the effective boron diffusivity under intrinsic conditions. The
Arrhenius parameters used to create this figure are listed in table 2.13. The diffusivity of
Bi is orders of magnitude higher than that of BsV. Here, the neutral and negative charge
states of Bi, according to Martin-Bragado et al. show higher diffusion constants than the
positive charge state, in the temperature range below 1000 ◦C. In the depiction shown in
figure 2.55, the diffusivity of the neutral charge state of BsV is higher than that of the
positive complex. As no report on a pre-factor of the Arrhenius equation describing the
temperature dependence of the diffusion of BsV+ have been found, the same pre-factor as
for BsV0 was assumed. As BsV is only stable at low temperatures [241], its contribution
to the overall boron diffusion is considered to be relatively small [242]. The diffusivity of
BiBs at temperatures below 750 ◦C is lower than that of BsV.
In comparison to the diffusivities of the different charge states of Bi, BsV and BiBs

the effective diffusivity of all boron compounds combined is orders of magnitude smaller.
The migration of boron is primarily slowed down by reactions of the mobile species with
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intrinsic point defects (indirect recombination) [243, 244].

Bs + I↔ Bi

Bi + V ↔ Bs

Bs + V ↔ BsV
BsV + I↔ Bs

(2.108)
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Figure 2.55: Diffusion coefficients of the charge states of different defect complexes
containing boron in silicon as a function of the inverse temperature [236, 238]. The
effective diffusivity of boron (Bs∗) as found in reference 5 is included.

Table 2.13: Arrhenius coefficients describing the temperature dependence of the diffusion
of the charge states of different defect complexes containing boron, including the effective
diffusivity of boron (Bs∗). ∗∗: values chosen by the author (no experimental, theoretical
evidence).

EA [eV] D0 [cm2s−1]
B−i 0.36 [236] 1.0×10−3 [236]
B0

i 0.20 [236] 1.0×10−3 [236]
B+

i 1.10 [236] 1.0×10−3 [236]
BsV0 1.26 [238] 4.0×10−6 [238]
BsV+ 1.58 [238] 4.0×10−6∗∗

BiBs 1.81 [239] 1.0×10−3 [239]
B∗s 3.645 [5] 3.79 [5]

Taking into account the concentration ratios of the different charge states of Bi and their
corresponding diffusivities, the temperature dependence of the effective diffusivity of Bi can
be calculated. In the same way as shown before (see figure 2.36), the effective diffusivity
can further be calculated for different doping concentrations. This representation is only
valid, if the concentration of Bi is much smaller than the doping concentration. If the
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Bi concentration was on the same order of magnitude as the doping concentration it has
to be taken into account in the calculation of the Fermi energy (see equation 2.83). The
effective diffusivity of the boron interstitial Deff

Bi is shown in figure 2.56.
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Figure 2.56: Temperature dependence of the effective diffusivity of interstitial boron Deff
Bi

at different doping concentrations.

In intrinsic silicon, throughout the temperature range from -150 ◦C to 800 ◦C, the effective
diffusivity of Bi can be described by an activation energy of 0.27 eV and a pre-factor of
4×10−4 cm2s−1. In n-type material, at low temperatures, the diffusivity of interstitial
boron is smaller than its intrinsic diffusivity. Here, an activation energy of 0.36 eV and
a pre-factor of 10−3 cm2s−1 can be observed, which corresponds to the diffusivity of the
negative charge state (which is the only one present under these conditions). At a certain
temperature range, the the effective diffusivity approaches the intrinsic level. Within a
small range of temperatures, Deff

Bi even overcomes the intrinsic level, as the population of the
neutral charge state, which shows the highest diffusivity, becomes slightly more populated.
The temperature range, where the transition from extrinsic to intrinsic conditions takes
place, is shifted towards higher values by increasing the donor concentration. In p-type
silicon Deff

Bi is always smaller than in n-type and in intrinsic material. Before the effective
diffusivity of the boron interstitial reaches the intrinsic level, its temperature dependence
is described by an activation energy of 0.91 eV.

2.3.5.1 Complexes Containing Boron and Intrinsic Defects

Substitutional boron impurities can interact with intrinsic point defects, forming the
above mentioned, mobile defects Bi (see appendix C.21) and BsV (see appendix C.22).
BsV is stable up to a temperature of around -15 ◦C [223, 245]. By either BsV capturing
another vacancy or, by the reaction of Bs with a divacancy V2, the BsV2-complex (see
appendix C.23) is formed. This defect complex is predicted to be stable up to temperatures
around 300 ◦C [245]. Figure 2.57 shows the formation energies of the different charge
states of BsV and BsV2, calculated from ionization energies published by Adey et al. [245].
The figure includes the relative concentrations of each charge state of the defects, as well
as, the relative concentrations of each configuration of the corresponding charge states.
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Figure 2.57: Formation energies and relative concentrations of BsV and BsV2 in silicon
as a function of the position of the Fermi energy in the band gap at 25 ◦C. The formation
energies were calculated from ionization energies published by Adey et al. [245]. The
legend entries represent different configurations of the defects described in reference 245.

In Adey’s study [245], the energies of five different configurations of BsV were calculated.
In the positive charge state, the configurations 2nn(C1) and 2nn(C1h) are the most stable
ones. If BsV is in its neutral state, three different configurations of the defect are populated.
Here, the 2nn(C1)-configuration shows the highest concentration, followed by 2nn(C1h)
and 3nn. In the negative charge state mostly the 3nn-configuration is populated, but
some defect complexes are also found in the 2nn(C1)- and in the 4nn-configuration.
The BsV2-complex is stable at charge states from −2 to +1 and in three different

configurations at different levels of the Fermi energy within the band gap of silicon [245].
Here, the stablest configuration in all charge states is the 2nn-configuration. If the defect
complex is positively charged, a small fraction also occupies the 1nn configuration. The
negatively charged BsV2 also appears in the 5nn-configuration.
As already mentioned above, substitutional boron pairs with silicon self-interstitials

and forms mobile Bi. This defect can then capture further silicon self-interstitials to form
the defect group BiIn [246–248]. Furthermore, substitutional boron atoms can capture

PhD thesis by Martin Faccinelli, 2018 81



mobile boron interstitials to form the complex BiBs [242, 246]. By capturing more boron
interstitials and vacancies BimBsn are formed [246–250]

Bs + Bi ↔ BiBs

BiBs + Bi ↔ Bi2Bs

BiBs + V↔ Bs2

Bs2 + Bi ↔ BiBs2

Bi + I↔ BiI
BiIn + I↔ BiIn+1

(2.109)

There are different notations of boron clusters [250]. In this thesis, a defect complex
consisting of a substitutional boron and a silicon self-interstitial is considered to be equal
to a boron interstitial Bi. Hence, the notation of a defect complex consisting of three
boron atoms and three silicon self-interstitials (B3I3) is similar to three boron interstitials
(Bi3) and a defect complex such as B3I2 is similar to Bi2Bs. As Bs is considered to be
immobile, clusters of substitutional boron atoms can only grow in the presence of intrinsic
defects according to

BimBsn + Bi ↔ Bim+1Bsn

BimBsn + I↔ Bim+1Bsn−1

BimBsn + V↔ Bim−1Bsn+1

(2.110)

Boron clusters consisting of up to twelve boron atoms have been studied theoretically
[247, 251].
In several studies the stability of different charge states of boron clusters were simu-

lated [247–250, 252, 253]. In figure 2.58 the formation energies of the different charge states
of a selection of BimBsn-defect complexes consisting of two (BiBs, see also appendix C.24),
three (Bs3 , see also appendix C.25) and four boron atoms (Bi2Bs2 , see also appendix C.26)
are plotted as a function of the Fermi energy in the band gap of silicon. The formation
energies at EF = 0 eV stem from DFT simulations by Lenosky et al. [248] and are listed
in the tables in figures C.24.1a, C.25.1a and C.26.1a.

According to the calculations by Lenosky et al., the most stable state of BiBs throughout
most of the band gap is the neutral one. Only very close to the conduction band, the
negative charge state becomes populated. Experimental investigations of the BiBs-defect
additionally showed a donor transition at about EV + 0.3 eV [254, 255].

The BiBs-complex is considered to be mobile [239, 256]. Using DFT simulations, Hwang
et al. calculated an activation energy of 1.81 eV and a pre-factor of 10−3 cm2s−1 [239].
The temperature dependence of the diffusion constant of BiBs is plotted in figure 2.55 and
is orders of magnitude smaller than the diffusivity of Bi, similar to the that of BsV, and
much faster than the effective boron diffusivity.
Figure 2.58 also shows the formation energies of the charge charge states of two larger

boron complexes, Bs3 and Bi2Bs2 . Consisting of three boron atoms at substitutional lattice
sites, Bs3 is stable at charge states from neutral to −3 in the silicon band gap. Two of the
three acceptor ionizations lie between the mid gap and the valence band. Bi2Bs2 , on the
other hand shows only one, deep acceptor level, close to the center of the band gap.
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Figure 2.58: Formation energies and relative concentrations of each charge state of BiBs,
Bs3 and Bi2Bs2 in silicon as a function of the Fermi energy at 25 ◦C. The formation
energies at EF = 0 were calculated and published in reference 248.

2.3.5.2 Boron Complexes Containing Oxygen or Carbon

The mobile interstitial boron defect (Bi) can be trapped by oxygen or carbon. The resulting
defect complexes are considered as the main reason for the degradation of Cz-grown silicon
solar cells [255, 257–260]. The most prominent defect complex consisting of boron and
carbon is BiCs [254, 257, 261] (see appendix C.29). This defect includes the configurational
isomers BsCi [255] and BCI [262]. Boron-oxygen defects can be formed by reactions of the
mobile oxygen dimer with immobile, substitutional boron atoms [93, 259, 263], and by
reactions of mobile boron interstitials Bi with interstitial oxygen [255, 257, 261, 264] or
with vacancy-oxygen defects (VO or VO2). An overview of possible reactions of different
defects forming boron-oxygen and boron-carbon defect complexes is listed in equation 2.111.

Bi + Cs ↔ BiCs

Bs + Ci ↔ BsCi

Bi + Ci ↔ BiCi

Bs + O2 ↔ BsO2

Bi + O↔ BiO
Bi + VO↔ BsO
Bi + VO2 ↔ BsO2

(2.111)

In figure 2.59 the formation energies of the charge states of different defect complexes of
boron with oxygen (BiO, see also appendix C.27, and BsO2, see also appendix C.28) and
with carbon (BiCs) are plotted as a function of the Fermi energy in the band gap of silicon.
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Ionization energies for the transitions between different charge states, computed by Adey
et al. using DFT-simulations [261] were used to calculate the formation energies of the
charge states of BiO and BiCs. The formation energies of the charge states of BsO2 were
published by Du et al. in reference [120]. The ionization energies and the corresponding
formation energies of the charge states of BiO, BsO2 and BiCs at 0K and EF = 0 are
listed in the in the tables in figures C.27.1a, C.28.1a and C.29.1a.
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Figure 2.59: Formation energies and relative concentrations of each charge state of BiO,
BsO2 and BiCs in silicon as a function of the Fermi energy at 25 ◦C. The formation
energies of the charge states of BiO and BiCs at EF = 0 were calculated from ionization
energies published in reference 261. The formation energies of BsO2 at EF = 0 were
published in reference 120.

2.3.6 Phosphorus

Another widely used impurity in the silicon semiconductor industry is phosphorus, which
is used to establish n-type doping. In a similar way to boron impurities, phosphorus atoms
tend to reside on substitutional lattice positions (Ps, see appendix C.30) in the silicon
crystal [214]. At a substitutional lattice site phosphorus atoms, which have five valence
electrons, only form bonds to four silicon atoms at neighboring lattice sites. The remaining
valence electron is “donated” to the conduction band with an ionization energy of about
45meV [214]. In other studies, similar ionization energies between 39meV and 50meV
using experimental [265–268] and theoretical approaches [269] were found.
In the presence of silicon self-interstitials, Ps is kicked-out of the substitutional lattice

site, resulting in an interstitial phosphorus impurity Pi [270–272] (see appendix C.31).
Similarly, the VPs-defect complex (see appendix C.32), also called the “E-center” is formed
by the reaction of a substitutional phosphorus with a vacancy [160, 163, 273]. Figure 2.60
depicts the formation energies of each charge state of Ps, Pi and VPs. While the formation
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energies of the two charge states of Ps were calculated using an ionization energy of
EC-0.045 eV, the formation energies of the different configurations and charge states of Pi
were calculated by Liu et al. [262, 274] and the formation energies of the charge states
of VPs were calculated by Ferreira-Resende [163]. The tables in figures C.30.1a, C.31.1a
and C.32.1a list all the formation and ionization energies used to create the plots in
figure 2.60.
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Figure 2.60: Formation energies and relative concentrations of each charge state of
Ps, Pi and VPs in silicon as a function of the Fermi energy at 25 ◦C. The formation
energies of the charge states of Ps were calculated using an ionization energy of 45meV.
The formation energies of Pi were published in references 262, 274 and the formation
energies of the charge states of VPs were calculated from ionization energies computed
in reference [163]. X: [110]-dumbbell structure, X2: X-configuration including distortion,
H: hexagonal site, S: [100]-dumbbell structure

As already mentioned before, Ps shows one transition very close to the conduction
band and its most stable charge state throughout the band gap of silicon is P+

s . The
phosphorus interstitial Pi, on the other hand, according to the calculations of Liu et
al. [262], acts as an acceptor in silicon. There is an acceptor transition 0.39 eV above EV
and another transition at an energy of 0.61 eV above the valence band edge. At Fermi
energies close to EV , Pi populates the neutral charge state in the hexagonal configuration
(H). Nevertheless at elevated temperatures, a significant fraction of Pi is found in the [100]-
and [110]-dumbbell structures (X, X2 and S), which show a slightly higher formation energy.
If the phosphorus interstitial is negatively charged it exclusively forms the [110]-dumbbell
structures (X and X2) [262]. The acceptor level at EC − 0.43 eV of the VPs complex was
already reported by Watkins et al. in 1959 [160], but it took more than forty years until
also the donor transition of the defect was revealed by Larsen et al. [275, 276], 0.27 eV
above EV . Ferreira-Resende predicted this donor transition already earlier using first
principles local-density formalism cluster theory [163, 277].
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Phosphorus is thought of as the fastest diffusing group V donor in silicon [5]. The
effective diffusivity of Ps is on the same order as that of substitutional boron and is
described by an activation energy of 3.507 eV and a pre-factor of 1.03 cm2s−1 [5]. The
actual diffusion process of phosphorus is, in a similar way to the diffusion process of
boron, quite complex [270, 278]. The diffusing, phosphorus-containing species are Pi and
VPs[5, 270, 274]. As described in reference [270], the following reactions determine the
effective diffusivity of phosphorus:

Ps + I↔ Pi

Pi + V↔ Ps

Ps + V↔ VPs

VPs + I↔ Ps

(2.112)

Another diffusing, phosphorus-containing defect is PiH which shows an activation energy
between 1.81 eV and 2.04 eV [279].
The diffusivities of the negative and neutral charge states of the VPs-complex are

described by Arrhenius equations published in reference [5] and are listed in table 2.14.
The diffusivity of the positive charge state of VPs is yet to be determined. The diffusivity of
Pi was studied by Liu et al. using DFT simulations [262, 274]. They calculated activation
energies of 1.4 eV and 0.6 eV for the diffusion of P−i and of the neutral charge state of Pi.
For the calculation of diffusion coefficients, the pre-factors of P−i and P0

i were estimated.
The temperature dependence of the diffusivity of the mobile phosphorus defects is shown
in figure 2.61 and the corresponding Arrhenius parameters are listed in table 2.14.
As several Arrhenius parameters describing the diffusivities of mobile phosphorus

containing defect complexes are estimated, it is difficult to discuss the effective diffusivity
of these defects. It can be stated, though, that these defects show diffusivities which are
several orders of magnitude higher than the effective diffusivity of phosphorus.

Table 2.14: Arrhenius coefficients describing the temperature dependence of the diffusion
of the charge states of different defect complexes containing phosphorus, including the
effective diffusivity phosphorus (Ps∗). ∗∗: estimated values.

EA [eV] D0 [cm2s−1]
P−i 1.4 [274] 10−2∗∗

P0
i 0.6 [274] 10−6∗∗

VP−s 1.25 [5] 9.6×10−2 [5]
VP0

s 0.93 [5] 9.7×10−4 [5]
P∗s 3.507 [5] 1.03 [5]

2.3.6.1 Phosphorus Complexes

Phosphorus can form various complexes with other point defects in silicon. One of these
defect complexes is PiCs (or PsCi, or PCI, depending on the notation) [277, 280–284].
Zhan et al. found five different configurations (IA, IB, IIA, IIB and III) of the defect
complex using EPR [283]. They also measured the electronic transition of each charge
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Figure 2.61: Diffusion coefficients of the charge states of different defect complexes
containing phosphorus in silicon as a function of the inverse temperature [5, 274]. The
effective diffusivity of phosphorus (Ps∗) as found in reference 5 is included.

state using DLTS. Unfortunately the relative stabilities of the different configurations
have not been determined yet. Resende er al. calculated the ionization energies of PiCs
using DFT [277], though they did not mention the configuration of the defect complex
they used in their simulations. Most studies agree, that PiCs has an acceptor level in
vicinity of the bottom of the conduction band and an acceptor level closer to the valence
band [277, 282, 283].
Lindström et al. reported on a defect complex containing phosphorus and oxygen

(P2VO) which might be formed by some reaction of VPs and VO [285]. The defect should
show a transition between charge states 0.27 eV below EC .
Apart from VPs further defect complexes containing phosphorus and vacancies have

been proposed. Chadi et al. proposed the formation of donor pairs consisting of several
phosphorus atoms and a vacancy (PnV) [286]. Larsen et al. found a donor transition 0.15 eV
below EC which they assigned to the VPs2-complex [287]. Suezawa et al. proposed a
complex consisting of two vacancies and a phosphorus substitutional V2Ps to account for
a transition 0.276 eV below EC [288]. To explain concentration profiles of phosphorus after
transient enhanced diffusion, Schroer and Uematsu considered the formation of PiI as a
major influence [289, 290]. Furthermore, the generation of larger phosphorus-self-interstitial
clusters was suggested as well [291, 292].
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2.4 Proton Implantation

The implantation of protons is a widely used process in the silicon semiconductor industry.
This section is mainly based on the work by Kozlovskii et al. [293] and by Laven [294].
Proton implantation in silicon can have several purposes: Low implantation doses (below
5×1012 H+cm−2) are used to locally control the lifetime of charge carriers by generating
recombination centers [295, 296]. The implantation of proton doses around 1013 H+cm−2

to 1015 H+cm−2 leads to the formation of hydrogen related donors [297, 298]. If proton
doses above 1016 H+cm−2 are implanted, the formation of platelet defects [299] is initiated,
which are used to produce thin layers of silicon in the “Smart-Cut”-process [300, 301].
The following section shortly presents the fundamentals of implantation physics and
the simulation tool “Stopping and Range of Ions in Matter” (SRIM), which is used to
simulate damage profiles created by proton bombardment. Furthermore, defect complexes
generated during the implantation process and in a subsequent anneal are discussed. A
short summary of the charge states of each defect and of the diffusivities of mobile defects
discussed in this section can be found in the catalog on defects in appendix C. There is a
reference to the respective section in the appendix at the beginning of the section about
each defect.

2.4.1 Shooting High Energy Protons Into a Silicon Crystal

When ions are implanted into a material, they are accelerated to high kinetic energies. If
the energy is high enough, these particles even reach velocities, close to the speed of light
cl. The speed of light cl in a material can be calculated from its relative permeability εr
and its relative permittivity µr

cl = 1√
εεrµµr

. (2.113)

In vacuum, εr and µr are 1, hence the speed of light is cl,0, 2.9979×108 ms−1. The relative
permeability εr of silicon is 11.7 [1] and, as the magnetic susceptibility ξm of silicon is
smaller than 10−5 [302] and µr = 1+ξm the relative permeability of the material is almost 1.
This results in a speed of light of 8.8×107 ms−1 or 0.29 cl,0. In classical mechanics, the
relation between the kinetic energy E and the velocity v of a particle is

E = mv2

2 , (2.114)

where m is the rest mass of the particle. If the particle is accelerated to a velocity, which is
a significant fraction of the speed of light, relativistic effects have to be taken into account
and the relation of energy and velocity becomes

E = mcl
2

√
1− v2

cl2

−mcl
2. (2.115)

Considering protons, which have a rest mass of mH+ = 1.673×10−27 kg, particles with
kinetic energies below about 100MeV can be treated using classical mechanics, while the
description of interactions of particles at higher kinetic energies require the application of
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relativistic mechanics. Figure 2.62a shows the velocity of protons in silicon as a function
of the kinetic energy of the protons, calculated using the relativistic and classical model.
Furthermore, the speed of light in vacuum and in silicon are indicated.
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Figure 2.62: Stopping power, velocity and range of protons in silicon as a function of
their kinetic energy. The stopping power was calculated using the PSTAR [303]. The
projected range and the longitudinal straggling were calculated using SRIM [304, 305].

As already derived by Bohr in the early 19th century, the power loss or deceleration of
a fast traveling, charged particle passing through a material is divided into interactions
of that particle with the electrons (electronic interaction) and with the nuclei (nuclear
interaction) of the material [306, 307]. Electronic interaction goes along with the ionization
of the irradiated material, while elastic and inelastic collisions of the incoming particles
with lattice atoms make up the nuclear interactions. Using the software tool “PSTAR”
of the National Institute of Standards and Technology [303], the electronic and nuclear
contribution to the stopping power can be calculated as a function of the particle energy.
This is plotted in figure 2.62b, for the case of protons in silicon.

The electronic contribution to the stopping power working on protons in silicon, as
a function of the kinetic energy of the protons, peaks at an energy of about 100 keV.
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Protons with lower kinetic energies “feel” less electronic stopping power. For protons
at higher energies, the electronic stopping power scales with the speed of the protons.
Hence, it saturates at as the speed of the protons approaches the speed of light. The
nuclear contribution to the stopping power is several orders of magnitude smaller than
the electronic contribution. Nevertheless this power loss is responsible for the generation
of intrinsic defect pairs, as the impinging protons knock silicon atoms off their lattice
positions. High energy protons can also undergo nuclear fusion reactions with substrate
atoms, converting 30

14Si to 31
15P in a reaction similar to the reaction 2.59. Protons moving

faster than the speed of light in silicon will also lose energy due to the emission of Ĉerenkov
radiation [308, 309]. The energies used to implant protons in this thesis, though, with the
highest energy being 4MeV, are too low to observe either of the last two effects.

After loosing all their kinetic energy, the implanted protons capture an electron and come
to rest as atomic hydrogen. The generation of radiation damage in the material due to the
interactions of impinging particles with lattice atoms and the distribution of the implanted
particles after having lost all their kinetic energy can be simulated using Monte-Carlo
simulations such as the software package “Stopping and Range of Ions in Matter” or
SRIM [304, 305]. From such simulations, which will be discussed in the next section 2.4.2,
the range, and also the distribution of the implanted protons can be calculated. This,
so-called “projected range” rp, which corresponds to the mean implantation depth, and
the “longitudinal straggling” σrp , describing the standard deviation of the projected range
of the generated hydrogen concentration profile, are plotted in figure 2.62c as a function of
the implantation energy, the kinetic energy of the protons before they enter the material.

Both, the projected range and the straggling of the spreading of the implanted protons
increase with increasing proton implantation energy. Values of the projected range and
the longitudinal straggling for selected implantation energies are listed in table 2.15.

Table 2.15: Projected range rp and longitudinal straggling σrp for selected proton im-
plantation energies calculated with SRIM.

H+ Energy [keV] rp [µm] σrp [µm]
100 0.9 0.1
400 4.4 0.2

1000 16 0.8
2500 68 3.1
4000 148 6.1

When particles are implanted into a crystalline material, there is a certain chance that
they will travel along a high symmetry direction, inside a channel between the lattice
atoms. Due to the positive charges of the lattice atoms, the moving particle is held inside
the channel. This leads to an increase of the projected range, as the electron density inside
the channel is lower than outside and, hence, the electronic stopping power per unit length
along this path is decreased [310]. Depending on the particle velocity and the temperature,
there is a critical implantation angle, relative to each high symmetry surface plane of a
crystal [311]. If the implantation angle is higher than the critical angle, channeling effects
can be neglected. Samples investigated in this thesis were all implanted at an angle of 7 ◦
to avoid channeling.
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2.4.2 Calculation of Damage Profiles Generated by Proton
Implantation Using SRIM

“Stopping Range of Ions In Matter”, or short SRIM [304] is a software package based on
Monte-Carlo simulations of the deceleration and scattering of ions in a solid material [312].
This software package includes a tool for the calculation of the “Transport of Ions in
Matter” (TRIM).
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Figure 2.63: TRIM simulation of the scatter paths of 10000 100 keV-protons in silicon.
Red dots show the rest place of the implanted protons, white dots show scattering events
and green dots show collision cascades. Additionally concentration depth profiles of
protons and vacancies are shown including an indication of the projected range rp, the
“lateral straggling” and the position of the maximum vacancy concentration rVmax .

Figure 2.63 shows the interactions of 100 keV protons with a silicon substrate calculated
using the “Detailed Calculation with Full Damage Cascades”-option of TRIM. For this
calculation, the scattering paths of 10000 protons have been simulated. While the final rest
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places of the implanted protons are shown as red dots in the figure, white points indicate
locations at which scattering events took place and green points signalize damage cascades.
Such damage cascades are initiated, when protons transfer an amount of kinetic energy
to a lattice atom, that is several times the binding energy of that atom to the lattice.
This triggers a cascade of further scattering events of that atom, generating a number
of vacancies and interstitials. Additionally, the concentration profiles of the hydrogen
atoms, after coming to rest and the concentration profile of the vacancies generated by
those atoms during the implantation are shown. The concentrations are normalized to the
implanted proton dose, the number of implanted protons per unit area. While the position
of the maximum of the hydrogen concentration defines the projected range rp, the vacancy
concentration peaks at rVmax , which is closer to the surface than rp. After being knocked
off its lattice position by an impinging proton, the created interstitial usually resides close
to the generated vacancy (within a few nm). Hence, similar profiles for the concentration
of vacancies and interstitials are considered.

As already indicated in figure 2.62c and table 2.15, the projected range and the longitu-
dinal straggling scale with the implantation energy of the protons. At the same time rp
is increased, the maximum concentration of both, the hydrogen and the intrinsic defects
decreases. This effect is shown in figure 2.64, were concentration profiles of hydrogen and
vacancies, generated by proton implantation at different implantation energies are plotted.
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Figure 2.64: Concentration profiles of hydrogen and vacancies generated by proton
implantation at different implantation energies, calculated using SRIM [304].

The normalized hydrogen concentration at rp is 6×104 cm−1 if the protons are implanted
with 100 keV and decreases with increasing implantation energy to about 103 cm−1 at an
implantation energy of 4MeV. If the implantation energy is above several hundred eV,
each implanted proton generates more than one lattice vacancy on average. Hence, the
concentration of vacancies generated by the impinging protons at an implantation energy
in the keV-range and above, is always higher than the concentration of the implanted
hydrogen. At an implantation energy of 100 keV the vacancy concentration (normalized
to the implanted dose) at rVmax is 6×105 cm−1 and it decreases to 3×104 cm−1 at an
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implantation energy of 4MeV. Figure 2.65 shows the number of vacancies generated per
implanted proton as a function of the implantation energy. Furthermore, the ratio of the
maximum vacancy concentration at rVmax and the maximum hydrogen concentration at
rp are plotted as a function of the implantation energy.
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Figure 2.65: Number of vacancies generated per implanted proton and ratio of the
concentration maxima of vacancies and hydrogen as a function of the implantation
energy.

At an implantation energy of 1 keV, about 2.4 vacancies are generated on average per
proton. This value increases to 37 vacancies per 1MeV-proton and to more than 70
vacancies per proton if the implantation energy is 4MeV.

The damage distributions, and the hydrogen concentration profiles after proton implan-
tation calculated with SRIM deviate from the real conditions. To account for the diffusion
of the generated point defects and reactions with each other and with extrinsic defects, a
process simulation will be presented and discussed in chapter 4. As one of the results of
this simulation it will be shown that about 90% of the generated intrinsic defects already
recombine during the implantation process.

2.4.3 Hydrogen in Silicon

Apart from the implanting protons [297, 313], hydrogen can be introduced using a radio
frequency (RF-) plasma [314–316] or it can be diffused in from the gas phase (perme-
ation) [49]. Other methods include the electrochemical introduction of hydrogen by boiling
the material in water [317] or in oxidizing acids such as HF and HNO3 [318]. A good
review about hydrogenation methods of crystalline silicon is found in reference [319].
The solubility of hydrogen in silicon was first determined by van Wieringen et al. in

1956 using in-diffusion of hydrogen into silicon from the gas-phase [49]

[H] sol = 2.4×1021 cm−3 exp
(
−1.87 eV

kBT

)
(2.116)

Due to their much smaller size compared to silicon lattice atoms, hydrogen atoms do not
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reside on substitutional lattice positions but rather prefer interstitial sites. There are
several possible sites in the silicon unit cell, where hydrogen would fit in. These different
configurations were investigated theoretically by several studies [320–325]. Most of these
investigations concluded that the lowest energy lattice sites for the hydrogen atom are the
bond-centered (BC-) and the tetragonal (T-) sites. Building on previous work by Van de
Walle et al. [323] and Deák et al [326], Herring et al. used DFT-simulations to calculate
the most stable configurations of different charge states of the hydrogen interstitial as a
function of the position of the Fermi energy in the band gap of silicon [327]. They found
that if hydrogen is neutral or positively charged, it resides on BC-sites, while it prefers
T-sites when its charge is negative. In figure 2.66 the formation energy of each charge
state of atomic hydrogen, relative to the formation energy of the neutral charge state is
plotted as a function of the Fermi energy within the band-gap of silicon. Additionally
the relative concentrations of the charge states at a temperature of 25 ◦C are shown. The
formation energies at the middle of the band-gap (EF = 0) and the ionization energies for
the direct transitions between the charge states are listed in the table in figure C.33.1.
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Figure 2.66: Formation energies and relative concentrations of the charge states of atomic
hydrogen in silicon as a function of the Fermi energy at 25 ◦C. The formation energies
at EF = 0 were calculated from ionization energies published in reference 327. The
experimentally observable ionization energy is indicated by a dashed line.

Atomic hydrogen H (see appendix C.33) shows a negative-U system, as there is a direct
transition from the negatively charged to the positively charged state. The positive charge
state is the most stable configuration of hydrogen for most energies in the band-gap. Only
at high donor concentrations (1016 cm−3 and higher), the negative charge state is populated
and becomes the dominant state. If the system is in thermodynamic equilibrium, the
relative concentration of the neutral charge state of atomic hydrogen never exceeds 0.01.
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2.4.4 Diffusion of Hydrogen in Crystalline Silicon

Even though the migration of hydrogen has been studied over decades, there is still no
strong agreement on the diffusion process. A variety of studies measured and calculated
Arrhenius coefficients describing the temperature dependence of the hydrogen diffusivity.
These coefficients, though, spread over several orders of magnitude. The materials used
in those studies differ in various parameters. There are variations in the crystal growing
technique and in the doping type of the materials. Furthermore, different types of hydrogen
isotopes (1H, 2H and 3H) were used in the experiments and also the method of introducing
the hydrogen and measuring its diffusion differ between different investigations. This
section gives a small overview of selected studies, which are compared to a new set of
measurements in section 3. In figure 2.67 the effective hydrogen diffusivities Deff

H measured
in these studies are plotted as a function of the inverse temperature and table 2.16 gives an
overview of the details of each study regarding the Arrhenius parameters, the investigated
temperature range, the diffusing species, the studied material and the applied methods for
introducing the hydrogen and detecting its diffusion.
The first investigation of the diffusion of hydrogen in silicon was carried out by van

Wieringen et al. in 1956 [49]. In their experiments they measured the permeation of
hydrogen gas through a Czochralski-grown (Cz), silicon sample in a diffusion cell at
different temperatures from 1092 ◦C to 1200 ◦C. The amount of the hydrogen gas diffusing
out of the silicon sample, was measured using a mass spectrometer (OD-MS) allowing the
simultaneous determination of both, the solubility of hydrogen (see equation 2.116) and its
diffusivity. They found an activation energy of 0.48 eV and a pre-factor of 9.7×10−3 cm2s−1

describing the temperature dependence of Deff
H . Ichimiya et al. studied the diffusivity and

solubility of tritium (3H) in p-type Cz-grown material [328]. Similar to van Wieringen et
al., they introduced the tritium gas by permeation. The out-diffusion was measured by
ionizing the gas and measuring the arising ion current (OD-GI). Their experiments yielded
an activation energy of 0.54 eV and a pre-factor of 3.2×10−3 cm2s−1 in a temperature
range from 400 ◦C to 500 ◦C.
Using a H2O-plasma, Hansen et al. introduced hydrogen and oxygen into p-type FZ

material [329]. The material had previously been saturated with gold and the hydrogen
diffusion was calculated by measuring the deactivation of Au-donors using DLTS. In a
temperature range between 84 ◦C and 110 ◦C an activation energy of 0.69 eV and a pre-factor
of 4.3×10−2 cm2s−1 were found. Mogro-Campero et al. measured the change of spreading
resistance profiles (SRP) of gold diffused n-type, Cz-grown silicon samples caused by
hydrogen [330]. They introduced H using a radio-frequency (RF-) plasma at temperatures
from 130 ◦C to 450 ◦C and calculated Deff

H from the penetration depth measured after
different durations of the treatment. According to their study, the temperature dependence
ofDeff

H is described by an activation energy of 0.43 eV and aD0 of 7.2×10−7 cm2s−1. Pearton
et al. also used a plasma to introduce hydrogen into silicon samples. They then inferred
the penetration depth of the hydrogen from the deactivation of gold donors which they
measured using DLTS [331]. As there is a kink, separating two linear regions in the
temperature dependence of Deff

H calculated by this group, their data was separated into a
high (Peab: 350 ◦C-650 ◦C, EA = 1.20 eV, D0 = 7.8×10−2 cm2s−1) and a low temperature
(Peaa: 95 ◦C-350 ◦C, EA = 0.31 eV, D0 = 9.6×10−9 cm2s−1) region. In another study,
conducted by Herrero et al. p-type silicon was treated with a hydrogen plasma at
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temperatures between 90 ◦C and 200 ◦C [332]. This group used infra-red-reflectance
spectra (IRR) to measure the thickness of a passivated layer containing boron-hydrogen
defect complexes, which corresponds to the hydrogen diffusion length. These measurements
yielded an activation energy of 0.66 eV and a pre-factor of 6.9×10−5 cm2s−1. Rizk et al.
investigated the diffusivity of deuterium (2H) in FZ silicon, which they introduced into the
material from a plasma at temperatures from 120 ◦C to 185 ◦C [333]. They studied the
expansion of the hydrogen concentration profile in n- and p- type material using secondary
ion mass spectroscopy (SIMS) and capacitance-voltage (CV-) measurements. From the
resulting data they derived separate Arrhenius coefficients for 2H+ (Rizb: EA = 0.59 eV,
D0 = 8.4×10−5 cm2s−1), 2H− (Rizc: EA = 0.80 eV, D0 = 1.4×10−2 cm2s−1) and 2H0 (Riza:
EA = 1.09 eV, D0 = 3.7 cm2s−1). In another study, Newman et al. studied the diffusivity
of hydrogen introduced into p-type Cz-grown silicon from a plasma at temperatures
from 225 ◦C to 350 ◦C [123]. This group measured the relaxation of previously stressed
material. This relaxation lead to a change in the ratio of the reflection of infra-red light
polarized perpendicular and parallel to the stress axis. The driving force of the relaxation
is the diffusion of oxygen, which was found to be enhanced in the presence of hydrogen.
From this enhancement the group derived Deff

H . From their published diffusivities an
activation energy of 1.26 eV and a pre-factor of 620 cm2s−1 were calculated. Johnson
et al. investigated the diffusivity of negatively charged deuterium in n-type Cz-grown
silicon and in n-type FZ-material [334]. They introduced deuterium from a plasma source
and measured its concentration profiles using SIMS. In a temperature range from 125 ◦C
to 200 ◦C they found an activation energy of 1.10 eV and a D0 of 1.9 cm2s−1 for the
diffusion of 2H− in FZ-material (Joh91a) and an activation energy of 0.82 eV and a D0
of 1.1×10−3 cm2s−1 for the diffusion of 2H− in Cz-material (Joh91b). In a similar study,
Sopori et al. investigated the diffusion of deuterium in FZ and in Cz silicon using a plasma
treatment and SIMS at temperatures between 150 ◦C and 235 ◦C [335]. Their measurements
resulted in an activation energy of 0.66 eV and a pre-factor of 8.5×10−3 cm2s−1 describing
the temperature dependence of the diffusivity of 2H in FZ (Sop92a) and an activation
energy of 0.67 eV and a pre-factor of 3.6×10−3 cm2s−1 in Cz material. Huang et al.
chose another approach to measure the diffusion of hydrogen in p-type Cz-grown silicon.
They introduced the hydrogen from a plasma at temperatures from 270 ◦C to 450 ◦C and
measured the expansion of the donor-rich region formed by the diffusing hydrogen using
SRP [336]. From the measured values of Deff

H in this study, an activation energy of 1.50 eV
and a pre-factor of 103 cm2s−1 were calculated.

Kazmerski et al. applied low energy proton implantation (low E) to introduce hydrogen
into p-type, polycrystalline material at temperatures from 127 ◦C to 225 ◦C [337]. From the
broadening of the hydrogen concentration profile in the grains measured with SIMS, they
determined the effective diffusivity of hydrogen in the bulk material associated with an
activation energy of 0.51 eV and a pre-factor of 2.1×10−5 cm2s−1. Seager et al. introduced
hydrogen using low energy proton implantation at low temperatures (0 ◦C-57 ◦C). In their
experiments, the diffusion of hydrogen lead to an increase of the capacitance of a (p-type-)
Schottky diode, due to the formation of boron-hydrogen defect complexes [338]. From
this increase they deduced Deff

H and found a temperature dependence described by an
activation energy of 0.3 eV and a pre-factor of 1.7×10−5 cm2s−1. Using high energy proton
implantation (high E), Laven et al. generated a region of high donor concentration deep
inside an n-type FZ-wafer [339]. In subsequent annealing treatments at temperatures
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between 320 ◦C and 370 ◦C, the expansion of the donor rich region towards the surface
of the material was measured using SRP. From this expansion Deff

H was extracted. The
temperature dependence of the hydrogen diffusivities measured in this study is described
by an activation energy of 1.19 eV and a pre-factor of 6.1×10−2 cm2s−1.
A special kind of technique to determine the diffusivity of hydrogen and deuterium at

different charge states was developed by Johnson and Herring [340]. In this technique
an n-type Cz-grown silicon sample is first treated with hydrogen or deuterium plasma.
In a subsequent step, a Schottky-junction is formed at the surface of the material by Pd
evaporation. The subsequent injection of minority carriers by pulsed illumination from
the backside lead to the dissociation of hydrogen-defect complexes (mostly PH) and to
a change of the capacitance at the Schottky junction due to the diffusion of hydrogen
and the re-formation of these defect complexes, which was then measured. Performing
this measurement at temperatures from 27 ◦C to 47 ◦C yielded an activation energy of
0.69 eV and a pre-factor of 1.2 cm2s−1 for negatively charged deuterium [340]. Herring et al.
used the same technique to investigate the diffusivity of positively charged hydrogen and
deuterium. They found an activation energy of 0.49 eV and a pre-factor of 1.3×10−3 cm2s−1

for 1H+ (Her01a) and an activation energy of 0.51 eV and a pre-factor of 1.1×10−3 cm2s−1

for 2H+ (Her01b).
Hara measured the enhanced formation of thermal double donors due to the presence of

grown-in hydrogen in Cz-material [341]. From resistance profiles of samples annealed at
temperatures between 425 ◦C and 760 ◦C measured with SRP, the hydrogen diffusivity
was determined and an activation energy of 0.51 eV and a pre-factor of 5.6×10−3 cm2s−1

were calculated from their results.
Based on the assumption, that two distinct hydrogen species (H0 and H+) contribute to

the effective hydrogen diffusivity, Capizzi et al. derived a fit for experimental data using
a simulation including the diffusion and reactions of defects (DR-sim) [342]. From their
calculations in the temperature region from 120 ◦C to 250 ◦C they derived the Arrhenius
coefficients describing the temperature dependence of the diffusivity of H0 (Cap87a:
EA: 1.19 eV, D0: 1.3 cm2s−1) and H+ (Cap87b: EA: 0.82 eV, D0: 6.2×10−4 cm2s−1). Buda
et al. used ab-initio molecular-dynamics simulations (MD-sim) to calculate the diffusivity
of H+ at temperatures above 915 ◦C [343]. Their calculations yielded an EA of 0.33 eV
and a D0 of 10−2 cm2s−1. Using tight binding molecular-dynamics simulations, Panzarini
et al. calculated the diffusivity of hydrogen at temperatures above 527 ◦C [344]. They
found an activation energy of 0.70 eV and a pre-factor of 2.4×10−2 cm2s−1.

This section only includes studies, which published values of Deff
H measured or simulated

at different temperatures. Those values were either found in tables or extracted from
published figures. The Arrhenius parameters plotted in figure 2.67b (D0 as a function of
EA) and listed in table 2.16 were calculated from these values and might differ slightly
from the parameters published within the studies.

The effective hydrogen diffusivities published in the studies presented above are plotted
in figure 2.67a as a function of the inverse temperature. The published values of Deff

H are
scattered over several orders of magnitude. Especially in the temperature range from 50 ◦C
to 150 ◦C (0.003K−1-0.0025K−1), Deff

H spreads over six orders of magnitude.
Plotting the logarithm of the pre-factor as a function of the activation energy, as shown

in figure 2.67b, reveals a correlation of the two parameters. Such a correlation between
Arrhenius parameters was first observed by Meyer and Neldel in 1937, who investigated
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Figure 2.67: Temperature dependence of the effective hydrogen diffusivity and corre-
sponding Arrhenius parameters derived from references 49, 123, 328, 330–339, 342–344.
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Table 2.16: Arrhenius parameters describing the effective diffusivity of hydrogen cal-
culated from data published in references 49, 123, 328, 330–339, 342–344. Temp:
investigated temperature range; Spec.: diffusing species; H-Intro.: applied method for
the hydrogen introduction; Det.: detection method

Study EA [eV] D0 [cm2s−1] Temp. [◦C] Spec. Material H-Intro. Det. Ref.
vanW56 0.48 9.7×10−3 1092–1200 1H0 Cz perm OD-MS [49]
Ich68 0.54 3.2×10−5 400–500 3H0 p-FZ perm OD-GI [328]
Han84 0.69 4.3×10−2 84–110 1H0 p-FZ plasma DLTS [329]
Mog85 0.43 7.2×10−7 130–450 1H0 n-Cz plasma SRP [330]
Pea85a 0.31 9.6×10−9 95–350 1H0 plasma DLTS [331]
Pea85b 1.20 7.8×10−2 350–650 1H0 plasma DLTS [331]
Kaz85 0.51 2.1×10−5 127–225 1H0 p-type low E SIMS [337]
Cap87a 1.19 1.3×100 120–250 1H0 DR-sim DR-sim [342]
Cap87b 0.82 6.2×10−4 120–250 1H+ DR-sim DR-sim [342]
Sea88 0.30 1.7×10−5 0–57 1H+ p-type low E CV [338]
Bud89 0.33 1.0×10−2 > 915 1H+ MD-sim MD-sim [343]
Her90 0.66 6.9×10−5 90–212 1H0 p-type plasma IRR [332]
Riz91a 1.09 3.7×100 120–185 2H0 FZ plasma SIMS/CV [333]
Riz91b 0.59 8.4×10−5 120–185 2H+ p-FZ plasma SIMS/CV [333]
Riz91c 0.80 1.4×10−2 120–150 2H− n-FZ plasma SIMS/CV [333]
New91 1.26 6.2×102 225–350 1H0 p-Cz plasma IR [123]
Joh91a 1.10 1.9×100 125–200 2H− n-FZ plasma SIMS [334]
Joh91b 0.82 1.1×10−3 125–200 2H− n-Cz plasma SIMS [334]
Joh92 0.69 1.2×100 27–47 2H− n-Cz plasma mc-CV [340]
Sop92a 0.66 8.5×10−3 150–235 2H0 FZ plasma SIMS [335]
Sop92b 0.67 3.6×10−3 150–235 2H0 Cz plasma SIMS [335]
Pan94 0.70 2.4×10−2 > 527 1H0 MD-sim MD-sim [344]
Her01a 0.49 1.3×10−3 27–47 1H+ n-Cz plasma mc-CV [327]
Her01b 0.51 1.1×10−3 27–47 2H+ n-Cz plasma mc-CV [327]
Hua04 1.29 3.2×100 270–450 1H0 p-Cz plasma SRP [336]
Har07 0.51 5.6×10−3 425–760 1H0 Cz in-grown SRP [341]
Lav13 1.19 6.1×10−2 320–370 1H0 n-FZ high E SRP [339]
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conduction processes in disordered materials [345]. The correlation is expressed by the
Meyer-Neldel rule (MNR)

lnD0 = lnDMN + EA
kBTMN

, (2.117)

where DMN is the Meyer-Neldel pre-factor and TMN is the Meyer-Neldel temperature.
According to the MNR, at the temperature TMN, the diffusivity is DMN, for all activation
energies. Substituting for D0 in the Arrhenius equation (see equation 2.62) yields

D = DMN exp
(
− EA
kB (T − TMN)

)
. (2.118)

The correlation of the Arrhenius coefficients plotted in figure 2.67b is described by a DMN
of 2.0×10−7 cm2s−1 and a TMN of 560 ◦C (0.0013K−1).

The MNR is also known as the compensation law [346] or the isokinetic relationship [347].
It has been found in various instances, such as reaction kinetics [346], conduction pro-
cesses [348–351] and also in diffusion processes in metals [352, 353] and semiconduc-
tors [354–356]. MNR is an empirical rule and has been broadly discussed in the recent
decades. While some researchers argue that this correlation might originate from the
co-contribution of intrinsic and extrinsic mechanisms [357] or from assisted processes, in
which a number of low energy excitations is necessary to provide the energy for the whole
process [353, 358, 359], other studies link its origin to impurity concentrations [350, 355].
There is also decline of the relevance and significance of the correlation described by
the MNR. Kirchheim et al. showed that TMN was very often close to the average of
the temperature range in which experiments had been conducted. They argue that the
information on physical reasons leading to the MNR might be lost due to the mathematical
treatment of the problem [352]. A comprehensive review on the Meyer-Neldel rule is given
in reference 360.

Beyer et al. investigated the diffusion of hydrogen in micro-crystalline and in crystalline
silicon [355]. They found a dependence of the diffusion coefficient of hydrogen on the
hydrogen concentration. They observed an increase of Deff

H with increasing hydrogen
concentration which they contributed to the change in the chemical potential of hydrogen µH
in micro-crystalline silicon. At the same time a decrease of the hydrogen diffusivity with
increasing hydrogen concentration was observed in crystalline material. A study conducted
within this thesis and presented in chapter 3 contradicts these results.

For the calculation of the doping concentration dependent diffusivity of hydrogen the
Arrhenius coefficients derived by Johnson et al. (2H− (Joh92) [340]) and by Herring
et al. (1H+ (Her01a) [327]) are used for the respective charge states of hydrogen. The
temperature dependence of the hydrogen diffusivity at different doping concentrations is
plotted in figure 2.68.

As the dominant charge state throughout most of the band gap is H+ (see figure 2.66),
the effective diffusivity of hydrogen is the same in intrinsic, and also in p-type silicon.
Only in n-type material doped at donor concentrations higher than 1014 cm−3 the effective
diffusivity differs from the intrinsic conditions. In slightly doped n-type silicon at low
temperatures, hydrogen diffuses more slowly than under intrinsic conditions. Only at high
donor concentrations, the hydrogen diffusivity is also changed at increased temperature.
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Figure 2.68: Temperature dependence of the effective diffusivity of atomic hydrogen at
different doping concentrations.

Here it even overtakes the intrinsic diffusivity.
As mentioned in the introduction to this chapter, one of the applications of proton

implantation in silicon, is the formation of donor rich layers [297, 313]. Figure 2.66 shows
that atomic hydrogen itself is a donor. Furthermore, defect complexes formed by the
implantation of protons (or in a subsequent annealing treatment) are also responsible for
the changes of the electrical properties of the material. The next sections will discuss such
defect complexes.

2.4.5 Hydrogen Dimer H2

As soon as the temperature is high enough for atomic hydrogen to diffuse, it will form
molecular hydrogen H2. Various theoretical studies had already predicted the existence of
the hydrogen dimer in silicon [320, 361] before it was detected using Rutherford backscat-
tering [362], EPR [363], Raman spectroscopy [364–366] and infra-red spectroscopy [367]. In
the silicon lattice H2 either resides at a tetrahedral position (HT

2 ), or at a “bond-centered-
anti-bonding” position (H∗2) [334, 368]. As shown by Estreicher et al., the only stable
charge state of both configurations is the neutral one [325].
The hydrogen dimer is a mobile defect [369]. Experimental determinations of the

diffusivity by Johnson et al. using SIMS measurements yielded an activation energy of
0.81 eV and a pre-factor of 1.1×10−3 cm2s−1 [334]. These results were later reproduced
experimentally [370] and theoretically [371] in different studies. The temperature depen-
dence of the diffusivity of the hydrogen dimer is plotted in figure 2.71 alongside other
mobile, hydrogen containing defects.

2.4.6 Defect Complexes of Hydrogen with Intrinsic Point Defects
Atomic hydrogen can react with intrinsic defects to form a variety of different defect
complexes. Early work on such defects was done by Stein, who investigated proton
implanted silicon using IR-spectroscopy [372, 373]. Changes in the IR absorption due to
different annealing parameters were contributed to the formation and dissociation of defect
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complexes containing hydrogen and intrinsic point-defects. This defect family is labeled
VmHn and ImHn (sometimes also {Vm,Hn} and {Im,Hn}) for defect complexes consisting
of m vacancies or interstitials and n hydrogen atoms. Usually m is either 1 or 2 and n is
an integer from 1 to 6 [374–385]. Also larger structures such as V6H12 have been assigned
to measured defect signals [386].

Ferreire-Resende used DFT simulations to calculate the ionization energies of VH (see
appendix C.34), VH2 (see appendix C.35), VH3 (see appendix C.36) and VH4 in the silicon
band gap [163]. Figure 2.69 shows the formation energy of each charge state of VH, VH2
and VH3, relative to Eform of the corresponding neutral state, as a function of the position
of the Fermi energy in the band gap of silicon. Additionally the relative concentration
of each charge state is plotted. The corresponding ionization energies and the formation
energies at EF = 0 and 0K are listed in the tables in figure C.34.1a, C.35.1a and C.36.1a.
According to Ferreira-Resende’s calculations, VH4 is electrically inactive and its most
stable configuration is the neutral charge state.

-0.5

0.0

0.5

VH −

VH0

VH
+

E
(0

/
+

)

E
(−

/
0)∆
E

fo
rm

[eV
]

VH

EV -0.3 0.0 0.3 EC

0.0

0.5

1.0

Fermi Energy [eV]

c V
H

q n
/c

V
H

n

VH −
2

VH0
2

VH
+

2
E

(−
/
0)

VH2

EV -0.3 0.0 0.3 EC

Fermi Energy [eV]

VH −
3

VH0
3

VH
+

3

E
(−

/
0)

VH3

EV -0.3 0.0 0.3 EC

Fermi Energy [eV]

Figure 2.69: Formation energies and relative concentrations of each charge state of
VH, VH2 and VH3, relative to Eform of the corresponding neutral state, in silicon as a
function of the Fermi energy at 25 ◦C. The formation energies at EF = 0 were calculated
from ionization energies published in reference 163.

VH, on the other hand shows two charge state transitions within the band gap. Close
to the middle of the band gap and for low doping concentrations, VH0 is the most stable
state. In p-type material the positive charge state is dominant and in n-type material VH−
shows the highest relative concentration. According to the calculations of Ferreira-Resende,
both defect complexes, VH2 and VH3, show an acceptor transition within the band gap
and a donor transition at EV . While the acceptor ionization level is close to the middle of
the band gap for VH2, it appears closer to EC for VH3.
Defect complexes of hydrogen and intrinsic defects often act as centers for indirect
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recombination:

VmHn + I ↔ Vm−1Hn

ImHn + V ↔ Im−1Hn
(2.119)

Furthermore, the dissociation of large defect complexes into smaller, more stable ones has
been proposed [387]:

VmH2m+2 + 2H↔ VmH2m+4

VmH2m+4 ↔ Vm−1H2m + VH4
(2.120)

Vacancy hydrogen defects and especially VH4 act as nucleation centers for the formation
of platelet defect, which are discussed in section 2.4.8.
According to several studies, the VH defect complex is considered to be mobile [373,

375, 388], though no Arrhenius coefficients describing its mobility have been published.

2.4.7 Hydrogen Defect Complexes Containing Extrinsic Point Defects
Most of the extrinsic defects in silicon form defect complexes with hydrogen. In this section
only a selection of those defect complexes is discussed. Early studies already showed
the inactivation of shallow dopants due to the pairing with hydrogen [389–394]. The
dissociation of the neutral dopant-hydrogen pairs was investigated by Bergman et al. [47]
and Zundel et al. [48]. The Arrhenius parameter describing the temperature dependence of
the dissociation rate (see equation 2.98) of boron-hydrogen (BH) complexes were determined
to be 1.32 eV for the binding energy and 1013 s−1 for the attempt frequency [47]. The
dissociation of phosphorus-hydrogen (PH) complexes is described by a Eb of 1.28 eV and an
fd of 2.8×1014 s−1 [48]. Furthermore, hydrogen can saturate defects such as BiBs, forming
electrically active BiBsH [261] (see appendix C.38). The relative formation energy of each
charge state of BiBsH, calculated from DFT-simulations by Adey et al. [261] is plotted as a
function of the Fermi energy within the silicon band gap in figure 2.70. In intrinsic silicon,
both charge states, the neutral and the negative state are populated, as the acceptor
ionization lies in the middle of the band gap. Only for small acceptor concentrations is
BiBsH0 the dominant charge state. Closer to EV , the positive state shows the highest
relative concentration. In n-type material the prevailing state is BiBsH−.
Both, PH and BH are considered to be mobile [240, 279]. The Arrhenius coefficients

describing the diffusivity of the two complexes are, though, still to be measured and/or
calculated.

The reaction of hydrogen with oxygen forms OH, OH2 and O2H2-defect complexes [367,
370, 395–397]. Here, the notation OH2 is used to not confuse this defect with crystal
water H2O, which often appears in ionic crystals. In the case of OH2, the point defects
making up the defect complex don’t necessarily share the same chemical bonds. Several
studies reported on an enhancement of the effective oxygen diffusivity [123, 127, 398],
or the enhancement of the formation of oxygen related thermal donors in the presence
of hydrogen [399–403]. The observed phenomena can be explained by the formation a
of mobile defect. An obvious candidate for such a defect is OH. Hence, the determined
enhanced oxygen diffusivity has been attributed to this defect. The temperature dependence
of its diffusivity (DOH), as determined by Newman et al. is described by an activation
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energy of 2.0 eV and a pre-factor of 7.1×10−4 cm2s−1 [123] and is plotted in figures 2.47
and 2.71. At temperatures below 750 ◦C DOH is higher than the diffusion constant
of interstitial oxygen, but much lower than the diffusivity of VO, O2, H2 and atomic
hydrogen. VOH (see appendix C.37) and VOH2 are formed from the reaction of hydrogen
with VO [404, 405], and V2OH is formed from the reaction of V2H with O [406]. Some
possible reaction paths forming oxygen and vacancy containing defects are:

O + H↔ OH
OH + H↔ OH2

O + H2 ↔ OH2

VO + H↔ VOH
VOH + H↔ VOH2

VH + O↔ VOH
V + OH↔ VOH
VO + H2 ↔ VOH2

VH2 + O↔ VOH2

V2H + O↔ V2OH
VH + VO↔ V2OH

(2.121)

While VOH2 is electrically inactive [405], VOH shows an acceptor transition between the
mid band gap and EC [163]. From DFT-simulations by Ferreira-Resende, the formation
energies of the two charge states of VOH were calculated and are plotted in figure 2.70.
For most of the energies within the silicon band gap, the neutral charge state of VOH is
dominant. Only close to EC is VOH− the strongest populated state.

Another kind of defect complexes is formed when hydrogen reacts with carbon containing
defects. This way CH [407, 408] and complexes containing carbon, oxygen and hydrogen,
such as CiOH [199] (see appendix C.15), CiO2H [141, 199] (see appendix C.16) and
CiOH2 [199, 201] are formed. While CiOH2 is electrically inactive [199], DFT-calculations
by Coutinho et al. show that both, CiOH and CiO2H act as donors [199]. The relative
formation energy of each of their charge states is plotted in figure 2.52 as a function of
EF . These defect complexes are of current interest, as they are candidates to explain the
formation of the “shoulder”-peak in the spreading resistance profile of proton implanted
silicon, which only appears in Cz-material and is not observed in FZ-silicon [409]. Another
carbon-hydrogen defect complex, discussed in the literature is CiCsH (see appendix C.39).
This complex is also electrically active, as calculations by Ferreira-Resende at al. show [163,
277]. Figure 2.70 shows the formation energies of CiCsH as a function of the Fermi energy.
The formation energies at EF = 0 at 0K, used to create figure 2.70, including the ionization
energies of the direct charge state transitions, measured from EV are listed in the tables in
figures C.37.1a, C.38.1a and C.39.1a. CiCsH is in its neutral state when the Fermi energy
is close to the middle of the band gap. Only at high doping concentrations, the defect
complex is charged. If the Fermi energy is close to the valence band, CiCsH+ is dominant
and if EF approaches EC , CiCsH− is the prevailing charge state.

Figure 2.71 shows the diffusivities of different hydrogen defect complexes. The Arrhenius
parameters describing the temperature dependence of these diffusivities are listed in

104 Defect Complexes in Proton Implanted Silicon



-0.5

0.0

0.5 VOH −

VOH0

E
(−

/
0)∆
E

fo
rm

[eV
]

VOH

EV -0.3 0.0 0.3 EC

0.0

0.5

1.0

Fermi Energy [eV]

c X
q
/c

X

B
i B

s H −

BiBsH0

B iB sH
+

E
(0

/
+

) E
(−

/0)

BiBsH

EV -0.3 0.0 0.3 EC

Fermi Energy [eV]

C
i C

s H −

CiCsH0

C iC sH
+ E

(0
/+

) E
(−

/
0)

CiCsH

EV -0.3 0.0 0.3 EC

Fermi Energy [eV]

Figure 2.70: Formation energies and relative concentrations of each charge state of VOH,
BiBsH and CiCsH in silicon as a function of the Fermi energy at 25 ◦C. The formation
energies at EF = 0 were calculated from ionization energies published in references 163
and 261.

table 2.17. Unfortunately this list is incomplete, as no Arrhenius parameters could be
found for BH and PH and also other hydrogen containing defect complexes, such as VH
might be mobile [373, 375, 388].

Table 2.17: Arrhenius coefficients describing the temperature dependence of the diffusion
different hydrogen containing complexes in silicon as reported in references [123, 327,
334, 340].

Species EA [eV] D0 [cm2s−1] Reference
H− 0.69 1.2×100 [340]
H+ 0.49 1.3×10−3 [327]
H2 0.81 1.1×10−3 [334]
OH 2.0 7.1×10−4 [123]

Atomic hydrogen is the fastest hydrogen containing species. While at low temperature
the diffusivity of the positive charge state is higher, at high temperature H− is the fastest
defect. The diffusivity of molecular hydrogen is about two orders of magnitude below the
diffusion coefficient of atomic hydrogen and the smallest diffusivities were found for OH.

2.4.8 Platelet Defects
The implantation of high doses of protons into silicon leads to the generation of extended
defects which can be visualized using transmission electron microscopy (TEM). The
distribution, size and orientation of these microscopic defects depends on the material,
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Figure 2.71: Diffusion coefficients of different hydrogen defect complexes, as reported in
references [123, 327, 334, 340] in silicon as a function of the inverse temperature.

the implantation flux, the implanted dose and the temperature [410, 411]. One type of
extended defects which are formed, are micro-cracks, oriented along {001} and {111}-lattice
planes, which are called “platelets” [299, 412]. The diameter of these planar defects varies,
depending on implantation and annealing conditions between a few Ångstroms up to
several nanometers [413]. The implantation energy defines the depth in which the platelets
are formed. Energies between 15 keV [414] up to several MeV [415] and implantation
doses from 8×1015 H+cm−2 to 1017 H+cm−2 were used to generate defects in different
studies [416–421]. Other studies introduced the hydrogen into a shallow region in the
material from a plasma source to form similar defects [412, 422, 423].

Van de Walle et al. proposed a mechanism describing the formation of platelets. If the
hydrogen concentration is high, the generation of a Frenkel pair, which usually needs an
input of about 8 eV goes along with the saturation of the four created dangling bonds at
the vacancy by four hydrogen atoms [323]. The energy release of the formation of a silicon-
hydrogen bond was calculated to be 2.2 eV, making the overall process exothermic. Once
such a VH4-complex is formed, it is energetically favorable to eject another silicon atom,
neighboring the created defect, which is only three-fold coordinated and, thus, forming a
V2H6-defect and releasing another self-interstitial. This process goes on inside a lattice
plane until the hydrogen concentration becomes too small [323]. Deák et al. proposed
another model for the formation and structure of the platelet. Their calculations showed,
that “a strain driven alignment of pairs of hydrogen atoms, breaking and saturating the
bonds between adjacent (111) silicon planes” shows the lowest formation energy for platelet
structures [424]. A very comprehensive model of the formation process was derived by
Reboredo et al. describing both, nucleation and growth of the platelets [383]. In a similar
way as in the model of Van de Walle, the nucleation center is VH4. One growth path is
described by the following reactions:

VH4 + H2 + 2.5 eV→ V2H6 + I
V2H6 + H2 + 2.5 eV→ V3H8 + I

VmH2m+2 + 2H + 2.5 eV↔ VmH2m+4 + I
(2.122)
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This way, voids are formed in the material. Another reaction path, including the dissocia-
tion of a larger defect leads to the formation of platelets

V2H6 + H2 ↔ [VH4]2 + 0.1 eV. (2.123)

Here, [VH4]2 stands for a pair of second neighbor VH4-complexes. The platelet formation
goes on by adding two other hydrogen molecules:

[VH4]2 + H2 + 2.4 eV→ [VH4V2H6 + I]
[VH4V2H6] + H2 + 2.4 eV↔ [VH4]3 .

(2.124)

Adding further hydrogen molecules increases the number of second neighboring VH4-
complexes. At a certain size, the platelet surface then undergoes a reconstruction and
releases half of the bound hydrogen [383]. This hydrogen then forms H2 which is trapped
within the platelet which was also observed in experiments [425].

The generation of platelet defects can be of technological use, as shown in the “Smart
Cut”-process developed by Bruel et al. [301], where hydrogen is implanted into a silicon
wafer (wafer A). Then this wafer A is bonded to another wafer B. During a thermal
treatment platelets are formed at the implantation depth which leads to the split-off of a
thin layer of wafer A which remains bonded to wafer B. After polishing, wafer B can be
used as a substrate for the productions of silicon on insulator devices and wafer A can be
recycled e.g. as a new wafer B [300, 301, 426, 427].
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3 Determination of the Kinetics of
Different Processes in Proton
Implanted Silicon Using Spreading
Resistance Profiling

When silicon is implanted with protons and subsequently annealed, many different defect
complexes are formed. Some of these complexes are electrically active. Due to the
distribution of these defects during the implantation, a profile of the charge carrier
concentration (cCC) is generated, which shows a region of low cCC , in the irradiated
region, accompanied by a peak in the cCC-profile at the implantation depth. Below the
implantation depth, the charge carrier concentration converges to that of the substrate
material.
During a subsequent anneal, the cCC-profile is changed, as mobile defects diffuse and

electrically active defect complexes are formed, and/or deactivated. From these changes,
the effective diffusivity of hydrogen is extracted. Furthermore, the kinetics of the formation
of thermal donors and the formation of the “shoulder” in the cCC-profile are investigated.

In the first section of this chapter spreading resistance profiling (SRP), a method used to
measure the charge carrier concentration profile, is explained. The next section investigates
the influence of the maximum hydrogen concentration of the effective diffusivity of hydrogen
Deff

H . Here, Deff
H is is calculated from the change in the diffusion length, LDH of hydrogen

as a function of the annealing time. LDH is determined from the extend of a region of
increased charge carrier concentration. In a further section, the effective diffusivity of
hydrogen is extracted from the decay of cCC at the implantation depth and the kinetics
of the formation of thermal donors in different parts of the proton implanted material is
investigated.

3.1 Spreading Resistance Profiling
Spreading resistance profiling, or SRP, is a widely used measurement technique in semi-
conductor analysis. In this method, the resistance between two tungsten tips, is measured
as a function of the position on a silicon sample [428, 429]. The resulting profile of the
resistance is then converted to a resistivity-profile using a calibration function. This
calibration function is derived from the measurement of calibration samples of known
resistivity. As shown in figure 2.13, the donor, or acceptor concentration can be calculated
from the resistivity.
The measurement requires the knowledge of the doping type of the analyzed material,

as both, the calibration and the calculation of the dopant or charge carrier concentration
differs for n-type and for p-type material. Figure 3.1 shows the calibration curve for the
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conversion of the resistance into the resistivity for n-type and p-type <100>silicon.
In this method it is crucial that the quality of the contacts between the tips and the

sample is reproducible. Hence, the surface of the specimen, as well as the calibration
samples has to be conditioned in the same way by grinding and polishing the materials.
Furthermore, a constant temperature is important. To ensure a constant quality of the
technique, a reference sample is measured on a regular basis. As soon as the measured
resistance profile of the reference sample leaves certain boundaries, the measurement tips
are re-conditioned and new sets of calibration curves are recorded until the resistance of
the reference sample returns to values within the boundaries.
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Figure 3.1: Calibration curves for n-type and p-type silicon, as used in SRP.

The usual spacing between the measurement tips is around 40µm-50µm and the distance
between the measurement points (step width) is on the order of 5µm. To be able to
achieve a measurement resolution better than 5µm, the specimen is beveled. This is done
by grinding the material at the desired bevel angle. In this study, angels around 5 ◦ 44 ’
and 11 ◦ 32 ’ have been used. The samples were ground using silicon carbide grinding
paper and afterwards polished using a suspension of 0.1µm diamond powder in sawing oil.
The bevel angle was then measured using a profilometer.

All SRP-measurements presented in this thesis were performed in a SSM2000-SRP tool
and the post processing was done using the software NANOSRP Analysis.

3.1.1 Sample Preparation and Measurements

As indicated above, in this study, different samples have been implanted with protons at
different energies and doses. Table 3.1 lists the eight samples investigated in this study.
The samples S5 and S8 were already the subject of a prior investigation by Kirnstötter et
al. published in reference 430.
An 8-inch wafer of each specimen was proton implanted at Infineon Technologies AG

in Villach. The wafers were cut to pieces of 1 cm×1 cm using a diamond pen. To diffuse
the hydrogen, pieces of each sample were annealed at temperatures from 400 ◦C to 500 ◦C
for 0 h to 75 h in nitrogen atmosphere using an Anton Paar DHS 1100 heating stage.
The annealing time was measured from the point, where the annealing temperature was
reached to the point where the cooling was initiated. An annealing time of 0 h means that
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Table 3.1: List of investigated samples including material and doping type, oxygen
concentration, implantation parameters and nominal doping concentration.

Material cO [cm−3] Energy [MeV] Dose [H+cm−2] Doping [cm−3]
S1 p-m:Cz < 4×1017 2.5 5×1014 < 1013

S2 p-m:Cz < 4×1017 2.5 1×1015 < 1013

S3 p-m:Cz < 4×1017 2.5 5×1015 < 1013

S4 p-m:Cz < 4×1017 2.5 1×1016 < 1013

S5 p-m:Cz < 4×1017 4.0 1×1014 < 1013

S6 p-m:Cz < 4×1017 4.0 1×1015 < 1013

S7 p-m:Cz < 2×1017 2.5 1×1014 < 6× 1012

S8 n-FZ < 1×1017 4.0 1×1014 3× 1013

those samples where heated to the annealing temperature and immediately cooled down
again. The heating and cooling rate were around 1Ks−1. After the annealing the samples
were cut to pieces of 1 cm×0.2 cm, beveled, polished and measured at 25 ◦C using SRP.

Figure 3.2 shows the charge carrier concentration profile, measured on a piece of sample
S1 after an anneal for 1 h at 450 ◦C.
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Figure 3.2: SRP-measurement of a piece of sample S1 annealed at 450 ◦C for 1 h.

In this figure, the important regions in the material are indicated. The implantation
depth is marked by a red, dashed line. Here, the maximum charge carrier concentration is
found. The region of constant cCC more than 20µm deeper than the implantation depth
is called the substrate. At a depth from -20µm to -5µm, a shoulder in the cCC-profile
is observed. The integral over the charge carrier concentration in this region yields the
number of charge carriers in the shoulder, N sh

CC (see section 3.3.4). The surface of the
material is at a distance of 68µm from the implantation depth. The region between the
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surface and the implantation depth is called the irradiated region. Inside the irradiated
region, a section with increased cCC is observed. As explained in the next section, the
diffusion length of hydrogen is extracted from the position of the edge of this region.
Figure 3.3 shows the SRP-measurements on pieces of sample S1 after different anneals.
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Figure 3.3: SRP-measurements of pieces of sample S1 annealed under different conditions.

Each sub-figure shows a set of cCC-profiles after anneals at a certain temperature for
different durations. The cCC is plotted as a function of the distance from the implantation
depth. In these plots, the surface of the material is in the positive direction of the distance
and the substrate material is at negative distances. The solid blue line in each sub-figure
signalizes the cCC-profile of the sample directly after the proton implantation, without
annealing (“n.a.” means not annealed).
Figures including the cCC-profiles measured on pieces of samples S2-S8 are shown in

appendix B.

3.2 Influence of the Maximum Hydrogen Concentration on
Its Effective Diffusivity

In this section the effective diffusivity of hydrogen Deff
H is extracted from the expansion of

a region of increased charge carrier concentration after anneals of proton implanted silicon
samples at different annealing temperatures. From the temperature dependence of Deff

H ,
the Arrhenius parameters describing this process are extracted and a correlation of these
parameters and the maximum hydrogen concentration in the material is found.
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3.2.1 SRP Measurements and Calculation of Effective Diffusivity of
Hydrogen from the Expansion of a Donor Rich Region

As shown by Huang et al. [336] in material treated with a hydrogen plasma, and, by
Laven et al. [339] and by Kirnstötter et al. [430] in proton implanted silicon, SRP can be
used to extract the diffusion length of hydrogen, LDH . In these studies, the diffusion of
hydrogen leads to the formation of a pn-junction, which is shifted towards the surface
of the material with increasing annealing time. The cCC-profiles measured in this study,
except for those of the low-dose samples S5, S7, and S8, do not show such a junction.
Nevertheless, the diffusion of hydrogen is observed, as a region of increased charge carrier
concentration expands towards the surface of the material with increasing annealing time.
Here, the diffusion length of hydrogen is approximated as the position of the steepest
decay in the logarithmic cCC-profile, at the edge of this expanding region. Figure 3.3
shows the propagation of this region towards the surface of the material with increasing
annealing time. As it is explained later, the change in the carrier concentration does not
happen due to the formation of hydrogen related donor complexes but as a consequence of
the deactivation of acceptors by the diffusing hydrogen.
In figure 3.4 the LDH , extracted from pieces of sample S1 after different anneals, is

plotted as a function of the square root of the annealing time.
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Figure 3.4: Diffusion length of hydrogen in sample S1 as a function of the square root of
the annealing time at different temperatures.

As described in equation 2.73, there is a linear correlation between LDH and the square
root of the annealing time. The error-bars used in figure 3.4 indicate the uncertainty
in the extraction of LDH which is estimated to be ±3µm. The dashed lines represent
linear fit functions through the experimental data. The values of the effective diffusivity of
hydrogen Deff

H at the corresponding annealing temperatures are extracted from the slopes
of these fit functions.

The temperature dependence of Deff
H is described by the Arrhenius law. Figure 3.5 shows

a plot of Deff
H in sample S1 as a function of the inverse annealing temperature.

This dashed line represents a linear fit using an activation energy of 2.35 eV and a
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Figure 3.5: Effective diffusivity of hydrogen in sample S1 at different temperatures.

pre-factor of 5.9×106 cm2s−1. The error-bars shown in this figure are calculated from the
uncertainty in the measurement of the diffusion length and from an error in the annealing
time of ±60 s.

Similar figures of the diffusion length and the diffusivity of hydrogen in the other
samples (S2-S8) are shown in appendix B. Table 3.2 lists all values of the effective
hydrogen diffusivity, extracted from the SRP-measurements on all samples at different
annealing temperatures.

Table 3.2: Effective diffusivity of hydrogen in samples S1-S8 at different annealing
temperatures in cm2s−1.

400 ◦C 425 ◦C 450 ◦C 475 ◦C 500 ◦C
S1 1.8×10−11±41 % 5.8×10−11±39 % 2.5×10−10±27 % 8.9×10−10±22 % 3.2×10−09±17 %
S2 2.1×10−11±37 % 5.1×10−11±42 % 1.3×10−10±36 % 8.0×10−10±23 % 1.9×10−09±24 %
S3 1.1×10−10±19 % 2.7×10−10±22 % 9.1×10−10±23 % 2.4×10−09±21 % 3.9×10−09±25 %
S4 5.4×10−11±27 % 1.4×10−10±28 % 1.6×10−10±22 % 4.3×10−10±40 % 7.7×10−10±27 %
S5 2.5×10−11±48 % 4.7×10−10±18 %
S6 1.7×10−11±41 % 2.4×10−10±14 % 3.3×10−09±13 %
S7 2.4×10−11±36 % 9.0×10−11±30 % 2.7×10−10±27 % 1.1×10−09±21 % 4.3×10−09±19 %
S8 8.4×10−11±40 % 8.2×10−10±18 %

The Arrhenius parameters describing the temperature dependence of Deff
H in each sample

are listed in table 3.3. Here, the uncertainties of the calculated Arrhenius coefficients
include the error in the temperature measurement of the annealing stage which is estimated
as ±2K.
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Table 3.3: Activation energy EA and pre-factor D0 extracted from samples S1-S8.

Sample EA [eV] D0 [cm2s−1]
S1 2.35±1 % 5.9×10+6±40 %
S2 2.10±1 % 8.1×10+4±42 %
S3 1.67±1 % 3.8×10+2±30 %
S4 1.15±1 % 2.1×10−2±35 %
S5 2.45±1 % 6.0×10+7±30 %
S6 2.34±1 % 5.6×10+6±34 %
S7 2.31±1 % 4.2×10+6±37 %
S8 1.91±1 % 1.7×10+4±38 %

3.2.2 Correlations of the Arrhenius Parameters
Similar to the previous observation, when comparing data from literature (see section 2.4.4),
also the Arrhenius parameters calculated in this study are scattered over a wide range.
While the activation energies range from 1.15 eV to 2.45 eV, the pre-factors are spread
over almost ten orders of magnitude. The extracted parameters also show a very strong
Meyer-Neldel correlation [345]. This correlation, shown in figure 3.6, is described by a
Meyer-Neldel-temperature TMN of 453 ◦C and by a Meyer-Neldel pre-factor DMN of 4.2×
10−10 cm2s−1.
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Figure 3.6: Correlation of the pre-factors of samples S1-S8 with the corresponding
activation energies. The Arrhenius parameters calculated from data published by
Laven et al. (Lav13) in reference [339] are included. The dashed line represents a fit
through the Arrhenius parameters of S1-S8, the dotted line represents the fit through
the Arrhenius parameters from other studies as shown in figure 2.67, according to the
Meyer-Neldel-Rule.

As shown in figure 3.6, the Meyer-Neldel parameters differ from those, extracted from
the correlation of the Arrhenius parameters found in literature (see figure 2.67). Though,
the parameters calculated from Deff

H , published by Laven et al. (see reference 339), fall
exactly on the same MNR-fit, as the Arrhenius coefficients determined in this work. In
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Laven’s study, an n-type FZ-silicon wafer, similar to the substrate material of sample S8,
was implanted with a dose of 4× 1014 H+cm−2 at an energy of 2.5MeV.

In figure 3.7, the activation energies and the pre-factors of the samples S1-S8, including
the Arrhenius parameters, calculated by Laven et al. are plotted as a function of the
maximum hydrogen concentration. This concentration is calculated from the maximum of
the dose-normalized hydrogen concentration profile, computed with SRIM (see figure 2.64),
multiplied by the corresponding proton dose. The maximum hydrogen concentration is
a theoretical value before the anneal. The maximum concentration of radiation induced
defects in the material is supposed to scale with the maximum hydrogen concentration.
The higher the implanted dose and the lower the implantation energy are, the higher is
the maximum hydrogen concentration.
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Figure 3.7: Correlation of a: the activation energy and b: the pre-factor of the effective
diffusivity of hydrogen in samples S1-S8 with the theoretical maximum of the hydrogen
concentration calculated from SRIM-simulations.

Figure 3.7 shows, that both, the activation energy and the pre-factor decrease with
increasing hydrogen concentration. Especially for the Arrhenius parameters determined for
samples S1-S6, which were all produced from the same substrate material, this trend is very
distinct. The samples S8 and Lav13, which were prepared from low-impurity FZ-material,
show lower Arrhenius parameters at the same maximum hydrogen concentration. The Ea
and D0, calculated from the measurements on the low oxygen m:Cz-specimen S7 also seem
slightly reduced compared to the Arrhenius parameters found in the other m:Cz-samples.
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3.3 Kinetics of Different Processes Determined From the
Change of the Charge Carrier Concentration in Other
Regions of the Material

Parallel to the expansion of the charge carrier rich region in proton implanted silicon,
also the charge carrier concentration (cCC) at and around the peak, and in the substrate
material is changed. These changes appear due to the formation and dissociation of
electrically active defects and defect complexes in the material. Even though the net
doping of most of the samples after the anneals is n-type, also acceptor complexes are
formed. This is indicated by the formation of p-type regions in the irradiated regions
of some samples. In this section different aspects regarding the formation of electrically
active defects are investigated. First, the change of the residual number of charge carriers
in the region of the material directly influenced by the proton implantation is studied
for different annealing conditions. Then the change of the doping concentration in the
substrate material and at the implantation depth are investigated. The last part of this
section takes a look at the change of the number of charge carriers in the shoulder peak
after different anneals.

3.3.1 Evaluation of the Change in the Number of Residual Charge
Carriers

By evaluating the integral over the cCC-profile (see figure 3.2) in the region from the
surface of the to the interface to the substrate material, the number of residual charge
carriers per unit area, NCC , is calculated. This number represents the sum over all ionized
defects in this region, where each defect is multiplied by its effective charge.
The change of NCC over time is described by

NCC(t) = N0
CC − rNCC t, (3.1)

where rNCC is the rate of the change in the number of charge carriers and N0
CC is the

number of charge carriers at t = 0 s. Figure 3.8 shows NCC in pieces of sample S1 after
different anneals. Figures showing the change of the number of residual charge carriers in
the other samples are found in appendix B.
The number of residual charge carriers per area in sample S1 at the beginning of the

anneal (at t=0) is more than two orders of magnitude lower than the number of implanted
hydrogen atoms (5× 1014 H+cm−2). Hydrogen itself is a donor (see figure 2.66), so the
lower number of residual charge carriers suggests, that either the electrons donated by
hydrogen are compensated by acceptors, or that a large fraction of the hydrogen donors
are deactivated due to the formation of defect complexes.
Most of sample S1 is n-type after all applied annealing conditions, hence, NCC corre-

sponds to the residual electron concentration. An increase in NCC can mean either the
generation of new donors, or the deactivation of acceptors. At low temperatures (400 ◦C
and 425 ◦C) NCC grows with increasing annealing time, indicating that the formation of
donors or deactivation of acceptors is happening faster than the deactivation of donors
or the formation of acceptors. Starting at an annealing temperature of 450 ◦C, NCC gets
smaller the longer the sample is annealed. Here, more acceptors are formed, or more
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Figure 3.8: Number of charge carriers per unit area in the proton implanted region of
sample S1 after different anneals.

donors are deactivated, compared to the formation of donors and the deactivation of
acceptors.
Table 3.4 lists the rates rNCC in each sample at every applied annealing temperature.

Only in sample S3, rNCC is positive at all annealing temperatures. All other samples show
an increase in NCC at low temperatures and a decrease of NCC at higher temperatures.

Table 3.4: Rate of the change in the number of charge carriers, rNCC , in the region directly
influenced by proton implantation in samples S1-S8 at different annealing temperatures
in cm−2s−1. The range of the calculated number of charge carriers before the anneal,
N0
CC , is also given for each sample.

400 ◦C 425 ◦C 450 ◦C 475 ◦C 500 ◦C N0
CC [cm−2]

S1 1.9×107 1.5×107 −5.7×106 −8.1×107 −5.6×108 2.4×1012-2.9×1012

S2 2.5×107 −8.8×106 −8.4×106 −9.3×107 −2.0×108 2.9×1012-4.2×1012

S3 3.8×107 3.0×107 4.2×107 9.4×107 8.1×107 3.5×1012-4.8×1012

S4 9.8×107 1.2×108 1.5×108 4.1×108 −3.3×107 5.2×1012-7.8×1012

S5 3.5×106 −1.6×107 1.9×1012-2.1×1012

S6 3.1×106 6.9×106 −8.3×107 3.2×1012-4.6×1012

S7 1.6×106 2.7×106 −3.0×106 −2.2×107 −5.9×107 6.8×1011-7.7×1011

S8 −9.4×106 −1.7×107 2.4×1012-3.8×1012

One explanation for the observations is the change of the ratio of the rates of the
formation of donors and of their dissociations. At low temperatures, reaction rates are
higher than dissociation rates, if the activation energy of the diffusivity of the mobile
reactants is lower than the binding energy of the formed defect complex. As a consequence
of that low activation energy, the increase of the reaction rate with increasing temperature
is low. The binding energy of defect complexes is usually higher than the activation energies
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of the mobile reactants. A high binding energy is associated with a strong temperature
dependence of the dissociation rate. Hence, at low temperatures, reactions between defects
are favored over dissociations. At increased temperatures, though, the dissociation rates
overtake the reaction rates. This leads to a positive rNCC at low temperatures and to a
negative rNCC at high temperatures.

3.3.2 Evaluation of the Change in the Charge Carrier Concentration in
the Substrate Material

The change in the charge carrier concentration in the substrate material is predominantly
caused by the formation of thermal donors (see section 2.3.3.1). The doping type of the
substrate materials of the samples S1-S7, which is p-type without anneal, is converted to
n-type at the investigated annealing temperatures. In a sequence of isochronal anneals,
the lowest temperature where the conversion from p-type to n-type occurs was determined
to lie between 350 ◦C and 400 ◦C. A conversion of the doping type was observed until an
annealing temperature of 510 ◦C [431].
The dependence of the charge carrier concentration in the substrate material,csub

CC , on
the annealing time, is described by

csub
CC(t) = csub,0

CC − rsub
cCC

t, (3.2)

where csub,0
CC is the charge carrier concentration in the substrate material before the anneal

and rsub
cCC

is the formation rate of the thermal donors. Figure 3.9 shows csub
CC in sample

S1 on a logarithmic scale after anneals under different conditions. At all investigated
temperatures, the charge carrier concentration in the substrate material grows with
increasing annealing time. The higher the annealing temperature is, though, the smaller
is the time dependent increase of csub

CC .
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Figure 3.9: Evolution of the charge carrier concentration in the substrate material of
sample S1 at different annealing temperatures.

In the tables 3.5 and 3.7 the formation rate of thermal donors in the substrate, rsub
cCC
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and the charge carrier concentration before the anneal csub,0
CC are listed for the samples S1

to S8 at different annealing temperatures.

Table 3.5: Formation rate of thermal donors in the substrate materials of samples S1-S8
at different annealing temperatures in cm−3s−1.

400 ◦C 425 ◦C 450 ◦C 475 ◦C 500 ◦C
S1 4.1×109 4.1×109 1.5×109 3.6×109 8.3×107

S2 6.6×109 4.5×109 2.1×109 1.9×108 −1.8×108

S3 5.1×109 3.5×109 2.5×109 2.6×109 5.4×107

S4 1.8×1010 8.4×109 4.3×109 1.7×109 −1.3×109

S5 1.9×108 2.9×107

S6 2.4×109 1.3×107 5.8×107

S7 2.7×108 1.7×108 4.9×107 6.6×106 1.1×107

S8 1.4×106 9.8×106

In figure 3.10 the rate of the formation of thermal donors in sample S1 is plotted as a
function of the inverse temperature.

1.3 1.35 1.4 1.45 1.5

108

109

1010

1000
Temperature [1000

K ]

Fo
rm

at
io

n
R

at
e

[c
m

−
3 s

−
1 ]

Figure 3.10: Formation rate of thermal donors in the substrate material of sample S1 as
a function of the inverse temperature.

The Arrhenius fit through the data yields a negative activation energy of -1.8 eV. All
m:Cz samples (S1-S7) show a monotonic decrease of rsub

cCC
with increasing temperature.

The Arrhenius coefficients describing this temperature correlation, according to

rsub
cCC

= rsub,0
cCC

exp
(
−E

sub
cCC

kBT

)
(3.3)

are listed in table 3.6. Here, rsub,0
cCC

is the pre-factor and Esub
cCC

is the activation energy of
the temperature correlation of rsub

cCC
.
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Table 3.6: Arrhenius parameters describing the temperature dependence of the formation
of thermal donors in the substrate material of samples S1-S8.

Sample Esub
cCC

[eV] rsub,0
cCC

[cm−3s−1]
S1 −1.8 1.8× 10−4

S2 −1.9 2.9× 10−5

S3 −1.6 5.4× 10−3

S4 −1.3 2.1× 100

S5 −1.6 3.7× 10−4

S6 −1.7 9.3× 10−5

S7 −1.8 2.6× 10−5

S8 1.6 1.4× 1018

Also in this case, a correlation between the Arrhenius parameters, following the Meyer-
Neldel-Rule (see equation 2.117), is observed. This correlation is shown in figure 3.11 and
is described by a TMN of 499 ◦C and by a Meyer-Neldel pre-factor of 6.1× 107 cm−3s−1.
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Figure 3.11: Correlation of rsub,0
cCC

and Esub
cCC

, describing the temperature dependence of
rsub
cCC

. The dotted line represents the fit according to the Meyer Neldel-Rule.

In figure 3.12, csub,0
CC , the charge carrier concentration in the substrate material of each

sample before the annealing, is plotted as a function of the inverse temperature. This
concentrations stem from the fits through the measured charge carrier concentrations in
the substrate material at different annealing times.
For most samples, csub,0

CC decreases with increasing temperature. This observation
suggests that the formation of the thermal donors might deviate from its linear behavior
during the heat-up phase and at the beginning of the anneal. The samples implanted with
the highest proton doses (S3 and S4) show the largest values of csub,0

CC . Here, the initial
charge carrier concentration in the substrate material is strongly increased compared to
its nominal doping concentration (< 1013 cm−3, see table 3.1). An explanation for this
circumstance might be a different temperature during the proton implantation process,
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Table 3.7: Charge carrier concentration in the substrate material before the anneal (csub,0
CC )

of samples S1-S8 at different temperatures in cm−3, calculated from linear fits through
the measured data.

400 ◦C 425 ◦C 450 ◦C 475 ◦C 500 ◦C
S1 1.6×1013 5.9×1012 5.7×1012 1.2×1012 2.1×1011

S2 1.7×1013 2.6×1013 6.4×1012 2.9×1012 6.3×1011

S3 1.1×1014 2.5×1013 8.4×1012 3.1×1012 7.5×1012

S4 2.2×1014 7.0×1013 5.1×1013 3.0×1013 2.9×1013

S5 1.7×1013 4.0×1011

S6 9.7×1012 8.9×1012 1.6×1011

S7 −6.0×1011 6.2×1011 9.4×1011 8.9×1011 7.7×1011

S8 9.9×1012 1.0×1013

which could lead to an increased formation of thermal donors. Unfortunately, detailed
information on the implantation conditions, except for the implantation energy and the
implanted dose, is not available.
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Figure 3.12: Calculated charge carrier concentration csub,0
CC in the substrate material of

sample S1 before the anneal as a function of the inverse temperature.

3.3.3 Diffusion of Hydrogen Away from the Implantation Depth
The maximum in the charge carrier concentration profile is found at the implantation
depth and, hence, coincides with the position of the maximum hydrogen concentration.
Even though hydrogen itself is a donor (see figure 2.66), as shown in sub-section 3.3.1,
the number of residual charge carriers per area is several orders of magnitude smaller
than the implanted proton dose. That makes it very certain, that also other electrically
active defects are present in the material. Nevertheless, in many cases, a decrease of the
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maximum charge carrier concentration with increasing annealing time is observed. This
decrease is attributed to hydrogen diffusing away from this position. The change of the
maximum hydrogen concentration cCCmax over time is described by

(cCCmax(t)− cCCeq
max) σd

d
=
(
4πDpeak

H t
)− 1

2 , (3.4)

where cCCeq
max is the equilibrium concentration to which cCCmax converges at long annealing

times and which depends on the annealing temperature. d is the implanted proton dose
and σd is the donor formation efficiency, which relates the hydrogen concentration to
the charge carrier concentration. Usually σd is far smaller than 1, as the effective donor
concentration is lower than that of hydrogen due to the formation of donor and acceptor
complexes. Dpeak

H is the effective diffusivity of hydrogen at the implantation peak.
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Figure 3.13: Charge carrier concentration at the implantation depth of sample S1 as a
function of the annealing temperature.

Figure 3.13 shows cCCmax at the implantation depth in sample S1 as a function of the
inverse square root of the annealing time. The maximum carrier concentration in sample
S1 shows a decrease with increasing annealing time at all temperatures between 400 ◦C
and 500 ◦C. From the decrease of cCCmax, the effective hydrogen diffusivity at the peak in
sample S1 is extracted at each annealing temperature. This data is plotted in figure 3.14, as
a function of the inverse temperature. From the decay of the effective hydrogen diffusivity
with the inverse temperature, an activation energy of 1.0 eV is found. Table 3.8 lists the
effective diffusivities calculated from the decay of cCCmax in the samples S1-S8 at different
annealing conditions. Figures of the change of cCCmax with the annealing time and of the
temperature dependence of the extracted hydrogen diffusivity for the samples S2-S8 are
shown in appendix B.
The two samples, S3 and S4, which were implanted with the highest proton doses

(5 × 1015 H+cm−2 and 1016 H+cm−2, respectively) show a different evolution of cCCmax
than the samples implanted at lower doses. Here, for sample S4 at some and for sample
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S3 at all annealing temperatures, the maximum charge carrier concentration grows with
increasing annealing time.
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Figure 3.14: Effective diffusivity of hydrogen multiplied by the donor formation efficiency
at the implantation depth of sample S1 as a function of the inverse annealing temperature.

Table 3.8: Effective diffusivity of hydrogen calculated from the decrease of the charge
carrier concentration at the implantation depth in samples S1-S8 at different annealing
temperatures in cm2s−1. The values are not corrected for the donor formation efficiency.

400 ◦C 425 ◦C 450 ◦C 475 ◦C 500 ◦C
S1 1.4×10−6 3.1×10−6 5.2×10−6 1.4×10−5 8.9×10−6

S2 9.4×10−7 2.5×10−6 2.2×10−5 5.0×10−5 2.5×10−4

S3 −4.0×10−3 −2.2×10−4 −2.7×10−4 −1.3×10−3 −4.2×10−4

S4 1.4×10−5 −2.9×10−4 −1.2×10−4 −1.3×10−3 1.2×10−2

S5 2.7×10−7 2.7×10−7

S6 1.5×10−6 4.5×10−5 2.7×10−4

S7 4.5×10−5 1.8×10−5 3.8×10−6 4.9×10−6 5.1×10−6

S8 7.4×10−8 3.5×10−7

In table 3.9 the activation energy of the effective diffusivity of hydrogen in the samples
S1 to S8 are listed. For the calculation of the activation energy, only positive values of
the diffusivity, and hence only annealing temperatures, where cCCmax grows with the
annealing time, are accounted for. As a consequence, no activation energy of the effective
hydrogen diffusivity at the implantation depth is found for sample S3. The activation
energies calculated for the other samples spread from -1.0 eV to 3.0 eV.

Similar to previous observations, the Arrhenius parameters describing the temperature
dependence of the effective hydrogen diffusivity, extracted from the decay of the charge
carrier concentration at the implantation depth, show a correlation following the Meyer-
Neldel-Rule (see equation 2.117). Here, the correlation is described by a Meyer-Neldel
Temperature of 405 ◦C and by a pre-factor of 1.8× 10−6 cm2s−1.
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Table 3.9: Arrhenius parameters describing the temperature dependence of the effective
hydrogen diffusion at the implantation depth in samples S1-S8.

Sample EA [eV] D0 × σd [cm2s−1]
S1 1.0 2× 101

S2 2.5 8× 1012

S3
S4 3.0 6× 1017

S5 0.0 2× 10−7

S6 2.4 8× 1011

S7 −1.0 6× 10−13

S8 1.3 4× 102
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Figure 3.15: Correlation of the pre-factors and the activation energies describing the
temperature dependence of Deff

H at the peak. The dotted line represents the fit according
to the Meyer Neldel-Rule.

The activation energies of the samples implanted with low proton doses (S5 and S7)
show strange activation energies. While the activation energy of sample S5 is 0 eV, that
of sample S7 is negative, meaning that the effective hydrogen diffusivity decreases with
increasing temperature. It is assumed, that the lower the implantation dose is, the higher
becomes the influence of other electrically active defects on the residual charge carrier
concentration at the implantation depth. This most certainly has an influence on the
effective hydrogen diffusivity extracted from the decay of cCC at this position.
Figure 3.16 shows the activation energies of all samples, except for sample S3, as a

function of the maximum hydrogen concentration, in a similar way, as the data is plotted
in figure 3.7.

The activation energy extracted from the effective hydrogen diffusivity at the implanta-
tion depth shows a quite different correlation with the maximum hydrogen concentration
as does the activation energy extracted from the expansion of the region with increased
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charge carrier concentration. Here, the activation energy grows with increasing hydrogen
concentration.
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Figure 3.16: Correlation of the activation energy describing the temperature dependence
of the effective diffusivity of hydrogen at the implantation depth and the maximum
hydrogen concentration.

At the same time, as Deff
H at the implantation depth increases with temperature, the

equilibrium charge carrier concentration at this position, cCCeq
max, changes as well. This

concentration is not necessarily defined by the equilibrium concentration of hydrogen after
the end of the diffusion process when the hydrogen is evenly spread in the material. The
increased cCC , observed here, rather stems from immobile donor complexes which are
formed at the implantation depth. The influence of the annealing temperature on the
equilibrium charge carrier concentration at the implantation depth after long anneals is
shown in figure 3.17 and the corresponding values are listed in table 3.10.

The equilibrium charge carrier concentration at the implantation depth of the different
samples spreads over more than an order of magnitude. While cCCeq

max decreases in
samples implanted at low doses, it shows a slight increase in the high dose samples (S3
and S4). A decrease of cCCeq

max with temperature, signalizes a shift of the equilibrium
between formation and dissociation of donor complexes towards the dissociation, while an
increase of cCCeq

max is caused by the formation of other kinds of donor complexes, whose
formation requires high defect concentrations. Figure 3.18 shows cCCeq

max as a function of
the maximum hydrogen concentration, which also stands for the concentration of defects
generated during the proton implantation process, at different annealing temperatures.
An increase of the equilibrium charge carrier concentration at the implantation depth

with increasing maximum hydrogen concentration is observed. The increase is enhanced
the higher the annealing temperature is. This effect favors the assumption that at least one
other kind of donor complex is generated at higher defect concentrations, whose formation
requires higher annealing temperatures.
The change of the equilibrium charge carrier concentration, and of the formation and

dissociation of immobile defect complexes which go along with it, imply, that the effective
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Figure 3.17: Equilibrium charge carrier concentration at the implantation depth after
long anneals as a function of the annealing temperature.

Table 3.10: Equilibrium charge carrier concentration at the implantation depth after
long annealing times calculated from the decay of cCCmax in [cm−3].

400 ◦C 425 ◦C 450 ◦C 475 ◦C 500 ◦C
S1 3.2×1015 2.6×1015 1.7×1015 1.2×1015 8.6×1013

S2 3.2×1015 2.4×1015 2.2×1015 1.7×1015 1.6×1015

S3 5.7×1015 5.8×1015 6.3×1015 5.3×1015 7.5×1015

S4 2.7×1015 8.4×1015 1.1×1016 9.3×1015 8.3×1015

S5 1.6×1015 7.3×1014

S6 1.8×1015 1.5×1015 1.1×1015

S7 9.5×1014 8.5×1014 6.3×1014 3.6×1014 1.7×1014

S8 1.3×1015 3.3×1014
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Figure 3.18: Equilibrium charge carrier concentration at the implantation depth after
long anneals as a function of the maximum hydrogen concentration.

hydrogen diffusivity extracted from the decay of cCCmax might be flawed and that this
method is not suited for measuring Deff

H .

3.3.4 Evaluation of the Change of the Residual Number of Charge
Carriers in the Shoulder of the Charge Carrier Concentration
Profile

A feature of interest in the charge carrier profiles of m:Cz-silicon (samples S1-S7) is the
shoulder in the profile which forms next to the peak at the implantation depth in the
substrate material at the applied annealing conditions (see figure 3.2). Once hydrogen
diffuses away from the implantation depth and into this region, it reacts with precursor
defects which had already been generated during the proton implantation process. This
leads to a change in the concentrations of electrically active defects and an increase of the
charge carrier concentration is observed. During longer anneals, cCC decreases again.

The number of charge carriers per area in the shoulder, N sh
CC is calculated according to

N sh
CC =

∫ x2

x1
cCC dx− csub

CC (x2 − x1) , (3.5)

where x1 and x2 are the depths of the beginning and the end of the shoulder. csub
CC (x2 − x1)

is the number of thermal donors, formed in the same region.
Figure 3.19 shows the number of charge carriers per area in the shoulder of the cCC-

profile of sample S1 after anneals under different conditions. At all investigated annealing
temperatures N sh

CC decays with increasing annealing time. The change of the number of
charge carriers in the shoulder, N sh

CC depends on the rate rNsh
CC

.

N sh
CC(t) = N sh,0

CC + rNsh
CC
t. (3.6)
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Figure 3.19: Number of charge carriers per unit area in the shoulder of the cCC-profile
of sample S1 after different anneals.

Here, N sh,0
CC reflects the concentration of precursor defects which are activated by the

reaction with hydrogen. The rates extracted from the change in N sh
CC , in all samples

at different annealing temperatures, are listed in table 3.11. Not all of these rates are
negative, hence in some cases, the number of charge carriers in the shoulder grows with
increasing annealing time. This is especially the case for the samples S3 and S4 which
were implanted with high proton doses. Also in sample S2, rNsh

CC
increases with annealing

time at low temperature.
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Figure 3.20: Effective decay rate of charge carriers in the shoulder of the cCC-profiles of
samples S1-S7 as a function of the inverse temperature.

Considering the change in the number of charge carriers in the shoulder as the effective
decay rate of N sh

CC , which is -rNsh
CC

, an increase with increasing temperature is observed. In
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figure 3.20 the effective decay rates extracted from samples S1-S7 are plotted as a function
of the inverse temperature.
From the correlation of the effective decay rate with the inverse temperature, the

activation energies of the decay are extracted and listed in table 3.12. The extracted
values range from -0.4 eV to 1.9 eV. The activation energies found for the temperature
dependence of the samples S5 (-0.4 eV) and S6 (0.9 eV) have to be taken with care as
only two data points could be used to calculate the decay rates at low temperature (see
figures B.5.2c and B.6.2c). The activation energies found in samples S1, S2, S4 and S7
(0.9 eV-1.9 eV) are in the same range as the activation energies of Deff

H extracted from the
expansion of the donor rich region (1.1 eV− 2.4 eV), presented in section 3.2.2.

Table 3.11: Rates of the change in the number of charge carriers in the shoulder of the
cCC-profile in samples S1-S8 at different annealing temperatures in cm−2s−1. A range
of the initial number of charge carriers, N sh,0

CC , is included for each sample.

400 ◦C 425 ◦C 450 ◦C 475 ◦C 500 ◦C N0
CC [cm−2]

S1 −1.9×105 −4.4×105 −1.0×106 −3.1×106 −1.6×107 5×1010-8×1010

S2 3.1×105 −1.3×106 −2.2×106 −6.2×106 −2.1×107 6×1010-1×1011

S3 1.2×106 1.7×106 1.0×106 9.1×105 −4.4×104 8×109-2×1010

S4 7.9×105 3.2×105 −1.3×106 −2.6×106 −3.3×106 2×1010-8×1010

S5 −1.3×106 −8.5×105 6×1010-1×1011

S6 −2.0×105 −1.9×106 −1.5×106 4×1010-2×1011

S7 −5.4×104 −2.9×105 −7.5×105 −2.5×106 −3.5×106 2×1010-4×1010

Table 3.12: Arrhenius parameters describing the temperature dependence of the deacti-
vation of donors in the shoulder of the cCC-profile of samples S1-S7.

Sample EA [eV] r
Nsh,0
CC

S1 1.9 3× 1019

S2 1.7 2× 1018

S3
S4 0.9 2× 1012

S5 −0.4 2× 103

S6 0.9 3× 1012

S7 1.9 1× 1019

The Arrhenius parameters show, as observed before, a correlation following the Meyer-
Neldel-Rule (see equation 2.117). In this case the correlation is described by a TMN
of 442 ◦C and by a pre-factor of 9.6× 105 cm−2s−1.

Figure 3.22 shows the correlation of the activation energies describing the temperature
dependence of the decay rate rNsh

CC
and the maximum hydrogen concentration. Here only

the activation energies of samples S1, S2, S4 and S7 are plotted, which are considered to
be the least flawed data. A similar correlation of the activation energy with the maximum
hydrogen concentration is found, as for the activation energy of Deff

H , extracted from the
expansion of the charge carrier rich region (see figure 3.7).
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Figure 3.21: Correlation of the Arrhenius parameters describing the temperature depen-
dence of rNsh

CC
. The dotted line represents the fit according to the Meyer Neldel-Rule.
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Figure 3.22: Correlation of the activation energy describing the temperature dependence
of the decay rate rNsh

CC
and the maximum hydrogen concentration.
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3.4 Discussion of the Kinetics of Different Processes in
Proton Implanted Silicon Determined from Spreading
Resistance Measurements

The interpretation of the results presented in the last two sections is difficult, as the data
is very limited. Nevertheless, it fits to a model of the migration of hydrogen which is
based on the interaction of hydrogen with other impurities and defects in the material.
As explained in section 2.4, hydrogen forms defect complexes with a number of different
impurities. Each of these impurities can be seen as a trap on the migration path of the
hydrogen atom. Here, the deepest traps are those defects which result in the lowest energy
after forming a complex with hydrogen. Trapped hydrogen can further be released again
from these traps by a dissociation processes. If the concentration of hydrogen is lower
than the concentration of the traps, the diffusion of hydrogen is limited to the speed of the
reactions and dissociations. In this case, the activation energy of the diffusion process is
related to the binding energy of hydrogen to the traps, which reaches from 0.5 eV to more
than 2.5 eV [47, 48, 432–434]. If the hydrogen concentration overcomes a certain threshold
ratio compared to the trap concentration, it starts to saturate the traps. This results in a
lower average EA, as the activation energy of the diffusion process itself is assumed to be
much lower than the binding energy to the traps. The higher the hydrogen concentration
is, the lower becomes the average activation energy, until it converges to EA of the diffusion
process. The lowering of the impurity concentration at the same hydrogen concentration,
according to this model, should lead to a decrease of the activation energy. This is observed
in figure 3.7, as the activation energies found for the FZ-samples, which contain lower
impurity concentrations, are significantly lower than those found in m:Cz-material at the
same maximum hydrogen concentration. The introduction of hydrogen by gas permeation
or from a plasma leads to higher hydrogen concentrations, compared to those in proton
implantation, while at the same time, less intrinsic defects are generated in this process.
Hence, the literature data presented in section 2.4.4 also fits to this model, as much lower
activation energies were found there.
The effective hydrogen diffusivity extracted from the decrease of the charge carrier

concentration at the implantation depth cannot be directly compared to the diffusivity
calculated from the expansion of the region of increased cCC , as it contains the donor
formation efficiency σd. Assuming that σd does not depend on the annealing temperature
and does not change over time, the kinetics of Deff

H at the implantation depth can be
calculated. The activation energies of Deff

H , obtained this way, are quite different to those
calculated before. Here, the activation energy shows an increase with increasing hydrogen
concentration, which contradicts the model of the hydrogen diffusion in defect rich material,
discussed above. It is very probable, though, that σd is not constant, as different electrically
active defect complexes might be formed at different annealing temperatures. This would
then also change the residual charge carrier concentration at the implantation depth.
This assumption is supported by the observed changes in the equilibrium charge carrier
concentration at the implantation depth, cCCeq

max, which is reached after long anneals. If
the concentration of immobile electrically active defects in this region of the material
would be the same for different annealing temperatures, cCCeq

max should be constant. As
this is not the case, this method is considered to be not suitable for the identification of
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Deff
H . From the correlation of cCCeq

max with the annealing temperature and with the damage
concentration (represented by the maximum hydrogen concentration), the presence of
several different immobile and electrically active defect complexes at the implantation
depth is deduced.

The change in the charge carrier concentration in the substrate material is assumed to
be primarily caused by the formation of thermal donors. Here, in all m:Cz samples, inves-
tigated in this study, negative activation energies, describing the temperature dependence
of this process were found. Usually negative activation energies occur in processes, where
mobile reactants are trapped in a potential well before they react. This is quite different
to diffusion limited reactions which are described in section 2.2.7, where the reactants
immediately react once their distance falls below the capture radius. In a trap-assisted
reaction process, the reactants do not immediately react once they have overcome the
capture radius. The faster the reactants diffuse, the slower the reaction rate becomes,
as the probability of the reactants leaving the potential well before the reaction takes
place, is increased. Another explanation for this observations might include the change
of the equilibrium between the formation and the dissociation or deactivation of the
thermal donors [435]. It has been shown, though, that the formation of oxygen chains,
which are the most likely thermal donor complexes, follows the Arrhenius law [128, 149].
Also several further studies found positive activation energies in the range from 1.0 eV
to 2.8 eV [401, 436–439], describing the temperature dependence of the thermal donor
formation rate.

The cCC-profiles of m:Cz-material show a shoulder below the implantation depth, which
sometimes is already present before the anneal, when most of the hydrogen is still at the
implantation depth. Investigating the change in the number of charge carriers per area
in this shoulder, N sh

CC , in most cases a decay of N sh
CC with increasing annealing time was

observed. Only in samples implanted at high doses, under some conditions N sh
CC showed

an increase over time. The observed decay, rNsh
CC

, resembles an activated process. Fitting
the correlation of rNsh

CC
with the inverse temperature yielded activation energies, which

showed a similar correlation with the maximum hydrogen concentration as the activation
energies of Deff

H , extracted from the expansion of the region of increased charge carrier
concentration. Assuming that the observed decay is caused by a diffusion limited reaction
of second order (see section 2.2.7), the similarity of the activation energies and their similar
dependence on the hydrogen concentration, suggests the involvement of mobile hydrogen
in this process. This is either the deactivation of an initial donor complex by its reaction
with hydrogen or the formation of a hydrogen related acceptor complex which compensates
for the initial donors in the shoulder. The structure and composition of the initial donor
complex in the shoulder remains unknown. The absence of the shoulder in FZ-material,
as already indicated in reference [409], suggests that this complex involves either oxygen,
carbon, or both, as the concentration of these defects is much lower in FZ-silicon, compared
to m:Cz material. At the same time as the charge carrier concentration in the shoulder is
decreased, also that in the high-cCC-region towards the surface of the material is decreased,
suggesting that similar defects are present on both sides of the implantation depth.

IN the next chapter it will be shown that the double donor CiOI is present in both region
of the implanted material. The observed decrease in the charge carrier concentrations in
the shoulder and in the irradiated region resemble the deactivation of this donor complex
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by its reaction with hydrogen. At the applied annealing temperatures the dominant charge
state of hydrogen is H+. Hence, the reaction of hydrogen with donor complexes (which
are also negatively charged) is a slow process, such as the one observed here.

All investigations of the kinetics of different processes presented in this chapter yielded
Arrhenius parameters which showed almost perfect correlation with each other, following
the Meyer-Neldel-Rule. The calculated Meyer-Neldel temperatures, though, are not the
same and reach from 405 ◦C to 499 ◦C. As the calculations base on the same experimental
data, and hence on the same annealing conditions, this observation contradicts the findings
by Kirchheim et al. [352], who state that TMN is always close to the mean annealing
temperature. Nevertheless, there is still no physical explanation for this correlation.
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4 Simulation of the Proton Implantation
Process

In this chapter, a computer simulation of the proton implantation process, developed
during this thesis, is discussed. This simulation is based on the generation of defects by
implanting protons, on the diffusion of these point defects and on diffusion limited second
order reactions between those defects and impurities. Furthermore, the dissociation of
defect complexes is included. The first section discusses in detail how this simulation is
set up. A second section will look at simulated defect concentration profiles and discuss
the effects of changes of certain input parameters to the simulated profiles. Preliminary
results have been published in reference [440].

4.1 Theoretical Simulation Method and Input Data
A variety of different simulations of the generation of defects by particle irradiation and
ion implantation have been published so far. Monte-Carlo based simulation tools such as
SRIM [304, 305] focus on the generation of defects and on the introduction of impurities
by ion implantation. Such simulations, though, neglect the reactions between the created
point-defects. Other works look at the formation of defect complexes by the reactions
of point defects [441–443]. Here the spatial distribution of those defects is not taken
into account. The simulation method presented in this chapter combines the information
on the spatial distribution of defects being generated and on the formation of defect
complexes. Furthermore, the migration of defects inside the material and dissociations
of the generated defect complexes during proton implantation are taken into account to
calculate the change of the concentration profiles of different defects.

This section describes the theoretical model of this process simulation. Not all features
and procedures discussed here are already implemented in the code of the current version
of the simulation program. At this stage of development of the simulation, only neutral
defects are taken into account. Nevertheless, it is tried to describe the simulation model
in a form which is also applicable if the charge states of the defects are considered.
The first part of this section shows the differential rate equation used to calculate the

changes in defect concentrations. In the subsequent part of the section, the different terms
of this equation are explained in more detail, before the simulation cycle is discussed.

4.1.1 Differential Rate Equation
The proton implantation process is considered to be uniform along the cross section of the
substrate material. Hence, only one-dimensional concentration profiles of the defects are
considered. Here, cXA(x,t) is the concentration of the defect XA, which is also associated
with a charge state q at the depth x and at the time t. The change of the concentration
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cXA during the time interval between t1 and t2 is described by

cXA(x, t2) = cXA(x, t1) + dcXA(x, dt). (4.1)

The differential rate equation of the simulation, used to determine the change of cXA in
the time interval t2 − t1 = dt is shown below.

dcXA(x, t)
dt

=





DXA(T , x)∇2cXA(x, t)
+ eµX(T , x)∇EV (x)∇cXA(x, t)
+ ∑

B,C
kBC,A
r (T , x)cXB(x, t)cXC(x, t)−∑

B
kAB,X
r (T , x)cXA(x, t)cXB(x, t)

+ ∑
B
kB,AX
d (T , x)cXB(x, t)− kA,XX

d (T , x)cXA(x, t)

+ cGXA
(x, t,Φ, fscan)

(4.2)
To calculate dcXA in the time interval dt, different contributions to the changes of the
defect concentration have to be taken into account. If the defect is mobile, its diffusion is
considered using Fick’s second law of diffusion (see section 2.2.3). Here, DXA(T ,x) is the
diffusion coefficient of the defect at the temperature T and the depth x.

In the next row the ionic drift of charged defects (see section 2.2.6) is treated. Here, a
gradient in the effective concentration of charged defects can be described by a gradient in
the valence band energy, ∇EV , which resembles an internal electric field in the material.
Mobile, charged defects drift along this field depending on their mobility µX, which is
related to the diffusion coefficient, as described by the Einstein relation (see equation 2.87).
At the current state of development of the simulation, only neutral defects are regarded,
and hence, the ionic drift is not accounted for.
The third row of the master equation treats second order reactions between defects.

Here, the first term includes all second order reactions (see section 2.2.7) between defects
XB and XC, forming defect XA. The rate of each reaction results from the product of
the rate constant kBC,A

r and the concentrations of the reacting defects, cXB and cXC . The
second sum takes into account all reactions, were defect XA is consumed as an educt in
the reaction with a defect XB forming some other defect X. These reaction rates are
calculated from the products of the rate constants kAB,X

r and the concentrations of the
reacting defects. As such reactions reduce the concentration of the defect XA, this term is
subtracted in equation 4.2.
Another contribution to the change of the defect concentration regarded in the third

row of equation 4.2 are dissociations of defect-complexes (see section 2.2.7). The sum of
the dissociations of defects XB to defect XA and another defect X is added to the balance,
while the fraction of the defect XA dissociating to the defects X1 and X2 is subtracted.
The dissociation rates are calculated from the rate constants kB,AX

d and kA,XX
d and the

concentration of the dissociating defect.
The last term in equation 4.2, cGXA

represents the direct generation of the defect XA
during the implantation process. cGXA

depends on the ion flux Φ and on the frequency
fscan, that is used to scan the ion beam over the substrate material.
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4.1.2 Numerical Treatment of the Diffusion of Mobile Defects

Due to the instability of the numerical solution to the explicit Forward Euler method,
implicit methods for the numerical calculation of the concentration change due to diffusion
are preferred. Using the Backward Euler method, the change of the concentration ∆cXq ,
where Xq represents a defect at charge state q, in the time interval ∆t is,

∆cXq
∆t =

cXq
n
j+1 − cXqnj

∆t = DXq ,j
cXq

n+1
j+1 − 2cXqnj+1 + cXq

n−1
j+1

∆x2 , (4.3)

where n indicates the position in space, j stands for the point in time and DXq ,j is the
diffusivity of the defect Xq at the time j. Only cXqnj is known and the concentrations at
t = j + 1 have to be calculated in a set of Nx ordinary differential equations (ODE), where
Nx is the number of uniformly distributed increments in space.

cXq
1
j =0

cXq
2
j =cXq2

j+1 − α
(
cXq

3
j+1 − 2cXq2

j+1 + cXq
1
j+1
)

cXq
Nx−1
j =cXqNx−1

j+1 − α
(
cXq

Nx
j+1 − 2cXqNx−1

j+1 + cXq
Nx−2
j+1

)

cXq
Nx
j =0

(4.4)

Here, α stands for DXq ,j∆t/∆x2. In general, the defect concentrations at the boundaries
(at x=1 and x=Nx) should be set to the solubility level of the defect in crystalline
silicon which depends on the temperature and on the partial pressure of the defect in the
atmosphere outside of the material. As these values are usually lower than the defect
concentration in the bulk material, they are set to zero.

The generalized form of these equations is

cXq
n
j = −αcXqn+1

j+1 + (1 + 2α)cXqnj+1 + αcXq
n−1
j+1 (4.5)

Written in matrix form, equation 4.5 becomes

An,nC
n
j+1 = Cnj . (4.6)

Here, Cnj+1 is a vector of the concentration profile at time j + 1

Cnj+1 =
(
cXq

1
j+1, cXq

2
j+1, · · · , cXqNxj+1

)
(4.7)

and Cnj is the concentration profile at t = j

Cnj =
(
cXq

1
j , cXq

2
j , · · · , cXqNxj

)
. (4.8)
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An,n is a tri-diagonal matrix with the elements

An,n =




A1,1 A2,1 0 0 0 0 0 0
A1,2 A2,2 A2,3 0 0 0 0 0

0 A2,3 A3,3 A3,4 0 0 0 0
0 0 . . . . . . . . . 0 0 0
0 0 0 An−1,n An,n An+1,n 0 0
0 0 0 0 . . . . . . . . . 0
0 0 0 0 0 ANx−2,Nx−1 ANx−1,Nx−1 ANx,Nx−1
0 0 0 0 0 0 ANx−1,Nx ANx,Nx




(4.9)
The non-zero elements along the diagonals take the values

An−1,n = −α
An,n = 1 + 2α

An+1,n = −α
(4.10)

At the boundaries, the concentrations cXq1
j and cXqNxj , as well as, the elements A1,1, A1,2,

ANx,Nx−1 and ANx,Nx of matrix An,n are set to zero.
Instead of treating each charge state of each defect independently the charge states of a

defect can be combined in the effective charge state (see section 2.2.4). If this concept is
applied, an effective diffusivity (see section 2.2.5) for each defect, combining the diffusivities
of the different charge states, has to be used. As the distribution of the charge states
depends on the position of the Fermi level in the band gap, also the effective diffusivity
depends of the Fermi energy. The position of EF , on the other hand depends on the
concentration profiles of all charged defects. These profiles are not uniform, thus the
position of EF in the band gap is a function of the depth x and so is the effective diffusivity.
In this case, equation 4.3 changes to

∆cX
∆t = 1

2∆x2

[
(DX

n+1
j+1 +DX

n
j+1)(cXn+1

j+1 − cXnj+1) + (DX
n
j+1 +DX

n−1
j+1 )(cXn−1

j+1 − cXnj+1)
]
,

(4.11)
and equation 4.4 becomes

cX
1
j =0

cX
2
j =cX2

j+1 − α2/3
j (cX3

j+1 − cX2
j+1)− α1/2

j (cX1
j+1 − cX2

j+1)

cX
Nx−1
j =cX2

j+1 − αNx−1/Nx
j (cXNxNx−1 − cXNx−1

j+1 )− αNx−1/Nx−2
j (cXNx−2

j+1 − cXNx−1
j+1 )

cX
Nx
j =0

(4.12)

Here, αx1/x2
j is

α
x1/x2
j =

(DX
x1
j +DX

x2
j )∆t

2∆x2 . (4.13)

Two-dimensional maps, of the effective charge state, as well as of the effective diffusivity
of several defects and defect complexes generated in proton implanted silicon can be found
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in section 2.3 and in the defects catalog (see appendix C). This data can be used as input
in the simulation.

4.1.3 Numerical Treatment of the Reactions Between Defects and the
Dissociation of Defect Complexes

In this simulation method, the reactions between defects are approximated as diffusion
limited reactions of second order (see section 2.2.7). The change of the concentration cX is
calculated from the product of the rate constant of the reaction and the concentrations of
the reactants cXA and cXB

∆cX(x)
∆t = kABr (T , x)cXA(x)cXB(x). (4.14)

Here, kABr is the rate constant of this reaction, which is calculated following von Smolu-
chowski and Debye (see section 2.2.7 and equations 2.92, 2.95, 2.96 and 2.97). As the
diffusion coefficients of the reactants are temperature dependent, the same is true for the
rate constant. Another important parameter in the calculation of the rate constant is the
capture radius, which depends on the charge states of the reactants.
If the charge states of each defect are combined to an effective charge state, also the

reaction rate constants can be combined to an effective reaction rate constant, which is a
function of the temperature and of the position of the Fermi energy in the band gap:

kABr (T ,EF ) =
∑

q1,q2

4πr0
c

(
DXq1

A
(T ) +DXq2

B
(T )

) f q1,q2
C cXq1

A
(T ,EF ) cXq2

B
(T ,EF )

cXAcXB
. (4.15)

This effective reaction rate constant is the sum over the reactions between all charge
states. Appendix D shows two dimensional maps of the reaction rate constants of several
reactions, as a function of the position of the Fermi energy in the band gap and of the
temperature, which can be used as an input for the simulation.

A chemical reaction is usually associated with a backward reaction and at thermodynamic
equilibrium, the ratio of products to educts corresponds to the ratio of the rates of
the forward and the backward reactions. In this simulation, backward reactions are
approximated as dissociation processes, where a defect complex dissociates into two
smaller compounds. Here, the rate of this process is calculated as the product of the rate
constant of the dissociation process and the concentration of the dissociating defect

∆cX(x)
∆t = −kXd (T , x)cX(x). (4.16)

The dissociation rate constant, as explained in section 2.2.7, is calculated from the attempt
frequency fd and the binding energy Eb of the dissociating bond. Also kXd is a function of
EF , as it depends on the charge states of the dissociation products. If both products are
of the same charge, the dissociation rate constant is increased, while it decreases, if the
charges of the products are of opposite sign.

The change in the defect concentration ∆cX due to both, reactions and dissociations is
evaluated using the concentration values at the time t = j. This scheme is not A-stable

138 Defect Complexes in Proton Implanted Silicon



and can lead to oscillations in the defect concentrations if large time-steps are used. As a
single type of defect can be part in many reactions, though, it is very difficult to use other
schemes for the numeric treatment of these processes.

4.1.4 Generation of New Point-Defects During the Simulation Process
In proton implantation, new point-defects are generated during the implantation process.
Hydrogen (see section 2.4.3) is directly introduced by the beam, as the impinging protons
come to rest and capture an electron. Furthermore, due to interactions of the beam with
the crystal lattice, self-interstitials (section 2.3.1.4) and vacancies (section 2.3.1.1) are
generated. SRIM is used to calculate the defect concentration profiles, relative to the
implanted dose d, which are generated during the implantation process (see section 2.4.2
and figure 2.64). The shape of these profiles is strongly dependent on the implantation
energy. In a proton implanter, the beam is usually scanned over the material to implant
a larger area. Hence, the generation is not continuous but time dependent. In this
process simulation, this time dependence is modeled by a delta pulse which repeats the
defect generation at the scan frequency fscan. The integral over this delta pulse yields the
concentration of introduced defects cpulse, which is a function of the proton flux Φ, of the
scan frequency fscan and of the normalized concentration

(
c
d

)
SRIM

cpulse = Φ
fscan

(
c

d

)

SRIM
. (4.17)

The proton flux corresponds to the ratio of the implantation current I and the implanted
area A.

Φ = I

eA
, (4.18)

where e is the elementary charge. The defect profiles of dopants, such as Bs and Ps and
other impurities, like oxygen and carbon are introduced at the start of the simulation.

4.1.5 Input Parameters of the Process Simulation
Depending on the input data, the simulation works on different levels of sophistication. A
variety of properties, such as the configuration, the charge state and their composition
can be used to separate distinct defects. Each defect is associated with a unique set
of parameters, describing the temperature dependence of its diffusion and dissociation
(see section 2.2.3), as well as, the ratio of different charge states and configurations (see
section 2.2.4). The more defects there are, though, the more computational effort is
necessary to simulate the same process conditions. Hence, some properties have to be
combined to reduce the number of different defects in the simulation. At the same time, the
parameters of these defects have to be joined to “effective” parameters (see e.g. effective
diffusivity - section 2.2.3, or effective reaction rate constants - appendix D). A lower level
of sophistication would be to combine the different charge states of an impurity and use the
configuration (substitutional or interstitial lattice position) as the only distinctive feature
between defects of the same composition (or chemical element). A further approximation
step would be to also combine the charge states and use the effective charge states (see
section 2.2.4) of the defects.
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A simulation is always limited by the quality of its input data. For this simulation to
work, the following inputs are essential:

• defects (Eform, qeff)

• diffusivity (EA and D0, or 2D-map)

• reaction paths and rates (2D-maps of keff
r )

• dissociation rates (fd and Eb)

• implantation parameters (H+-energy, Φ, fscan, dfin, T )

• impurity concentrations (doping, impurity and SRIM-profiles)

The level of sophistication at which the simulation operates is determined by the choice
of defects and defect complexes. Each defect that should be regarded by the simulation
has to be defined. V2−, C+

i and B−s are three examples of defects. In this notation, a
distinction between different charge states and lattice position is made. Every one of these
defects is associated with a formation energy, Eform, which is a function of the position of
EF in the band gap and defines the concentration of the charge state relative to the other
charge states of the impurity (e.g. there are five stable charge states of the vacancy). If
the charge states are combined, the defects mentioned before would belong to V, Ci and
Bs. The charge of these defects is included in their effective charge state, qeff (a 2D-map
of qeff of the vacancy is shown in figure 2.32) and is a function of the Fermi energy, and of
the temperature.

Every defect is associated with a diffusion coefficient, or with an effective diffusivity. The
temperature dependence of the diffusion coefficient is defined by its Arrhenius parameters
(EA and D0). In some cases, also the temperature dependence of the effective diffusivity
can be described by a single pair of Arrhenius parameters. In other cases, though, it
depends on both, the temperature and the Fermi energy. In such a case, pre-calculated
two-dimensional maps (as in figure 2.35) can be used as input. Immobile defects are
associated with a diffusion constant/ effective diffusivity of 0 cm2s−1.

Another crucial input to the simulation is the information on the different reaction paths
of the defects. In general, each reaction between two defects could be possible, though, not
every one makes sense. The products of some reactions might not necessarily be elements
of the defects which are pre-defined. Furthermore, no reaction happens, if both reactants
are immobile. To calculate the reaction rate between two defects, the rate constant of
the reaction has to be known. If the simulation distinguishes between different charge
states, the rate constant is calculated, as described in section 2.2.7. If another level of
sophistication is chosen, the effective reaction rate constant, keff

r (see equation 4.15) is
used. Similar to the effective diffusivity, pre-calculated, two-dimensional maps of keff

r (see
appendix D) can be used as input.

To calculate the dissociation rates, the attempt frequency fd and the binding energy Eb
of the dissociating defect are required. If a defect does not dissociate, fd is set to zero.

The parameters describing the implantation conditions are also an important input. The
implantation energy (H+-energy) defines which normalized SRIM-concentration profiles
are used for the defects generated by the ion beam. From the proton flux Φ and the scan
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frequency fscan, the concentrations of these defects and the time interval at which they
are added are calculated. The final dose dfin defines the end point of the simulation. Once
the simulated time t reaches dfin/Φ, the simulation is cut off. The process temperature is
another important input, as it defines the diffusion constants and the rates of the reactions
and the dissociations.

Before the simulation can be started, the starting conditions of the defect concentration
profiles have to be defined. Usually the material contains impurities such as oxygen and
carbon and intentionally introduced dopants such as phosphorus and boron.

4.1.6 Simulation Cycle

Once all input data is provided, the simulation can be started. In a first step, an array
Call
X of the size (Ndef×Nx) is created. Here, Ndef is the number of different defects and

Nx is the number of spacial increments (points in depth). In this array, the initial defect
concentrations are set. If a defect is not yet present at the start of the simulation, its
concentration along the whole profile is set to zero. For each point in depth from 1 to Nx,
EF is determined from the defect concentrations in Call

X . To find the correct position of
the Fermi level, the band-gap has to be searched for the energy, where the condition

n(T ,EF ) +
∑

i,q<0
qcXqi (T ,EF )− p(T ,EF )−

∑

i,q>0
qcXqi (T ,EF ) = 0 (4.19)

for defects at different charge states or

n(T ,EF )− p(T ,EF )−
∑

i

qeffX (T ,EF )cXi = 0 (4.20)

using the effective charge state qeffX of each defect, is fulfilled.
Then, the diffusion constants of the mobile defects, the drift mobilities and the rate

constants of the reactions and dissociations are calculated at the process temperature
and at the corresponding position of the Fermi energy in the band gap for each point
in depth. The array, Cimpl is initiated, containing the pulse concentrations cpulse of the
defects which are directly generated by the beam. Once all initiation processes are finished,
the simulation loop, as illustrated in figure 4.1, is entered and the count of the simulated
time, tsim is initiated.

At the start of each loop, the simulated time tsim is compared to the implantation counter.
As this counter is set to zero at the beginning of the simulation, the implantation is executed
the first time the loop is entered. This is done by adding Cimpl to Call

X . The implantation
counter is then increased by 1/fscan. As long as tsim is smaller than the simulation counter,
this step is skipped. In the next step of the cycle, the simulation proceeds to the main-loop,
which includes the calculations of the change in defect concentrations due to diffusion,
ionic drift, reactions and dissociations. These calculations are performed separately for
the time interval dt, which is set to a low value (10−10 s) at the start of the simulation.
Each of the four segments of the main loop results in a set of concentration profiles, ∆Cdiff,
∆Cdrift, ∆Creac and ∆Cdiss, containing the changes in the defect concentration ∆cX.

As a first check, each set of ∆cX is separately added to Call
X . The resulting concentration

profiles, Call
X
∗ are then checked for negative concentrations. If negative data points are
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Figure 4.1: Flow-chart of the process simulation. The separate steps are explained in
the text

found, the defect concentrations are reset to Call
X , the time-step dt is decreased and the

main-loop is re-executed. If no negative concentrations are found, ∆Cdiff, ∆Cdrift, ∆Creac
and ∆Cdiss are added to Call

X . As a back-up, the new concentration profiles are checked
another time for negative values. If this test is passed, the program will compare tsim to
the time dfin/Φ, when the final implantation dose is reached. As long as tsim is smaller
than dfin/Φ, the simulation is continued and in the next step, the time-step dt is slightly
increased. Before re-starting the loop, the position of the Fermi energy is recalculated and
so are the diffusivities and the rates of the reactions and dissociations. The simulation
cycle is complete, once the final dose is reached.
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4.2 Simulation Results
In this section, the inputs for and the results of simulations using the current version
of the code of the simulation of the proton implantation process are presented. At the
current stage of development, the charge states of the defects, and hence, the dependence
of the different parameters on the Fermi energy are not included. As a consequence, the
migration of charged defects due to ionic drift as well as the influence of the Coulomb
interaction on the reactions of charged particles are neglected.
The constants of the diffusion, and of the rates of reactions and dissociations are

calculated at the process temperature once, and are used throughout the whole simulation
run. Furthermore, the same constants are used at each point in depth. This version of the
process simulation was written in FORTRAN95 by Lukas Etzlinger. More details about
the simulation will be given in his master’s thesis.

4.2.1 Simulation Inputs

To enable a more intuitive interpretation of the resulting defect profiles, the defects used in
this simulation are combined to defect families. The classification here is mostly arbitrary
and follows the objective to lower the number of concentration profiles in the overview
figure. The concentration profiles of the members of each defect family are then plotted
in separate figures. Table 4.1 lists these defects and includes a reference to the sections,
where those defects are discussed.

Only some of these defects are mobile and diffuse if the temperature is high enough. In
table 4.2 these mobile defects are listed, including the corresponding Arrhenius parameters
describing the temperature dependence of the diffusion constants. The dissociation of
defect complexes is also included for only some defects. The parameters describing the
temperature dependence of the rate constant of the dissociation of these defects are listed
in table 4.3. Due to the lack of published values, the dissociation of hydrogen containing
defects is approximated using the same parameters, as for PsH (fd=1.0×1013 s−1 and
Eb=1.32 eV).
As, at the current stage of the process simulation, all defects are considered to be

neutral, the calculation of the reaction rate constants requires, apart from the diffusivities
of the reactants, only the neutral capture radius of the reactions (see equation 2.92). Here,
estimations of the capture radii of some reactions, published in reference [446], are used
and are listed in table 4.4. The capture radii of all other reactions are considered as 2Å.
The capture radius describes how close two defects must be before they react. Even
though we somewhat arbitrarily set the capture radius to 2Å for all reactions where it is
unknown, it is clear that the capture radius cannot be much larger or much smaller than
a few Angstroms.
Different sets of implantation parameters are applied in the process simulation. The

process temperature, the proton flux and the implanted dose are varied, as well as the
initial concentrations of oxygen and of carbon. Other parameters, such as the proton
energy, the incidence angle and the concentrations of boron and phosphorus are the same
in all simulation runs. All important parameters are listed in table 4.5.

The next sections show different defect concentration profiles in proton implanted silicon
calculated using the process simulation.
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Table 4.1: Defects and defect families used as input in the simulation of the proton
implantation process.

Family Defects Section

Bi-complexes Bi, BiBs, Bi2Bs, BiCs, BiH, BiH2, BiH3,
BiO

2.3.5, 2.3.5.1,
2.3.5.2, 2.4.7

Bs-complexes Bs BiBs, Bi2Bs BsH, BsO
2.3.5, 2.3.5.1,
2.3.5.2, 2.4.7

Ci-complexes Ci, CiCs, CiCsI, CiCsI2, CiOI, CiOI2,
CiPs

2.3.4, 2.3.4.2,
2.3.6.1

CiOH-complexes CiH, CiO, CiOH 2.3.4.1, 2.4.7

Cs-complexes Cs, BiCs, CiCs, CiCsI, CiCsI2, CsH, CsO,
CsOH

2.3.5.1, 2.3.4,
2.3.4.1, 2.3.4.2,

2.4.7
Hydrogen H, H2 2.4.3, 2.4.5
I-cluster I, I2, I3, I4, I5, I6, I7, I8 2.3.1.4, 2.3.1.5

IH-complexes IH, IH2, IH3, I2H, I2H2, I2H3 2.4.6
IO-complexes IO, I2O 2.3.3.3

Oxygen O, O2 2.3.3
OH-complexes OH, OH2 2.4.7
Pi-complexes Pi, PiI 2.3.6, 2.3.6.1
Ps-complexes Ps, CiPs, PsH, PsO, VPs, V2Ps 2.3.6, 2.3.6.1

V-cluster V, V2, V3, V4, V5, V6
2.3.1.1, 2.3.1.2,

2.3.1.3

VH-complexes VH, VH2, VH3, VH4, VH5, VH6, V2H,
V2H2, V2H3, V2H4, V2H5, V2H6

2.4.6

VO-complexes VO, VO2, VO3, V2O, V2O2, V2O3, V3O,
V3O2, V3O3

2.3.3.2

VOH-complexes VOH, VOH2, V2OH 2.4.7
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Table 4.2: Mobile defects and Arrhenius parameters for the calculation of the correspond-
ing diffusion constants used in the simulation of the proton implantation process. All
other defects are considered as immobile. ∗: In this simulation the effective diffusivity of
Ps was used. A better choice would have been to use the diffusivities of Pi and of VPs.

Defect EA [eV] D0 [cm2s−1] Reference
Bi 0.60 4.0×10−4 [5]
Ci 0.88 4.4×100 [5]
H 1.22 3.3×100 [342]
H2 0.81 7.4×10−4 [444]
I 0.10 1.1×10−6 [91]
I2 1.52 3.8×10−1 [92]
O 2.59 3.3×10−1 [444]
O2 2.05 2.3×10−2 [444]
Ps∗ 3.5 1.03×100 [5]
V 0.30 3.9×10−4 [445]
V2 1.30 3.0×10−3 [69]

Table 4.3: Dissociating defects and Arrhenius parameters for the calculation of the corre-
sponding dissociation rate constants used in the simulation of the proton implantation
process. All other defects are considered as non dissociating.

Defect Eb [eV] fd [s−1] Reference
BiH 1.28 2.8×1014 [48]
BsH 1.28 2.8×1014 [48]
PsH 1.32 1.0×1013 [47]
I2O 1.00 2.2×1010 [174]
H-defects 1.32 1.0×1013

Table 4.4: Capture radii of selected reactions as published in reference [446].

Defect Reaction r0
c [Å] Defect Reaction r0

c [Å]
I+V→0 2 Bs+I→Bi 2

Bi+Bs→BiBs 20 Cs+I→Ci 2
Bi+O→BiO 2 V+V→V2 2
Ci+Cs→CiCs 4 Ci+O→CiO 4
Bi+Cs→BiCs 40 V+Bi→Bs 2

Bi+BiBs→Bi2Bs 3 V+O→VO 2
V+Ci→Cs 2
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Table 4.5: Input parameters used in different runs of the process simulation.

Parameter Inputs Unit
H+-energy 400 keV
Incidence angle 7 ◦

Dose 5×1013 - 1×1015 H+cm−2

Scan frequency 5 Hz
Temperature 50 - 150 ◦C
Proton flux 2×1011 - 8×1011 H+cm−2s−1

Bs concentration 1×1013 cm−3

Ps concentration 1×1013 cm−3

Cs concentration 5×1015 - 2×1016 cm−3

O concentration 5×1016 - 2×1017 cm−3

4.2.2 Simulated Defect Profiles

Before the influence of different implantation parameters on the formation of defects
is investigated, the distribution of the concentration of defect families and defects is
studied, using a single set of parameters in the process simulation. Figure 4.2 shows
the concentration profiles of the families of different defects listed in table 4.1. In this
simulation run, a process temperature of 100 ◦C and a proton flux of 4×1011 H+cm−2s−1

are applied and the simulated data is extracted after the implantation of 5×1014 H+cm−2.
The initial oxygen concentration (cO) is 1017 cm−3 and the concentration of carbon (cC) is
1016 cm−3. All other input parameters are listed in table 4.5.

4.2.2.1 Defect Families

The resulting data of this process simulation are concentration profiles of 84 different defect
complexes. To facilitate the interpretation of the results, the defects are, as mentioned
above (see table 4.1), combined to defect families. The sum of the concentration profiles
of the members of the defect families yields the concentration profile of the defect family.
Figure 4.2 shows these concentration profiles.
Using the set of input parameters listed above, each defect family shows a unique

concentration profile. The highest concentrations are found for the IH- and the VH-
complexes whose concentration profiles are almost identical. The maximum of these
concentration profiles is close to 1019 cm−3 and lies at the projected range of the implanted
protons (around 4.5µm). The same is true for the maximum of the hydrogen concentration,
which is around half of the maximum concentration of the other two defect families. In the
radiation damaged region, between the projected range and the surface of the material, high
concentrations of VO and IO complexes (between 3×1016 cm−3 and 5×1016 cm−3) are found.
Here, the oxygen concentration is reduced by almost an order of magnitude. Also, most of
the substitutional carbon is converted to interstitial carbon defects. Here, the concentration
of Cs-complexes is decreased by a factor of 30 compared to the substrate material. The
concentration of interstitial clusters is slightly higher than that of vacancy clusters, with
both lying around 1016 cm−3 in the irradiated region and peaking at the projected range.
At this depth (approximately 4.5µm), there are also significant concentrations of CiOH-,
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Figure 4.2: Simulated concentration profiles of the different defect families.

VOH- and OH-complexes. Here, the concentration profile of the CiOH-complexes shows a
second peak at a depth around 5µm. The initial concentration of substitutional boron
complexes is reduced in the shallow regions of the material by three orders of magnitude,
as it is converted to Bi-complexes. In the case of phosphorus, the ratio between Pi- and
Ps-complexes is about 2:1.

The distribution of the total concentrations of the different chemical elements (including
the intrinsic point defects) is shown in figure 4.3. Additionally, the concentration profiles
of hydrogen and of intrinsic defects, as simulated with SRIM and multiplied with a dose
of 5×1014 H+cm−2 are shown.
The total concentration profile of oxygen is constant at its initial level of 1017 cm−3

throughout the material. Also the total concentration profiles of carbon, boron and
phosphorus are almost constant. Only around the implantation depth, these concentrations
deviate from their initial values. This phenomenon is discussed in section 4.2.3. The total
concentration profile of hydrogen coincides very well with the hydrogen concentration
profile calculated directly from the SRIM-simulation. This is the case, because hydrogen
is not very mobile at the process temperature used in this simulation run. Otherwise,
the total concentration profile would be broadened. The total concentration profiles
of vacancies and self-interstitials are very similar. But they strongly differ from the
concentration profile of intrinsic defects calculated from the SRIM-simulation. The
total concentration of the profiles computed using the process simulation are more than
one order of magnitude smaller than the SRIM-profile at the implantation depth and
almost two orders of magnitude smaller in the irradiated region. This difference is
explained by direct and indirect recombination of the intrinsic defects and it shows the
importance of simulating the diffusion, reactions and dissociations of defects during the
implantation process. Considering only the SRIM-profiles one would assume significantly
higher concentrations of V2 and other intrinsic defect complexes.
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Figure 4.3: Simulated concentration profiles of the total concentration of point defects,
including profiles calculated with SRIM and multiplied by a dose of 5×1014 H+cm−2.

In the next sections, the concentration profiles adding up to the profile of each defect
family are shown separately.

4.2.2.2 Bi- and Bs-Complexes

The first two defect families investigated in more detail are the groups of boron containing
defects. The concentration profiles of the members of these two families are shown in
figures 4.4 and 4.5.
Bi-complexes are formed, when I reacts with Bs. Interstitials are only generated in

the irradiated part of the material, up to the implantation depth (4.5µm). So this is
also the region in the material, where Bi-complexes are expected to form. Close to the
surface of the material, almost all boron is present in the form of BiO. Only at the
implantation depth, the concentration of BiH overtakes that of the interstitial boron-
oxygen pair. BiCs is also formed in the irradiated region, though, its concentration is
more than an order of magnitude below that of BiO. At the implantation depth, where
the hydrogen concentration is high, apart from BiH, also BiH2 and BiH3 are produced.
Furthermore, there are also traces of unbound Bi and BiBs. The maximum concentration
of Bi2Bs calculated using this set of input parameters, is only around 106 cm−3.

In the irradiated region, Bs is only contained in the BiBs-complex, whose concentration
is rather low. The highest concentration of the family of Bs-complexes is found in the
non-irradiated substrate material and is attributed to Bs itself. The position, where
the concentration of substitutional boron reaches its initial level, corresponding to its
concentration before the proton implantation, is shifted to a depth of more than 5µm.
While, at the implantation depth, BsH is formed at least at low concentrations, the
maximum concentration of BsO, calculated using the process simulation, is below 1 cm−3.
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Figure 4.4: Simulated concentration profiles of the Bi-complexes. In this plot, the
maximum concentration of Bi2Bs is below 108 cm−3.
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Figure 4.5: Simulated concentration profiles of the Bs-complexes. In this plot, the
maximum concentrations of Bi2Bs and BsO are below 108 cm−3.
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At the current stage of the process simulation, the only reaction path forming BsH is by
the reaction of substitutional boron with hydrogen and the only reaction yielding BsO is
that of Bs with O. If the indirect recombination of vacancies at BiH and at BiO is factored
in, the concentration of the resulting BsH and BsO might be higher, than in the present
results.

4.2.2.3 Pi- and Ps-Complexes

The concentration profiles of the defects forming the families of Pi- and of Ps-complexes
are shown in figure 4.6 and 4.7. The only members of the Pi-complexes taken into account
in this simulation run are Pi and PiI. Throughout the whole irradiated region, about two
thirds of the phosphorus content occurs as PiI. Only at a depth of 5µm some Pi is present,
which immediately reacts with self-interstitials to form more PiI.
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Figure 4.6: Simulated concentration profiles of the Pi-complexes.

In the substrate material, phosphorus occupies substitutional lattice sites (Ps). In the
irradiated region, the concentration of unbound Ps is strongly decreased. About one third
reacts with vacancies to form V2Ps. VPs is only present at a depth around 5µm, where
vacancies, which have diffused from the implantation depth deeper into the material, react
with Ps. A small fraction of phosphorus appears in the carbon containing complex CiPs.
Under the simulated conditions, almost none of the defects PsH and PsO are formed. The
maximum concentration of PsH is below 108 cm−3 and the maximum concentration of
PsO is even below 1 cm−3.

In this simulation run, Ps is assumed to be mobile and its effective diffusivity is used to
describe its motion. A better choice would have been to consider the diffusivities of Pi
and of VPs, which might change the resulting defect profiles significantly.

4.2.2.4 Ci-, Cs- and CiOH-Complexes

Figure 4.8 illustrates the concentration profiles of defects belonging to the family of
Ci-complexes. These defects, similar to the family of Bi defects, are only generated in
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Figure 4.7: Simulated concentration profiles of the Ps-complexes.In this plot, the maxi-
mum concentrations of PsH and PsO are below 1010 cm−3.

the irradiated region, where self-interstitials react with substitutional carbon. Here, the
highest concentrations are found for CiOI and for CiOI2, which make up about 90% of
carbon containing defects in this region. The concentration of CiCsI and CiCsI2 are about
an order of magnitude lower. At a depth below the projected range, at around 5µm, low
concentrations of CiCs are present and also traces of unbound Ci can be found. Also CiPs
appears in the calculated profiles (see figure 4.7), though only at low concentrations, as
the initial phosphorus concentration is set only to 1013 cm−3.

0 1 2 3 4 5 6 7 81012

1013

1014

1015

1016

Depth [µm]

C
on

ce
nt

ra
tio

n
[c

m
−

3 ] Ci
CiCs
CiPs
CiCsI
CiCsI2
CiOI
CiOI2

Figure 4.8: Simulated concentration profiles of the Ci-complexes. In this plot, the
maximum concentration of CiPs is below 1012 cm−3.

The concentration profiles of the defects making up the family of Cs-complexes are
illustrated in figure 4.9.

In the substrate material, below a depth of 5µm, Cs is the dominant carbon containing
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Figure 4.9: Simulated concentration profiles of the Cs-complexes. In this plot, the
maximum concentrations of CsO and CsOH are below 1011 cm−3

defect and hence, also the dominant defect of the family of Cs-complexes. In the irradiated
region, the defects CiCsI and CiCsI2 show the highest concentration of the members of
this family. Furthermore, some BiCs is formed, whose concentration is limited to the
initial boron concentration. At the implantation depth, traces of CsH are found. The
concentrations of CsO and CsOH are very low. Similar to BsH and BsO, also here, the
concentrations of these defects might be orders of magnitude higher, but, the indirect
recombination of vacancies at CiH, CiO and at CiOH is not accounted for in the simulation
inputs.
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Figure 4.10: Simulated concentration profiles of the CiOH-complexes.

A special kind of carbon containing defects are combined in the defect family of CiOH-
complexes, which are considered to cause the formation of the “shoulder” in the charge
carrier concentration profiles in proton implanted Cz-silicon (see section 2.4.7). The
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concentration profiles of the members of this defect family are plotted in figure 4.10.
Around the implantation depth, a high fraction of Ci reacts with hydrogen to CiH. Deeper
in the material, Ci reacts with oxygen forming CiO. The peak of the CiH-concentration is
at a depth of 4.5µm, while CiO peaks at 5.1µm. In between the maxima of these two
defect complexes, the donor complex CiOH is formed. At the used input condition, its
concentration is still rather low (below 1011 cm−3). Nevertheless, the position where it is
formed, below the projected range of the protons, corresponds to the position where the
shoulder-peak is observed.

4.2.2.5 Atomic and Molecular Hydrogen and Oxygen

While there is already oxygen in the material at the initial conditions, hydrogen is
introduced during the simulation. Both impurities can occur as single interstitials (H,
O) and as dimers (H2, O2). The concentration profiles of these defects are shown in
figures 4.11 and 4.12.
Even though a large fraction of the introduced hydrogen immediately reacts to defect

complexes, under the applied conditions, as a result of the dynamic equilibrium between
reactions and dissociation processes, about 20% of the implanted hydrogen remains in the
form of atomic hydrogen. The concentration profile of hydrogen peaks at the implantation
depth and its shape resembles that of the hydrogen concentration profile simulated with
SRIM. The fluctuations in the irradiated region are also derived from the way the SRIM-
profile is produced. Depending on the simulated temperature and on the simulated time,
these fluctuations are smoothed due to diffusion. Under the conditions applied in this
simulation run, the concentration of H2, formed during the implantation, is about two
orders of magnitude lower than that of atomic hydrogen.
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Figure 4.11: Simulated concentration profiles of atomic and molecular hydrogen.

At the simulated temperature oxygen is still immobile. Hence, it is only present as
atomic oxygen O. The simulated concentration of molecular oxygen is below 1 cm−3.
While in the substrate material, at a depth below 5µm, the oxygen concentration is at its
initial level, it is reduced by almost an order of magnitude in the irradiated region. The
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residual atomic oxygen mainly stems from the dynamic equilibrium between reactions and
indirect recombinations of intrinsic defects at VO- and at IO-complexes.

0 1 2 3 4 5 6 7 81015

1016

1017

1018

Depth [µm]

C
on

ce
nt

ra
tio

n
[c

m
−

3 ]

O
O2

Figure 4.12: Simulated concentration profiles of atomic oxygen and of the oxygen dimer.
The maximum concentration of O2 is below 1 cm−3.

4.2.2.6 Interstitial and Vacancy Clusters

If there are high concentrations of intrinsic defects, apart from other complexes, they form
clusters. Figures 4.13 and 4.14 show the concentration profiles of different interstitial- and
vacancy-clusters.
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Figure 4.13: Simulated concentration profiles of I-clusters.

At the current development level of the simulation and using the input parameters
listed above, the concentration profiles of the different clusters consisting of two to
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eight interstitials look very similar. Here, the smaller clusters show only slightly higher
concentrations than the bigger ones.

Also the concentration profiles of the vacancy cluster look very similar. Other than the
I-clusters, the bigger vacancy clusters are slightly higher in concentration than the small
ones.
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Figure 4.14: Simulated concentration profiles of vacancy cluster.

The relative concentrations of clusters might strongly change, once the dependence
of the reaction rate constants on the position of the Fermi energy in the band gap (see
figures D.1.1 to D.8.1 in appendix D) is factored into the process simulation.

4.2.2.7 IH- and VH-Complexes

The concentration profiles of defects belonging to the families of IH- and VH-complexes
are plotted in figures 4.15 and 4.16.
In the defect family of the IH-complexes, the highest concentrations are found for IH

and I2H, whose concentration profiles look the same. The concentration of IH2, IH3 and
I2H3 are lower by a factor of about 30. At even lower concentrations appears I2H2. This
is owed to a mistake in the input data, were the reaction of IH2 with I to I2H2 is not
accounted for.

The highest concentrations of the members of the family of VH-complexes are found for
VH and V2H. The concentrations of VH2, V2H2, VH3 and V2H3 are more than an order
of magnitude lower. Another two orders of magnitude below that level, are VH4, V2H4,
VH5 and V2H5. The lowest concentrations are found for VH6 and for V2H6.
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Figure 4.15: Simulated concentration profiles of the IH-complexes.
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Figure 4.16: Simulated concentration profiles of the VH-complexes.

4.2.2.8 IO- and VO-Complexes

Concentration profiles of defects belonging to the IO- and to the VO-complexes are shown
in figure 4.17 and 4.18.
In the irradiated region, almost a third of the oxygen concentration is converted to

IO-complexes. In the irradiated region, the concentrations of IO and I2O, the two members
of this defect family, are the same. Starting at a depth below the projected range, at around
5µm, the concentration of IO is significantly higher than that of I2O. Self-interstitials
diffuse from the projected range to this depth to react with atomic oxygen, then further
self-interstitials, start converting IO to I2O until a dynamic equilibrium is established. The
region where IO is formed is shifted into the substrate material with increasing generation
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Figure 4.17: Simulated concentration profiles of the IO-complexes.

of self-interstitials. In the literature, a variety of different VO-defects are mentioned (see
section 2.3.3.2). Of those defects, only the ones containing a single oxygen atom (VO,
V2O and V3O) are formed under the applied conditions, where oxygen is immobile. The
concentration profiles of these defects look very similar in the irradiated region. Only
at a depth below the projected range, similar to the situation of the IO-complexes, the
concentration of VO is higher than that of V2O and V3O.
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Figure 4.18: Simulated concentration profiles of the VO-complexes. In this plot, the
maximum concentrations of V2O2, V2O3, V3O2, V3O3, VO2 and VO3 are below 1 cm−3.

4.2.2.9 OH- and VOH-Complexes

The defect families containing hydrogen and oxygen are the OH-complexes and the VOH-
complexes. The concentration profiles of the OH complexes are plotted in figure 4.19. Both
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members of this defect family show similar concentration profiles, peaking at the implan-
tation depth (4.5µm). The maximum concentration of both defects is close to 1014 cm−3.
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Figure 4.19: Simulated concentration profiles of the OH-complexes.

The concentration profiles of the defects belonging to the VOH-complexes are illustrated
in figure 4.20. Also in this defect family, all members show similar concentration profiles,
which also peak at 4.5µm. Compared to the OH-complexes, the maximum concentrations
of the VOH-complexes are higher by an order of magnitude.
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Figure 4.20: Simulated concentration profiles of the VOH-complexes.

4.2.3 Non-Uniformity of the Concentration Profiles of Different
Elements

The impurities boron, carbon and phosphorous are considered to be immobile when they
occupy substitutional lattice positions. If those defects reside on interstitial lattice sites,
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though, they start diffusing. At the projected range of the implanted protons, a high
concentration of self-interstitials is formed, which react with Bs, Cs and Ps, forming
interstitial defects. Due to the concentration gradient, of the interstitial species, it is
suspected, that they will diffuse away from the implantation depth, creating a dip in the
overall elemental concentration profiles of boron, carbon and phosphorus.

The elemental concentration profiles, computed using the set of input parameters, listed
above, in the process simulation, tell a different story. Figure 4.21 shows the profiles of
the overall boron concentration and of the concentrations of boron containing defects at a
depth of 3.0µm to 6.0µm.
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Figure 4.21: Simulated concentration profiles of boron (black dashed line) and boron
containing defects (colored lines) at an implantation dose of 5×1014 H+cm−2.

Contrary to the expectation of a dip at the implantation depth, a local maximum is
observed at a depth of 4.5µm. A second maximum in the boron concentration is formed
at a depth of 5.1µm and two dips are observed at 4.0µm and at 4.8µm. While the
boron concentration in the peaks is 15% and 20% higher than its initial concentration,
it is reduced to 90% and 70% of the initial concentration in the dips. In the irradiated
region, most of the boron is present in the form of BiO. At the implantation depth, the
concentration of BiO is surpassed by that of BiH and in the substrate material, Bs is
the only boron species. Between 5% and 8% of the boron are found as BiCs, BiH2 and
as BiH3. Only some traces of Bi are still present after simulating an implantation dose
of 5×1014 H+cm−2. The concentration profile of Bi, though is the key in the explanation of
the overall boron profile. The concentration of Bi peaks close to the dips in the Ball-profile.
As Bi diffuses away from the peaks, the overall boron concentration at the position of
these peaks is reduced.
This effect is better observed at earlier stages in the simulation. Figure 4.22 shows

the profiles of the overall boron concentration and of the boron containing defects at an
implantation dose of 5×1013 H+cm−2.
After an implantation of 5×1013 H+cm−2, the concentration of available Bi is still

significantly high. The reason why not all Bi immediately reacts to BiO or BiH is its
interaction with intrinsic defects. The reaction with vacancies converts Bi back to Bs
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Figure 4.22: Simulated concentration profiles of boron (black dashed line) and boron
containing defects (colored lines) at an implantation dose of 5×1013 H+cm−2.

and the reaction of Bs with self-interstitials forms new Bi. Due to the high hydrogen
concentration, though, a dip in the Bi-concentration is formed which leads to the diffusion
of Bi towards this dip. Furthermore, another strong gradient in the concentration profile
of Bi is found deeper in the material at the transition from the implanted region to the
substrate material. Due to this concentration gradient, the second peak in the profile of
the overall boron concentration is formed.
A similar effect as for the concentration profile of boron, is found for that of carbon.

Figure 4.23 shows the profiles of the overall carbon concentration and the concentration
profiles of carbon containing defects which are present under the applied conditions.
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Figure 4.23: Simulated concentration profiles of carbon (black dashed line) and carbon
containing defects (colored lines) at an implantation dose of 5×1014 H+cm−2.

160 Defect Complexes in Proton Implanted Silicon



Like boron, also carbon forms a defect complex with hydrogen around the implantation
depth, which leads to a peak in the overall carbon concentration at this position and also a
second peak at around 5.1µm is formed. The relative change in the carbon concentration
is smaller compared to boron, which might be a consequence of its higher concentration in
the simulation. Still, the carbon concentration is increased by 5% and by 10% in the two
peaks and it is reduced by 12% and by 3.5% in the two dips.
The situation looks different for the overall phosphorus concentration profile (see

figure 4.24). Here, two peaks and one dip are formed, the change in the phosphorus
concentration, though, is below 0.1%. Furthermore, the positions of the peaks and of
the dip in the concentration profile of phosphorus (peaks at 4.9µm and at 5.2µm; dip
at 5.05µm) differ from those in the concentration profiles of boron and carbon.
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Figure 4.24: Simulated concentration profiles of phosphorus (black dashed line) and
phosphorus containing defects (colored lines) at an implantation dose of 5×1014 H+cm−2.

There are several explanations, why the phosphorus profile looks different. First, in this
simulation run, the only mobile phosphorus defect is Ps (as its effective diffusivity was
used in the input data). In fact, this defect is considered to be immobile, while Pi and
VPs are mobile phosphorus species. Secondly, the formation of PiH is not accounted for
in the input data. In this simulation run, only the defect PsH was initiated. Furthermore,
the indirect recombinations of vacancies at PiI and of self-interstitials at V2Ps are not
accounted for. Hence, the reactions of phosphorus stop, once these defect complexes are
formed and the concentrations of both, Pi and Ps go to zero in the irradiated region.

The difference between the overall concentration profiles of boron and of phosphorus show
the importance of high quality inputs for the process simulation. It has to be emphasized,
that the current results are the product of the input data used in this simulation run
and the inclusion of further defects and reaction paths might strongly change these
results. Measurements of the elemental concentration profiles (e.g. using SIMS) of different
impurities after proton implantation could be used to verify how genuine and accurate the
simulated data is.

PhD thesis by Martin Faccinelli, 2018 161



4.2.4 Fermi Energy and Charge Carrier Concentration Profiles
For some of the defects which are accounted for in the simulation, the data on the
distribution of their charge states is available (see appendix C). Using this data, the
effective charge states of the defects are calculated for different Fermi energies. Multiplying
the effective charge state of each defect with its concentration yields the effective charge
concentration of that defect. While the effective charge concentration of donors is positive
that of acceptors is negative. At the Fermi energy, the sum of the positive charges
(donors plus holes) equals the sum of the negative charges (acceptors plus electrons), as
described by equation 4.20. The residual charge concentration is the difference between
the concentration of positive and negative charges. Figure 4.25 shows a two dimensional
map of the residual charge concentration as a function of depth in the material at Fermi
energies from EV to EC . As a logarithmic scale is used, the absolute values of the residual
charge concentration are plotted. Regions of yellow color indicate a high residual charge
concentration, while blue colored regions signalize a low residual charge concentration. As
the measurements which are used to evaluated the Fermi energy are usually performed
at 25 ◦C, this temperature was also used in this calculation.
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Figure 4.25: Residual charge concentration as a function of the depth and of the position
of the Fermi energy relative to the middle of the band gap, calculated at a temperature
of 25 ◦C.

The energy at each point in depth, where the lowest residual charge concentration
is found, corresponds to the position of the Fermi energy in the band gap. Due to the
finite energy increment, the residual charge is not always exactly 0, but it is significantly
reduced. The position of the Fermi energy in the band gap is emphasized by a dotted line
in figure 4.25. In figure 4.26 the valence and conduction band energies, calculated at 25 ◦C
are plotted as a function of the depth.
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Figure 4.26: Depth-profile of the valence band(red) and conduction band (blue) energies
in the simulated material calculated at a temperature of 25 ◦C. The dotted line represents
the Fermi energy.

From the position of the Fermi energy in the band gap, the charge carrier concentrations
are calculated following equation 2.16 for electrons in the conduction band and equation 2.18
for holes in the valence band. The profiles of the charge carrier concentrations are shown
in figure 4.27. Even though, the charge states of the defects are not accounted for in the
simulation, and the formation energies of the charge states are not known for every defect,
the shape of the electron profile resembles pretty well the shape of charge carrier profiles
measured with SRP (see section 3).

The electron concentration is higher than that of holes throughout the irradiated region,
until a depth of 5.5µm. Close to the implantation depth (4.5µm-4.8µm), there is a peak
in the electron concentration, accompanied by a steep decay in the inward direction and
a smoother decay towards the surface of the material. At a depth of 5.2µm, a second
peak in the electron concentration profile is observed. While the electron concentration
in the main peak is 4×1014 cm−3, the concentration at the second peak is only slightly
larger than 1012 cm−3. In the irradiated region, the electron concentration is only slightly
above 1010 cm−3. As the same initial concentration of the dopants Bs and Ps was set at
the start of the simulation, intrinsic conditions are expected in the substrate material.
This is observed in figure 4.27, as the concentrations of holes and electrons are similar in
this region.
To evaluate, which defects are responsible for the changes in the position of the Fermi

energy in the band gap, the average charge states of the charged defects are investigated.
Figure 4.28 shows the depth profile of the average charge state of each charged defect at
the Fermi energy at this point (at 25 ◦C). Here, donors are indicated by dotted lines while
dashed lines are used to mark acceptors. Only defects, whose maximum effective charge
concentrations are higher than 1012 cm−3 are considered in this figure.
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Figure 4.27: Depth-profiles of the concentrations of charge carriers in the simulated
material calculated at a temperature of 25 ◦C.
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Figure 4.28: Depth-profiles of the effective charge states of ionized acceptors and donors
in the simulated material calculated at a temperature of 25 ◦C.

Under the simulated conditions (and maybe due to the limited data on formation
energies) only four donor-complexes are observed. Apart from the obvious donor Ps, also
BiO, H and CiOI show a positive ionization throughout the simulated depth. The last of
these donor complexes, CiOI, is especially interesting, as it is a double donor.
Considering all defect complexes, which are, at least somewhere in the material, nega-

tively ionized, eleven complexes are found under the simulated conditions. Bs is known to
be a good acceptor and it is widely used in semiconductor industry. The divacancy, V2 is a
double acceptor and the effective charge state of Pi varies, depending on the Fermi energy
between −1 and −2. Another interesting acceptor-like complex is V3O. In the substrate
material the charge state of this defect complex is above −0.1. In the irradiated region, it
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is between −0.3 and −1 and at around the projected range, the effective charge state of
V3O even gets close to −2. Other defect complexes, such as the vacancy-hydrogen defects
VH, VH2 and VH3, the VOH- and V2O-complexes, V3, VPs only accumulate negative
charges in the region around the implantation depth.
As explained before, the Fermi energy is calculated from the sum of the effective

charge concentrations of the defects in the material. The effective charge concentration
is the product of the effective charge and the concentration of a defect. Figure 4.29a
illustrates the concentration profiles of the defects whose effective charge states are plotted
in figure 4.28. In figure 4.29b, the profiles of the effective charge concentrations of the
same defects are plotted. Both figures include the concentration profile of electrons, which
is, for better visualization, multiplied by a factor of 103.
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Figure 4.29: Depth-profiles of the concentration (a) and the effective charge concentration
(b) of ionized acceptors and donors in the simulated material calculated at a temperature
of 25 ◦C. The dot-dashed line indicates the concentration profile of electrons in the
conduction band.

Studying this figure makes it pretty clear that not a single donor complex is responsible
for the shape of the charge carrier profile of proton implanted silicon, but rather a
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complicated interplay of donors and acceptors. Additionally, there are defect complexes
which compensate whatever charge surplus there is in the material by acquiring a state
of opposite charge. In the irradiated region, the highest effective charge concentration
among donors is found for CiOI and for H, whileV2 shows the highest effective charge
concentration of the acceptors. Also most of the V3O-complexes contribute to the charge
concentration of acceptors. Furthermore, a small fraction of V2O is ionized as well.
CiOI and H are real electron donors. CiOI is a double donor throughout the band gap

of silicon and the transition of the positive to the negative charge state of H appears at an
energy of 0.31 eV. Hence, both these donors are fully ionized in the irradiated region. Of
the acceptors, which are present in this area of the material, only V2 is a real acceptor with
its ionizations lying at -0.21 eV (−/0) and at -0.14 eV (−2/−). The rest of the positive
charge of the ionized donors, which is not fully balanced by V2, is compensated by V3O
(−/0 at 0.03 eV and −2/− at 0.24 eV) and by V2O (−/0 at 0.11 eV). Hence, the Fermi
energy is shifted to values between 0.01 eV and 0.04 eV.
Around the implantation depth, the concentration of hydrogen significantly increases,

and with it, the donor concentration. This leads to the full ionization of V3O and V2O, and
also other compensating defects start to accumulate negative charges. Among those, VH
(−/0 at 0.15 eV) has the highest concentration, and also VH2 (−/0 at 0.05 eV) becomes fully
ionized. At the maximum Fermi energy, which is reached under the simulated conditions,
0.28 eV, the compensating defects VOH (−/0 at 0.29 eV) and VH3 (−/0 at 0.31 eV) and
even V3 (−/0 at 0.43 eV) are partly ionized. This compensation explains why the electron
concentration in the conduction band is “only” 3×1014 cm−3 at the implantation depth
(at 4.5µm), even though, the concentration of “real” donors (H and CiOI) is 3×1018 cm−3

while the concentration of “real” acceptors (V2) is only 7×1016 cm−3. As a consequence of
the compensation, only one out of 10000 donors, generated during the proton implantation
process under the applied conditions, really donates a conduction electron to the system.
The peak of the electron concentration does not coincide with the projected range of

the protons, but is shifted deeper into the material (4.75µm). This shift is caused by
the decrease of the concentration profiles of VH and of VH3, which occurs at a shallower
depth than the decrease of the hydrogen concentration. The decline of the hydrogen
concentration leads to a decrease of the electron concentration, as, at the same time,
the concentrations of V2O and of V3O remain high, causing a shift of the Fermi energy
towards the center of the band gap. Once, at a depth of 5.0µm, also the concentrations of
V2O and of V3O start to fall, the effective charge concentration of the double donor CiOI
becomes significant again. This leads to the formation of a second peak in the profiles of
the electron concentration.
In the substrate material, at a depth deeper than 5.5µm, the only charged defects are

Ps and Bs, which compensate each other, as their initial concentrations are the same.
Hence, the Fermi energy is shifted to the center of the band gap and the concentrations of
electrons and holes converge to their intrinsic level.
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4.2.5 Dose Dependence of Simulated Defect Profiles

One of the driving forces of the change of the defect concentrations during the proton
implantation process is the implanted dose. The more protons are implanted, the more in-
trinsic defects are generated and the more hydrogen is introduced. Using the same inputs for
the process simulation, as listed above (T=100 ◦C, Φ=4×1011 H+cm−2s−1, cO=1017 cm−3,
cC=1016 cm−3), implantation doses from 5×1013 H+cm−2 to 1×1015 H+cm−2 are simu-
lated. In figure 4.30, the concentration profiles of the different defect families at a dose
of 5×1013 H+cm−2 (figure 4.30a), and 1×1015 H+cm−2 (figure 4.30b) are compared.
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Figure 4.30: Simulated concentration profiles of the different defect families at a dose of
a: 5×1013 H+cm−2 and b: 1×1015 H+cm−2.

The strongest differences in the simulated concentration profiles are found for the
defect families containing hydrogen (Hydrogen, IH-, VH-, VOH- and OH-complexes).
Furthermore, the profiles of the IO-, VO-, CiOH-, Ci- and Bi-complexes reach deeper into
the material the higher the implantation dose is. Additionally, residual Bs-complexes
which are still present in the irradiated region at an implantation dose of 5×1013 H+cm−2

are converted to Bi-complexes at an implantation dose of 1015 H+cm−2.
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4.2.5.1 Dose Dependence of the Absolute Number of Defects

The number of defects in the material is calculated by evaluating the integral over the
defect concentration profiles in a certain depth interval. Figure 4.31 shows the overall
number of defects of the different families in the first 10µm of the simulated material, as
a function of the implanted dose.

In figure 4.31a, the absolute numbers of the defect families are plotted on a logarithmic
scale. Here, the defects containing hydrogen show an increase with increasing implantation
dose, while the other defect families are, in comparison, almost constant. The difference
between the number of elements of different defect families is mainly attributed to the
initial impurity concentration. Hence the number of carbon containing defects is about
three orders of magnitude higher than that of phosphorus and boron containing families.
Another order of magnitude higher is the number of elements of the oxygen defect family.
As the impurities O, Cs, Bs and Ps are also present in the substrate material, the change
in the number of the elements of oxygen, Cs-complexes, Bs-complexes and Ps-complexes is
strongly influenced by the length of the evaluated depth-interval. Hence the dose dependent
overall change of the number of these defects is damped, as the concentration of these
defects stays constant in the substrate material and does only change in the irradiated
region.

To better investigate the influence of the implantation dose on the number of elements of
the defect families, the values are plotted relative to their level at the lowest implantation
dose (5×1013 H+cm−2) in figure 4.31b. The relative increase is strongest for the VOH-
and the OH-complexes. Also the number of IH- and VH-complexes increases by more than
an order of magnitude. The relative changes of the other defect families are less distinct.

To investigate also these changes, the interval from 0.8 to 1.5 on the y-axis of figure 4.31b
is shown in more detail in figure 4.31c. The data shows that the number of self-interstitial
clusters increases more strongly than that of vacancy clusters. Furthermore, the number
of Bi-complexes increases at the cost of Bs-complexes. While VO-, Ci- and Pi-complexes
show a slight increase with the implantation dose, CiOH-, IO-and Cs-complexes show a
small decrease. The numbers of the oxygen defect family and of Ps-complexes remains
more or less unchanged.

4.2.5.2 Dose Dependence of the Recombination

With increasing implantation dose, the number of hydrogen in the material, as well as
that of intrinsic defects is increased. Though, at the same time as intrinsic defects are
generated, a high fraction of them recombine. Integrating over the simulated elemental
concentration profiles (as plotted in figure 4.3), yields the absolute number of those
elements. Figure 4.32a shows the absolute number of hydrogen and of the intrinsic defects,
as a function of the implantation dose. Furthermore, the number of hydrogen and of
intrinsic defects, as simulated with SRIM are plotted.
The increase of the number of hydrogen atoms in the system is exactly the same as

calculated from the SRIM-profile, confirming that during the simulation no hydrogen is
lost and no extra hydrogen is generated (e.g. due to an increasing numerical error). At the
same time, the number of intrinsic defects deviates more and more from the one calculated
from the SRIM-profile. The reason for this deviation is an increase in the recombination
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Figure 4.31: Number of elements of each defect family in the first 10µm of the simulated
material. a: absolute number of defects, b: number of defects relative to the value at a
dose of 5×1013 H+cm−2, c: relative number of defects on a zoomed scale.
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of intrinsic defects as their concentration is increased. Figure 4.32b shows this increase
by means of the relative recombination, which is the ratio of the recombination and the
generation of the intrinsic defects.
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Figure 4.32: a: Number of vacancies self-interstitials and hydrogen atoms in the first
10µm of the simulated material. b: Recombination of intrinsic defects, relative to their
generation.

At a dose of 5×1013 H+cm−2, nine out of ten intrinsic defects have recombined. With
increasing dose, more recombination occurs and at a dose of 1015 H+cm−2 only less than
2.5% of the intrinsic defects are still present, while the rest is annihilated.

4.2.5.3 Dose Dependence of the Band Energies and of the Charge Carrier
Concentrations

Next, the influence of the implantation dose on the depth-profiles of the valence and
conduction band energy and on the concentration profiles of the of charge carriers (at a
temperature of 25 ◦C) is investigated. Figure 4.33a shows the profile of the band energies,
calculated after the simulation of different proton implantation doses using the input
parameters listed above in the process simulation.
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Figure 4.33: Dose dependence of a: the valence band and conduction band energies,
b: the electron concentration profile and c: the hole concentration profile. The dashed
line in b and in c indicates the intrinsic charge carrier concentration at 25 ◦C.
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At an implantation dose of 5×1013 H+cm−2, a p-type region is generated close to the
implantation depth (3.5µm to 4.2µm). In this region, the divacancy concentration is higher
than that of hydrogen and CiOI. Due to the high V2-concentration, the valence band energy
in the two peaks is increased, compared to the investigation at a dose of 5×1014 H+cm−2,
shown in the last section. Also at an implantation dose of 1×1014 H+cm−2, a p-type region
is found, though it is narrower than at the lower dose and its peak is less pronounced.
At the same time, the dips in the profiles of the valence band and the conduction band
energies around the projected range become more pronounced. After the implantation
of 1.5×1014 H+cm−2, the p-type region has disappeared. Furthermore, the shape of the dip
in the EV - and EC-profile begins to change and a shoulder pointing towards the surface
of the material begins to form. With increasing implantation dose, this feature begins to
grow, which is attributed to the growth of the peak in the hydrogen concentration profile.
Moreover, with increasing implantation dose, the n-type region also expands into the
substrate material and also the peak between dips in the EV - and EC-profiles is shifted
away from the implantation depth.
Figures 4.33b and c show the influence of the implantation dose on the concentration

profiles of electrons and holes. These figures include a dashed line which indicates the level
of the intrinsic charge carrier concentration at 25 ◦C (5.8×109 cm−3). At the intersections
of the charge carrier profiles with these lines, pn-junctions are formed. The changes in the
charge carrier concentrations due to the formation of these junctions are not accounted
for.

4.2.5.4 Dose Dependence of the Concentration Profiles of Different Elements

In section 4.2.3, the change of the profiles of the overall concentrations of boron, carbon
and phosphorus were discussed. This section focuses on the change of these profiles,
depending on the implanted proton dose. Figure 4.34 shows the profiles of the overall boron
concentration after proton implantation at doses from 5×1013 H+cm−2 to 1×1015 H+cm−2.

While the position of the first maximum, at a depth of 4.4µm to 4.5µm remains
unchanged, the second maximum is shifted deeper into the material (from 5.0µm to 5.1µm)
with increasing dose. The relative boron concentration in the first maximum increases
from 1.13 at an implantation dose of 5 × 1013 H+cm−2 to 1.18 at an implantation dose
of 1×1015 H+cm−2. In the second peak, the increase is less pronounced (from 1.17 to 1.19).
The first minimum in the overall boron concentration profile is shifted towards the

surface with increasing dose. Here, the minimal relative concentration stays around 0.9.
The position of the second minimum lies at 4.8µm and is not changed by the implanted
dose. The boron concentration at this position, though, first decreases from 0.74 at an
implantation dose of 5×1013 H+cm−2 to 0.70 at an implantation dose of 1×1014 H+cm−2,
before it increases again and converges to 0.72 for doses above 3×1014 H+cm−2.
The influence of the implanted dose on the profile of the overall carbon concentration,

shown in figure 4.35, is different from that of boron. While there is still some remaining
concentration of Bs and Bi in the irradiated region, in the case of carbon, these point
defects are gone. Hence, there is no change of the first dip (at 4.15µm) and of the first peak
(at 4.45µm) with increasing implantation dose, as no mobile Ci is present The situation
is different at a depth of 4.6µm to 5.4µm, where new Ci is formed by self-interstitials
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Figure 4.34: Simulated overall concentration profiles of boron at different implantation
doses.

diffusing there from the implantation depth to react with Cs (see also figure 4.8). As the
newly formed Ci is mobile, it diffuses away from this peak, resulting in a dip in the profiles
of the overall carbon concentration at the position of the Ci-peak and two peaks in the
Call-profile, next to the Ci-peak. As the position of the peak of the Ci-concentration profile
is shifted deeper into the material with increasing implantation dose, also the positions of
the dip and the peak in the Call-profile follow this shift.
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Figure 4.35: Simulated overall concentration profiles of carbon at different implantation
doses.

Due to the different reasons, pointed out in section 4.2.3, the changes in the profile of
the overall phosphorus concentration are only minimal. As only the effective diffusion of
Ps (which itself is considered immobile) is accounted for, the changes in the profile of the
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overall phosphorus concentration are only caused in the region, where the concentration
of Ps changes, which is at a depth around 5µm (see figure 4.7). As Ps diffuses in the
opposite direction of its concentration gradient, towards the surface, it forms a small peak
and leaves back a small dip in the profile of the overall phosphorus concentration. Due
to its low effective diffusivity (Ea=3.5 eV), these changes are very small. With increasing
implantation dose, the observed changes increase to values around 0.1% at an implantation
dose of 1×1015 H+cm−2.
SIMS-investigations of proton implanted samples could be a good way to validate the

quality of the simulated elemental profiles.
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Figure 4.36: Simulated overall concentration profiles of phosphorus at different implan-
tation doses.

4.2.6 Influence of Different Parameters on the Results of the Process
Simulation

This section investigates, the influence of different parameters, such as the process tem-
perature, the implantation flux, the oxygen concentration and the carbon concentration,
on the results of the process simulation. For all the simulations discussed in this section,
an implantation energy of 400 keV and an incidence angle of 7 ◦ were used. The initial
concentrations of Bs and Ps were set to 1013 cm−3 in each run. In all simulations, a
scan frequency fscan of 5Hz is applied. If not mentioned explicitly, the simulations were
stopped at an implantation dose of 5×1014 H+cm−2. If the influence of T and Φ are
investigated, the initial concentration of oxygen is set to 1×1017 cm−3 and that of carbon
is set to 1×1016 cm−3. If, on the other hand, the carbon and oxygen concentrations are
varied, the temperature is set to 100 ◦C and the proton flux is set to 4×1011 H+cm−2s−1.
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4.2.6.1 Influence of Different Parameters on the Relative Recombination of
Intrinsic Defects

In section 4.2.5.2, the relative recombination of intrinsic defects was introduced. As shown
in figure 4.32b, the relative recombination increases with increasing implantation dose.
Now the influences of the temperature, the proton flux and the concentrations of oxygen
and carbon on the relative recombination are investigated. Figure 4.37a shows variations
of T and Φ, while figure 4.37b illustrates the changes in the relative recombination due to
different initial carbon and oxygen concentrations. The investigations are carried out for
implantation doses from 5×1013 H+cm−2 to 1×1015 H+cm−2.
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Figure 4.37: Influence of a: the temperature (in ◦C) and the proton flux (in H+cm−2s−1),
and b: the oxygen and carbon concentration (in cm−3) on the relative recombination of
intrinsic defects.

At low implantation doses, the relative recombination is decreased by increasing the
proton flux. If Φ is 8×1011 H+cm−2s−1, the relative recombination at an implantation
dose of 5×1013 H+cm−2 is only 0.87, while it is 0.93, if a proton flux of 2×1011 H+cm−2s−1

is used. At low implantation doses, the influence of the temperature on the relative
recombination of intrinsic defects is only small. If the dose is increased, though, the
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relative recombination rises stronger, the higher the process temperature is set. At an
implantation dose of 1×1015 H+cm−2, the highest value for the indirect recombination
is found for the lowest proton flux (2×1011 H+cm−2s−1) and the highest temperature
(150 ◦C). Here, 99% of the generated intrinsic defects have recombined, while at the lowest
temperature (50 ◦C) and at highest proton flux (8×1011 H+cm−2s−1), only 97% of the
intrinsic defects were annihilated.
The higher the process temperature is set, the higher are the rates of all reactions

and dissociations. This leads to an increase of the fraction of generated intrinsic defects
reacting to defect complexes. Due to indirect recombination, though, which is enhanced
at the same time, the overall number of recombination processes is increased.
A higher proton flux leads to a higher concentration of free intrinsic defects, as more

of them are generated at the same time compared to a lower proton flux. This leads to
an increase of the rates of all reactions including either self-interstitials, or vacancies. As
this also includes the indirect recombination reactions, one would expect an increase in
the relative recombination with increasing proton flux. The opposite effect is observed,
though, which is explained by the decrease of the implantation time due to the higher flux.
With increasing Φ, the implantation is finished faster and the intrinsic defects have less
time to recombine.

In figure 4.32b, the influence of the initial concentrations of carbon and oxygen on the
relative recombination of intrinsic defects is investigated. Here, the higher the initial
impurity concentration is set, the lower is the relative recombination. As the concentration
of oxygen is usually set an order of magnitude higher than that of carbon, the influence of
changes in the oxygen concentration show a stronger response of the relative recombination.
At an implantation dose of 5×1013 H+cm−2, high impurity concentrations (cO: 2×1017 cm−3

and cO: 2×1016 cm−3) result in the recombination of 88% of the intrinsic defects, while
91% recombine if the initial impurity concentrations are low (cO: 5×1016 cm−3 and
cO: 5×1015 cm−3). This is explained by a higher fraction of intrinsic defects, trapped at
impurities.

4.2.6.2 Influence of Different Parameters on the Profiles of the Valence and
Conduction Band Energies and on the Charge Carrier
Concentrations

Similar to the recombination of the intrinsic defects, also the formation of donors, acceptors
and of compensating defects is strongly influenced by changes in the implantation parame-
ters. Changes in the concentrations of electrically active defects are directly reflected in the
energies of the valence and the conduction band and in the charge carrier concentration.
In figure 4.38, the influence of the temperature and of the implantation current on the
profiles of EV , EC and on the concentrations of electrons and holes are illustrated.

In the irradiated region, from the surface to approximately 3.5µm, EV and EC slightly
decrease, if the proton flux is low. Hence, the electron concentration, plotted in figure 4.38b
is somewhat higher than the hole concentration, shown in figure 4.38c. At high proton
flux (8×1011 H+cm−2s−1), though, and especially at low temperature (50 ◦C), the energies
of the valence band and of the conduction band are shifted towards higher energies,
accompanied by an increase of the hole concentration.
EV and EC and the charge carrier concentration in the region from 3.5µm to 5.5µm
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Figure 4.38: Influence of the temperature (in ◦C) and the proton flux (in H+cm−2s−1)
on a: the profiles of EV and EC , b: the electron concentration profile and c: the hole
concentration profile. The dashed line in b and in c indicates the intrinsic charge carrier
concentration at 25 ◦C.
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are also sensitive to changes in the process temperature and of the proton flux. While
at lower temperatures (50 ◦C and 100 ◦C), the first peak in the electron concentration is
higher than the second one, the situation is reversed at a temperature of 150 ◦C. This
effect is even increased with increasing proton flux. At a temperature of 50 ◦C and a
flux of 8×1011 H+cm−2s−1 the electron concentration is 4×1014 cm−3 in the first peak,
and 4 ×1011 cm−3 in the second one. If the temperature is increased to 150 ◦C, at the
same proton flux, the electron concentration in the first peak is lowered to 3 ×1013 cm−3

and in the second peak it is increased to 6 ×1013 cm−3. If the proton flux is decreased
to 2×1011 H+cm−2s−1, the electron concentration in the second peak even gets as high
as 3×1014 cm−3. The electron concentration at the dip between the peaks also differs by
two orders of magnitude between the simulation run using low temperature and high flux,
and the one, where the temperature is set high and a low proton flux is used.
The changes in the charge carrier concentration must derive from changes in the

concentration profiles of donors and acceptors. Furthermore, the ionization of compensating
defects can pin the Fermi energy to their ionization energy. Figure 4.39a-c shows the
profiles of the donor complexes, the acceptor complexes and of the compensating defects
which are present in the material. The donor complexes are BiO, CiOI, CiOH, H and Ps,
while the acceptors are Bs, Pi and V2. The defects which are ionized at some place in
the material and compensate partly for the excess donor concentration are V3, VH, VH2,
VH3, V2O, V3O, VOH and VPs. Here, the respective defect profiles are added together.

In the irradiated region, the donor concentration increases with increasing temperature,
while it is lowered when the proton flux is increased. The only donor complex in this region
is CiOI. The acceptor profile in the same region is insensitive to changes in the process
temperature. The higher the proton flux, though, the more acceptors (V2) are generated
in this region. At high proton flux (8×1011 H+cm−2s−1), the acceptor concentration even
overtakes the concentration of donors, resulting in p-type doping and a strong increase in
the hole concentration. This effect is even intensified at low temperature (50 ◦C), were
less donors are formed. The effect of the compensating defects in this region is low, as
their concentration in the irradiated region only slightly changes at different T and Φ.
Around the implantation depth, the concentration profiles of donors, acceptors and

compensators peak. The maximum concentration of donors is more than one order of
magnitude higher than that of the acceptors and the difference between the two is on the
order of 1018 cm−3. As the concentration of compensating defects is on the same order of
magnitude as that of the donors, though, the residual electron concentration is always
below 1015 cm−3. While the concentrations of donors and compensators are high at low
temperatures and decrease if the temperature is increased, the acceptor concentration
increases with increasing temperature and proton flux. Hence, at high temperature and
high proton flux, the electron concentration in the first peak is decreased.

Due to the immediate decrease of the acceptor concentration compared to the smoother
decay of the donor concentration, the second peak in the profiles of the Fermi energy
and the electron concentration is generated. The higher the temperature and the lower
the proton flux, the deeper the donor concentration reaches into the material. Even
though this shift is only on a scale of tens of nanometers, at a depth of e.g. 5.0µm, this
leads to an increase in the donor concentration by a factor of 8. As the compensator
concentration is unchanged by different process temperatures or proton fluxes, the change
in the donor concentration leads to an increase of the electron concentration by three
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Figure 4.39: Influence of the temperature (in ◦C) and the proton flux (in H+cm−2s−1)
on the concentration profiles of a: donors, b: acceptors and c: compensating defects.

PhD thesis by Martin Faccinelli, 2018 179



orders of magnitude.
Also changes in the initial concentrations of oxygen and carbon are reflected in the

profiles of the valence band and the conduction band energy and in the charge carrier
concentration profiles (see figure 4.40a and b. Here, these changes mainly affect the
concentration of charge carriers in the irradiated region.
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Figure 4.40: Influence of the oxygen and carbon concentration (in cm−3) on a: the
profiles of EV and EC , b: the electron concentration profile. The dashed line in b
indicates the intrinsic charge carrier concentration at 25 ◦C.

The higher the carbon concentration and the lower the oxygen concentration are set, the
higher gets the electron concentration in this region. If the initial carbon concentration is
set to its highest value (cC= 2×1016 cm−3), and if the oxygen concentration is low (cO=
5×1016 cm−3), the electron concentration in the irradiated region is close to 1012 cm−3,
while it is two orders of magnitude lower, if the carbon concentration is low and the oxygen
concentration is high.

Compared to the changes in the irradiated region, the concentration in the first peak of
the electron profile is rather insensitive to changes in the concentrations of carbon and
oxygen. Still, while the maximum electron concentration is 3×1014 cm−3 at high oxygen
concentration, it is increased to 5×1014 cm−3 if the lowest oxygen concentration is used in
the process simulation.
Both, the position and the maximum value of the second peak in the electron con-
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centration are more sensitive to cO and cC. The lower the initial oxygen and carbon
concentrations are set, the deeper this peak is shifted into the material. Here, the difference
between its position at high and at low impurity concentrations is 0.3µm. The maximum
electron concentration in this peak is increased with increasing carbon concentration and
with decreasing oxygen concentration.

As explained before, the changes in the charge carrier concentration derive from changes
in the concentrations of donors and acceptors and also in the concentrations of compensating
defects. As the only donor complex in the irradiated region is CiOI, the donor concentration
in this region is strongly influenced by the initial carbon concentration. Changes in the
oxygen concentration, as cO is always higher than the cC in the present simulation results,
only show a minor influence on the donor concentration. The acceptor defect showing
the highest concentration in the irradiated region is V2. As it neither contains oxygen,
nor carbon, its concentration is not affected by changes in the initial concentrations of
these defects. The concentration of compensating defects in the irradiated region strongly
depends on the oxygen concentration, as the most important complexes among these
defects are V2O and V3O. Hence, if the oxygen concentration is low and the carbon
concentration is high, the concentration of electrons in the conduction band is increased.

At the implantation depth, the concentrations of donors, acceptors and compensators are
not affected by the initial impurity concentrations. Here, H shows the highest concentration
among the donors, while divacancies are the main acceptors in this region. Among the
compensating defects, the VH-complexes are the dominant species.

After the peak in the profiles, the concentration of donors, acceptors and compensating
defects decays into the substrate material. The decay of the donors and of the compen-
sators is dampened, if the oxygen concentration is decreased. Hence, at lower oxygen
concentration, these defects reach deeper into the substrate material. As the concentrations
of acceptors in this region is not affected by changes in the oxygen concentration, this
leads to a shift of the second peak in the electron concentration.

4.2.6.3 Influence of Different Parameters on the Profiles of the Overall
Concentration of Boron and Carbon

At last, the influence of different parameters on the profiles of the overall concentration of
boron and carbon, calculated using the process simulation, are investigated. As shown
in section 4.2.3, the overall boron concentration profile after proton implantation, is
changed, compared to the initial conditions. Applying a process temperature of 100 ◦C, a
proton flux of 4×1011 H+cm−2s−1 and initial concentrations of 1×1017 cm−3 for oxygen
and 1×1016 cm−3 for carbon to the process simulation, changes in the local boron concen-
tration of up to 30% have been observed. Figure 4.42a shows the influence of different
temperatures and proton fluxes on the distribution of boron in the material.
At low temperature (50 ◦C) and low proton flux (2×1011 H+cm−2s−1) a broad peak

from 4.2µm to 4.7µm and a second peak at 5.1µm, next to two minima at 4.0µm and
at 4.9µm are observed. At the first peak, the boron concentration is increased by 15%,
at the second peak, the increase is 20%. While the drop in boron concentration at the
first dip is only around 5%, at the second dip, the boron concentration falls by 35%.
An increase of the proton flux leads to a decrease of the relative changes in the boron
concentration. The location of the peaks and the dips remain the same. If the temperature
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Figure 4.41: Influence of the oxygen and carbon concentration (in cm−3) on the concen-
tration profiles of a: donors, b: acceptors and c: compensating defects.
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is increased to 100 ◦C, the change in concentration at the first peak and the first dip are
increased, while the second dip becomes less pronounced. At the highest investigated
temperature (150 ◦C), a different shape of the boron concentration profile is generated.
Instead of a peak at the implantation depth, a dip is found at this position. At this
position, the boron concentration is reduced by 10%. At a dept of 5.1µm, though, a
similar peak as compared to lower temperatures is formed.
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Figure 4.42: Influence of the temperature and the implantation current on the profiles
of the overall concentration of a: boron, and b: carbon.

Also the profile of the overall carbon concentration (see figure 4.42b) shows two peaks
and two dips at similar positions as those in the overall boron concentration profile, if the
simulation is done at low temperature and low dose (T=50 ◦C, Φ=2×1011 H+cm−2s−1).
The relative change in the carbon concentration, though, is only half of the relative
change in the boron concentration. At high temperatures (150 ◦C), the peak in the carbon
concentration at the implantation depth vanishes, and only the dip at 4.9µm and the
peak at 5.1µm remain.
The influence of changes in the initial oxygen and carbon concentration of the profile

of the overall concentrations of boron and carbon are shown in figure 4.43a and b. The
profiles of both elements are much more sensitive to changes in the oxygen concentration
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than they are to changes in the carbon concentration. This might be due to the higher
initial concentrations of oxygen compared to carbon.
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Figure 4.43: Influence of the oxygen and carbon concentration on the profiles of the
overall concentration of a: boron, and b: carbon.

The lower the initial oxygen concentration is set, the stronger are the changes in the
carbon and boron profiles. In the case of boron, the relative concentration at the implan-
tation depth is changed by more than 20% if the oxygen concentration is 5 × 1016 cm−3.
at an oxygen concentration of 2 × 1017 cm−3, this change is reduced to 10%. The relative
boron concentration at the second dip is changed from 58% at low oxygen concentration
to 86% if the initial oxygen concentration is high. Furthermore, the positions of the second
dip and of the second peak are shifted deeper into the material, the lower the oxygen
concentration is set. While the peak appears at a depth of 5.0µm at high cO, it is shifted
to 5.3µm at low oxygen concentration.
The profile of the overall carbon concentration, shows a similar response to changes

in the initial oxygen and carbon concentration, as observed for boron. The changes in
the relative carbon concentration, again, are smaller by a factor of two, compared to the
changes in the relative boron concentration.
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4.3 Discussion of the Results of the Simulation of the
Proton Implantation Process

The presented simulation of the proton implantation process represents a simulation
method which could be used for problem solving in many situations in semiconductor
processing. Every time, mobile defects are present in a material, this kind of simulation
can be applied to study the change of the distribution of those defects and the formation
of defect complexes. A major drawback of this method is that it needs a large amount
of input data which has to be of good quality for the simulation to yield trustworthy
outputs. The results presented in section 4.2 have to be interpreted with care, as parts
of the input data are assumed and approximated values. The addition or removal of
defects which are accounted for, as well as changes of the parameters describing their
diffusivity and the interactions between them, can have a severe impact on the resulting
defect concentration profiles. Nevertheless, the qualitative aspect of the results coincides
with that of measurements, suggesting that the basic concept of the simulation method is
valid.

The simulation yields concentration profiles of defects and defect complexes. Due to the
large number of defects, not all profiles can be viewed and interpreted at the same time.
Hence, the defects are combined to defect families, which facilitates a better recognition of
the distribution of different kinds of defects in the material. The distribution of chemical
elements in the material is derived by combining the concentration profiles of all defects
including that element. Such profiles can be compared to elemental distribution profiles
measured with experimental methods such as SIMS. Furthermore, from the concentration
profiles of electrically active defects and defect complexes, the profile of the position of the
Fermi energy in the band gap, and hence, the charge carrier concentration profile can be
calculated. cCC-profiles can be compared with the output of SRP- or CV-measurements.
Such comparisons can be used to improve the input data.
The profile of the electron concentration, calculated from the concentration profiles of

electrically active defect complexes, consists of three regions. Around the implantation
depth, two peaks are generated. In the region between the decay of the shallower peak
and the surface of the material, the irradiated region, cCC is changed as well, while the
charge carrier concentration in the substrate material remains unchanged, compared to
the initial situation before the implantation. The first peak in the electron concentration
profile is formed close to the implantation depth and is caused by the high concentration
of hydrogen at this position, which is a deep donor. The second, deeper peak is produced
by the interplay of the double donor CiOI, which is the major donor in the material apart
from hydrogen, and the double acceptor V2, which shows the highest concentration of
the acceptors. Below the implantation depth, the concentration profile of V2 begins to
decay earlier than that of CiOI. The difference between the defect concentration of the
two defects leads to the formation of the second peak in the electron concentration profile.
This peak resembles the shoulder observed in the charge carrier concentration profiles
in m:Cz- silicon, which is absent in FZ-silicon. This absence is explained by the lower
concentrations of oxygen and carbon introduced into the material during the FZ-process,
compared to the m:Cz process. As CiOI consists of oxygen and carbon, in FZ-material
lower concentrations of this defect are expected.

PhD thesis by Martin Faccinelli, 2018 185



The charge carrier concentration in the irradiated region also depends on the difference
between the concentrations of CiOI and of V2. If there is more CiOI than V2 the residual
doping is n-type, as observed in the irradiated region of m:Cz-silicon. At low carbon
and oxygen concentrations, the concentration of V2 is higher than that of CiOI, resulting
in p-type doping. This effect is observed in FZ-material, where also in initially n-type
material, the doping in the irradiated region is changed to p-type. A similar situation,
where the irradiated region shows residual p-doping is also observed, at low implantation
temperatures combined with a high proton flux and low implantation doses in carbon and
oxygen rich material. Such conditions, though, are unusual, as the temperature during the
anneal scales with the implantation current and, hence, with the proton flux. To establish
such conditions, the specimen would have to be actively cooled during the implantation.

The interplay of CiOI and V2 can be further transformed into a model, explaining the
formation of the region of increased charge carrier concentration, which expands from the
implantation depth, through the irradiated region, towards the surface of the material
during anneals. The kinetics of this expansion is attributed to the diffusion of hydrogen.
Instead of the formation of a hydrogen-related donor complex, the physical process behind
the changes of the charge carrier concentration is the deactivation of the electrically active
defects by their reaction with hydrogen. Considering, that H and V2 are mobile while
CiOI is immobile, and assuming a similar capture radius of the reactions of hydrogen
with each of the two defects, suggests that its reaction with V2 happens on a faster scale.
Furthermore, throughout the range of usual annealing temperature (above 300 ◦C), the
charge state of hydrogen is always H+ and the charge states of CiOI and V2 are always
CiOI2+ and V2−

2 , respectively. This situation favors the reaction of H with V2 even more,
as the charge states of these defects have opposite signs while those of H and CiOI share
the same sign. Hence, as the hydrogen diffuses away from the implantation depth, a larger
fraction reacts with V2 than with CiOI, leading to an increase of the residual donor-, and
hence, electron concentration.

In the appendix D the temperature dependence of the effective reaction rate constants
of several reactions of point defects in proton implanted silicon are shown for different
doping concentrations. This also includes the rate constants of the reactions of hydrogen
with V2 forming V2H (kV2H

r see figure D.47.1) and the reaction of hydrogen with CiOI
forming CiOIH (kCiOIH

r see figure D.48.1). In figure 4.44 the temperature dependence of
the rate constants of these two reactions are compared at different doping concentrations.

Under most conditions the rate constant of the deactivation of V2 is orders of magnitude
higher than that og CiOI. Assuming similar concentrations of V2 and CiOI at 400 ◦C in
n-type material, kV2H

r is 103 − 105 times larger than kCiOIH
r . Only in p-type silicon at

doping concentrations above 1015 cm−3, the rate constant of the deactivation of CiOI is
higher than that of V2.
If the residual doping at the implantation depth or in the irradiated region is n-type,

the observed concentration of electrons is several orders of magnitude smaller than the
difference between the concentrations of donors and acceptors. The reason for this effect
lies in the presence of compensating defects, which accumulate negative charges. The
ionization of such defects, pins the Fermi energy to their ionization energy, until (almost)
all of them are ionized.
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While the initial concentration profiles of carbon, oxygen, boron and phosphorus are
constant, after the process simulation, the total concentration profiles of B and C (and
also P , but to a lesser extent) show disturbances around the implantation depth. These
changes in the overall concentrations of these impurities are evoked by the generation of
mobile configurations of these defects (Bi and Ci, respectively) due to the reaction with
self-interstitials. The concentration profiles of the mobile defects show two peaks, one at
a shallower and the other one at a deeper position than the implantation depth. This
shape is caused by the formation of immobile defects with hydrogen at the implantation
depth. The diffusion of the defects away from these peaks leads to the formation of two
local maxima and two local minima in the elemental concentration profiles of B and C.
One of these peaks forms directly at the implantation depth and the other maximum is
generated at the interface to the substrate material. In the case of phosphorus, this effect
is less distinct in the output of the process simulation. The reason for this is the wrong
consideration of mobile phosphorus species in the input data of the simulation. Here,
instead of attributing Pi and VPs the possibility to diffuse, the effective diffusivity of Ps
was used. This observation shows the impact of using wrong, or bad input data.

PhD thesis by Martin Faccinelli, 2018 187



The study of the influence of different implantation parameters showed, that the
shape of the distortion of the elemental profiles of impurities is strongly changed by the
process temperature and by the oxygen concentration. The proton flux and the carbon
concentration show less influence on the elemental profiles. The maximum change in the
elemental concentrations is reached already at low proton doses. An increase of the dose,
though, leads to a shift of the second peak in the concentration profiles deeper into the
material.
Also the portion of intrinsic defects which already recombine during the implantation

process depends on the implantation parameters. The more intrinsic defects are generated
by the implantation of higher doses of protons, the larger grows the fraction of them which
recombine and the lower becomes the part of intrinsic defects which are trapped in defect
complexes in the material. By increasing the temperature and decreasing the proton flux,
the recombination of intrinsic defects is enhanced. The increase of the initial concentration
of oxygen and carbon leads to a reduction of the fraction of recombined defects, as more
defect complexes are formed. The fraction of recombined intrinsic defects calculated from
the results of the different simulation runs ranges from 85% to 99%.
An important addition to the process simulation will be the consideration of the

dependence of the effective diffusivities of mobile defects and the dependence of the
reaction kinetics on the position of the Fermi energy in the band gap. As shown in
appendices C and D, this effect can be very strong. There is also room for improvement
in terms of the computing time the process simulation requires. The simulation of the
implantation of a dose of 1015 H+cm−2 at an energy of 400 keV takes about 31 h if the
temperature is set to 50 ◦C and a proton flux of 8× 1011 H+cm−2s−1 is used. If the process
temperature is set to 150 ◦C and a proton flux of 2×1011 H+cm−2s−1 is used, it takes more
than 270 h for the process simulation to finish. In a real experiment these processes take
only 21min and 83min, respectively. Here, a major issue is the process temperature. The
diffusivities and the reaction rate constants grow rapidly with the process temperature.
The higher these parameters are, the smaller becomes the maximum applicable time-step.
Hence, it is not yet possible to simulate the annealing process which usually succeeds the
implantation process. Such anneals are performed at temperatures of 400 ◦C and higher.
The simulation of one anneal at 400 ◦C for one hour would currently take far more than a
year in computing time. Some effort has already been put into the parallelization of the
calculations, though, due to the interdependences of the concentrations of the different
defects, this can only be accomplished at a very limited scale.
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5 Conclusions

The change of the properties of silicon by implanting protons into the material is a very
complex process. The final profile of the charge carrier concentration does not only
depend on the dose and the energy of the implanted protons, but is also a function of
the temperature, the implantation current and it depends on the defect and impurity
concentrations in the material prior to the implantation. Another important influence on
the final charge carrier concentration profile is the post implantation anneal.
The simulation of the generation of defects during proton implantation process shows,

that various different defects and defect complexes are formed. Directly after the implan-
tation process the concentration profiles of different defects are very diverse. While some
defects, such as complexes containing hydrogen, are only formed around the implantation
depth, other defect complexes are generated throughout the irradiated region.

By determining the position of the Fermi energy within the band gap from the concentra-
tion ratios of the charge states of each defect, the effective charge carrier concentration is
determined. From a qualitative perspective, the simulated profile of the effective charge car-
rier concentration resembles the experimentally obtained profiles from SRP measurements
of proton implanted silicon. In both, simulated and experimental results, the electron
concentration shows a peak at the implantation depth and a second peak, respectively a
shoulder at a deeper position in the material.

The evaluation of the charged defects determining the effective doping of the materials
showed that apart from hydrogen, which is a deep donor, V2, CiOI are the most important
dopants among the generated defect complexes. The effective charge carrier concentration
in the irradiated region, as well as in the shoulder is determined by the concentration
difference of V2, which is a double acceptor and CiOI, which is a double donor.
Immediately after the implantation process, all of the implanted hydrogen resides at

the implantation depth. During the subsequent anneal it diffuses away from this position
and spreads over the material. On its way it undergoes reactions with most of the point
defects and defect complexes which are present in the material. The reactions of hydrogen
with electrically active defects such as V2 and CiOI leads to their deactivation. Hydrogen
itself is a donor and carries a positive charge. Hence its reactions with other donors are
slow due to the Coulomb repulsion. The reactions of hydrogen with acceptors, on the
other hand, happen on a much faster scale as the reactants carry opposite charges. This
explains, why the diffusion of hydrogen through the irradiated regions goes along with an
increase of the electron concentration. This effect is caused by the fast deactivation of
V2. Only at long anneals, a slow decrease of the electron concentration is observed, which
reflects the deactivation of CiOI by hydrogen.
The migration of hydrogen, itself, is also strongly affected by the presence of other

defects and defect complexes in the material. If the ratio of the concentration of hydrogen
and the concentration of defects is in favor of the defects, the effective diffusion of hydrogen
is dictated by the reactions of hydrogen with the defects and by dissociations from the
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formed defect complexes. The the temperature dependence of this process is associated
with an activation energy above 2 eV. If the hydrogen concentration exceeds the defect
concentration, the influence of the reactions with these defects decreases and the activation
energy of the effective diffusivity decreases.
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Glossaries

Acronyms

Acronym Description
CCC charge carrier concentration
ce conduction-electron
CV capacitance-voltage measurement
Cz silicon grown using the Czochralski method

DFT density functional theory
DLTS deep level transient spectroscopy
DR-sim diffusion-reaction simulation

eh electron-hole
ENDOR electron nuclear double resonance
EPR electron paramagnetic resonance

fcc face-centered-cubic
FZ silicon grown using the float zone method

hh heavy-hole
high E high energy proton implantation

IR infra-red
IRR infra red reflectance

LAOM localized atomic orbital method
lh light-hole
low E low energy proton implantation

m:Cz silicon grown using the magnetic Czochralski method
mc-CV minority carrier pulsed capacitance voltage measurement
MD-sim molecular-dynamics simulation
MNR Meyer-Neldel rule

NTD new kind of oxygen related thermal donors generated at higher temperatures

OD-GI out diffusion and gas ionization
OD-MS out diffusion and mass spectroscopy

236 Defect Complexes in Proton Implanted Silicon



Acronym Description
ODE ordinary differential equation
OTD oxygen related thermal donor

PAS photo absorption spectroscopy
perm permeation from gas phase
PTIS photo thermal ionization spectroscopy

RF radio frequency

S1 m:Cz-Si, implanted with 5 × 1014 H+cm−2 at an implantation energy
of 2.5MeV

S2 m:Cz-Si, implanted with 1 × 1015 H+cm−2 at an implantation energy
of 2.5MeV

S3 m:Cz-Si, implanted with 5 × 1015 H+cm−2 at an implantation energy
of 2.5MeV

S4 m:Cz-Si, implanted with 1 × 1016 H+cm−2 at an implantation energy
of 2.5MeV

S5 m:Cz-Si, implanted with 1×1014 H+cm−2 at an implantation energy of 4MeV
S6 m:Cz-Si, implanted with 1×1015 H+cm−2 at an implantation energy of 4MeV
S7 m:Cz-Si with lower oxygen concentration, implanted with 1× 1014 H+cm−2

at an implantation energy of 2.5MeV
S8 FZ-Si, implanted with 1× 1014 H+cm−2 at an implantation energy of 4MeV
SIMS secondary ion mass spectroscopy
so split-off
SRIM Stopping Range of Ions in Matter; simulation tool as described in refer-

ence [304, 305]
SRP spreading resistance profiling
STD shallow thermal donors

TEM transmission electron microscopy
TRIM Transport of Ions in Matter; simulation tool, part of the SRIM-software

package [304]
H-site hexagonal lattice site
T-site tetrahedral lattice site
X-site split site in the lattice, where two defect share a substitutional position

Variables

Symbol Description Unit
A area m2

a1 lattice constant along xc m
a2 lattice constant along yc m
a3 lattice constant along zc m
aL lattice parameter m
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Symbol Description Unit
α auxillary variable for DXδt

∆x2

αEG parameter for the calculation of the temperature dependent
band gap

JK−1

αl lattice angle ◦

αµ parameter describing the temperature dependence of the mo-
bility

AµI parameter for the calculation of the impurity mobility µI (cmVs)−1K− 3
2

An,n tri-diagonal matrix with n× n elements

βC auxiliary variable used in the description of the influence of
electric charges on the reaction of point defects

βEG parameter for the calculation of the temperature dependent
band gap

K

βl lattice angle ◦

βp auxiliary variable used in the description of the reaction prob-
ability

BµI parameter for the calculation of the impurity mobility µI cm−3K−2

CH defect complex consisting of a carbon and a hydrogen atom cm−3

cAu,n capture coefficient of electrons in the Auger recombination
process

m6s−1

cAu,p capture coefficient of holes in the Auger recombination process m6s−1

cBi concentration of interstitial boron cm−3

cBiH concentration of BiH cm−3

cC carbon concentration cm−3

cCC charge carrier concentration cm−3

csub
CC charge carrier concentration in the substrate material cm−3

csub,0
CC charge carrier concentration in the substrate material before

the start of the anneal
cm−3

[H] hydrogen concentration cm−3

cH hydrogen concentration cm−3

cl speed of light in vacuum ms−1

fscan scan frequency of the proton beam during proton implantation s−1

Cnj one-dimensional array of concentration values cXnj+1 at time j
Cnj+1 one-dimensional array of concentration values cXnj+1 at time

j + 1
cO oxygen concentration cm−3

[O] oxygen concentration cm−3

cpulse concentration of generated defects during one period of fscan cm−3
(
c
d

)
SRIM defect concentration normalized to the implanted dose as

calculated using SRIM
cm−3

cV total concentration of the silicon vacancy V cm−3

cV+ concentration of the positively charged state of the silicon
vacancy V

cm−3
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Symbol Description Unit
cV2 total concentration of the silicon divacancy V2 cm−3

cVq2 concentration of the charge state q of the silicon divacancy V2 cm−3

cVq concentration of the charge state q of the silicon vacancy V cm−3

cX concentration of X cm−3

cX0 concentration of X at the surface of the crystal cm−3

cXA concentration of the defect XA cm−3

cXAB concentration of XAB cm−3

cGXA
concentration of defect XA introduced (H) or generated (V,
I) by the proton beam

cm−3

Cimpl array containing concentration profiles of defects generated
by the proton beam, normalized to the implantation dose

cm−3/cm−2

Call
X array containing defect concentration profiles cm−3

cXB concentration of the defect XB cm−3

cXC concentration of the defect XC cm−3

cXi concentration of Xi cm−3

cXq concentration of X in the charge state q cm−3

cXqi concentration of Xi in the charge state q cm−3

D diffusion constant, diffusivity cm2s−1

d implantation dose H+cm−2

D0 Arrhenius parameter, pre-factor for the calculation of the
temperature dependent diffusion coefficient D

cm2s−1

Dcc charge carrier diffusion constant cm2s−1

∆Cdiff array of profiles containing the change in defect concentration
due to diffusion

cm−3

∆Cdiss array of profiles containing the change in defect concentration
due to dissociation

cm−3

∆Cdrift array of profiles containing the change in defect concentration
due to ionic drift

cm−3

∆Creac array of profiles containing change in defect concentration due
to reactions

cm−3

D(E) density of states [J−1m−3]
Deff effective diffusivity cm2s−1

Deff
Bi effective diffusivity of the boron interstitial Bi cm2s−1

Deff
Ci effective diffusivity of the carbon interstitial Ci cm2s−1

Deff
H effective diffusivity of hydrogen cm2s−1

Dpeak
H effective diffusivity of hydrogen at the implantation peak cm2s−1

Deff
V effective diffusivity of the silicon vacancy cm2s−1

Deff
X effective diffusivity of impurity X cm2s−1

∆E energy difference J
∆EAB minimum energy required for the reaction XA+XB→XAB to

occur
J

∆Eform difference in formation energy J
∆G change in Gibbs free energy J
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Symbol Description Unit
∆H enthalpy change J
∆HXAB difference in the potential energy between XA + XB and XAB J
δli jump distance of jump type i m
∆S entropy change JK−1

∆x displacement due to ionic drift cm
dfin final implantation dose H+cm−2

DMN Meyer-Neldel pre-factor cm2s−1

Dn electron diffusion constant cm2s−1

∆n excess electron concentration cm−3

DOH diffusion coefficient of the OH-complex cm2s−1

Dp hole diffusion constant cm2s−1

∆p excess hole concentration cm−3

ds distance from surface m
dt time interval s
DX diffusion constant of impurity X cm2s−1

DXA diffusion constant of impurity XA cm2s−1

DXB diffusion constant of impurity XB cm2s−1

DXq diffusion constant of the charge state q of impurity X cm2s−1

E energy J
E0 energy at the band minimum or maximum J
EA activation energy for the calculation of the temperature de-

pendent diffusion coefficient D
J

Ea energy state of acceptor impurity in the band gap J
EAB
A activation energy in the Arrhenius equation describing the

temperature dependence of the effective reaction rate constant
kABr

cm3s−1

Esub
cCC

Arrhenius activation energy of the rate of the formation of
thermal donors in the substrate material

eV

EA,X activation energy for the calculation of the temperature de-
pendent diffusion coefficient DX

J

Eb binding energy J
Eb,XAB binding energy of the dissociation products of the complex

XAB

J

EC conduction band energy J
Ed energy state of donor impurity in the band gap J
EF Fermi energy J
Emax maximum of the electric field Vcm−1

EF,ext Fermi energy J
EF,int Fermi energy J
EF,n Fermi energy in n-type material J
Eform formation energy J
∆EEF=0

form formation energy at the center of the band gap, relative to
the formation energy of the neutral charge state of the defect

J
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Symbol Description Unit
∆EEF=EV

form formation energy at the valence band energy at 0K, relative
to the formation energy of the neutral charge state of the
defect

J

EXq
form formation energy of defect X in the charge state q J

EF,p Fermi energy in p-type material J
EG band gap energy J
EG(0 K) energy gap at 0K J
EI energy of interface states J
E(~k) band structure J
ε dielectric constant Fm−1

εr relative permittivity
Eq/q+1 ionization energy for the ionization of the charge state q to

the charge state q + 1
J

ET Energy state of recombination center in the Shockley-Read-
Hall recombination process

J

Etot(bulk) total energy of a super-cell of a perfect crystal J
Etot(Xq) total energy of a super-cell including defect X in the charge

state q
J

EV valence band energy J
~E energy Vcm−1

EX energy state of defect X J
EXq energy state of defect X at the charge state q J
EXq+1

0
ground state of the charge state q+1 of defect X J

EXq0 ground state of the charge state q of defect X J
EXqj energy state of defect X at the excited state j of the charge

state q
J

fC auxiliary function describing the influence of electric charges
on the reaction of point defects

fd attempt frequency of the dissociation process s−1

fABd attempt frequency of the dissociation process of XAB s−1

f(E) Fermi function, describes the temperature dependent occupa-
tion of energy states

f(E)e approximation of the Fermi function for energies close to the
conduction band

f(E)h approximation of the Fermi function for energies close to the
valence band

Φ proton flux H+cm−2s−1

f rAB attempt frequency of the reaction of XA+XB→XAB s−1

fv vibrational frequency of an impurity atom s−1

G Gibbs free energy J
ga Degeneracy of the valence band

PhD thesis by Martin Faccinelli, 2018 241



Symbol Description Unit
γD0 geometrical coefficient for the calculation of D0,X, mostly

γD0 = 1
Γi jump rate of jump type i s−1

γl lattice angle ◦

Gcc generation rate of charge carriers cm−3s−1

gd Degeneracy of the conduction band

H enthalpy J

I electrical current or ion current A
i index
Ipn current across a pn-junction A
ISchottky current across a Schottky-junction A
IS,pn saturation current of a pn-junction A
IS,Schottky saturation current of a Schottky-junction A

jdiff diffusion current Acm−2

jn electron diffusion current Acm−2

jp hole diffusion current Acm−2

JX diffusion flux of impurity X cm2s−1

kABd dissociation constant of the dissociation of XAB to XA and
XB

s−1

kA,XX
d rate constant of the dissociation of defect XA to X1 and X2 cm−3s−1

kB,AX
d rate constant of the dissociation of defect XB, forming defect

XA and another defect X
cm−3s−1

kABr rate constant of the second-order reaction XA+XB→XAB cm−3s−1

kABr,0 pre-factor in the Arrhenius equation describing the tempera-
ture dependence of the effective reaction rate constant kABr

cm3s−1

kABr,S reaction constant of the second-order reaction XA+XB→XAB
after Smoluchowski [43]

cm3s−1

kABr,D reaction constant of the second-order reaction XA+XB→XAB
including Coulomb interaction after Debye [46]

cm3s−1

kABr,W reaction constant of the second-order reaction XA+XB→XAB
including the reaction probability after Waite [45]

cm3s−1

kBiH
r reaction rate constant of the reaction of an interstitial boron

impurity Bi with hydrogen forming BiH
cm3s−1

kBiV
r reaction rate constant of the indirect recombination of a

vacancy at a boron interstitial Bi in silicon
cm3s−1

kBsH
r reaction rate constant of the reaction of a substitutional boron

impurity Bs with hydrogen forming BsH
cm3s−1

kBsI
r reaction rate constant of the reaction of a substitutional boron

impurity Bs with a self-interstitial I in silicon
cm3s−1
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Symbol Description Unit
kBsV
r reaction rate constant of the reaction of a substitutional boron

impurity Bs with a vacancy V in silicon
cm3s−1

kBsVI
r reaction rate constant of the indirect recombination of a self-

interstitial at a boron vacancy complex BsV in silicon
cm3s−1

kCiH
r reaction rate constant of the reaction of a carbon interstitial

Ci with hydrogen forming CiH
cm3s−1

kCiHO
r reaction rate constant of the reaction of CiH with oxygen

forming CiOH
cm3s−1

kCiHOH
r reaction rate constant of the reaction of CiH with OH cm3s−1

kCiO
r reaction rate constant of the reaction of a carbon interstitial

Ci with oxygen forming CiO
cm3s−1

kCiOHH
r reaction rate constant of the reaction of CiOH with another

hydrogen atom
cm3s−1

kCiOIH
r reaction rate constant of the reaction of CiOI with hydrogen cm3s−1

kCsI
r reaction rate constant of the reaction of a substitutional car-

bon impurity Cs with a self-interstitial I in silicon forming
Ci

cm3s−1

keff
r effective reaction rate constant m
kHCiO
r reaction rate constant of the reaction of hydrogen with CiO

forming CiOH
cm3s−1

kHH
r reaction rate constant of the reaction of two hydrogen atoms

forming H2 inside the silicon crystal
cm3s−1

kI2Ir reaction rate constant of the reaction of a di-interstitial and
a self-interstitials forming a tri-interstitial I3

cm3s−1

kI2I2r reaction rate constant of the reaction of two di-interstitials
forming I4

cm3s−1

kI2Vr reaction rate constant of the indirect recombination of a di-
interstitial and a vacancy forming a single self-interstitial

cm3s−1

kI2V2
r reaction rate constant of the recombination of a di-interstitial

and a divacancy
cm3s−1 nonum-
berlist

kI3Ir reaction rate constant of the reaction of a tri-interstitial and
a self-interstitials forming I4

cm3s−1

kIH
r reaction rate constant of the reaction of a self-interstitial with

hydrogen forming IH in silicon
cm3s−1

kIIr reaction rate constant of the reaction of two self-interstitials
forming a di-interstitial I2

cm3s−1

kIVr reaction rate constant of the direct recombination of a self-
interstitial I and a vacancy V in silicon

cm3s−1

kBC,A
r rate constant of the second-order reaction of the defects XB

and XC, forming XA

cm−3s−1

kAB,X
r rate constant of the second-order reaction of the defects XA

and XB, forming X
cm−3s−1
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Symbol Description Unit
kOH
r reaction rate constant of the reaction of interstitial oxygen

with hydrogen forming OH inside the silicon crystal
cm3s−1

kOHCi
r reaction rate constant of the reaction of OH with a carbon

interstitial Ci forming CiOH
cm3s−1

kPiH
r reaction rate constant of the reaction of an interstitial phos-

phor impurity Pi with hydrogen forming PiH
cm3s−1

kPiV
r reaction rate constant of the indirect recombination of a

vacancy at a phosphor interstitial Pi in silicon
cm3s−1

kPsH
r reaction rate constant of the reaction of a substitutional phos-

phor impurity Ps with hydrogen forming PsH
cm3s−1

kPsI
r reaction rate constant of the reaction of a substitutional phos-

phor impurity Ps with a self-interstitial I in silicon
cm3s−1

kPsV
r reaction rate constant of the reaction of a substitutional phos-

phor impurity Ps with a vacancy V in silicon
cm3s−1

kV2H
r reaction rate constant of the reaction of V2 with hydrogen cm3s−1

kV2I
r reaction rate constant of the indirect recombination of a

divacancy and a self-interstitial forming a single vacancy
cm3s−1

kV2OI
r reaction rate constant of the recombination of self-interstitials

at V2O in silicon
cm3s−1

kV2OV
r reaction rate constant of the reaction of V2O with another

vacancy forming V3O in silicon
cm3s−1

kV2V
r reaction rate constant of the reaction of a divacancy and a

vacancy forming a trivacancy V3

cm3s−1

kV2V2
r reaction rate constant of the reaction of two divacancies form-

ing V4

cm3s−1

kV3OI
r reaction rate constant of the recombination of self-interstitials

at V3O in silicon
cm3s−1

kV3V
r reaction rate constant of the reaction of a trivacancy and a

vacancy forming V4

cm3s−1

kVH
r reaction rate constant of the reaction of a vacancy with hy-

drogen forming VH in silicon
cm3s−1

kVH2H
r reaction rate constant of the reaction of VH2 with another

hydrogen atom forming VH3 in silicon
cm3s−1

kVHH
r reaction rate constant of the reaction of VH with another

hydrogen atom forming VH2 in silicon
cm3s−1

kVO
r reaction rate constant of the reaction of interstitial oxygen

with vacancies forming VO in silicon
cm3s−1

kVOH
r reaction rate constant of the reaction of VO with hydrogen

forming VOH in silicon
cm3s−1

kVOHH
r reaction rate constant of the reaction of VOH with another

hydrogen atom forming VOH2 in silicon
cm3s−1

kVOI
r reaction rate constant of the recombination of self-interstitials

at VO in silicon
cm3s−1

kVOV
r reaction rate constant of the reaction of VO with another

vacancy forming V2O in silicon
cm3s−1
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kVPsI
r reaction rate constant of the indirect recombination of a self-

interstitial at a phosphor vacancy complex VPs in silicon
cm3s−1

kVVr reaction rate constant of the reaction of two vacancies forming
a divacancy V2

cm3s−1

~k electron wave vector
kx reciprocal crystal coordinate
ky reciprocal crystal coordinate
kz reciprocal crystal coordinate

λ wavelength m−1
LD,cc charge carrier diffusion length m
LDH diffusion length of hydrogen m
LD,n diffusion length of electrons m
LD,p diffusion length of holes m
LDX diffusion length of impurity X m

m mass kg
m∗ effective mass of a charge carrier with respect to the electron

rest mass me

m∗hh effective mass of holes in the hh-band kg
m∗ed effective mass of electrons in the conduction band for the

calculation of D(E)
kg

m∗l longitudinal effective mass of electrons in the conduction band kg
m∗lh effective mass of holes in the lh-band kg
m∗so effective mass of holes in the so-band kg
m∗t longitudinal effective mass of electrons in the conduction band kg
µ mobility cm2(Vs)−1

µL(300 K) mobility at 300K cm2(Vs)−1

µcc charge carrier mobility cm2(Vs)−1

µccs carrier-carrier scattering mobility cm2(Vs)−1

µe electron mobility cm2(Vs)−1

µH chemical potential of hydrogen J
µh hole mobility cm2(Vs)−1

µI impurity mobility cm2(Vs)−1

µi chemical potential of species i J
µk periodic part of the wavefunction
µL lattice mobility cm2(Vs)−1

µr relative permeability
µX ion mobility of defect X cm2(Vs)−1

µX ion mobility of defect XA cm2(Vs)−1

n concentration of free electrons in the conduction band cm−3

N± Concentration of ionized impurities cm−3

n0 concentration of electrons at thermodynamic equilibrium cm−3
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Symbol Description Unit
nSRH concentration of electrons occupying trap states in the

Shockley-Read-Hall recombination process
cm−3

pSRH concentration of holes occupying trap states in the Shockley-
Read-Hall recombination process

cm−3

Na acceptor concentration cm−3

N−a concentration of ionized acceptors cm−3

∇ gradient
Nband effective number of states in an energy band cm−3

NC effective number of states in the conduction band cm−3

NSO(300 K)effective number of states in the so-band at 300K cm−3

NV (300 K) effective number of states in the valence band at 300K cm−3

NCC number of charge carriers per unit area cm−2

ncc charge carrier concentration cm−3

N0
CC number of charge carriers per unit area before the start of the

anneal
cm−2

N sh
CC number of charge carriers per unit area in the shoulder cm−2

N sh,0
CC number of charge carriers in the shoulder of the cCC-profile

per unit area before the start of the anneal
cm−2

Nd donor concentration cm−3

N+
d concentration of ionized donors cm−3

Ndef number of defects
ve stoichiometric number of an educt in a defect reaction
Nhh effective number of states in the hh-band of silicon cm−3

Ni number of atoms of type i
ni charge carrier concentration at thermal equilibrium cm−3

Nlh effective number of states in the lh-band of silicon cm−3

vp stoichiometric number of a product in a defect reaction
np0 concentration of minority electrons in p-type material at ther-

modynamic equilibrium
cm−3

Nso effective number of states in the so-band of silicon cm−3

NT concentration of recombination centers cm−3

NV sum of the effective number of states in the lh-band and the
hh-band of silicon

cm−3

NC(300 K) effective number of states in the conduction band at 300K cm−3

NX implanted dose of X cm2

Nx number of increments in space

P probability
p concentration of free holes in the valence band cm−3

p0 concentration of holes at thermodynamic equilibrium cm−3

φb barrier height of a Schottky junction J
pn0 concentration of minority holes in n-type material at thermo-

dynamic equilibrium
cm−3

poAB probability, that XAand XB are oriented properly for the
reaction to XAB
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Symbol Description Unit
Ψ wave function
PXq probability that the defect X is in the charge state qX
PXqj occupation probability of the energy state EXqj

Q charge C
q charge C
qeff effective charge state
qeffI effective charge state of the silicon self-interstitial
qeffO effective charge state of the oxygen interstitial
qeffV effective charge state of the silicon vacancy
qeffV2 effective charge state of the silicon divacancy
qeffX effective charge state of the defect X
qX charge state of defect X C

∆r distance parameter in the calculation of the reaction proba-
bility

m

RAuger recombination rate of charge carriers through Auger recombi-
nation

cm−3s−1

r← backward reaction rate cm−3s−1

rc capture radius m
r0
c capture radius for the reaction of neutral defects m
rABc capture radius for the reaction of XA+XB→XAB m
Rcc recombination rate of charge carriers cm−3s−1

rsub
cCC

rate of the formation of thermal donors in the substrate
material

cm−3s−1

rsub,0
cCC

Arrhenius pre-factor of the rate of the formation of thermal
donors in the substrate material

cm−3s−1

reff
c effective capture radius m
rABd dissociation rate of the dissociation XAB− >XA+XB cm−3s−1

Rdirect recombination rate of charge carriers through direct band to
band recombination

cm−3s−1

r→ forward reaction rate cm−3s−1

ρ resistivity Ω m
R∗ Richardson constant A(mK)−2

rNCC rate of the change in the number of charge carriers NCC cm−2s−1

rNsh
CC

rate of the change in the number of charge carriers in the
shoulder of the cCC-profile N sh

CC

cm−2s−1

r
Nsh,0
CC

Arrhenius pre-factor of the rate of the change in the number
of charge carriers in the shoulder of the cCC-profile N sh

CC

cm−2s−1

rp projected range od ions in ion implantation m
rABr reaction rate of the reaction XA+XB→XAB cm−3s−1

RSRH recombination rate of charge carriers through Shockley-Read-
Hall recombination

cm−3s−1

rVmax position of the maximum vacancy concentration m
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S entropy JK−1

s0 surface recombination velocity cm s−1

σd donor formation efficiency
σrp standard deviation of the projected range m
σT,n capture cross section of electrons in the Shockley-Read-Hall

recombination process
m2

σT,p capture cross section of holes in the Shockley-Read-Hall re-
combination process

m2

sn surface recombination velocity of electrons cm s−1

sp surface recombination velocity of holes cm s−1

T temperature K
t time s
τAu charge carrier lifetime from Auger recombination s
τdirect charge carrier lifetime from direct band to band recombination s
τeff effective charge carrier lifetime s
τh,direct hole lifetime from direct band to band recombination s
τSRH charge carrier lifetime from Shockley-Read-Hall recombination s
τSRH,n electron lifetime from Shockley-Read-Hall recombination s
τSRH,p hole lifetime from Shockley-Read-Hall recombination s
τsur charge carrier lifetime from surface recombination s
τsur,n electron lifetime from surface recombination s
τsur,p electron lifetime from surface recombination s
TMN Meyer-Neldel temperature K
τsc average time between two scattering events s
tsim simulated time s

V potential, voltage V
v velocity cm s−1

Vb bias voltage V
Vbi built-in potential at an electrical junction V
vd drift velocity cm s−1

Vn potential on the n-type side of an electrical junction V
Vp potential on the p-type side of an electrical junction V
vth thermal charge carrier velocity cm s−1

vth,n thermal electron velocity cm s−1

vth,p thermal hole velocity cm s−1

W width of the space charge region (depletion width) m

x distance m
x0 implantation depth m
xc crystal coordinate
ξ auxiliary variable

248 Defect Complexes in Proton Implanted Silicon
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ξm magnetic susceptibility
Xµ auxiliary variable for the calculation of the mobility of charge

carriers in silicon
xn extent of the depletion width at a pn-junction into the n-type

material
m

xp extent of the depletion width at a pn-junction into the p-type
material

m

yc crystal coordinate

zc crystal coordinate
Zgr grand canonical partition function

Constants

Constant Description Value
aSi lattice constant of silicon 0.543 nm

cl,0 speed of light 2.9979× 108 ms−1

e elementary charge 1.6022× 10−19 C
ε0 vacuum permittivity 8.8542× 10−12 Fm−1

ESO energy difference between the top of the so band and
EV

0.044 eV

h Planck constant 6.6261× 10−34 Js
} reduced Planck constant } = h

2π 1.0546× 10−34 Js

kB Boltzmann constant 1.3806× 10−23 JK−1

me electron rest mass 9.1094× 10−31 kg
mH+ proton rest mass 1.673× 1027 kg

π Pi 3.14159

Chemicals Defects and Particles

Symbol Description
B boron
B2H6 diborane
BCI defect complex consisting of a boron impurity, a carbon impurity and a silicon

self-interstitial, structural isomer of BiCs
BCl3 boron trichloride
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Symbol Description
β− beta particle (high energy electron)
BH defect complex consisting of one boron and one hydrogen atom
Bi interstitial boron impurity
Bi2 defect complex consisting of two interstitial boron impurities
Bi2Bs defect complex consisting of two interstitial boron impurities and a substitutional

boron impurity
Bi2Bs2 defect complex consisting of two interstitial boron impurities and two substitu-

tional boron impurities
BiBs defect complex consisting of an interstitial boron impurity and a substitutional

boron impurity
BiBsH defect complex consisting of an interstitial and a substitutional boron impurity

and a hydrogen atom
BiCi defect complex consisting of an interstitial boron impurity and an interstitial

carbon impurity
BiCs defect complex consisting of an interstitial boron impurity and a substitutional

carbon impurity
BiH defect complex of interstitial boron and hydrogen
BiH2 defect complex of interstitial boron and two hydrogen atoms
BiH3 defect complex of interstitial boron and three hydrogen atoms
BiI defect complex consisting of an interstitial boron impurity and a silicon self-

interstitial
BiIn group of defect complexes consisting of an interstitial boron impurity and n

silicon self-interstitials
BimBsn defect complexes consisting of m interstitial boron impurities and n substitu-

tional boron impurities
BiO defect complex consisting of an interstitial boron impurity and an interstitial

oxygen impurity
Bs substitutional boron impurity
B−s negative charge state of the substitutional boron impurity
Bs2 defect complex consisting of two substitutional boron impurities
Bs3 defect complex consisting of three substitutional boron impurities
BsCi defect complex consisting of an interstitial carbon impurity and a substitutional

boron impurity, structural isomer of BiCs
BsH defect complex of substitutional boron and hydrogen
BsI defect complex consisting of a substitutional boron impurity and a silicon

self-interstitial
BsO defect complex consisting of a substitutional boron impurity and an interstitial

oxygen impurity
BsO2 defect complex consisting of a substitutional boron impurity and two interstitial

oxygen atoms
BsV defect complex consisting of a substitutional boron impurity and a silicon

vacancy
BsV2 defect complex consisting of a substitutional boron impurity and two silicon

vacancies
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C carbon
CO carbon monoxide
Ci interstitial carbon
C+
i positive charge state of interstitial carbon

C−i negative charge state of interstitial carbon
C0
i neutral charge state of interstitial carbon

CiCs defect complex consisting of an interstitial carbon and a substitutional carbon
atom

CiCsH defect complex consisting of an interstitial and a substitutional carbon impurity
and a hydrogen atom

CiCsI defect complex consisting of an interstitial carbon, a substitutional carbon atom
and a silicon self-interstitial

CiCsI2 defect complex consisting of an interstitial carbon, a substitutional carbon atom
and two silicon self-interstitials

CiH defect complex consisting of an interstitial carbon impurity and a hydrogen
atom

CiI defect complex consisting of a carbon interstitial carbon and a self-interstitial
CiIn defect complex consisting of a carbon interstitial carbon and n self-interstitials
CiO interstitial carbon-oxygen complex
CiO2H defect complex consisting of a carbon interstitial, two oxygen interstitial and a

hydrogen atom
CiOH defect complex consisting of a carbon interstitial, an oxygen interstitial and a

hydrogen atom
CiOH2 defect complex consisting of a carbon interstitial, an oxygen interstitial and two

hydrogen atoms
CiOI defect complex consisting of a carbon interstitial, an oxygen interstitial and a

self-interstitial
CiOI2 defect complex consisting of a carbon interstitial, an oxygen interstitial and two

self-interstitial
CiOIH defect complex consisting of a carbon interstitial, an oxygen interstitial, a

self-interstitial and a hydrogen atom
CiPs defect complex consisting of an interstitial carbon and a substitutional phos-

phorus atom
Cs substitutional carbon
CsH defect complex consisting of an substitutional carbon impurity and a hydrogen

atom
CsO substitutional carbon-oxygen complex
CsO2 defect complex consisting of a substitutional carbon and two oxygen interstitials
CsO3 defect complex consisting of a substitutional carbon and three oxygen interstitials
CsOH defect complex consisting of a substitutional carbon, an oxygen interstitial and

a hydrogen atom

γ gamma particle
Au gold
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H atomic hydrogen
H+ positive charge state of atomic hydrogen
H− negative charge state of atomic hydrogen
1H atomic hydrogen
2H deuterium
H2 molecular hydrogen
H∗2 molecular hydrogen at a body-centered-anti-bonding position
H2O di-hydrogen-oxide, water
HT

2 molecular hydrogen at a tetragonal interstitial position
3H tritium
HCl hydrochloric acid
HF hydrofluoric acid
HNO3 nitric acid
HSiCl3 trichlorosilane

I silicon self-interstitial
I+ positive charge state of the silicon self-interstitial I
I2+ double positive charge state of the silicon self-interstitial I
I− negative charge state of the silicon self-interstitial I
I2− double negative charge state of the silicon self-interstitial I
I0 neutral charge state of the silicon self-interstitial I
I2 silicon di-interstitial
I2+
2 double positive charge state of the di-interstitial I2 in silicon
I02 neutral charge state of the di-interstitial I2 in silicon
I2H defect complex consisting of two self-interstitials and a hydrogen atom
I2O defect complex consisting of silicon two self-interstitials and one oxygen intersti-

tial
I2O2 defect complex consisting of silicon two self-interstitials and two oxygen intersti-

tial
I2O3 defect complex consisting of silicon two self-interstitials and three oxygen inter-

stitial
I3 silicon tri-interstitial
I+3 positive charge state of the tri-interstitial I3 in silicon
I2+
3 double positive charge state of the tri-interstitial I3 in silicon
I03 neutral charge state of the tri-interstitial I3 in silicon
I4 tetra-interstitial defect in silicon
I5 penta-interstitial defect in silicon
I6 hexa-interstitial defect in silicon
I7 interstitial cluster consisting of seven self-interstitials
I8 octa-interstitial defect in silicon
IH self-interstitial-hydrogen defect complex
I2H2 defect complex consisting of two self-interstitials and two hydrogen atoms
IH2 defect complex consisting of a self-interstitial and two hydrogen atoms
I2H3 defect complex consisting of two self-interstitials and three hydrogen atoms
IH3 defect complex consisting of a self-interstitial and three hydrogen atoms
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Symbol Description
ImHn group of defect complexes consisting m self-interstitials and n hydrogen atoms
InOm defect complex consisting of silicon self-interstitials and oxygen interstitials
IO self-interstitial-oxygen complex
IO2 self-interstitial-di-oxygen complex
IO3 defect complex consisting of silicon one self-interstitials and three oxygen inter-

stitial
IX defect complex of a self-interstitial and some defect complex X

n neutron

O0 Neutral charge state of interstitial oxygen in silicon
O2 oxygen dimer
O2H2 defect complex consisting of two oxygen and two hydrogen atoms
OH oxygen hydrogen defect complex
OH2 defect complex consisting of an oxygen and two hydrogen atoms
OnVm defect complex consisting of n oxygen interstitials and m vacancies
O oxygen

P2VO defect complex consisting of two phosphor impurities, an oxygen impurity and
a vacancy

31
15P single stable phosphor isotope with 16 neutrons
Pd palladium
PCI defect complex consisting of a substitutional phosphor impurity, a substitutional

carbon impurity and a silicon seld interstitial; configurational isomer of PiCs
PCl3 phosphor trichloride
PH defect complex consisting of one phosphor and one hydrogen atom
PH3 phosphine
Pi interstitial phosphor impurity
PiCs defect complex consisting of an interstitial phosphor impurity and a substitu-

tional carbon impurity
PiH defect complex consisting of an interstitial phosphor impurity and a hydrogen

impurity
PiI defect complex consisting of an interstitial phosphor impurity and a silicon self

interstitial
PnV defect complex consisting of n substitutional phosphor impurities and a lattice

vacancy
Ps substitutional phosphor impurity
PsCi defect complex consisting of a substitutional phosphor impurity and an intersti-

tial carbon impurity; configurational isomer of PiCs
PsH defect complex of substitutional phosphor and hydrogen
PsO defect complex consisting of a substitutional phosphorus impurity and an

interstitial oxygen impurity

28
14Si stable silicon isotope with 14 neutrons at a natural abundance of ~ 92%
30
14Si stable silicon isotope with 15 neutrons at a natural abundance of ~ 5%
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Symbol Description
30
14Si stable silicon isotope with 16 neutrons at a natural abundance of ~ 3%
31
14Si unstable silicon isotope with 17 neutrons
Simono mono crystalline silicon
SiO2 quartz
Sipoly poly crystalline silicon
Siraw raw silicon

Tt transition temperature

V silicon vacancy
V+ positive charge state of the silicon vacancy V
V2+ double positive charge state of the silicon vacancy V
V− negative charge state of the silicon vacancy V
V2− double negative charge state of the silicon vacancy V
V0 ground state or neutral state of the silicon vacancy V
V2 silicon divacancy
V+

2 positive charge state of the silicon divacancy V2
V2+

2 double positive charge state of the silicon divacancy V2
V−2 negative charge state of the silicon divacancy V2
V2−

2 double negative charge state of the silicon divacancy V2
V0

2 ground state or neutral state of the silicon divacancy V2
V2H defect complex consisting of two vacancies and a hydrogen atom
V2H2 defect complex consisting of two vacancies and two hydrogen atoms
V2H3 defect complex consisting of two vacancies and three hydrogen atoms
V2H4 defect complex consisting of two vacancies and four hydrogen atoms
V2H5 defect complex consisting of two vacancies and five hydrogen atoms
V2H6 defect complex consisting two vacancies and six hydrogen atoms
V2O divacancy-oxygen complex
V2O2 defect complex consisting of two vacancies and two oxygen atoms
V2O3 defect complex consisting of two vacancies and three oxygen atoms
V2OH defect complex consisting of two vacancies, an oxygen and a hydrogen atom
V2Ps defect complex consisting of a substitutional phosphor impurity and two vacan-

cies
V3 trivacancy
V+2

3 double positive charge state of the tri-vacancy V3 in silicon
V2−

3 double negative charge state of the tri-vacancy V3 in silicon
V0

3 neutral charge state of the tri-vacancy V3 in silicon
V3H8 defect complex consisting three vacancies and six hydrogen atoms
V3O trivacancy-oxygen complex
V3O2 defect complex consisting of three vacancies and two oxygen atoms
V3O3 defect complex consisting of three vacancies and three oxygen atoms
V4 cluster of four silicon vacancies
V5 cluster of five silicon vacancies
V6 cluster of six silicon vacancies
V6H12 defect complex consisting six vacancies and twelve hydrogen atoms
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Symbol Description
VH vacancy hydrogen defect complex
VH2 defect complex consisting of a vacancy and two hydrogen atoms
VH3 defect complex consisting of a vacancy and three hydrogen atoms
VH4 defect complex consisting of a vacancy and four hydrogen atoms
VH5 defect complex consisting of a vacancy and five hydrogen atoms
VH6 defect complex consisting of a vacancy and six hydrogen atoms
VmHn group of defect complexes consisting m vacancies and n hydrogen atoms
VmOn defect complex consisting of m vacancies and n oxygen interstitials
VO vacancy-oxygen complex
VO2 vacancy-di-oxygen complex
VO3 defect complex consisting of a vacancies and three oxygen atoms
VOH defect complex consisting of a vacancy, an oxygen and a hydrogen atom
VOH2 defect complex consisting of a vacancy an oxygen and two hydrogen atoms
VPs defect complex consisting of a substitutional phosphor impurity and a vacancy
VPs2 defect complex consisting of two substitutional phosphor impurities and a

vacancy
VX defect complex of a vacancy and some defect complex X
VXs vacancy-impurity complex

X point-defect or defect complex
X impurity atom
X∗ activated or transition state of the impurity atom X
X+ defect X in the charge state qX = +1
X2+ defect X in the charge state qX = +2
X− defect X in the charge state qX = −1
X2− defect X in the charge state qX = −2
X0 ground state or neutral state of the impurity atom X
XA defect XA
XAB defect XAB
XAB∗ transition state of the defect XAB
XB defect XB
XC defect XC
Xe educt in a defect reaction
Xi interstitial impurity
Xp product in a defect reaction
Xq charge state q of the impurity atom X
Xq+1 charge state q+1 of the impurity atom X
Xs substitutional impurity
XsV defect complex consisting of a substitutional impurity and a vacancy
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B SRP-Measurements of Proton
Implanted and Annealed Silicon
Samples

B.1 Sample S1: m:Cz-Si, 2.5MeV, 5× 1014 H+cm−2
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Figure B.1.1: Measurements and calculations of the hydrogen diffusivity in sample S1.
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Sample S1: m:Cz-Si, 2.5MeV, 5× 1014 H+cm−2
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Figure B.1.2: CCC in different regions of sample S1 after different anneals.
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B.2 Sample S2: m:Cz-Si, 2.5MeV, 1× 1015 H+cm−2
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Figure B.2.1: Measurements and calculations of the hydrogen diffusivity in sample S2.
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Sample S2: m:Cz-Si, 2.5MeV, 1× 1015 H+cm−2
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Figure B.2.2: CCC in different regions of sample S2 after different anneals.
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B.3 Sample S3: m:Cz-Si, 2.5MeV, 5× 1015 H+cm−2
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Figure B.3.1: Measurements and calculations of the hydrogen diffusivity in sample S3.
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Sample S3: m:Cz-Si, 2.5MeV, 5× 1015 H+cm−2
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Figure B.3.2: CCC in different regions of sample S3 after different anneals.
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B.4 Sample S4: m:Cz-Si, 2.5MeV, 1× 1016 H+cm−2

1012

1014

1016
400 ◦C

1012

1014

1016
425 ◦C

1012

1014

1016

C
ha

rg
e

C
ar

rie
r

C
on

ce
nt

ra
tio

n
[c

m
−

3 ]

450 ◦C

n. a.
0 h
1
6 h
1
4 h
1
2 h
3
4 h
1 h
2 h
3 h
4 h
5 h
6 h
9 h

12 h
20 h1012

1014

1016
475 ◦C

−40 −20 0 20 40 60

1012

1014

1016

Depth [µm]

500 ◦C

(a) SRP-measurements

0 √
1

√
5

√
11

√
20

0

20

40

60

400
◦ C

425
◦ C450

◦ C

47
5

◦ C

50
0

◦ C
√

Annealing Time [
√

h]

D
iffusion

Length
[µm

]

(b) Diffusion length vs. annealing time

1.3 1.35 1.4 1.45 1.5 10−11

10−10

10−9

1000
Temperature [1000

K ]

D
iffusivity

[cm
2s −

1]

(c) Diffusivity vs. inverse temperature

Figure B.4.1: Measurements and calculations of the hydrogen diffusivity in sample S4.
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Sample S4: m:Cz-Si, 2.5MeV, 1× 1016 H+cm−2
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Figure B.4.2: CCC in different regions of sample S4 after different anneals.
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B.5 Sample S5: m:Cz-Si, 4MeV, 1× 1014 H+cm−2
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Figure B.5.1: Measurements and calculations of the hydrogen diffusivity in sample S5.
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Sample S5: m:Cz-Si, 4MeV, 1× 1014 H+cm−2
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Figure B.5.2: CCC in different regions of sample S5 after different anneals.

PhD thesis by Martin Faccinelli, 2018 267



B.6 Sample S6: m:Cz-Si, 4MeV, 1× 1015 H+cm−2
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Figure B.6.1: Measurements and calculations of the hydrogen diffusivity in sample S6.
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Sample S6: m:Cz-Si, 4MeV, 1× 1015 H+cm−2
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Figure B.6.2: CCC in different regions of sample S6 after different anneals.
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B.7 Sample S7: Low impurity m:Cz-Si, 2.5MeV,
1× 1014 H+cm−2
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Figure B.7.1: Measurements and calculations of the hydrogen diffusivity in sample S7.
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Sample S7: m:Cz-Si, 2.5MeV, 1× 1014 H+cm−2
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Figure B.7.2: CCC in different regions of sample S7 after different anneals.
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B.8 Sample S8: FZ-Si, 4MeV, 1× 1014 H+cm−2
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Figure B.8.1: Measurements and calculations of the hydrogen diffusivity in sample S8.
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Sample S8: FZ-Si, 4MeV, 1× 1014 H+cm−2
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Figure B.8.2: CCC in different regions of sample S8 after different anneals.
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C Catalog of the Charge States and the
Diffusivity of Selected Defects

This chapter is dedicated to the distribution of the charge states of selected point-defects
and defect complexes generated by proton implantation in silicon and to their diffusion.
Each defect is described using several figures.

The first figure provides tables listing the formation and ionization energies of the charge
states of the defect. Here, ∆EEF=0

form is the formation energy of the defect in the middle
of the band gap, at a Fermi energy of 0 eV and ∆EEF=EV

form is the formation energy at
the valence band edge at a temperature of 0K, relative to the formation energy of the
neutral charge state of the defect. Some defects appear at different sites in the crystal
or show different configurations. In such cases, the formation energies of each (known or
calculated) configuration or site of the respective charge states of the defect are given. In
another table, the ionization energies of the defect are listed. Here, Eq/q+1 is the Fermi
energy at which the formation energies of two charge states cross and Eq/q+1-EV is the
energy relative to the valence band energy at 0K. If an ionization could theoretically be
observed, it is written in a bold font. If a defect shows a negative-U system, additional
ionizations, where more than one charge carrier is added to or removed from the defect,
appear, which are listed as well. The formation energies of the different configurations of
each charge state are plotted in sub-figure 1(a) as a function of the Fermi energy within
the band gap of silicon. Applying Boltzmann statistics, as described in section 2.2.4, the
relative concentration of each charge state of the defect can be calculated at a certain
temperature and Fermi energy. In sub-figure 1(b), two-dimensional maps of the relative
concentrations of each charge state are plotted as a function of the temperature and of
the position of the Fermi energy in the band gap.
In the second figure, the temperature dependence of the relative concentration at

different doping concentrations is shown for each charge state. As illustrated in figure 2.9,
the Fermi energy itself is a function of the doping concentration and of the temperature.
In these plots, the defect concentration is assumed to be much smaller than the doping
concentration. Otherwise, the concentration of the non-neutral charge states of the
defect have to be included in the calculation of the Fermi energy (see equation 2.83). Sub-
figure 2(a) of the second figure of each defect includes one plot of the relative concentrations
of all charge states, at different doping concentrations. The doping level increases from
intrinsic conditions (Na=Nd) to a doping concentration of 1018 cm−3. Depending on the
temperature, different charge states are dominant, even though the doping concentration
stays the same. The temperature at which such a transition appears is measured in
DLTS [38]. In sub-figure 2(b) the temperature dependence of the relative concentration at
different doping concentrations is plotted separately for each charge state. Even though
the data shown here is the same as in sub-figure 2(a), this type of illustration reveals the
influence of the doping concentration in a different way.
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For mobile defects there is a third figure, illustrating the temperature dependence of
their diffusivity. In sub-figure 3(a) the diffusion coefficients of the different charge states
are plotted as a function of the inverse temperature. The Arrhenius parameters describing
this temperature dependence are listed in the table next to the figure. Often, this list
is incomplete and parameters are approximated or copied from other charge states of
the same defect. Following equation 2.85, the effective diffusivity Deff of the defect is
calculated at different temperatures and Fermi energies. A two-dimensional map of Deff is
plotted in sub-figure 3(b), as a function of the position of the Fermi energy in the band gap
and of the temperature. This sub-figure also includes the temperature dependence of the
Fermi energy at different doping concentrations. Extracting Deff along these lines yields
the temperature dependence of Deff at different doping concentrations, which is shown
in the sub-figure 3(c). In many cases, the effective diffusivity linearly correlates with the
inverse temperature, which again can be described by Arrhenius parameters. For doping
concentrations of Na, Nd=1012 cm−3, the correlation of Deff with the inverse temperature
was fitted in an interval from 0.004K−1 to 0.003K−1. For all other doping concentrations
a fit interval from 0.0035K−1 to 0.002K−1 was used. The extracted Arrhenius parameters
describing the temperature correlation of Deff at different doping concentrations are listed
in the table in sub-figure 3(c).
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C.1 Silicon Vacancy V

∆EEF =0
form ∆EEF =EV

form

V2− -0.84 1.08
V− -0.82 0.50
V0 0.00 0.00
V+ 0.52 -0.06
V2+ 0.87 -0.29

Mueller et al. (2003)

Trans. Eq/q+1 Eq/q+1-EV

-2/- 0.00 0.58
-/0 -0.08 0.50
0/+ -0.52 0.06
+/+2 -0.35 0.23
0/+2 -0.44 0.15

bold: observable transitions
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(a) Relative formation energy of each charge state of the silicon vacancy V (based on DFT-
simulations by Mueller et al. [54]).
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Figure C.1.1: Distribution of charge states of the silicon vacancy V. Calculations are
based on DFT-simulations by Mueller et al. [54].
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Figure C.1.2: Relative concentrations of each charge state of the silicon vacancy.
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Diffusivity of the Silicon Vacancy V

EA [eV] D0 [cm2s−1]
V2− 0.18 1.5 × 10−2

V− 0.25 3.0 × 10−3 ∗

V0 0.45 1.3 × 10−3

V+ 0.38 ∗ 3.0 × 10−4 ∗

V2+ 0.32 9.6 × 10−5

Pichler (2004)
∗: approximated parameters
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(a) Diffusivity of each charge state of the silicon vacancy (see reference 5).
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(b) 2D-map of the effective diffusivity of the silicon vacancy.
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(c) Temperature dependence of the effective diffusivity of V at selected doping concentrations.

Figure C.1.3: Effective diffusivity of V calculated from Arrhenius parameters published
in reference 5
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C.2 Silicon Divacancy V2

∆EEF =0
form ∆EEF =EV

form

V2−
2 -0.35 0.81

V−
2 -0.21 0.37

V0
2 0.00 0.00

V+
2 0.39 -0.19

V2+
2 0.87 -0.29

Mueller et al. (2003)

Trans. Eq/q+1 Eq/q+1-EV

-2/- -0.14 0.44
-/0 -0.21 0.37
0/+ -0.39 0.19
+/+2 -0.48 0.10

bold: observable transitions
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(a) Relative formation energy of each charge state of the silicon divacancy V2 (based on DFT-
simulations by Mueller et al. [54]).
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Figure C.2.1: Distribution of charge states of the divacancy V2. Calculations are based
on DFT-simulations by Mueller et al. [54].
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Figure C.2.2: Relative concentrations of each charge state of the silicon divacancy.
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Diffusivity of the Divacancy V2

EA [eV] D0 [cm2s−1]
V2−

2 1.30 a 4.0 × 10−3 a

V−
2 1.30 ∗ 4.0 × 10−3 ∗

V0
2 1.31 b 1.5 × 10−3 b

V+
2 1.31 ∗ 1.5 × 10−3 ∗

V2+
2 1.31 ∗ 1.5 × 10−3 ∗

a: Mikelsen (2005)
b: Ganagona (2014)
∗: approximated parameters
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(a) Diffusivity of each charge state of the divacancy V2 (see references 69 and 71).
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(b) 2D-map of the effective diffusivity of the divacancy.
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(c) Temperature dependence of the effective diffusivity of V2 at selected doping concentrations.

Figure C.2.3: Effective diffusivity of the divacancy V2 calculated from Arrhenius param-
eters published in references 69 and 71.
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C.3 Silicon Tri-Vacancy V3

∆EEF =0
form ∆EEF =EV

form

V2−
3 0.70 1.86

V−
3 0.42 1.01

V0
3 0.00 0.00

V+
3 0.56 -0.02

V2+
3 0.99 -0.17

Coutinho et al. (2012)

Trans. Eq/q+1 Eq/q+1-EV

-2/- 0.27 0.85
-/0 0.43 1.01
0/+ -0.56 0.02
+/+2 -0.43 0.15
-2/0 -0.50 0.09
0/+2 0.35 0.93

bold: observable transitions
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(a) Relative formation energy of each charge state of the silicon tri-vacancy V3 (based on DFT-
simulations by Coutinho et al. [78]).
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(b) Relative concentration of each charge state of the silicon tri-vacancy V3.

Figure C.3.1: Distribution of charge states of the tri-vacancy V3. Calculations are based
on DFT-simulations by Coutinho et al. [78].
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Figure C.3.2: Relative concentrations of each charge state of the silicon tri-vacancy.
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Diffusivity of the Tri-Vacancy V3

EA [eV] D0 [cm2s−1]
V2−

3 1.47 ∗ 1.1 ∗

V−
3 1.47 ∗ 1.1 ∗

V0
3 1.47 a 1.1 b

V+
3 1.47 ∗ 1.1 ∗

V2+
3 1.47 ∗ 1.1 ∗

a: Markevich (2012)
b: Prasad (2003)
∗: no individual data for charge states
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(a) Diffusivity of each charge state of the tri-vacancy V3 (see references 69 and 71).
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(b) 2D-map of the effective diffusivity of the tri-vacancy.
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(c) Temperature dependence of the effective diffusivity of V3 at selected doping concentrations.

Figure C.3.3: Effective diffusivity of V3 calculated from Arrhenius parameters published
in references 69 and 71.
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C.4 Silicon Self-Interstitial I
Trans. Eq/q+1 Eq/q+1-EV

-/0 0.42 1.03
0/+ 0.10 0.68
+/+2 -0.22 0.36

bold: observable transitions

Site ∆EEF =0
form ∆EEF =EV

form

I2− H-Site 2.20 3.37
I− H-Site 0.94 1.52
I0 H-Site 0.20 0.20
I+ H-Site -0.10 -0.68
I2+ H-Site 0.12 -1.05

Site ∆EEF =0
form ∆EEF =EV

form

I2− T-Site 2.05 3.22
I− T-Site 0.80 1.38
I0 T-Site 0.12 0.12
I+ T-Site 0.46 -0.12
I2+ T-Site 1.51 0.34

Site ∆EEF =0
form ∆EEF =EV

form

I2− X-Site 1.50 2.66
I− X-Site 0.45 1.03
I0 X-Site 0.00 0.00
I+ X-Site 0.46 -0.12
I2+ X-Site 1.51 0.34

Lopez et al. (2004)
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(a) Relative formation energy of each charge state of the self-interstitial I (based on DFT-simulations
by Du et al. [120].
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(b) Relative concentration of each charge state of the self-interstitial I.

Figure C.4.1: Distribution of charge states of the self-interstitial I. Calculations are
based on DFT-simulations by Du et al. [120].
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Figure C.4.2: Relative concentrations of each charge state of the self-interstitial I.
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Diffusivity of the Self-Interstitial I

EA [eV] D0 [cm2s−1]
I2− 0.12 ∗ 1.1 × 10−6 ∗

I− 0.12 ∗ 1.1 × 10−6 ∗

I0 0.12 ∗ 1.1 × 10−6 ∗

I+ 0.12 ∗ 1.1 × 10−6 ∗

I2+ 0.12 ∗ 1.1 × 10−6 ∗

Panteleev (1976)
∗: no individual data for charge states
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(a) Diffusivity of each charge state of the self-interstitial I (see reference 91).
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(b) 2D-map of the effective diffusivity of the self-interstitial.
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(c) Temperature dependence of the effective diffusivity of I at selected doping concentrations.

Figure C.4.3: Effective diffusivity of the self-interstitial I calculated from Arrhenius
parameters published in reference 91.
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C.5 Silicon Di-Interstitial I2

∆EEF =0
form ∆EEF =EV

form

I0 0.00 0.00
I+ 0.38 -0.20
I2+ 0.72 -0.44

Lopez et al. (2004)

Trans. Eq/q+1 Eq/q+1-EV

0/+ -0.38 0.20
+/+2 -0.34 0.24
0/+2 -0.36 0.22

bold: observable transitions
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(a) Relative formation energy of each charge state of the di-interstitial I2 (based on DFT-simulations
by Lopez et al. [90]).
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(b) Relative concentration of each charge state of the silicon di-interstitial I2.

Figure C.5.1: Distribution of charge states of the di-interstitial I2. Calculations are
based on DFT-simulations by Lopez et al. [90].
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Figure C.5.2: Relative concentrations of each charge state of the di-interstitial I2.
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Diffusivity of the Di-Interstitial I2

EA [eV] D0 [cm2s−1]
I02 1.52 ∗ 3.8 × 10−1 ∗

I+2 1.52 ∗ 3.8 × 10−1 ∗

I2+
2 1.52 ∗ 3.8 × 10−1 ∗

Hane (2000)
∗: no individual data for charge states
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(a) Diffusivity of each charge state of the di-interstitial I2 (see reference 92).
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(b) 2D-map of the effective diffusivity of the di-interstitial I2.

Doping EA [eV] D0 [cm2s−1]
intrinsic 1.52 3.8 × 10−1

Nd=1012 cm−3 1.52 3.8 × 10−1

−− Na=1012 cm−3 1.52 3.8 × 10−1

Nd=1014 cm−3 1.52 3.8 × 10−1

−− Na=1014 cm−3 1.52 3.8 × 10−1

Nd=1016 cm−3 1.52 3.8 × 10−1

−− Na=1016 cm−3 1.52 3.8 × 10−1

Nd=1018 cm−3 1.52 3.8 × 10−1

−− Na=1018 cm−3 1.52 3.8 × 10−1

1 1.5 2 2.5 3 3.5 410−30

10−25

10−20

10−15

10−10

1000
Temperature[

1000
K ]

Eff
ec
tiv

e
D
iff
us
iv
ity

D
eff I 2

[c
m

−
2 s

−
1 ]

(c) Temperature dependence of the effective diffusivity of I2 at selected doping concentrations.

Figure C.5.3: Effective diffusivity of the di-interstitial I2 calculated from Arrhenius
parameters published in reference 92.
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C.6 Silicon Tri-Interstitial I3

∆EEF =0
form ∆EEF =EV

form

I0 0.00 0.00
I+ 0.37 -0.21
I2+ 0.83 -0.33

Lopez et al. (2004)

Trans. Eq/q+1 Eq/q+1-EV

0/+ -0.37 0.21
+/+2 -0.46 0.12

bold: observable transitions
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(a) Relative formation energy of each charge state of the tri-interstitial I3 (based on DFT-simulations
by Lopez et al. [90]).
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(b) Relative concentration of each charge state of the silicon di-interstitial I3.

Figure C.6.1: Distribution of charge states of the di-interstitial I3. Calculations are
based on DFT-simulations by Lopez et al. [90].
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Figure C.6.2: Relative concentrations of each charge state of the tri-interstitial I3.
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Diffusivity of the Tri-Interstitial I3

EA [eV] D0 [cm2s−1]
I03 0.49 ∗ 4.0 × 10−5 ∗

I+3 0.49 ∗ 4.0 × 10−5 ∗

I2+
3 0.49 ∗ 4.0 × 10−5 ∗

Du (2005)
∗: no individual data for charge states
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(a) Diffusivity of each charge state of the tri-interstitial I3 (see reference 93).
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(b) 2D-map of the effective diffusivity of the tri-interstitial I3.
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(c) Temperature dependence of the effective diffusivity of the tri-interstitial I3 at selected doping
concentrations.

Figure C.6.3: Effective diffusivity of the tri-interstitial I3 calculated from Arrhenius
parameters published in reference 93.
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C.7 Interstitial Oxygen O

∆EEF =0
form ∆EEF =EV

form

O2− 2.04 3.20
O− 1.02 1.60
O0 0.00 0.00
O+ 0.73 0.15
O2+ 1.61 0.45

Wang et al. (2013)

Trans. Eq/q+1 Eq/q+1-EV

-2/- > EC > EG

-/0 > EC > EG

0/+ < EV < 0
+/+2 < EV < 0

bold: observable transitions
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(a) Relative formation energy of each charge state of the interstitial oxygen impurity O (based on
DFT-simulations by Wang et al. [119]).
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(b) Relative concentration of each charge state of the the interstitial oxygen impurity O.

Figure C.7.1: Distribution of charge states of the interstitial oxygen impurity O. Calcu-
lations are based on DFT-simulations by Lopez et al. [119].
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Figure C.7.2: Relative concentrations of each charge state of interstitial oxygen O.
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Diffusivity of Oxygen O

EA [eV] D0 [cm2s−1]
O2− 2.54 ∗ 1.6 × 10−1 ∗

O− 2.54 ∗ 1.6 × 10−1 ∗

O0 2.54 a 1.6 × 10−1 a

O+ 2.54 ∗ 1.6 × 10−1 ∗

O2+ 2.54 ∗ 1.6 × 10−1 ∗

a: Pichler (2004)
∗: approximated parameters
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(a) Diffusivity of each charge state of the interstitial oxygen impurity O (see reference 5).

−0.5 −0.25 0 0.25 0.5−100

0

100

200

300

400

500

600

700

800

E
V

E
C

N
D

=
N

A

N
D = 10 12cm −3

NA
= 10

12 cm
−3

N
D = 10 14cm −3

NA
= 10

14 cm
−3

N
D =

10 16cm −3

N
A

=
10

16
cm

−3

N
D

=
10 18cm −3

N
A

=
10

18
cm

−3

Fermi Energy [a.u.]

Te
m
pe

ra
tu
re

[◦ C
]

10−60

10−50

10−40

10−30

10−20

Effective
D
iffusivity

D
effO

[cm
2s −

1]

(b) 2D-map of the effective diffusivity of the interstitial oxygen impurity O.
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(c) Temperature dependence of the effective diffusivity of O at selected doping concentrations.

Figure C.7.3: Effective diffusivity of interstitial oxygen O calculated from Arrhenius
parameters published in reference 5.
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C.8 Oxygen DimerO2

Trans. Eq/q+1 Eq/q+1-EV

0/+2 -0.36 0.22

bold: observable transitions

Configuration ∆EEF =0
form ∆EEF =EV

form

O0
2 square 1.37 1.37

O+
2 square 1.02 0.44

O2+
2 square 0.73 -0.44

Configuration ∆EEF =0
form ∆EEF =EV

form

O0
2 staggered 0.00 0.00

O+
2 staggered 0.54 -0.04

O2+
2 staggered 1.11 -0.06

Du et al. (2006)
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(a) Relative formation energy of each charge state of the oxygen-dimer O2 (based on DFT-
simulations by Du et al. [120]).
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Figure C.8.1: Distribution of charge states of the oxygen-dimer O2. Calculations are
based on DFT-simulations by Du et al. [120].
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Figure C.8.2: Relative concentrations of each charge state of the oxygen-dimer O2.
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Diffusivity of the Oxygen Dimer O2

EA [eV] D0 [cm2s−1]
O0

2 1.30 ∗ 3.0 × 10−4 ∗

O+
2 1.30 ∗ 3.0 × 10−4 ∗

O2+
2 1.30 ∗ 3.0 × 10−4 ∗

Åberg (1998)
∗: no individual data for charge states
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(a) Diffusivity of each charge state of the oxygen-dimer O2 (see reference 122).
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(b) 2D-map of the effective diffusivity of the oxygen-dimer O2.
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(c) Temperature dependence of the effective diffusivity of O2 at selected doping concentrations.

Figure C.8.3: Effective diffusivity of the oxygen-dimer O2 calculated from Arrhenius
parameters published in reference 122.
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C.9 Vacancy-Oxygen Complex VO

∆EEF =0
form ∆EEF =EV

form

VO− 0.46 1.05
VO0 0.00 0.00

Ferreira-Resende (2000)

Trans. Eq/q+1 Eq/q+1-EV

-/0 0.46 1.05

bold: observable transitions
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(a) Relative formation energy of each charge state of the VO-complex (based on DFT-simulations
by Ferreira-Resende [163]).
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(b) Relative concentration of each charge state of the VO-complex.

Figure C.9.1: Distribution of charge states of the VO-complex. Calculations are based
on DFT-simulations by Ferreira-Resende [163].
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(b) Separate charge states.

Figure C.9.2: Relative concentrations of each charge state of the VO-complex.
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Diffusivity of the Vacancy-Oxygen Complex VO

EA [eV] D0 [cm2s−1]
VO− 1.80 ∗ 6.0 ∗

VO0 1.80 ∗ 6.0 ∗

Pellegrino (2001)
∗: no individual data for charge states
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(a) Diffusivity of each charge state of the VO-complex (see reference 74).
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(b) 2D-map of the effective diffusivity of the VO-complex.
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(c) Temperature dependence of the effective diffusivity of VO at selected doping concentrations.

Figure C.9.3: Effective diffusivity of the VO-complex calculated from Arrhenius parame-
ters published in reference 74.

302 Defect Complexes in Proton Implanted Silicon



C.10 Divacancy-Oxygen-Complex V2O

∆EEF =0
form ∆EEF =EV

form

V2O− 0.11 0.70
V2O0 0.00 0.00
V2O+ 0.35 -0.23

Ferreira-Resende (2000)

Trans. Eq/q+1 Eq/q+1-EV

-/0 0.11 0.70
0/+ -0.35 0.23

bold: observable transitions
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(a) Relative formation energy of each charge state of the divacancy-oxygen complex V2O (based
on DFT-simulations by Ferreira-Resende [163]).
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(b) Relative concentration of each charge state of the divacancy-oxygen complex V2O.

Figure C.10.1: Distribution of charge states of the divacancy-oxygen complex V2O.
Calculations are based on DFT-simulations by Ferreira-Resende [163].
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(b) Separate charge states.

Figure C.10.2: Relative concentrations of each charge state of V2O.
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C.11 Tri-Vacancy-Oxygen-Complex V3O

∆EEF =0
form ∆EEF =EV

form

V3O2− 0.27 0.44
V3O− 0.03 0.61
V3O0 0.00 0.00
V3O+ 0.35 -0.23
V3O2+ 0.81 -0.35

Markevich (2011)

Trans. Eq/q+1 Eq/q+1-EV

-2/- 0.24 0.83
-/0 0.03 0.61
0/+ -0.35 0.23
+/+2 -0.46 0.12

bold: observable transitions
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(a) Relative formation energy of each charge state of the tri-vacancy-oxygen complex V3O (based
on DFT-simulations by Markevich et al. [164]).
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(b) Relative concentration of each charge state of the tri-vacancy-oxygen complex V3O.

Figure C.11.1: Distribution of charge states of the tri-vacancy-oxygen complex V3O.
Calculations are based on DFT-simulations by Markevich et al. [164].
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Figure C.11.2: Relative concentrations of each charge state of V3O.
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C.12 Substitutional Carbon Cs

∆EEF =0
form ∆EEF =EV

form

C−
s 0.58 1.17

C0
s 0.00 0.00

Windl et al. (1998)

Trans. Eq/q+1 Eq/q+1-EV

-/0 0.58 1.16

bold: observable transitions
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(a) Relative formation energy of each charge state of substitutional carbon Cs (based on DFT-
simulations by Windl et al. [183]).
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(b) Relative concentration of each charge state of substitutional carbon Cs.

Figure C.12.1: Distribution of charge states of substitutional carbon Cs. Calculations
are based on DFT-simulations by Windl et al. [183].
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(b) Separate charge states.

Figure C.12.2: Relative concentrations of each charge state of substitutional carbon Cs.
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C.13 Interstitial Carbon Ci

∆EEF =0
form ∆EEF =EV

form

C−
i 0.48 1.07

C0
i 0.00 0.00

C+
i 0.30 -0.08

Ferreira-Resende (2000)

Trans. Eq/q+1 Eq/q+1-EV

-/0 0.48 1.07
0/+ -0.30 0.28

bold: observable transitions
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(a) Relative formation energy of each charge state of interstitial carbon Ci (based on DFT-
simulations by Ferreira-Resende [163]).
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(b) Relative concentration of each charge state of interstitial carbon Ci.

Figure C.13.1: Distribution of charge states of interstitial carbon Ci. Calculations are
based on DFT-interstitial by Ferreira-Resende [163].
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(b) Separate charge states.

Figure C.13.2: Relative concentrations of each charge state of interstitial carbon Ci.
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Diffusivity of the Carbon Interstitial Ci

EA [eV] D0 [cm2s−1]
C−

i 0.74 0.49
C0

i 0.84 0.17
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Pichler (2004)

1 1.5 2 2.5 3 3.5 4
10−16

10−13

10−10

10−07

10−04

1000
Temperature[

1000
K ]

D
iff
us
io
n
C
oe
ffi
ci
en
t
[c
m

2 s
−

1 ]

(a) Diffusivity of each charge state of interstitial carbon Ci (see reference 5).
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(b) 2D-map of the effective diffusivity of interstitial carbon Ci.
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(c) Temperature dependence of the effective diffusivity of Ci at selected doping concentrations.

Figure C.13.3: Effective diffusivity of interstitial carbon Ci calculated from Arrhenius
parameters published in reference 5.
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C.14 Interstitial Carbon-Oxygen-Complex CiO

∆EEF =0
form ∆EEF =EV

form

CiO0 0.00 0.00
CiO+ 0.22 -0.36

Coutinho et al. (2001)

Trans. Eq/q+1 Eq/q+1-EV

0/+ -0.22 0.36

bold: observable transitions
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(a) Relative formation energy of each charge state of the CiO-complex (based on DFT-simulations
by Coutinho et al. [199]).
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(b) Relative concentration of each charge state of the CiO-complex.

Figure C.14.1: Distribution of charge states of the CiO-complex. Calculations are based
on DFT-simulations by Coutinho et al. [199].
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(b) Separate charge states.

Figure C.14.2: Relative concentrations of each charge state of the CiO-complex.
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C.15 CiOH-Complex

Configuration ∆EEF =0
form ∆EEF =EV

form

CiOH0 ring 0.00 0.00
CiOH+ ring -0.54 -1.12
CiOH− open -0.15 0.43
CiOH0 open 0.17 0.17

Coutinho et al. (2001)

Trans. Eq/q+1 Eq/q+1-EV

-/+ 0.19 0.77

bold: observable transitions

-0.50 -0.25 0.00 0.25 0.50

-1.0

-0.5

0.0

0.5

CiOH0

CiOH
+

CiOH−

E
(−

/
+

)

Fermi Energy [eV]

∆
E

fo
rm

[eV
]

ring
open

(a) Relative formation energy of each charge state of the CiOH-complex (based on DFT-simulations
by Coutinho et al. [199]).
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(b) Relative concentration of each charge state of the CiOH-complex.

Figure C.15.1: Distribution of charge states of the CiOH-complex. Calculations are
based on DFT-simulations by Coutinho et al. [199].
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(b) Separate charge states.

Figure C.15.2: Relative concentrations of each charge state of the CiOH-complex.
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C.16 CiO2H-Complex

Configuration ∆EEF =0
form ∆EEF =EV

form

CiO2H0 ring 0.00 0.00
CiO2H+ ring -0.58 -1.16
CiO2H− open 0.29 0.87
CiO2H0 open 0.56 0.56

Coutinho et al. (2001)

Trans. Eq/q+1 Eq/q+1-EV

-/+ 0.43 1.02

bold: observable transitions
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(a) Relative formation energy of each charge state of the CiO2H-complex (based on DFT-simulations
by Coutinho et al. [199]).
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(b) Relative concentration of each charge state of the CiO2H-complex.

Figure C.16.1: Distribution of charge states of the CiO2H-complex. Calculations are
based on DFT-simulations by Coutinho et al. [199].
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Figure C.16.2: Relative concentrations of each charge state of the CiO2H-complex.
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C.17 CiI-Complex

∆EEF =0
form ∆EEF =EV

form

CiI2− 2.80 3.96
CiI− 1.34 1.92
CiI0 0.00 0.00
CiI+ -0.45 -1.03
CiI2+ -0.86 -2.02

Wang et al. (2014)

Trans. Eq/q+1 Eq/q+1-EV

-2/- > EC > EG

-/0 > EC > EG

0/+ 0.45 1.03
+/+2 0.41 0.99

bold: observable transitions
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(a) Relative formation energy of each charge state of the CiI-complex (based on DFT-simulations
by Wang et al. [200]).
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(b) Relative concentration of each charge state of the CiI-complex.

Figure C.17.1: Distribution of charge states of the CiI-complex. Calculations are based
on DFT-simulations by Wang et al. [200].
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Figure C.17.2: Relative concentrations of each charge state of the CiI-complex.
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C.18 CiOI-Complex

Configuration ∆EEF =0
form ∆EEF =EV

form

CiOI2− ring 2.72 3.88
CiOI− ring 1.27 1.85
CiOI0 ring 0.00 0.00
CiOI+ ring -0.14 -0.72
CiOI2+ ring -0.04 -1.20

Configuration ∆EEF =0
form ∆EEF =EV

form

CiOI2− open 2.53 3.69
CiOI− open 1.32 1.91
CiOI0 open 0.31 0.31
CiOI+ open -0.53 -1.12
CiOI2+ open -1.63 -2.80

Wang et al. (2014)
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(a) Relative formation energy of each charge state of the CiOI-complex (based on DFT-simulations
by Wang et al. [200]).
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(b) Relative concentration of each charge state of the CiOI-complex.

Figure C.18.1: Distribution of charge states of the CiOI-complex. Calculations are based
on DFT-simulations by Wang et al. [200].
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Figure C.18.2: Relative concentrations of each charge state of the CiOI-complex.
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C.19 CiCs-Complex

Trans. Eq/q+1 Eq/q+1-EV

0/2+ 0.10 0.68
2-/0 -0.22 0.36

bold: observable transitions

Config. ∆EEF =0
form ∆EEF =EV

form

CiC2−
s A-type 1.85 3.01

CiC−
s A-type 1.10 1.68

CiC0
s A-type 0.60 0.60

CiC+
s A-type 0.80 0.22

CiC2+
s A-type 1.45 0.29

Config. ∆EEF =0
form ∆EEF =EV

form

CiC2−
s B-type 2.25 3.42

CiC−
s B-type 1.21 1.79

CiC0
s B-type 0.56 0.56

CiC+
s B-type 0.88 0.30

CiC2+
s B-type 1.48 0.32

Config. ∆EEF =0
form ∆EEF =EV

form

CiC2−
s C-type 0.64 1.81

CiC−
s C-type 0.47 1.05

CiC0
s C-type 0.00 0.00

CiC+
s C-type 0.63 0.04

CiC2+
s C-type 1.05 -0.11

Wang et al. (2014)
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(a) Relative formation energy of each charge state of the CiCs-complex (based on DFT-simulations
by Wang et al. [200]).
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(b) Relative concentration of each charge state of the CiCs-complex.

Figure C.19.1: Distribution of charge states of the CiCs-complex. Calculations are based
on DFT-simulations by Wang et al. [200].
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Figure C.19.2: Relative concentrations of each charge state of the CiCs-complex.
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C.20 Substitutional Boron Bs

∆EEF =0
form ∆EEF =EV

form

B−
s -0.54 0.05

B0
s 0.00 0.00

Trans. Eq/q+1 Eq/q+1-EV

-/0 -0.54 0.05

bold: observable transitions
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(a) Relative formation energy of each charge state of substitutional boron Bs (based on an acceptor
ionization energy of 0.45meV).
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(b) Relative concentration of each charge state of substitutional boron Bs.

Figure C.20.1: Distribution of charge states of substitutional boron Bs. Calculations are
based on an acceptor ionization energy of 0.45meV.
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Figure C.20.2: Relative concentrations of each charge state of substitutional boron Bs.
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C.21 Interstitial Boron Bi

Trans. Eq/q+1 Eq/q+1-EV

-/+ 0.02 0.60

bold: observable transitions

Site ∆EEF =0
form ∆EEF =EV

form

B−
i BsI -0.03 0.55

B0
i BsI 0.00 0.00

B+
i BsI -0.08 -0.66

B+
i T-Site 0.90 0.32

Site ∆EEF =0
form ∆EEF =EV

form

B−
i H-Site 0.21 0.79

B0
i H-Site 0.58 0.58

B+
i H-Site 1.06 0.48

Site ∆EEF =0
form ∆EEF =EV

form

B0
i S-Site 0.61 0.61

B+
i S-Site 0.86 0.28

B−
i B-Site 1.17 1.75

B0
i B-Site 1.21 1.21

B+
i B-Site 1.26 0.68Hakala et al. (2000)
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(a) Relative formation energy of each charge state of interstitial boron Bi (based on DFT-simulations
by Hakala et al. [225]).
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(b) Relative concentration of each charge state of interstitial carbon Bi.

Figure C.21.1: Distribution of charge states of interstitial boron Bi. Calculations are
based on DFT-simulations by Hakala et al. [225].
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Figure C.21.2: Relative concentrations of each charge state of interstitial boron Bi.
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Diffusivity of the Boron Interstitial Bi

EA [eV] D0 [cm2s−1]
B−

i 0.36 1.0 × 10−3

B0
i 0.20 1.0 × 10−3

B+
i 1.10 1.0 × 10−3

Martin-Bragado (2005)
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(a) Diffusivity of each charge state of interstitial boron Bi (see reference 236).
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(b) 2D-map of the effective diffusivity of interstitial boron Bi.
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(c) Temperature dependence of the effective diffusivity of Bi at selected doping concentrations.

Figure C.21.3: Effective diffusivity of interstitial boron Bi calculated from Arrhenius
parameters published in reference 236.
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C.22 Boron-Vacancy-Complex BsV

Trans. Eq/q+1 Eq/q+1-EV

-/0 -0.03 0.55
0/+ -0.37 0.22

bold: observable transitions

Config. ∆EEF =0
form ∆EEF =EV

form

BsV− 1nn 0.31 0.90
BsV0 1nn 0.18 0.18
BsV+ 1nn 0.50 -0.08
BsV− 2nn(C1) 0.02 0.61
BsV0 2nn(C1) 0.00 0.00
BsV+ 2nn(C1) 0.37 -0.21

Config. ∆EEF =0
form ∆EEF =EV

form

BsV− 2nn(C1h) 0.19 0.77
BsV0 2nn(C1h) 0.03 0.03
BsV+ 2nn(C1h) 0.37 -0.21

Config. ∆EEF =0
form ∆EEF =EV

form

BsV− 3nn -0.03 0.55
BsV0 3nn 0.04 0.04
BsV+ 3nn 0.49 -0.09
BsV− 4nn 0.04 0.63
BsV0 4nn 0.13 0.13
BsV+ 4nn 0.57 -0.01

Adey et al. (2005)
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(a) Relative formation energy of each charge state of the boron-vacancy-complex BsV (based on
DFT-simulations by Adey et al. [245]).
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(b) Relative concentration of each charge state of the boron-vacancy-complex BsV.

Figure C.22.1: Distribution of charge states of the boron-vacancy-complex BsV. Calcu-
lations are based on DFT-simulations by Adey et al. [245].
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Figure C.22.2: Relative concentrations of each charge state of BsV.
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Diffusivity of the Boron-Vacancy-Complex BsV

EA [eV] D0 [cm2s−1]
BsV− 1.26 ∗ 4.0 × 10−6 ∗

BsV0 1.26 a 4.0 × 10−6 a

BsV+ 1.58 a 4.0 × 10−6 ∗

a: Mathiot (1984)
∗: approximated parameters

1 1.5 2 2.5 3 3.5 410−36

10−31

10−26

10−21

10−16

10−11

BsV 0

B
sV +

1000
Temperature[

1000
K ]

D
iff
us
io
n
C
oe
ffi
ci
en
t
[c
m

2 s
−

1 ]

(a) Diffusivity of each charge state of the boron-vacancy-complex BsV (see reference 238).
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(b) 2D-map of the effective diffusivity of the boron-vacancy-complex BsV.
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(c) Temperature dependence of the effective diffusivity of BsV at selected doping concentrations.

Figure C.22.3: Effective diffusivity of the boron-vacancy-complex BsV calculated from
Arrhenius parameters published in reference 238.
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C.23 Boron-Divacancy-Complex BsV2

Trans. Eq/q+1 Eq/q+1-EV

-/2- 0.38 0.96
-/0 -0.08 0.51
0/+ -0.43 0.15

bold: observable transitions

Config. ∆EEF =0
form ∆EEF =EV

form

BsV2−
2 1nn 0.54 1.70

BsV−
2 1nn 0.09 0.68

BsV0
2 1nn 0.13 0.13

BsV+
2 1nn 0.53 -0.05

Config. ∆EEF =0
form ∆EEF =EV

form

BsV2−
2 2nn 0.31 1.47

BsV−
2 2nn -0.08 0.51

BsV0
2 2nn 0.00 0.99

BsV+
2 2nn 0.43 -0.15

Config. ∆EEF =0
form ∆EEF =EV

form

BsV2−
2 5nn 0.35 1.51

BsV−
2 5nn 0.02 0.60

BsV0
2 5nn 0.20 0.20

BsV+
2 5nn 0.71 0.13

Adey et al. (2005)
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(a) Relative formation energy of each charge state of the boron-divacancy-complex BsV2 (based
on DFT-simulations by Adey et al. [245]).

−100

200

500

800
BsV2−

2 BsV−
2

-0.5 0 0.5−100

200

500

800

Fermi Energy [eV]

Te
m

pe
ra

tu
re

[◦ C
]

BsV0
2

-0.5 0 0.5
Fermi Energy [eV]

BsV+
2

10−4

10−3

10−2

10−1

100

R
elative

C
oncentration

cB
s V

q2 /cB
s V

2

(b) Relative concentration of each charge state of the boron-divacancy-complex BsV2.

Figure C.23.1: Distribution of charge states of the boron-divacancy-complex BsV2.
Calculations are based on DFT-simulations by Adey et al. [245].
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Figure C.23.2: Relative concentrations of each charge state of BsV2.
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C.24 BiBs-Complex

∆EEF =0
form ∆EEF =EV

form

BiB−
s 0.52 1.10

BiB0
s 0.00 0.00

BiB+
s 0.69 0.11

Lenosky, et al. (2000)

Trans. Eq/q+1 Eq/q+1-EV

-/0 0.52 1.10
0/+ < EV < 0

bold: observable transitions
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(a) Relative formation energy of each charge state of the BiBs-complex (based on DFT-simulations
by Lenosky et al. [248]).
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(b) Relative concentration of each charge state of the BiBs-complex.

Figure C.24.1: Distribution of charge states of the BiBs-complex. Calculations are based
on DFT-simulations by Lenosky et al. [248].
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Figure C.24.2: Relative concentrations of each charge state of the BiBs-complex.

PhD thesis by Martin Faccinelli, 2018 335



Diffusivity of the BiBs-Complex

EA [eV] D0 [cm2s−1]
BiB−

s 1.81 ∗ 1.0 × 10−3 ∗

BiB0
s 1.81 ∗ 1.0 × 10−3 ∗

BiB+
s 1.81 ∗ 1.0 × 10−3 ∗

Hwang (2002)
∗: no individual data for charge states
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(a) Diffusivity of each charge state of the boron-vacancy-complex BiBs (see reference 239).
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(b) 2D-map of the effective diffusivity of the boron-vacancy-complex BiBs.
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(c) Temperature dependence of the effective diffusivity of BiBs at selected doping concentrations.

Figure C.24.3: Effective diffusivity of the boron-vacancy-complex BiBs calculated from
Arrhenius parameters published in reference 239.
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C.25 Bs3-Complex

∆EEF =0
form ∆EEF =EV

form

B3−
s3 -0.40 1.35

B2−
s3 -0.65 0.52

B−
s3 -0.51 0.07

B0
s3 0.00 0.00

Lenosky, et al. (2000)

Trans. Eq/q+1 Eq/q+1-EV

3-/2- 0.25 0.83
2-/- -0.14 0.44
-/0 -0.51 0.07

bold: observable transitions
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(a) Relative formation energy of each charge state of the Bs3 -complex (based on DFT-simulations
by Lenosky et al. [248]).
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(b) Relative concentration of each charge state of the Bs3-complex.

Figure C.25.1: Distribution of charge states of the Bs3-complex. Calculations are based
on DFT-simulations by Lenosky et al. [248].
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Figure C.25.2: Relative concentrations of each charge state of Bs3 .
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C.26 Bi2Bs2-Complex

∆EEF =0
form ∆EEF =EV

form

Bi2B−
s2 0.07 0.65

Bi2B0
s2 0.00 0.00

Bi2B+
s2 0.60 0.02

Lenosky, et al. (2000)

Trans. Eq/q+1 Eq/q+1-EV

-/0 0.07 0.65
0/+ < EV < 0

bold: observable transitions
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(a) Relative formation energy of each charge state of the Bi2Bs2 -complex (based on DFT-simulations
by Lenosky et al. [248]).
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Figure C.26.1: Distribution of charge states of the Bi2Bs2-complex. Calculations are
based on DFT-simulations by Lenosky et al. [248].
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Figure C.26.2: Relative concentrations of each charge state of Bi2Bs2 .
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C.27 BiO-Complex

∆EEF =0
form ∆EEF =EV

form

BiO0 0.00 0.00
BiO+ -0.36 -0.95
BiO2+ 0.16 -1.01

Adey, et al. (2003)

Trans. Eq/q+1 Eq/q+1-EV

0/+ 0.36 0.95
+/2+ -0.52 0.06

bold: observable transitions
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(a) Relative formation energy of each charge state of the BiO-complex (based on DFT-simulations
by Adey et al. [261]).
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Figure C.27.1: Distribution of charge states of the BiO-complex. Calculations are based
on DFT-simulations by Adey et al. [261].
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Figure C.27.2: Relative concentrations of each charge state of BiO.
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C.28 BsO2-Complex

Trans. Eq/q+1 Eq/q+1-EV

-/+ -0.30 0.28

bold: observable transitions

Configuration ∆EEF =0
form ∆EEF =EV

form

BsO−
2 square 0.76 1.34

BsO0
2 square 0.39 0.39

BsO+
2 square 0.06 -0.53

Configuration ∆EEF =0
form ∆EEF =EV

form

BsO−
2 staggered -0.54 0.04

BsO0
2 staggered 0.00 0.00

BsO+
2 staggered 0.55 -0.03

Du et al. (2006)
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(a) Relative formation energy of each charge state of the BsO2-complex (based on DFT-simulations
by Du et al. [245]).
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Figure C.28.1: Distribution of charge states of the BsO2-complex. Calculations are
based on DFT-simulations by Du et al. [245].
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Figure C.28.2: Relative concentrations of each charge state of BsO2.
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C.29 BiCs-Complex

∆EEF =0
form ∆EEF =EV

form

BiC−
s 0.58 1.17

BiC0
s 0.00 0.00

BiC+
s 0.34 -0.24

Adey, et al. (2003)

Trans. Eq/q+1 Eq/q+1-EV

-/0 0.58 1.16
0/+ -0.34 0.24

bold: observable transitions
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(a) Relative formation energy of each charge state of the BiCs-complex (based on DFT-simulations
by Lenosky et al. [248]).
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(b) Relative concentration of each charge state of the BiCs-complex.

Figure C.29.1: Distribution of charge states of the BiCs-complex. Calculations are based
on DFT-simulations by Lenosky et al. [248].
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(b) Separate charge states.

Figure C.29.2: Relative concentrations of each charge state of the BiCs-complex.
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C.30 Substitutional Phosphorus Ps

∆EEF =0
form ∆EEF =EV

form

P0
s 0.00 0.00

P+
s -0.54 -1.12

Trans. Eq/q+1 Eq/q+1-EV

0/+ 0.54 1.12

bold: observable transitions
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(a) Relative formation energy of each charge state of substitutional phosphorus Ps (based on a
donor ionization energy of 0.45meV).
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(b) Relative concentration of each charge state of substitutional phosphorus Ps.

Figure C.30.1: Distribution of charge states of substitutional phosphorus Ps. Calculations
are based on a donor ionization energy of 0.45meV.
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Figure C.30.2: Relative concentrations of each charge state of substitutional phosphorus
Ps.
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C.31 Interstitial Phosphorus Pi

Trans. Eq/q+1 Eq/q+1-EV

2-/- 0.03 0.61
-/0 -0.19 0.39

bold: observable transitions

Site ∆EEF =0
form ∆EEF =EV

form

P−
i X-site -0.18 0.40

P0
i X-site 0.20 0.20

Site ∆EEF =0
form ∆EEF =EV

form

P2−
i X2-site -0.16 1.00

P−
i X2-site -0.18 0.40

Site ∆EEF =0
form ∆EEF =EV

form

P−
i H-site -0.42 1.00

P0
i H-site 0.00 0.00

P0
i S-site 0.10 0.10

Liu et al. (2002)
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(a) Relative formation energy of each charge state of interstitial phosphorus Pi (based on DFT-
simulations by Liu et al. [262]).
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(b) Relative concentration of each charge state of interstitial carbon Pi.

Figure C.31.1: Distribution of charge states of interstitial phosphorus Pi. Calculations
are based on DFT-simulations by Liu et al. [262].
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Figure C.31.2: Relative concentrations of each charge state of Pi.
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Diffusivity of the Phosphorus Interstitial Pi

EA [eV] D0 [cm2s−1]
P2−

i 1.4 ∗ 10−2 ∗

P−
i 1.4 a 10−2 ∗

P0
i 0.6 a 10−6 ∗

a: Liu (2003)
∗: approximated parameters
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(a) Diffusivity of each charge state of interstitial phosphorus Pi (see reference 274).
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(b) 2D-map of the effective diffusivity of interstitial phosphorus Pi.
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(c) Temperature dependence of the effective diffusivity of Pi at selected doping concentrations.

Figure C.31.3: Effective diffusivity of interstitial phosphorus Pi calculated from Arrhenius
parameters published in reference 274.
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C.32 Phosphorus-Vacancy-Pair VPs

∆EEF =0
form ∆EEF =EV

form

VP−
s 0.10 0.69

VP0
s 0.00 0.00

VP+
s 0.19 -0.39

Ferreira-Resende (2000)

Trans. Eq/q+1 Eq/q+1-EV

-/ 0.10 0.69
0/+ -0.19 0.39

bold: observable transitions
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(a) Relative formation energy of each charge state of VPs (based on DFT-simulations by Ferreira-
Resende [163]).
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(b) Relative concentration of each charge state of VPs.

Figure C.32.1: Distribution of charge states of VPs. Calculations are based on DFT-
simulations by Ferreira-Resende [163]

.
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Figure C.32.2: Relative concentrations of each charge state of VPs.
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Diffusivity of the Phosphorus Interstitial VPs

EA [eV] D0 [cm2s−1]
VP−

s 1.25 a 9.6 × 10−210−2 a

VP0
s 0.93 a 9.7 × 10−210−4 a

VP+
s 0.93 ∗ 9.7 × 10−210−4 ∗

a: Pichler (2004)
∗: approximated parameters
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(a) Diffusivity of each charge state of VPs (see reference 5).
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(b) 2D-map of the effective diffusivity of VPs.
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(c) Temperature dependence of the effective diffusivity of VPs at selected doping concentrations.

Figure C.32.3: Effective diffusivity of VPs calculated from Arrhenius parameters pub-
lished in reference 5.
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C.33 Interstitial Hydrogen H

∆EEF =0
form ∆EEF =EV

form

H− 0.12 0.70
H0 0.00 0.00
H+ -0.51 -1.09

Herring et al. (2001)

Trans. Eq/q+1 Eq/q+1-EV

-/ 0.12 0.70
0/+ 0.51 1.09
-/+ 0.31 0.90

bold: observable transitions
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(a) Relative formation energy of each charge state of hydrogen H (based on DFT-simulations by
Herring et al. [327]).
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(b) Relative concentration of each charge state of hydrogen H.

Figure C.33.1: Distribution of charge states of hydrogen H. Calculations are based on
DFT-simulations by Herring et al. [327]
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Figure C.33.2: Relative concentrations of each charge state of hydrogen H.
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Diffusivity of Hydrogen H

EA [eV] D0 [cm2s−1]
H− 0.69 a 1.2 × 10+0 a

H0 0.60 ∗ 4.5 × 10−2 ∗

H+ 0.49 b 1.2 × 10−3 b

a: Johnson et al. (1992)
b: Herring et al. (2001)
∗: approximated parameters
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(a) Diffusivity of each charge state of hydrogen H (see references 327 and 340).
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(b) 2D-map of the effective diffusivity of hydrogen H.

Doping EA [eV] D0 [cm2s−1]
intrinsic 0.49 1.2 × 10−3

Nd=1012 cm−3 0.49 1.2 × 10−3

−− Na=1012 cm−3 0.49 1.2 × 10−3

Nd=1014 cm−3 0.49 1.2 × 10−3

−− Na=1014 cm−3 0.49 1.2 × 10−3

Nd=1016 cm−3 0.53 4.4 × 10−3

−− Na=1016 cm−3 0.49 1.2 × 10−3

Nd=1018 cm−3 0.69 1.1 × 10+0

−− Na=1018 cm−3 0.49 1.2 × 10−3

1 1.5 2 2.5 3 3.5 4

10−13

10−11

10−09

10−07

10−05

1000
Temperature[

1000
K ]

Eff
ec
tiv

e
D
iff
us
iv
ity

D
eff H

[c
m

−
2 s

−
1 ]

(c) Temperature dependence of the effective diffusivity of hydrogen H at selected doping concen-
trations.

Figure C.33.3: Effective diffusivity of hydrogen H calculated from Arrhenius parameters
published in references 327 and 340.
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C.34 VH-Complex

∆EEF =0
form ∆EEF =EV

form

VH− 0.15 0.74
VH0 0.00 0.00
VH+ 0.18 -0.40

Ferreira-Resende (2000)

Trans. Eq/q+1 Eq/q+1-EV

-/ 0.15 0.73
0/+ -0.18 0.40

bold: observable transitions
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(a) Relative formation energy of each charge state of VH (based on DFT-simulations by Ferreira-
Resende [163]).
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(b) Relative concentration of each charge state of VH.

Figure C.34.1: Distribution of charge states of VH. Calculations are based on DFT-
simulations by Ferreira-Resende [163]

.
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Figure C.34.2: Relative concentrations of each charge state of VH.
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C.35 VH2-Complex

∆EEF =0
form ∆EEF =EV

form

VH−
2 0.05 0.64

VH0
2 0.00 0.00

VH+
2 0.58 0.00

Ferreira-Resende (2000)

Trans. Eq/q+1 Eq/q+1-EV

-/ 0.05 0.64
0/+ EV 0

bold: observable transitions
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(a) Relative formation energy of each charge state of VH2 (based on DFT-simulations by Ferreira-
Resende [163]).
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(b) Relative concentration of each charge state of VH2.

Figure C.35.1: Distribution of charge states of VH2. Calculations are based on DFT-
simulations by Ferreira-Resende [163]

.

360 Defect Complexes in Proton Implanted Silicon



VH−
2

VH0
2

VH+
2

10−4

10−2

100

Na = Nd

10−4

10−2

100

Nd = 1012 cm−3 Na = 1012 cm−3

10−4

10−2

100

R
el

at
iv

e
C

on
ce

nt
ra

tio
n

c V
H

q 2
/c

V
H

2

Nd = 1014 cm−3 Na = 1014 cm−3

10−4

10−2

100

Nd = 1016 cm−3 Na = 1016 cm−3

1 2 3 410−4

10−2

100

1000
Temperature [1000

K ]

Nd = 1018 cm−3

1 2 3 4
1000

Temperature [1000
K ]

Na = 1018 cm−3

(a) Separate doping concentrations.
n-type

−− p-type
intrinsic
1012 cm−3

1014 cm−3

1016 cm−3

1018 cm−3
10−4

10−2

100

VH−
2

1 2 3 410−4

10−2

100

1000
Temperature [1000

K ]

R
el

at
iv

e
C

on
ce

nt
ra

tio
n

c V
H

q 2
/c

V
H

2

VH0
2

1 2 3 4
1000

Temperature [1000
K ]

VH+
2

(b) Separate charge states.

Figure C.35.2: Relative concentrations of each charge state of VH2.
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C.36 VH3-Complex

∆EEF =0
form ∆EEF =EV

form

VH−
3 0.31 0.90

VH0
3 0.00 0.00

VH+
3 0.58 0.00

Ferreira-Resende (2000)

Trans. Eq/q+1 Eq/q+1-EV

-/ 0.31 0.90
0/+ EV 0

bold: observable transitions
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(a) Relative formation energy of each charge state of VH3 (based on DFT-simulations by Ferreira-
Resende [163]).
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(b) Relative concentration of each charge state of VH3.

Figure C.36.1: Distribution of charge states of VH3. Calculations are based on DFT-
simulations by Ferreira-Resende [163]
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Figure C.36.2: Relative concentrations of each charge state of VH3.
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C.37 VOH-Complex

∆EEF =0
form ∆EEF =EV

form

VOH− 0.29 0.88
VOH0 0.00 0.00

Ferreira-Resende (2000)

Trans. Eq/q+1 Eq/q+1-EV

-/0 0.29 0.88

bold: observable transitions
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(a) Relative formation energy of each charge state of the VOH-complex (based on DFT-simulations
by Ferreira-Resende [163]).
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(b) Relative concentration of each charge state of the VOH-complex.

Figure C.37.1: Distribution of charge states of the VOH-complex. Calculations are based
on DFT-simulations by Ferreira-Resende [163].
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Figure C.37.2: Relative concentrations of each charge state of the VOH-complex.
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C.38 BiBsH-Complex

∆EEF =0
form ∆EEF =EV

form

BiBsH− -0.02 0.56
BiBsH0 0.00 0.00
BiBsH+ 0.12 -0.46

Adey et al. (2003)

Trans. Eq/q+1 Eq/q+1-EV

-/0 -0.02 0.56
0/+ -0.12 0.46

bold: observable transitions
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(a) Relative formation energy of each charge state of the BiBsH-complex (based on DFT-simulations
by Adey et al. [253]).
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(b) Relative concentration of each charge state of the BiBsH-complex.

Figure C.38.1: Distribution of charge states of the BiBsH-complex. Calculations are
based on DFT-simulations by Adey et al. [253].
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Figure C.38.2: Relative concentrations of each charge state of the BiBsH-complex.
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C.39 CiCsH-Complex

∆EEF =0
form ∆EEF =EV

form

CiCsH− 0.28 0.87
CiCsH0 0.00 0.00
CiCsH+ 0.20 -0.38

Ferreira-Resende (2000)

Trans. Eq/q+1 Eq/q+1-EV

-/0 0.28 0.87
0/+ -0.20 0.38

bold: observable transitions
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(a) Relative formation energy of each charge state of the CiCsH-complex (based on DFT-simulations
by Ferreira-Resende [163]).
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(b) Relative concentration of each charge state of the CiCsH-complex.

Figure C.39.1: Distribution of charge states of the CiCsH-complex. Calculations are
based on DFT-simulations by Ferreira-Resende [163].
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Figure C.39.2: Relative concentrations of each charge state of the CiCsH-complex.
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D Catalog of the Temperature
Dependence of the Rate Constants of
Selected Reactions

This appendix is a catalog of the temperature dependence of the effective capture radii
and the effective rate constants of selected reactions of point defects and defect complexes
in proton implanted silicon. The information provided here should help to better estimate
which defects might be formed under certain conditions. All reactions treated here are
approximated as diffusion limited reactions of second order and the corresponding, effective
reaction rate constants keff

r are calculated as a function of the temperature and of the
position of the Fermi energy in the band gap. An introduction to the kinetics of such
reactions is found in section 2.2.7.

The dependence of keff
r on the Fermi energy and on the temperature originates from

several contributions: The diffusivities of the reacting educts are temperature dependent
(see equation 2.62). Most point defects and defect complexes can be present at different
charge states and each charge state is associated with a unique set of Arrhenius parameters.
As explained in section 2.2.4, the distribution of different charge states depends on the
temperature and on the position of the Fermi energy in the band gap (see equation 2.77).
Furthermore, if both reaction partners carry a charge, the effective capture radius of
the reaction, and hence, the reaction rate constant will change. This charge dependent
interaction is reflected in a change of the Coulomb interaction term fC ( see equation 2.96).
If both reactants are of the same charge, they will repel each other, causing a decrease of
the reaction rate constant. Reactants of opposite charge will attract each other, resulting
in an increase of the reaction rate constant.

For the calculation of the effective capture radius reff
c all combinations of the different

charge states q1 and q2 of the two educts XA and XB have to be taken into account. Each
combination is associated with the corresponding Coulomb interaction term f q1,q2

C . The
relative effective capture radius is calculated according to

reff
c

r0
c

(T ,EF ) =
∑

q1,q2

f q1,q2
C cXq1

A
(T ,EF ) cXq2

B
(T ,EF )

cXAcXB
, (D.1)

where cXqA
/cXA and cXqB

/cXB are the relative concentrations of the charge states of the two
defects and r0

c is the capture radius of two neutral defects, which is here approximated
to 2Å in all reactions. This value has been chosen, as it is used for the capture radii of
most reactions discussed by Zhao in reference [446].
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The effective reaction rate constant is calculated in a similar way

kABr (T ,EF ) =
∑

q1,q2

4πr0
c

(
DXq1

A
(T ) +DXq2

B
(T )

) f q1,q2
C cXq1

A
(T ,EF ) cXq2

B
(T ,EF )

cXAcXB
, (D.2)

and includes the diffusivities DXq1
A

and DXq2
B

of each charge state of the reacting defects
XA and XB. Often, the temperature dependence of the effective reaction rate constant
follows Arrhenius’ law:

kABr = kABr,0 exp
(
−E

AB
A

kBT

)
, (D.3)

with the pre-factor kABr,0 and the activation energy EAB
A .

Each reaction listed in this catalog includes figures (a-f) and a table. The figures a
and b show the formation energies of the charge states of the two reactants within the
band gap of silicon. While the transitions between the charge state of the one reactant
are indicated by dashed lines, those of the other reactant are illustrated by dotted lines.
Figure c shows a two-dimensional map of the relative, effective capture radius reff

c of the
reaction, calculated following equation D.1. The dashed lines in figure c indicate the
temperature dependence of the Fermi energy at different doping concentrations. Figure d
shows the relative, effective capture radius along these lines, and hence, the temperature
dependence of reff

c at different doping concentrations. Often reff
c differs for many orders of

magnitude between p-type and n-type material.
Following equation 4.15, and assuming a neutral capture radius r0

c of 2Å, the effective
rate constant of the reaction keff

r is calculated. In figure e a two-dimensional map of keff
r ,

is illustrated as a function of the position of the Fermi energy in the band gap and of the
temperature. Similar to figure c, the temperature dependence of the position of the Fermi
energy in the band gap at different doping concentrations is indicated by dashed lines. The
effective reaction rate constant along these lines, which represents keff

r at different doping
concentrations, is illustrated in figure f as a function of the inverse temperature. The
temperature correlation of keff

r can be fitted by an Arrhenius function (see equation D.3).
For doping concentrations of Na,Nd=1012 cm−3, the temperature correlation of keff

r was
fitted in an interval from 0.004K−1 to 0.003K−1. For the other doping concentrations a
fit interval from 0.0035K−1 to 0.002K−1 was used. The Arrhenius parameters extracted
from these fits are listed in the table.
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D.1 Kinetics of the Reaction V + V kVV
r−−−→ V2
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Figure D.1.1: Kinetics of the reaction of two vacancies forming a divacancy V2.
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D.2 Kinetics of the Reaction V2 + V kV2V
r−−−→ V3
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Figure D.2.1: Kinetics of the reaction of V2 and V forming V3.
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D.3 Kinetics of the Reaction V3 + V kV3V
r−−−→ V4
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Figure D.3.1: Kinetics of the reaction of V3 and V forming V4.

374 Defect Complexes in Proton Implanted Silicon



D.4 Kinetics of the Reaction V2 + V2
kV2V2

r−−−→ V4
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Figure D.4.1: Kinetics of the reaction of two divacancies forming V4.
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D.5 Kinetics of the Reaction I + I kII
r−−−→ I2
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Figure D.5.1: Kinetics of the reaction of two self-interstitials forming I2.
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D.6 Kinetics of the Reaction I2 + I kI2I
r−−−→ I3
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Figure D.6.1: Kinetics of the reaction of I2 and I forming I3.
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D.7 Kinetics of the Reaction I3 + I kI3I
r−−−→ I4
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Figure D.7.1: Kinetics of the reaction of I3 and I forming I4.
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D.8 Kinetics of the Reaction I2 + I2
kI2I2

r−−−→ I4
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Figure D.8.1: Kinetics of the reaction of two I2 forming I4.
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D.9 Kinetics of the Reaction I + V kIV
r−−−→ 0
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Figure D.9.1: Kinetics of the direct recombination of self-interstitials and vacancies.
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D.10 Kinetics of the Reaction V2 + I kV2I
r−−−→ V
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Figure D.10.1: Kinetics of the indirect recombination of self-interstitials at V2.

PhD thesis by Martin Faccinelli, 2018 381



D.11 Kinetics of the Reaction I2 + V kI2V
r−−−→ I
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Figure D.11.1: Kinetics of the indirect recombination of self-interstitials at V2.
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D.12 Kinetics of the Reaction I2 + V2
kI2V2
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Figure D.12.1: Kinetics of the direct recombination of I2 and V2.
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D.13 Kinetics of the Reaction Bs + I kBsI
r−−−→ Bi
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Figure D.13.1: Kinetics of the reaction of Bs and I forming Bi.
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D.14 Kinetics of the Reaction Bs + V kBsV
r−−−→ BsV
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Figure D.14.1: Kinetics of the reaction of Bs and V forming BsV.
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D.15 Kinetics of the Reaction BsV + I kBsVI
r−−−→ Bs
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Figure D.15.1: Kinetics of the reaction of BsV and I forming Bs.
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D.16 Kinetics of the Reaction Bi + V kBiV
r−−−→ Bs
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Figure D.16.1: Kinetics of the reaction of Bi and V forming Bs.
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D.17 Kinetics of the Reaction Ps + I kPsI
r−−−→ Pi
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Figure D.17.1: Kinetics of the reaction of Ps and I forming Pi.
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D.18 Kinetics of the Reaction Ps + V kPsV
r−−−→ VPs
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Figure D.18.1: Kinetics of the reaction of Ps and V forming VPs.
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D.19 Kinetics of the Reaction VPs + I kVPsI
r−−−→ Ps
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Figure D.19.1: Kinetics of the reaction of VPs and I forming Ps.
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D.20 Kinetics of the Reaction Pi + V kPiV
r−−−→ Ps
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Figure D.20.1: Kinetics of the reaction of Pi and V forming Ps.
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D.21 Kinetics of the Reaction O + V kVO
r−−−→ VO
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Figure D.21.1: Kinetics of the reaction of oxygen with a vacancy forming VO.
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D.22 Kinetics of the Reaction VO + V kVOV
r−−−→ V2O
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Figure D.22.1: Kinetics of the reaction of VO with another vacancy forming V2O.
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D.23 Kinetics of the Reaction V2O + V kV2OV
r−−−→ V3O
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Figure D.23.1: Kinetics of the reaction of V2O with another vacancy forming V3O.
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D.24 Kinetics of the Reaction VO + I kVOI
r−−−→ O
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Figure D.24.1: Kinetics of the recombination of self-interstitials at VO.
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D.25 Kinetics of the Reaction V2O + I kV2OI
r−−−→ VO
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Figure D.25.1: Kinetics of the recombination of self-interstitials at V2O.
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D.26 Kinetics of the Reaction V3O + I kV3OI
r−−−→ VO
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Figure D.26.1: Kinetics of the recombination of self-interstitials at V3O.
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D.27 Kinetics of the Reaction H + H kHH
r−−−→ H2
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Figure D.27.1: Kinetics of the reaction of a vacancy with hydrogen forming H2.
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D.28 Kinetics of the Reaction I + H kIH
r−−−→ IH

-1.0

-0.5

0.0

0.5

1.0

I2+ I+ I0 I−∆
E

fo
rm

[eV
] a

-1.0

-0.5

0.0

H−H+∆
E

fo
rm

[eV
] b

-0.50 -0.25 0.00 0.25 0.50−100

0

100

200

300

400

500

600

700

800

E
V

E
C

N
D

=
N

A

N
D = 10 12cm −3

NA
= 10

12 cm
−3

N
D = 10 14cm −3

NA
= 10

14 cm
−3

N
D =

10 16cm −3

N
A

=
10

16
cm

−3

N
D

=
10 18cm −3

N
A

=
10

18
cm

−3

Fermi Energy [a.u.]

Te
m

pe
ra

tu
re

[◦ C
]

c

10−08

10−06

10−04

10−02

100
R

elative
C

apture
R

adius
r effc

/r 0c

Doping EA [eV] kr,0 [cm3s−1]
intrinsic 0.23 2.1 × 10−15

Nd=1012 cm−3 < 0
−− Na=1012 cm−3 0.91 4.5 × 10−06

Nd=1014 cm−3 < 0
−− Na=1014 cm−3 0.98 1.4 × 10−07

Nd=1016 cm−3 0.12 3.0 × 10−15

−− Na=1016 cm−3 1.26 8.6 × 10−07

Nd=1018 cm−3 0.24 7.8 × 10−14

−− Na=1018 cm−3 1.16 4.3 × 10−11

a
b
c
d
e
f

1 1.5 2 2.5 3 3.5 410−3

10−2

10−1

100

1000
Temperature[

1000
K ]

R
elative

C
apture

R
adius

r effc
/r 0c

d

−0.5 −0.25 0 0.25 0.5−100

0

100

200

300

400

500

600

700

800

E
V

E
C

N
D

=
N

A

N
D = 10 12cm −3

NA
= 10

12 cm
−3

N
D = 10 14cm −3

NA
= 10

14 cm
−3

N
D =

10 16cm −3

N
A

=
10

16
cm

−3

N
D

=
10 18cm −3

N
A

=
10

18
cm

−3

Fermi Energy [a.u.]

Te
m

pe
ra

tu
re

[◦ C
]

e

10−24

10−22

10−20

10−18

10−16

10−14

10−12

R
eaction

R
ate

C
onstant

[cm
3s −

1]

1 1.5 2 2.5 3 3.5 410−20

10−18

10−16

10−14

1000
Temperature[

1000
K ]

R
eaction

R
ate

C
onstant

[cm
3s −

1]

f

Figure D.28.1: Kinetics of the reaction of a self-interstitials with hydrogen forming IH.
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D.29 Kinetics of the Reaction V + H kVH
r−−−→ VH
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Figure D.29.1: Kinetics of the reaction of a vacancy with hydrogen forming VH.
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D.30 Kinetics of the Reaction VH + H kVHH
r−−−→ VH2
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Figure D.30.1: Kinetics of the reaction of VH with hydrogen forming VH2.
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D.31 Kinetics of the Reaction VH2 + H kVH2H
r−−−→ VH3
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Figure D.31.1: Kinetics of the reaction of VH2 with hydrogen forming VH3.
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D.32 Kinetics of the Reaction O + H kOH
r−−−→ OH
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Figure D.32.1: Kinetics of the reaction of oxygen with hydrogen forming OH.
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D.33 Kinetics of the Reaction VO + H kVOH
r−−−→ VOH
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Figure D.33.1: Kinetics of the reaction of VO with hydrogen forming VOH.
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D.34 Kinetics of the Reaction VOH + H kVOHH
r−−−→ VOH2
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Figure D.34.1: Kinetics of the reaction of VOH with hydrogen forming VO2.

PhD thesis by Martin Faccinelli, 2018 405



D.35 Kinetics of the Reaction Bs + H kBsH
r−−−→ BsH
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Figure D.35.1: Kinetics of the reaction of Bs with hydrogen forming BsH.

406 Defect Complexes in Proton Implanted Silicon



D.36 Kinetics of the Reaction Bi + H kBiH
r−−−→ BiH
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Figure D.36.1: Kinetics of the reaction of Bi with hydrogen forming BiH.

PhD thesis by Martin Faccinelli, 2018 407



D.37 Kinetics of the Reaction Ps + H kPsH
r−−−→ PsH
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Figure D.37.1: Kinetics of the reaction of Ps with hydrogen forming PsH.
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D.38 Kinetics of the Reaction Pi + H kPiH
r−−−→ PiH
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Figure D.38.1: Kinetics of the reaction of Pi with hydrogen forming PiH.
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D.39 Kinetics of the Reaction Cs + I kCsI
r−−−→ Ci
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Figure D.39.1: Kinetics of the reaction of Cs with self-interstitials forming Ci.
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D.40 Kinetics of the Reaction Ci + H kCiH
r−−−→ CiH
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Figure D.40.1: Kinetics of the reaction of Ci with hydrogen forming CiH.
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D.41 Kinetics of the Reaction Ci + O kCiO
r−−−→ CiO
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Figure D.41.1: Kinetics of the reaction of Ci with oxygen forming CiO.
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D.42 Kinetics of the Reaction Ci + OH kOHCi
r−−−→ CiOH
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Figure D.42.1: Kinetics of the reaction of Ci with OH forming CiOH.
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D.43 Kinetics of the Reaction CiO + H kHCiO
r−−−→ CiOH
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Figure D.43.1: Kinetics of the reaction of CiO with hydrogen forming CiOH.
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D.44 Kinetics of the Reaction CiH + O kCiHO
r−−−→ CiOH
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Figure D.44.1: Kinetics of the reaction of CiH with oxygen forming CiOH.
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D.45 Kinetics of the Reaction CiOH + H kCiOHH
r−−−−→ CiOH2
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Figure D.45.1: Kinetics of the reaction of CiOH with hydrogen forming CiOH2.
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D.46 Kinetics of the Reaction CiH + OH kCiHOH
r−−−−→ CiOH2
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Figure D.46.1: Kinetics of the reaction of CiH with OH forming CiOH2.
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D.47 Kinetics of the Reaction V2 + H kV2H
r−−−→ V2H
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Figure D.47.1: Kinetics of the reaction of CiH with OH forming V2H.

418 Defect Complexes in Proton Implanted Silicon



D.48 Kinetics of the Reaction CiOI + H kCiOIH
r−−−→ CiOIH
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Figure D.48.1: Kinetics of the reaction of CiH with OH forming CiOIH.
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