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 Exposé

 The architectural design process traditionally starts with sketches 

and models to figure out the basics of a design and to show ideas to have a 

discussion about it. But most of these methods are abstract and often and 

are often difficult to communicate by the creator. It can be difficult to get a 

clear understanding of the project because of complicated geometries or a 

big scale. Especially for people who are outside of the architectural mindset 

it is hard to understand plans and spatial perception.

 To develop a deeper understanding of architectural projects, it is 

necessary to go to the location of the building, but great architecture is all 

over the globe. The idea to explore and learn from exceptional architecture 

by experiencing the entirety of a building in the comfort of your home or of-

fice is fascinating. What is virtual reality and to explore this new possibility 

of communicating architecture and to show the potential it has to offer for 

design, workflow and education in architecture is the goal of this thesis.

 The chosen way to test this is in the form of a virtual reality visu-

alization project of the Farnsworth House by Ludwig Mies van der Rohe to 

show how usable and accessible it is today.



8



9

 Thanking words

 My parents were the biggest and best support for the entirety of my 

education. Thanks mom and dad for the extraordinary positive encourage-

ment through my years of studying. Next to them are my grandmother and 

my aunt, who always supported my choices. 

 Thanks to my brother for motivating me in showing interest and giv-

ing feedback. Thanks to my girlfriend Astrid and to the best friends to life 

and study with Fabian, David, Laura, Joseph, Johannes, Stefan. 

 Thanks to all the inspiring and exceptional teachers of the TU Graz, 

especially Univ.-Prof. Dipl.-Arch. Dr.sc.ETH Urs Hirschberg, who stood behind 

my idea for this master thesis and guided my project in a meaningful way.



10



11

  Table of contents

  Title

  Affidavit

  Exposé

  Thanking words

  

  Chapter 1 – Virtual Reality  

 

  1  Introduction     19

  2  Definition     21

  3  History      23

  3.1  Morton Heilig     23

  3.2 Ivan Sutherland    23

  4  Current virtual reality headsets  25-31

  4.1  HTC Vive and Oculus Rift   25

  4.2  Playstation VR    27

  4.3  Daydream, Gear VR    27

  4.4  Windows mixed reality headsets  29

  4.5  Latest headsets    31

  



12



13

  

  5  Setup      33-39

  5.1  Connection     33-35

  5.2  Movement area    35

  5.3  Headset adjustments    37

  5.4  Camera     37

  5.5  PC specifications    39

  6  VR applications showcase   41-43

  Chapter 2 – Virtual reality in architecture

  1  Architectural representations  47-51

  1.1  2D representation    47

  1.2  3D models     49

  1.3  Virtual reality environment   51

  2  Architectural applications of virtual reality 53-61

  2.1  Design reviews    53

  2.2  Design practice    55-57

  2.3  Marketing     57

  2.4  Visualizing city operations   59-61



14



15

  Chapter 3 – Farnsworth House VR project

  1  Farnsworth House introduction  65

  2  Documentation    67-71

  3  Rhinoceros modeling    73

  4  Engine consideration    75

  5  Farnsworth House VR project introduction 77

  6  Project development in UE 4   79-93

  6.1  Basics      79

  6.2  Assets      79

  6.3  Materials     81

  6.4  Nature environment    83

  6.5  Movement     85

  6.6  Interactivity     87

  6.7  Lighting     89

  6.8  Post-processing    91

  6.9  Graphic settings and 

   performance optimization   93

  Chapter 4 - Summary

  1  Results     97

  2  Conclusion     99

  3  Outlook     101

  4  Bibliography     103-115



16



17

Chapter 1

 Virtual Reality



18 Chapter 1 - Virtual Reality

Fig. 1 HTC Vive Headset



19

 Chapter 1 - Virtual Reality

 1 Introduction

 My first personal contact with virtual reality was with the release of 

the Oculus Rift development kit 1 in March 2013. A friend of mine was an 

early kickstarter backer and this was the first time I tried virtual reality. After 

the success of Oculus and their release of the Oculus Rift, the company set 

the foundation for the development of modern virtual reality headsets. The 

quality, setup and use of these development kits were not really exception-

al at the time but it was a great first experience and eye-opener. Since then 

I followed almost every step of the development of this technology and 

after I tried the oculus development kit 2 in early 2016, I knew it was just a 

matter of time and money until I needed to get one to satisfy my interest. 

 The improvements of virtual reality headsets in recent years is due 

to the interest of the gaming industry in this new form of entertainment. 

Virtual reality has become immensely popular in the gaming and technology 

community and it has started to attract the attention of  the general public. 

Today, many people have tried virtual reality at exhibitions or other events 

because of the interesting appearance and the ‘I want to try this’ -effect of 

virtual reality headsets. Entertainment is a big part of the progression, but 

it will become important in education, communication, research and many 

other fields as well. 

 Architectural visualizations of projects in form of stylized or photo-

realistic renderings are the absolute standard today.  Less common are pre- 

or real-time-rendered animated walkthroughs that make it possible to expe-

rience the project from a first person perspective. These 3D geometries are 

presented on 2D surfaces like a monitor or on paper whereas virtual reality 

is a completely new medium to present and communicate architecture.

1 Introduction
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 2 Definition 

 ´virtual reality´

  noun

 The computer-generated simulation of a three-dimensional image 

or environment that can be interacted with in a seemingly real or physical 

way by a person using special electronic equipment, such as a helmet with a 

screen inside or gloves fitted with sensors. 

 

 -Oxford dictionary

 A computer system that creates an environment that looks real on 

the screen and in which the person operating the computer can take part.

 

 -Cambridge dictionary

2 Definition
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Fig. 2 Telesphere Mask - 1960

Fig. 3 The Sword of Damocles - 1968

Chapter 1 - Virtual Reality
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 3 History

 The origin of modern virtual headsets is controversial because of 

the general definition of the concept and the amount of technical progress 

over the years. Around the year 1950 the demand for new technological en-

tertainment innovations like stereoscopic 3D for movies like ´It Came from 

Outer Space - 1953´ presumably led to the invention of the first virtual re-

ality concepts. Two often mentioned inventors namely, Morton Heilig and 

Ivan Sutherland, are considered the fathers of virtual reality.

 3.1 Morton Heilig

 As a philosopher, inventor and filmmaker, he saw great potential in 

3D technologies at the time. Heilig invented a 3D camera and projector in 

addition to his viewing machine and produced five films to demonstrate the 

Sensorama’s capabilities. The Sensorama Machine was invented in 1957 

and patented in 1962. Morton’s first patent, the Telesphere Mask (Fig. 2) 

was patented in 1960. It was in every way a 3D video headset we are used 

to, except that Heilig used miniaturized TV tubes.1

 3.2 Ivan Sutherland

 In 1963 Ivan Sutherland, computer scientist and Harvard associate 

professor, demonstrated the Sketchpad, a system to allow interactive, com-

puter generated visual imagery displayed on a cathode ray tube. In 1965, he 

described a vision for an immersive, computer based, synthetic world display 

system. His paper ´The Ultimate display´ included his vision of the presen-

tation of visual, aural, and haptic feedback in response to the actions of the 

user. By 1968, Sutherland and his student Bob Sproull had realized a system 

called ´The Sword of Damocles´ (Fig. 3) that accomplished the visual com-

ponent of his vision. Sutherlands system included a head mounted display, 

mechanical head tracking and a computer program that rendered a cyclo 

hexane molecule in three dimensions.2

1 Vgl. Brockwell 2016, 1-2.
2 Vgl. Graig 2009, 4-5.

3 History - 3.1 Morton Heilig, 3.2 Ivan Sutherland
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Fig. 5 HTC Vive

Fig. 4 Oculus Rift
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 4 Current virtual reality headsets

 To fully understand virtual reality, it is necessary to understand the 

different modern devices of this technology as well as its restrictions.

 4.1 HTC Vive and Oculus Rift

 Today there are two leading manufacturers of commercial head 

mounted displays for virtual reality. On the one side there is the Oculus Rift 

(Fig. 4), developed and manufactured by Oculus VR, a division of Facebook 

Inc, on the other side there is the HTC Vive (Fig. 5), developed by HTC and 

Valve Corporation. The main difference between these two headsets, be-

sides the visual presentation of headset and controller, is the tracking sys-

tem. Oculus usage is to sit or stand in front of your desk with a smaller area 

to move in.3 The concept of the HTC Vive always had a full roomscale track-

ing system in mind and this is why this master thesis focuses on the Vive. 

 To give the user a compelling experience the controllers are a big 

part to achieve intuitive interaction with the environment. The controllers 

of the Oculus and the Vive are both near 1 to 1 representation in the virtual 

space and have a lot of benefits. Without the interaction with objects or 

only to point at something with your hands it feels limiting in options what 

you can do with virtual reality. The design of the Oculus Rift controllers fol-

lows a traditional button and joystick arrangement which is comparable to 

the split classic game controller. While these controllers are very good they 

are generally more intuitive for people who play games with normal control-

lers. The HTC Vive controllers are a new controller design especially for vir-

tual reality. Build quality and battery time are arguments for this controller, 

while size and weight could be better. The minimalist yet useful amount of 

buttons, triggers and touch pads are not overwhelming at the beginning but 

make a lot of sense when getting used to them. 

 

3 Vgl. Nite 2014, 2.

4 Current virtual reality headsets - 4.1 HTC Vive and Oculus Rift
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Fig. 6 Playstation VR

Fig. 7 Google Daydream

Fig. 8 Samsung Gear VR
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 For the sake of completeness the following sections provide a brief 

overview of further virtual reality headsets and their characteristics. The 

previous head mounted displays were tested to an extent to compare them 

to each other. The following headsets are important to mention for current 

advancements of this technology but were not tested for this thesis.

 4.2 Playstation VR

 The most comparable headset is the PS VR (Fig. 6) from Sony. With a 

high resolution display and a good visual tracking system it is similar to the 

Oculus and Vive. Because of the limited processing power of the Playsta-

tion 4 Pro and development restrictions, the PS VR headset is unsuitable for 

private and non commercial development. To achieve the necessary frame-

rate Sony uses a frame interpolation system called ‘reprojection’. A connect 

box between the Playstation and the headset increases the low frame-rate 

of 60fps to 120fps, but not without a visual decrease of quality and latency 

which shows the importance of a powerful computer.4 

 4.3 Daydream, Gear VR

 An easy approach to get into virtual reality is a head mounted device 

for smartphones. Examples of this concept are Google Daydream (Fig. 7) and 

Samsung Gear VR (Fig. 8). The fact that those devices do not require ca-

bles, are light as well as portable are the main benefits of this virtual reality 

design. It is necessary to have a very powerful smartphone to achieve an 

acceptable frame-rate which can be as expensive as the Oculus or Vive. But 

the main shortfall is that these headsets provide rotational tracking only 

and are therefore unsuitable for applications that require tracking the users 

position in the room.5

4 Vgl. Nite 2014, 6.
5 Vgl. Nite 2014, 6-8.

4 Current virtual reality headsets - 4.2 Playstation VR VR, 4.3 Daydream, Gear VR
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Fig. 9 Windows mixed reality lineup

Fig. 10 Windows mixed reality motion controller

Fig. 11 Acer OJO 500
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 4.4 Windows mixed reality headsets

 In 2016 Microsoft announced the development of different virtual 

reality headsets in cooperation with technology companys like Samsung, 

Asus, HP, Acer, Lenovo and Dell. Since then a competitive lineup of headsets 

has been released for consumers and professionals.

 The general idea is to offer a sitting or standing virtual reality experi-

ence without external sensors or components with a visual tracking system 

similar to the Microsoft Hololens. The cameras of the headsets are neces-

sary to track the motion controllers, that means using the controllers is only 

possible by looking at them. The plug and play aspect of these headsets 

is a big feature, because all of the drivers and software are included and 

maintained with Windows 10 updates. The easy to setup and use nature of 

these headsets and the lower cost compared to the Oculus Rift or HTC Vive 

makes them a good alternative for starting with virtual reality. 

 The Acer OJO 500 is the latest mixed reality headset which will be 

released in November 2018 and will include a more modular design with 

detachable parts. It is designed for businesses like museums or tourist at-

tractions that might have customers using the headset multiple times per 

day.

4 Current virtual reality headsets - 4.4 Windows mixed reality headsets
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Fig. 13 HTC Vive Pro

Fig. 12 Oculus Go
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 4.5 Latest headsets

 In recent years the development of virtual reality headsets could be 

categorized in tethered headsets that are connected with a computer and 

mobile ones. The Oculus Go (Fig. 12) which was released in May 2018 is the 

latest all in one headset without the need of a smartphone. The main flaw 

of this headset is the lack of positional tracking. While visual quality of the 

screen is not that different to other mobile headsets, the lenses are higher 

in quality and comparable to the ones the Oculus Rift uses.6

 The HTC Vive Pro (Fig. 13) was released in April 2018 and can be 

seen as an incremental update of the HTC Vive. The main improvement is 

the higher display resolution than the standard Vive which is a crucial hard-

ware aspect of today’s virtual headsets. The addition of dual front facing 

cameras, integrated headphones and the doubling of the movement area to 

10x10m makes the Vive Pro the most powerful headset to date.7

 

 

6 Vgl. Robertson 1.
7 Vgl. Pino 1.

4 Current virtual reality headsets - 4.5 Latest headsets
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Fig. 14 Linkbox

Fig. 16 Base station connection

Fig. 15 Base station mount
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 5 Setup

 The HTC Vive provides the most features and best quality today, 

but there are other aspects for a good virtual reality experience besides the 

headset itself. Virtual reality users tend to focus on represented informa-

tion and the task to evaluate the project and tend to become aware of the 

technology only when it does not function in the expected way. A profes-

sional setup of your digital and physical space for a architectural use case 

is essential for a comfortable and useful experience. In using the HTC Vive 

a lot of important setup details can be found to be improved and are ex-

plained in the following pages. 

 5.1 Connection

 To connect the computer and the headset it is necessary to have an 

HDMI 1.4 outlet on the graphics card and a USB 2.0 port on the motherboard. 

These two cables are plugged into the link box (Fig. 14), which also needs 

power. The cables, HDMI and USB of the headmount display are plugged 

into the connect box. To extend the distance between the computer and 

the headset, longer cables between the connect box and the computer are 

needed. Audio is sent through the HDMI cable and a headphone port is sit-

uated on the headset. It is also possible to acquire the ‘Vive Deluxe Audio 

Strap’ which has integrated headphones on the head strap.

 The ‘Lighthouse’ sensors should be mounted as high as possible in 

opposite corners and  face in the direction of the bottom center point of the 

playing area (Fig. 15). If there is no place for a wall or ceiling mount, it is pos-

sible to use two tripods, but every vibration or touch of the sensors results 

in a motion sickness inducing movement in the virtual space. Reflective sur-

faces can also negatively affect the tracking of the Vive. A direct connec-

tion with the computer is not necessary because the sensors are passive, 

but each sensor needs a power outlet (Fig. 16).

5 Setup - 5.1 Connection
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Fig. 18 room-scale play area

Fig. 17 play area planning
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 Spectators can watch on the monitor of the computer, but using a 

Steam Link to transmit the monitor output to a separate television can fur-

ther improve the experience. The Steam Link is a small box which is plugged 

into a television and is connected to the computer through an ethernet ca-

ble or Wifi. The sound can be played simultaneously in the headphones of 

the headset and the TV.

 5.2 Movement area

 An important aspect of a safe and useful setup is to plan out the 

room and connection from and to your dedicated VR area and computer. 

The sensors of the Vive are able to track an area of 5,0 x 5,0m, which is not 

always possible in every building with furniture and other obstacles in the 

way (Fig. 17). In my experience 2,5 x 2,5m is the minimum requirement for a 

useful roomscale setup. 

 Two essential aspects are to make sure not to run into things and 

not to step on the cable. This can be achieved by laying down a thick carpet 

to hapticly sense the playing area. It is also possible to set the boundary to 

visible in the Vive software, but in most cases this is not visible enough to 

ensure the safety of the user. The best way to solve the cable problem is to 

mount a hook or a snap link to the wall at head height from where the cable 

is able to hang freely (Fig. 18). In my opinion these two additions to the set-

up improve the experience substantially. 

 The right room temperature is also an easily forgotten aspect when 

trying to provide a good VR experience. Because of the high brightness and 

refresh rate of the display inside the headset, a cool room temperature is 

necessary to avoid face sweat.

5 Setup - 5.1 Connection, 5.2 Movement area
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Fig. 19 pupillary distance

Fig. 20 adjustment wheel for glasses

Fig. 21 front facing camera
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 5.3 Headset adjustments

 For the least eyestrain possible and the optimal viewing experience 

it is necessary to adjust the Vive’s lenses to match your pupillary distance 

(Fig. 19) which is measured in millimeters. An easy way to find this distance 

is to use a mirrored ruler in front of a mirror.

 Wearing glasses is generally not a problem but it is favorable to have 

narrow side glasses. If the glasses are too close to the lenses of the head-

set, it is possible to increase this distance by pulling out the side adjustment 

wheels and turning them to increase the distance (Fig. 20). This results in a 

small decrease of the field of view and should be readjusted afterwards.

 5.4 Camera

 A special feature of the HTC is the camera on the front of the head-

set (Fig. 21). This camera can be used to view the real surrounding environ-

ment by double tapping the home button on the controller or on the left 

side of the headset. This can be used to orientate yourself or to pick up 

things without taking the headset off. Another usage of the camera is the 

chaperon overlay, which shows the outlines of the environment when the 

player gets too close to the edge of the movement area. This is a good way 

to avoid colliding with objects in the real world.

5 Setup - 5.3 Headset adjustments, 5.4 Camera
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Fig. 22 Computer specifications
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 5.5 PC specifications

 To drive a virtual reality headset a high performance computer is 

essential to achieve optimal results. The most common causes of motion 

sickness in virtual reality are low frame-rate, under 90 frames per second, 

skipped frames, freezing of the screen for short time and latency over 20 

milliseconds and those should always be avoided. 

 Recommended computer specifications

Graphics:  NVIDIA GeForce GTX 1060 or AMD Radeon RX 480,  

   or better

Processor:  Intel Core i5-4590 or AMD FX 8350, equivalent 

   or better

Memory:  4 GB RAM or more

Video out:  HDMI 1.4, DisplayPort 1.2 or newer

USB ports:  1x USB 2.0 or better port

Operating system: Windows 7 SP1, Windows 8.1 or later, Windows 108

 Personal test computer specifications

Graphics:  Nvidia Geforce 980TI OC

Processor:   Intel i5 6600k OC at 4,4GHz

Memory:   32GB RAM

Video out:  HDMI 1.4 and DisplayPort 1.2

USB ports:   USB 3.0

Operating system:  Windows 10

8 o.A.: SPECS & DETAILS 2018, 1.

5 Setup - 5.5 PC specifications
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Fig. 23 Mission ISS

Fig. 24 Everest VR

Fig. 25 Rec Room

Fig. 26 The Lab
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 6 VR applications showcase

 This chapter compiles a list of VR applications which were influential 

in the way I understand and appreciate virtual reality. With a huge library of 

applications to choose from these games are a great way to explore and 

understand the tremendous possibilities of virtual reality. There are 3 main 

platforms to find software on: Steam Store, Vive Viveport and Oculus Store.

 Mission ISS: This highly detailed model of the international space 

station shows the station in its entirety. This application contains informa-

tion from astronauts in every module and it is possible to dock a space cap-

sule and go on a spacewalk. Learning how to move in zero gravity, as well as 

how nauseating and motion sickness inducing it can be to have no point of 

reference is an informative and educational experience. (Fig. 23)

 Everest VR: This application shows the achievable sense of scale 

with virtual reality. The visuals are very close to reality because of the pre-

cise geographical and photographic data of Mount Everest. It makes it pos-

sible to look at the route climbers take to reach the top of the largest moun-

tain of the earth in an educative way. (Fig. 24)

 Rec Room: Games like dodgeball, paintball and discgolf are designed 

to be played with other people. These games shows the concept of a virtual 

space where it is possible to talk and interact with other people. (Fig. 25)

 The Lab: From trying to shoot with bow and arrow to being inside 

of an arcade game to realistic environments to looking at an anatomical 3D 

visualization of the human body, this application shows the amount of pos-

sibilities of virtual reality. (Fig. 26)

 

6 VR applications showcase
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Fig. 28 Google Earth VR

Fig. 27 Google Tilt Brush

Chapter 1 - Virtual Reality
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 Google Tilt Brush: Painting in 3D on a computer is not possible be-

cause of the 2D input as well as the 2D representation on the computer 

screen. With virtual reality it is possible to track the controller in 3D space as 

well as the visual representation of lines and surfaces in space. Google tilt 

brush is an example that shows this aspect of virtual reality. Drawing a cube 

in VR demonstrates this in a simple but meaningful way. (Fig. 27)

 Google Earth VR: Google Earth and Google Maps have been pow-

erful tools for architecture for a long time and enable the user to look at the 

whole globe from any distance. The concept started by photographing the 

world with satellites and creating extremely accurate maps of geography, 

street plans and buildings. In recent years the resolution of this scanning 

and photographing the earth has gotten a lot better with methods like plane 

photography and with triangulation algorithms to create a nearly perfect 

3D representation of the world. To use this tremendous data set in VR with 

stereoscopic 3D and the sense of scale provides big value for architecture. 

(Fig. 28)

6 VR applications showcase
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Chapter 2

 Virtual reality in architecture
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--- Integration in the architectural workflow

- Design

- 3d sketches

- Model building

- City planning

- 1 to 1 scale

- Developed projects with virtual reality

- what pros and cons

Fig. 30 original interior perspective, Farnsworth House, Plano,1945-1951

Fig. 29 original floor plan, Farnsworth House, 1949
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 Chapter 2 - Virtual reality in architecture

 VR introduces new visualization approaches into practices that are 

already digital and how to obtain real value for architecture with this fast 

evolving technology is an important question to answer. 

 1 Architectural representations

 The first part of this chapter shows the differences between 2D and 

3D representations and what new aspects virtual reality has to offer for 

architecture.

 1.1 2D representation

 Two-dimensional representations, such as maps and blueprints, are 

often used to simplify three-dimensional structures. Translating these ge-

ometries into two dimensions allows us to represent environments that are 

too large and complex to be viewed directly. 2D representations can pres-

ent entire environments from a single vantage point. The ability to look at 

the world at different scales allows the structures that are most prominent 

at these scales to be prioritized, and movement between these scales can 

help shift our attention to specific aspects of the built environment. 

 Such representations are symbolic in nature, and can be used as a 

relatively easy way of communicating knowledge about the layout of an 

environment. A 2D representation provides an interpretation or description 

rather than direct access to it. Maps and blueprints provide a means to rapid-

ly assimilate knowledge about the relationships between different building 

areas, however they provide less explicit information about directions and 

route distances.

Fig. 30 original interior perspective, Farnsworth House, Plano,1945-1951

Fig. 29 original floor plan, Farnsworth House, 1949
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Fig. 32 Isometric view of 3D model

Fig. 31 3D model of Farnsworth House with Mies Van Der Rohe

Chapter 2 - Virtual reality in architecture
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 1.2 3D models

 Three-dimensional representations, or models, allow design and con-

struction professionals and non-professionals to more easily understand 

spatial aspects of existing and proposed built environment projects. Build-

ing models has often been seen as a necessary accompaniment to archi-

tectural drawings. The desire to increase public participation in the design 

process has also prompted the use of 3D models to support collaborative 

design projects, rather than simply presenting final designs for review.

 Models can be physical scale models or digital. The use of digital 

models in designing built environment projects is becoming a standard in-

dustry practice. In contrast to longstanding design processes, when using 

3D models and other project information are typically created first, and 2D 

drawings are generated from these models. However, due to the character-

istics of screen technologies, digital models viewed on 2D screen systems 

are seen as perspective, axonometric or isometric representations on single 

or multiple 2D viewing planes. Although these models are created in 3D en-

vironments users typically interact with and view them on 2D screens.

 Representations such as the 2D drawings and 3D models are refor-

mulated within the brain as mental representations. In contrast, a interac-

tive, spatial and social VR environment has some distinguishing characteris-

tics against 2D and 3D representations.

1  Architectural representations, 1.2 3D models
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Fig. 33 Farnsworth House rendered in Unreal Engine for VR

Fig. 34 free explorable environment in virtual reality

Chapter 2 - Virtual reality in architecture



51

 1.3 Virtual reality environment

 In VR, users are not constrained to predetermined viewpoints and 

can choose how to navigate and what to see within an environment. Fur-

thermore, in a VR environment, users not only typically have navigation ca-

pabilities, but they may also have the ability to use devices or gestures to 

change the environment or change objects within it.

 As with the actual world, people tend to be able to intuitively inter-

act with virtual environments, and often understand the effects of their 

actions. However, interaction with a virtual environment is usually not the 

same as interaction with a physical environment. For example, our percep-

tions of time and distance in a VR model often differ from our real-world 

experiences, as navigating a virtual environment is not typically bound to  

transportation modes we experience moving through the real world. A real-

istic walking speed may seem slow in VR, and unlike in the real world, users 

may be able to fly, teleport and speed through the environment. Moving 

between two points in a virtual model is often much faster than would be 

possible in the real world.

 Unconstrained movement through a VR environment, depth per-

ception and peripheral vision also support a VR experience. VR experiences 

generally attempt to follow the logic of the physical world and users can 

typically navigate freely through virtual environments and decide what to 

interact with and observe. Stereoscopic views and a greater field of vision 

within the environment are among a range of techniques that VR designers 

use to provide the illusion of an unmediated spatial experience. Rather than 

manipulating a 3D representation or virtual model, in an immersive experi-

ence, a user should feel as if they were within the reality that is represented. 

The success of any given VR model depends on the given task, the model 

itself, its users and the context in which it is experienced.

1  Architectural representations, 1.3 Virtual reality environment
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Fig. 35 reviewing the design of different models

Fig. 36 interaction with models

Fig. 37 1 to1 scale of project

Chapter 2 - Virtual reality in architecture
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 2 Architectural applications of virtual reality

 To digitally model and simulate a physical structure VR systems 

provide professionals with additional digital information about this environ-

ment. The fast development of new hardware and software will open a lot 

of new possible uses for virtual reality in architecture. Today VR is often 

used for design reviews, design practice, marketing and city visualizing op-

erations and this chapter shows these applications.

 2.1 Design reviews

 Participatory design and virtual reality applications have shaped the 

dialogue around virtual design representations. Virtual or full-scale digital 

representations that are similar to physical objects demonstrate the po-

tential of virtual reality approaches. These approaches might help project 

teams visualize information more easily, thus better understanding the de-

sign and engaging in fruitful dialogues. Comparing how immersive virtual 

reality displays, Vive and Oculus, and non immersive displays, such as moni-

tors or paper, support various phases in the architectural process and enable 

more intuitive design reviews in terms of how users perceive and under-

stand space. The quality of team engagement in collaborative design re-

view processes seems to be affected not only by model content, but also by 

the medium used to convey information and the extent to which it enables 

users to interactively explore designs. The ability to annotate the design 

during the review can contribute to its effectiveness. It is important to ask 

project occupants at any given stage about how a design meets their needs, 

as users tend to evaluate the built environment differently from designers. 

Involving clients, practitioners from other project disciplines and end-users 

with diverse knowledge backgrounds in the design review process relies on 

their ability to accurately visualize and understand information and provide 

meaningful feedback.9

9 Vgl. Whyte, Nikolic 2018, 81-85.

2 Architectural applications of virtual reality - 2.1 Design reviews
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Fig. 39 creating geometry in Unreal Engine 4 VR editor

Fig. 38 3D sketching with Google Tilt Brush
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 2.2 Design practice

 Recently, there have been significant developments in the comput-

ing and gaming industry that opened immense possibilities to more easi-

ly design rich interactive environments using VR. Realtime engines can be 

found as a common platform for developing virtual reality applications on 

devices ranging from mobile phones to high-end immersive VR systems. This 

integration increasingly allows the use of VR systems for realtime render-

ing of aesthetic features of the design, such as texture or lighting. Devel-

oping software beyond the traditional gaming environments that combine 

architectural, structural, engineering and interior information is essential to 

enable users to experience the volume, space and lighting of designs in vir-

tual environments. At the moment, realtime engines are attracting much 

attention in the built environment community because of its ability to inte-

grate model data from different sources with its own functions and objects 

library that allows physical, environmental and other properties of the de-

sign to be realistically simulated. Coupled with virtual reality systems such 

as head-mounted displays, different forms of interactivity, such as tracking 

user movements through the virtual space or dynamically switching be-

tween design options, can engage a broader range of users in the design 

process. However, in the design process, virtual reality continues to be used 

most widely for design review in later phases. The extent to which virtual 

reality applications are useful in design review depends in part on project 

characteristics such as the complexity of a project and its level of compo-

nent reuse.10

2 Architectural applications of virtual reality - 2.2 Design practice

10 Vgl. Whyte, Nikolic 2018, 88-95.



56

Fig. 40 realtime rendered living room, REinVR

Fig. 41 realtime rendered office space, REinVR
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 Trade-offs often emerge between the expected benefits and the 

time required to create virtual reality models. This is slowly changing and we 

can expect collaborative design to become a more important use for VR as 

the link between design applications and VR becomes more direct, reliable 

and flexible, allowing for a bidirectional flow of information. This can open 

new avenues for achieving value in early design as well, and not only late in 

the design when VR models get a greater reuse value through design mar-

keting.11

 2.3 Marketing

 A motive for using VR in many design firms was for marketing pur-

poses. Organizations that work on smaller projects, such as housing devel-

opments, are using virtual reality to promote sales to potential customers. 

Housing developers operate speculatively and face considerable risks, as 

they often have no known buyers at the start of the process. The ability 

to sell unbuilt projects using virtual reality is a major advantage, as it reduc-

es the risk of development. Virtual reality allows an architect to show their 

housing types to clients on a VR headset at any office or show room. For 

many virtual reality users, some marketing advantages also come from its 

novelty. Current approaches to marketing built environment projects focus 

on glossy images, but virtual reality offers greater opportunity to show cli-

ents the spatial layout of new unbuilt buildings and structures in a way that 

was not possible before.12

 For example, REinVR, Real Estate in Virtual Reality, is a Canadian 

company that uses advanced video game technology to create photo-re-

alistic visuals and animation (Fig. 40, fig. 41) to beautifully showcase real 

estate projects that have not yet been built.

2 Architectural applications of virtual reality - 2.2 Design practice, 2.3 Marketing

11 Vgl. Whyte, Nikolic 2018, 88-95.
12 Vgl. Whyte, Nikolic 2018, 86-88.
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Fig. 42 Google Earth VR view of a building site in Brno, Czech Republic

Fig. 43 top down view in Google Earth VR
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 2.4 Visualizing city operations

 Most people globally live in urban areas and rapid population growth 

in cities presents built environment professionals with the challenge of re-

sponding to growing demands for housing, transportation and resources. 

Interventions to build new buildings and infrastructure are made in the con-

text of the continually inhabited places within the existing built environ-

ment. Across scales, from buildings and neighborhoods to infrastructure and 

cities, virtual models can be used to democratize planning and test a range 

of future scenarios, or to understand operations of the built environment. 

Over the last decades, professionals have been experimenting with VR uses 

for operating, using, maintaining and planning the built environment. This 

rich set of applications and how VR systems are used to present information 

about urban regions, cities and neighborhoods to both improve the opera-

tion of existing buildings and infrastructure and to plan new interventions. 

Models used in planning may have quite different information content from 

the models used to understand instances of the built environment opera-

tion. 13

2 Architectural applications of virtual reality - 2.4 Visualizing city operations

13 Vgl. Whyte, Nikolic 2018, 43.
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Fig. 44 reviewing the model of the planned buildings

Fig. 45 VR walk-trough in 1 to 1 scale
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 For planning, a distinguishing characteristic of VR systems is that 

they enable one to experience the city both at the street-level view and an 

interactive bird’s-eye view. The desire for participatory planning processes 

motivated a search for new forms of representation beyond maps, models 

and plans to enable a street-level view. By focusing the attention on urban 

areas viewed at the street level using a range of viewpoints, rather than 

the view from above, VR systems allows greater participation and better 

decision-making in the planning process. Before the introduction of Google 

Earth and Google Street View, a number of firms explored the use of VR 

systems with interfaces similar to 3D games to enhance navigation in the 

built environment. Google Earth and Google Street View overcame the lim-

itations experienced by such early experiments for many applications. Mod-

eling urban environments in VR can also enable us to walk through models 

of buildings and environments that no longer exist. The relationship and 

correspondence between the digital and real environments is important for 

understanding historical environments.14

2 Architectural applications of virtual reality - 2.4 Visualizing city operations

14 Vgl. Whyte, Nikolic 2018, 54-55.
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Fig. 46 front side

Fig. 47 back side
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 Chapter 3 - Farnsworth House VR project

 

 The Farnsworth House is one of the most significant buildings of 

Mies van der Rohe and is widely recognized as an icon of the International 

Style of architecture. Because of the importance for architecture and its 

connection with the surrounding area, the Farnsworth House was chosen 

for this project to demonstrate the capabilities of virtual reality for architec-

ture.

 1 Farnsworth House introduction

 “In a low-lying meadow beside the Fox River at Piano, Illinois, stands 

a serene pavilion of glass, steel and travertine. [...] The Farnsworth House 

consists of three horizontal planes: a terrace, a floor, and a roof. Welded 

to the leading edge of each plane are steel columns which keep them all 

suspended in mid-air. Because they do not rest on the columns, but merely 

touch them in passing, these horizontal elements seem to be held to their 

supports by magnetism. Floor and roof appear as opaque planes defining 

the top and bottom of a volume whose sides are simply large panels of 

glass. The Farnsworth House is, indeed, a quantity of air caught between 

a floor and a roof. In spring the pavilion stands on a carpet of daffodils, in 

summer upon a green meadow, in autumn amid the glow of golden foliage; 

and when the adjacent river overflows the house resembles a boat floating 

on the great expanse of water. It is in effect a raised stage from which an 

entranced viewer may not merely observe ever-changing nature, but almost 

experience the sensation of being within it. It is Mies van der Rohe’s last 

realized house, built to provide a cultivated and well-to-do urbanite with a 

quiet retreat where she could enjoy nature and recover from the cares of 

work.”15 “His most fundamental decision involved the relationship between 

the building and the landscape - a relationship that aimed at bringing nature, 

the house and human beings together into ‘a higher unity’, as Mies van der 

Rohe put it.”

1 Farnsworth House introduction

15 Vandenberg 2005, 2.
16 Vandenberg 2005, 13.
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Fig. 48 staircase

Fig. 49 living room
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 2 Documentation

 Recreating the Farnsworth House for virtual reality is a task which 

requires floor plans, sections and photographic material. Bad documenta-

tion is a common problem for important architectural structures in form of 

wrong or incomplete plans and manipulated photographs. In many pictures 

the position of the furniture is different because architectural photogra-

phers like to change things for the composition. Because of severe flood 

damage in 1956 and 1996, important furniture and structural parts were 

damaged and had to be rebuilt. Different owners had different ideas and 

solutions for problems of this weekend house. Insect screens on the porch 

and roller shades are some of many changes over the years. 

 Comparing many plans and photographs is necessary to figure out 

the correct version of the Farnsworth House. Recreating the original state 

with the ideas of Mies Van Der Rohe is important for the architectural mes-

sage of this building and this project.
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Fig. 50 building site

Fig. 51 floor plan
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Farnsworth House recording project plans

Cellini, Jenna/Milnarik, Elizabeth/Roeder,Brad

USA 2009 
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Fig. 52 south elevation

Fig. 53 north elevation
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Fig. 54 east elevation

Fig. 55 west elevation

Fig. 56 section A-A

Fig. 57 section B-B

2 Documentation
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Fig. 59 Rhinoceros viewports and layer structure

Fig. 58 Farnsworth House model in Rhinoceros
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 3 Rhinoceros modeling

 After finding the necessary plan and photo documentation for the 

Farnsworth House, the next step is to model the structure in 3D. Most archi-

tectural drawing programs like Google Sketchup, Archicad, Autocad, Allplan 

or Rhinoceros can export 3D data in usable file formats. Rhinoceros 5 is a 

widely professionally used program to create 3D structures and was there-

fore chosen for this project.

 Importing plans, scaling them to the right proportions and tracing the 

lines is a good way to start modeling. With the information of 2D floor plans 

and sections, the next step is to create 3D geometry. It is helpful to use 

good photo documentation while modeling important details of the build-

ing and furniture. A good layer structure is important from start to finish 

(Fig. 59). Object layers can be grouped by different materials and should be 

named accordingly for easier texturing. After finishing an object, checking if 

the surfaces are facing the right direction is good practice. 

 While Rhinoceros is widely used for architectural modeling, it is not 

the best in converting nurbs to polygon meshes. This aspect can result in 

a decreased performance in real-time rendering because of a bigger poly-

count due to a non efficient nurbs to mesh conversion. Converting the nurbs 

into a polymesh before exporting gives more control over the complexity 

scale of the final mesh. Making sure the whole geometry is centered around 

the 0,0,0 point is important for later reexporting edited meshes in order to 

correctly replacing them. Exporting as an OBJ file is generally advised since 

OBJ is a useable 3D model format for later use in a real-time render engine. 
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Fig. 60 Unreal Engine 4 - Nature

Fig. 61 Unreal Engine 4 - Lighting

Fig. 62 Unreal Engine 4 - realtime rendered short film - `A Boy and his Kite`
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 4 Engine consideration

 Engines are comparable to other rendering programs but are opti-

mized for real-time rendering. The most used engines for real-time render-

ing are Unity 5 and Unreal Engine 4. After developing a virtual reality master 

course project with Unity 5 I realized that my lack of coding experience was 

a problem. While I learned a lot in this course I was limited in my possibilities 

with Unity.

 What sparked my interest in the Unreal Engine were many interest-

ing projects of nature environments with green grass which moves in the 

wind and realistic trees rendered in real-time. In my opinion the recreation of 

the natural environment is important for a believable architectural visualiza-

tion. Projects of interior scenes of rooms with photorealistic furniture and 

realistic lighting are astonishingly good in visual fidelity and performance. 

The nature environment of the real-time rendered short film „A boy and his 

kite“ is a fantastic demonstration of the capabilities of this render engine.

 The main factors for choosing Unreal Engine 4 are documentation 

and the availability of tutorials, assets, VR integration, interface, graphical 

fidelity and optimization. It is possible to use the engine node system called 

Blueprint, as well as coding languages for programming. Unreal Engine 4 

was used for this project due to these advantages. 

 

Fig. 62 Unreal Engine 4 - realtime rendered short film - `A Boy and his Kite`
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 5 Farnsworth House VR project introduction

 After putting the headset on and grabbing the controllers the user is 

placed at the start of the gravel road connecting the parking space and the 

Farnsworth house. The controls for movement and interaction with objects 

are shown on easy to read panels at the starting point. A table with simple 

cubes is situated right in front of the user to test the grabbing of objects. 

In this action, the user recognizes the ability to walk in physical space, but 

also sees its space limitation. This should motivate the user to try and tele-

port to move the physical playarea to a new place in the digital environ-

ment and thus understanding the virtual reality movement of teleportation. 

With these basic controls the player can explore the environment freely and 

by this becoming more familiar with them. The Farnsworth House is visible 

from every point of the environment and the user can choose to explore the 

environment first or go directly to building on the indicating gravel road. This 

is important to show the user freedom in virtual reality to look at the house 

from every angle. 

 At the Farnsworth House the player is able to go inside and get a 

spatial understanding of the building. Exploring all areas of the house can 

be done in both directions because of the half open design of the different 

rooms. Interaction with light switches, furniture and other objects is possi-

ble to create a more immersive experience. An obvious sheet of paper on the 

desk shows the additional controls of the project. The option to remotely 

turn the lights off and on is the right menu button and to blend in additional 

information about the building on the left one. Original pictures of the house 

and owners should motivate the user to take another look at the interior. 

Important to show is the grabable 1:50 model of the Farnsworth House on 

the long table to show this interesting aspect of virtual reality. After this 

the user should have a good idea of the spatial layout and dimensions and 

should have acquired additional knowledge about the Farnsworth House, 

which is the goal for this educational architectural virtual reality project.

Fig. 63 Farnsworth house in Unreal engine 4

5 Farnsworth House VR project introduction
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Fig. 64 Unreal Engine 4 Interface

Fig. 65 Asset marketplace
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 6 Project development in UE 4

 

 The following pages show the development of the Farnsworth 

House VR project and explain the acquired knowledge about the Unreal En-

gine 4.

 6.1 Basics

 The first thing to learn is how to navigate a scene and how to or-

ganize content in the content browser and world outliner (Fig. 64). This is 

important because of the many different file types like meshes, textures, 

materials, blueprints and many more. Importing assets into your project is 

dependent on the file type and it is crucial to check the import information. 

A systematic folder structure is essential in a big project to find assets in an 

efficient way.  

 6.2 Assets

 To start with the starter content is a good way to get used to han-

dling different types of files in your project. Implementing and editing as-

sets correctly is crucial for understanding and learning in the beginning. For 

an efficient workflow it is necessary to constantly expand your asset library. 

Asset packs can be found on the Epic market place (Fig. 65) and Online. Only 

free assets were used for this project.

Fig. 64 Unreal Engine 4 Interface

6 Project development in UE 4 - 6.1 Basics, 6.2 Assets
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Fig. 67 outside materials, landscape material blending

Fig. 66 inside materials
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 6.3 Materials

 Textures contain image data but can not be applied to a mesh di-

rectly. A material has to be created first. After creating a new material in 

the content browser, the texture node can be connected in the material 

editor. The material editor is a node system which allows to set many im-

portant attributes for the material like base color, metallic value, specular 

value, roughness, emissivity color, opacity, normal maps and others. A basic 

way to create a material is to select the desired texture and connecting this 

node with the base color pin. Light reactivity is achieved with the addition 

of a normal map texture and needs to be connected with the normal pin. A 

simple color is made with a ‘constant3vector’ converted into a parameter. 

Additional textures can be added, blended or masked out. To control just 

the value of a pin, a scalar parameter is needed. This makes it possible to set 

values for the material and see the result in real-time. 

 Landscape materials are made by creating a material, which blends 

up to twelve textures together with the layer blend node. This material can 

then be used as a landscape painting material (Fig. 67) by adding the accord-

ing textures into the target layers.

6 Project development in UE 4 - 6.3 Materials

Fig. 67 outside materials, landscape material blending

Fig. 66 inside materials
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Fig. 68 nature environment

Fig. 69 surrounding area
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 6.4 Nature environment

 Because of the relevance of the building site of the Farnsworth 

House it is necessary to create a convincing landscape. Reference photos 

are important to get a general understanding of the environment. In this 

case topography is not very important because of the flat nature of the site. 

Not many pictures can be found of the distance between the Fox river and 

the house due to the direction of the building and dense vegetation. Since 

the Farnsworth House was built in 1951, trees and foliage were constantly 

changing which can be seen in photographic documentations. 

 Pictures, plans and appropriately scaled Google satellite maps of the 

surrounding area are essential to create a correct building site. This tech-

nique can be used to find the correct place for trees, open green spaces and 

the width of the river. Right proportions of open and woodland areas, path-

way and river and are important. Different kinds of rocks, grass and plants 

like flowers and bushes are added to achieve a more natural look. Especially 

important for this project are the path leading to the house, the shoreline 

and width of the river. 

6 Project development in UE 4 - 6.4 Nature environment

Fig. 68 nature environment

Fig. 69 surrounding area
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Fig. 70 teleportation system

Fig. 71 visible collision and navigation system
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 6.5 Movement

 Unless the goal is to make a specific room which does not exceed 

the size of the movement area, it is necessary to think about how to expand 

these limitations. There are many ways to achieve this and the best way to 

understand the problems is to try applications with different ways of char-

acter movement. 

 One of the worst choices to make is to take the camera out of the 

control of the user. A perfect example to explain the things to avoid is a 

virtual reality roller coaster simulation. Linear camera travel can work if done 

right, but acceleration, deceleration and rotation are severely motion sick-

ness inducing. A popular but not perfect way of movement is to grab and 

pull with the controller. This technique uses the position of the controller 

and allows the user to pull the world on a plan. While mildly motion sickness 

inducing, this way of movement is acceptable but not the best option.

 Teleportation is the most beginner friendly and most comfortable 

way of achieving a walk around experience. The most used way of telepor-

tation is by holding a button on the controller and pointing it in the direction 

the user wants to go (Fig. 70). By releasing it, the view fades to black and 

the position of the move area is changed to the desired position. The goal 

for this project is to make the scene as freely explorable as possible to al-

low the user to look at the Farnsworth House from any distance and angle. 

The teleportation system of the virtual reality template is acceptable, but 

in order for it to work properly some changes are important. By enabling the 

vertical movement of the playing area as well as to teleport onto objects, a 

useful teleportation experience can be ensured. A simplified and non visible 

collision structure was created to achieve good navigation (Fig. 71). To set 

the outer and upper limits of the scene a navigation bound volume is need-

ed. 

6 Project development in UE 4 - 6.5 Movement

Fig. 70 teleportation system

Fig. 71 visible collision and navigation system
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Fig. 72 touchable scaled model

Fig. 73 additional information on button press

Fig. 74 1:50 scale model of the Farnsworth House
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 6.6 Interactivity

 The amount of interactivity ranges from a free-fly camera with no 

collision to a walk through with a completely detailed kitchen where you can 

open any drawer and interact with everything. Finding a good balance is im-

portant to create a believable scene in a usable timescale. There were a lot 

of ideas for interactivity at the beginning of this project, but not everything 

made sense for time and performance reasons. 

 The first and most significant feature in my opinion is to make touch-

able physical objects for furniture and other elements in the scene. Using 

the template is a good way of creating touchable objects by defining them 

with the blueprint as such. To help with physical performance it is good to 

simplify the collision geometry with invisible boxes. 

 Two kinds of lighting, one being a natural setting with only sunlight 

and the other a lit interior with house lights were added. There are two ways 

of choosing these settings, one is to touch the light switches in the house 

and the other by a button press on the controller. 

 Additional information about the Farnsworth House and a scaled 

model were created to show the educational possibilities. An ignitable fire-

place and physically rendered wood logs were added to engage the curiosity 

of the user.

6 Project development in UE 4 - 6.6 Interactivity

Fig. 72 touchable scaled model

Fig. 73 additional information on button press
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Fig. 75 lighting outside

Fig. 76 lighting inside
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 6.7 Lighting

 To create a natural look for the scene the main light source is the 

directional sunlight and a skylight to fill in the shadow areas. A good way to 

create a believable sun is by enabling bloom and setting it to convolution. 

The sun as well as the skybox have options to edit them for the desired re-

sult. It is important to set them to static and not dynamic to bake shadows 

in order to save processing power, especially for virtual reality.

 On the inside of the house the goal is to create a convincing artifi-

cial lighting setup to simulate the real lights of the Farnsworth House. For 

this, many different light sources are needed and performance issues can 

emerge. While building interior lighting it is always necessary to test the 

performance, which differs immensely between rendering it on a monitor 

versus in a virtual reality headset. Reducing the light quality without de-

creasing the optical quality enhances the performance substantially.

6 Project development in UE 4 - 6.7 Lighting

Fig. 75 lighting outside

Fig. 76 lighting inside



90

Fig. 77 natural lighting temperature

Fig. 78 exponential height fog- Fox river depth
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 6.8 Post-processing

 A post-processing volume enables the creator to make a lot of 

chances for the overall scene. Setting the white balance is a useful option 

for adjusting the overall cool or warm scene, which can be changed as well 

by changing the color of the light source (Fig. 77). An exponential height fog 

is used to create depth and a realistic atmosphere at a farther distance (Fig. 

78). 

 Post-processing options like image effects, lens flares, depth of field, 

ambient occlusion and motion blur can be used to enhance the visual quality 

of a scene. These were tested for this project and are not recommended for 

virtual reality. These options are generally used for rendering on a monitor, 

where performance of frames per second and response time is not an issue. 

6 Project development in UE 4 - 6.8 Post-processing

Fig. 77 natural lighting temperature

Fig. 78 exponential height fog- Fox river depth
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Fig. 83 GPU visualizer

Fig. 81 level of detail view mode Fig. 82 reflections view mode

Fig. 79 normal view mode Fig. 80 light complexity view mode
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 6.9 Graphic settings and performance optimization

 Unreal engine 4 is known for its scalability and performance options 

and a fast way to set these is in the level blueprint. The level blueprint can 

execute commands for the engine at the start and changing them can be 

set to different keys on the keyboard. 

 The options for a level reset and quit, a frames per second counter 

and different graphic settings were set to different buttons in this blue-

print. 

 The Unreal Editor viewports (Fig. 79-82) have various visualization 

modes. Optimization viewmodes are useful for visually checking the type of 

data being processed, as well as to diagnose any problems or unexpected 

results. The GPU visualizer window (Fig. 83) is a good first way to see which 

elements of a scene are impacting performance the most in relation to oth-

ers. 

 Rendering for virtual reality is different than rendering on a normal 

monitor, so it is always necessary to test with the headset. It is possible to 

test in editor with the VR preview and enable a frames per second counter. 

Decreases in performance can be seen by exploring the scene and watching 

the fps counter. For the most accurate way of testing the scene needs to 

be exported. A good way is to do this every so often to ensure to not over-

populate the scene.

 Frame-rate and frame times are extremely important for a good 

virtual reality project. The frame-rate should always be at a constant 90 

frames per second and the frame times below 20 milliseconds to ensure an 

enjoyable and motion sickness free experience.

6 Project development in UE 4 - 6.9 Graphic settings and performance optimization

Fig. 83 GPU visualizer
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 Chapter 4 - Summary

 1 Results

 Room scale virtual reality is a new revolutionary tool where the user 

movement in reality is translated into a virtual environment in real-time. 

This property brings huge advantages to the visualization of architecture 

because it enables the user to get a real sense of scale of a building or struc-

ture. Virtual reality is a tool to present ideas in a new way which is acces-

sible for everyone. It is also a new appliance in architecture which has the 

power to change the traditional workflow of creating and understanding 

architecture.

 As of now, virtual reality headsets and graphical computing power 

are at a point where it is not necessary to invest an enormous initial amount 

of resources to have a usable experience. While modern headsets are defi-

nitely still in the early stages of this technology, it has great potential to 

revolutionize the way we use it to communicate three dimensional ideas in 

the near future.

 There are questions about how abstract the representation should 

be: the more aesthetically polished a model is, the more likely it is to be used 

simply as a vehicle for persuasion. Clients and end users generally will feel 

more comfortable making design changes if it does not appear that deci-

sions have already been made and designs have been finalized, which tends 

to occur more often when they are presented with highly detailed or photo 

realistic models. 

 In design presentation and review, a general lack of an inherent nar-

rative structure in virtual reality applications has been a recurring issue. One 

concern is that virtual reality models may not provide designers and users 

with an appropriate balance of participation and control. 

1 Results
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 2 Conclusion

 This thesis started with my general interest in virtual reality and the 

possibilities it can offer for architecture. During the time period of creating 

the Farnsworth House for virtual reality and writing this thesis I had a lot of 

thoughts and ideas about this technology. I tried to compile those in a com-

prehensive way for people who are interested in virtual reality and want to 

know how this project was created. 

 Learning to use Unreal Engine 4 was a challenging task because of 

the amount of functionality modern real-time engines have to offer. It defi-

nitely showed me why more than one person is working on such projects to 

achieve results in a reasonable timescale. The goal was to show my under-

standing and appreciation of virtual reality and test its usability for architec-

ture. In retrospect it was the amount of new acquired skills and knowledge 

that made this thesis worth the effort.

 

2 Conclusion



100 Chapter 4 - Summary



101

 3 Outlook

 Many negative aspects and problems have been resolved since the 

release of the first Oculus headset five years ago. A lot of companies have 

invested greatly in virtual reality in the last years, but it still has not com-

pletely reached the general public. Looking back to the early smart phones, 

displays, computers and many other examples of technology, shows that 

time and multiple iterations are required for it to reach its full potential.

 Processing power, resolution, frame-rate and comfort will increase 

as well as other aspects in the development of future virtual reality. The 

movement area is still very limiting and the end goal will be to achieve a free 

moving experience where the user is able to interact with the virtual world 

in the same way as they interact in reality.

 The next big step is wireless technology for virtual reality. Some ad-

vances have been made in this regard but the importance of low input lag 

paired with the necessity of transferring very large amounts of data still 

makes this a challenge. Some manufactures have developed VR backpacks - 

powerful laptops without a screen with fast changeable battery packs, but 

with a weight of about 4kg and a battery time of around an hour it is not the 

best alternative yet. 

 Input devices will continue to become more accurate and more in-

tuitive to use. Haptic feedback will likely be an area worth developing for 

virtual reality. Research and development in this field could potentially lead 

to gloves or suits that apply pressure on how we interact with the virtual 

world. Texture, temperature, taste and smell will eventually follow. This will 

take this technology to a point at which it will be difficult to distinguish re-

ality from the virtual world.

3 Outlook



102 Chapter 4 - Summary



103

 4 Bibliography

 Book sources:

Graig, Alan/Sherman, William/Will, Jeffrey: Developing Virtual Reality Appli-

cations: Foundations of Effective Design, Burlington 2009

Nite, Sky: Virtual Reality Insider. Guidbook for the VR Industry, San Francis-

co 2015

Vandenberg, Maritz: Farnsworth House. Architecture in Detail, USA 2005

Whyte, Nikolic: Virtual Reality and the Build Environment, New York 2018

 Online sources:

Brockwell, Holly (04.03.2016): Forgotten genius: the man who made a work-

ing VR machine in 1957, Online unter: <https://www.techradar.com/news/

wearables/forgotten-genius-the-man-who-made-a-working-vr-machine-

in-1957-1318253>, [10.05.2018]

Pino, Nick (15.05.2018): HTC Vive Pro review, Online unter: <https://www.

techradar.com/reviews/htc-vive-pro> [18.05.2018]

Robertson, Adi (01.05.2018): Oculus Go Review. Mobile VR, minus the 

phone, Online unter: <https://www.theverge.com/2018/5/1/17306458/

oculus-go-standalone-vr-headset-review> [18.05.2018]

o.A. (o. J.): SPECS & DETAILS, Online unter: <https://www.vive.com/eu/pro-

duct/#vive-spec>, [10.05.2018]

4 Bibliography



104 Chapter 4 - Summary



105

 

 Farnsworth House VR project download:

Schnitzhofer, Philipp (20.05.18): Farnsworth House VR, Online unter: 

<https://www.dropbox.com/sh/aocms6jok58ycku/AAA68yKClbYW-

pNQYvUVZVkvea?dl=0>, Graz 2018

 Asset sources:

Epic Games: Epic Zen Garden, 21.07.2016,  

Online unter: <https://www.unrealengine.com/marketplace/epic-zen-gar-

den>, [22.01.2018]

 - Birds

 - Background Billboard trees

Epic Games: Open World Demo Collection, 02.04.2015, 

Online unter: <https://www.unrealengine.com/marketplace/open-world-de-

mo-collection>, [12.01.2018]

 - Trees: Hill Tree 1 and 2

 - Grass

 - Flowers and bushes

 - Stones

 - Leafs and wood debris

 - Textures

Epic Games: Soul Cave, 23.01.18,

Online unter: <https://www.unrealengine.com/marketplace/soul-cave>, 

[05.02.2018]

 - Water

 - Textures

4 Bibliography



106 Chapter 4 - Summary



107

Sánchez, Santi: Quixel Megascans, o.J. ,

Online unter: <https://megascans.se/library/free>, [21.01.2018]

 - Ferns

 - Stones

 - Textures

 Picture and Illustration sources:

Fig. 2 Telesphere Mask : Heilig, Morton (04.10.1960): stereoscopic televi-

sion apparatus for individual use- patent paper, Online unter: <http://www.

mortonheilig.com/TelesphereMask.pdf >, [12.05.2018]

Fig. 3 The Sword of Damocles : Sutherland, Ivan (1968), Online unter: 

<https://www.techradar.com/news/wearables/forgotten-genius-the-man-

who-made-a-working-vr-machine-in-1957-1318253>, [12.05.2018]

Fig. 4 Oculus Rift: (2016), Online unter: <https://www.oculus.com/rift/#oui-

csl-rift-games=robo-recall> edited, [18.02.2018]

Fig. 5 HTC Vive: (2016), Online unter: <https://www.vive.com/eu/product/> 

edited, [18.02.2018]

Fig. 6 Playstation VR: (2016), Online unter: <https://www.playstation.com/

en-au/explore/playstation-vr/> edited, [20.02.2018]

Fig. 7 Google Daydream: (2016), Online unter: <https://vr.google.com/day-

dream/> edited, [20.02.2018]

Fig. 8 Samsung Gear VR: (2015), Online unter: <https://www.oculus.com/

gear-vr/> edited, [20.02.2018]

4 Bibliography



108 Chapter 4 - Summary



109

Fig. 9 Windows mixed reality lineup: (2018), Online unter: <https://www.
microsoft.com/en-us/windows/windows-mixed-reality>. [12.09.18]

Fig. 10 Windows mixed reality motion controller: (2018), Online unter: 

<https://www.microsoft.com/en-us/windows/windows-mixed-reality>. 
[12.09.18]

Fig. 11 Acer OJO 500: (2018), Online unter: <https://www.theverge.
com/2018/8/29/17795120/acer-ojo-500-windows-mixed-reality-head-

set-features-price-release-date>. [12.09.18]

Fig. 12 Oculus Go: (2018), Online unter: <https://www.oculus.com/go/> 

edited, [25.02.2018]

Fig. 13 HTC Vive Pro: (2018), Online unter: <https://www.vive.com/eu/

product/vive-pro/> edited, [25.02.2018]

Fig. 14 Linkbox: (2016), Online unter: <https://www.vive.com/eu/support/

vive/category_howto/connecting-the-headset-to-your-computer.html>, 

[13.04.2018]

Fig. 15 base station mount: (2016), Online unter: <https://www.vive.com/

eu/support/vive/category_howto/tips-for-setting-up-the-base-stations.

html>, [13.04.2018]

Fig. 16 base stations connection: (2016), Online unter: <https://www.vive.

com/eu/support/vive/category_howto/installing-the-base-stations.html>, 

[13.04.2018]

Fig. 17 play area planning: (2016), Online unter: <https://www.vive.

com/eu/support/vive/category_howto/planning-your-play-area.html>, 

[13.04.2018]

4 Bibliography



110 Chapter 4 - Summary



111

Fig. 18 room-scale play area: (2016), Online unter: <https://www.vive.com/

eu/support/vive/category_howto/setting-up-standing-only-play-area.

html> edited, [13.04.2018]

Fig. 19 pupillary distance: (2016), Online unter: <https://www.vive.com/eu/

support/vive/category_howto/using-the-ipd-knob-on-the-headset.html>, 

[13.04.2018]

Fig. 20 adjustment wheel for glasses: (2016), Online unter: <https://www.

vive.com/eu/support/vive/category_howto/adjusting-the-lens-distance.

html>, [13.04.2018]

Fig. 21 front facing camera: (2016), Online unter: <https://www.vive.com/

eu/support/vive/category_howto/adjusting-the-lens-distance.html>, 

[13.04.2018]

Fig. 23 Mission ISS: (2016), Online unter: <https://www.oculus.com/experi-

ences/rift/1178419975552187/>, [29.02.2018]

Fig. 24 Everest VR: (02.08.2016), Online unter: <https://store.steampow-

ered.com/app/384750/EVEREST_VR/>, [29.02.2018]

Fig. 25 Rec Room: (01.06.2016), Online unter: <https://store.steampow-

ered.com/app/471710/Rec_Room/>, [29.02.2018]

Fig. 26 The Lab: (05.04.2016), Online unter: <https://store.steampowered.

com/app/450390/The_Lab/>, [29.02.2018]

Fig. 29 original floor plan, Farnsworth House, 1949: (2018), Online unter: 

<https://www.moma.org/collection/works/129129>, [02.09.2018]

4 Bibliography



112 Chapter 4 - Summary



113

Fig. 30 original interior perspective, Farnsworth House, Plano,1945-1951: 

(2018), Online unter: <https://www.moma.org/collection/works/129183>, 

[02.09.2018]

Fig. 31 3D model of Farnsworth House with Mies Van Der Rohe: (2018), 

Online unter: <http://www.lavwcd.org/mies-van-der-rohe-mobel/mies-van-

der-rohe-mobel-xxxxx-xxxx-x-model-moebel-von-modell/>, [02.09.2018]

Fig. 40 realtime rendered living room, REinVR: (2018), Online unter: 

<https://www.reinvr.com/>, [10.09.2018]

Fig. 41 realtime rendered office space, REinVR: (2018), Online unter: 

<https://www.reinvr.com/>, [10.09.2018]

Fig. 46 front side: Vandenberg, Maritz: Farnsworth House. Architecture in 

Detail, USA 2005, 24.

Fig. 47 back side: Vandenberg, Maritz: Farnsworth House. Architecture in 

Detail, USA 2005, 2.

Fig. 48 staircase: Vandenberg, Maritz: Farnsworth House. Architecture in 

Detail, USA 2005, 15.

Fig. 49 living room: Vandenberg, Maritz: Farnsworth House. Architecture in 

Detail, USA 2005, 32.

Fig. 50 building site: Cellini, Jenna/Milnarik, Elizabeth/Roeder,Brad: Farn-

sworth House recording project, USA 2009, 1.

Fig. 51 floor plan: Cellini, Jenna/Milnarik, Elizabeth/Roeder,Brad: Farnsworth 

House recording project, USA 2009, 3.

4 Bibliography



114 Chapter 4 - Summary



115

Fig. 52 south elevation: Cellini, Jenna/Milnarik, Elizabeth/Roeder,Brad: Farn-

sworth House recording project, USA 2009, 4.

Fig. 53 north elevation: Cellini, Jenna/Milnarik, Elizabeth/Roeder,Brad: Farn-

sworth House recording project, USA 2009, 4.

Fig. 54 east elevation: Cellini, Jenna/Milnarik, Elizabeth/Roeder,Brad: Farn-

sworth House recording project, USA 2009, 5.

Fig. 55 west elevation: Cellini, Jenna/Milnarik, Elizabeth/Roeder,Brad: Farn-

sworth House recording project, USA 2009, 5.

Fig. 56 section A-A: Cellini, Jenna/Milnarik, Elizabeth/Roeder,Brad: Farn-

sworth House recording project, USA 2009, 5.

Fig. 57 section B-B: Cellini, Jenna/Milnarik, Elizabeth/Roeder,Brad: Farn-

sworth House recording project, USA 2009, 5.

Fig. 60 Unreal Engine 4 - Nature: Rabello,Guilherme: Light and Foliage 

Studies in UE4, 2016, Online unter: <https://www.artstation.com/rabel-

logp>, [29.11.2017]

Fig. 61 Unreal Engine 4 - Lighting: Unreal Engine exterior Night and Day 

Architectural Visualization, 28.08.2015, Online unter: <https://i0.wp.com/

rag3dviz.com/wp-content/uploads/2015/08/Night06corrected.jpg>, 

[29.11.2017]

Fig. 62 Unreal Engine 4 - real-time rendered short film: Epic Games: An 

Animated Short | Unreal Engine, 04.03.2015, Online unter: <https://www.

youtube.com/watch?v=0zjPiGVSnfI>, [29.11.2017]

4 Bibliography



116



117

University of Technology

Graz, October 2018


