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Abstract

This thesis investigates the effect of oxygen-enhanced combustion (OEC) and oxy-fuel com-

bustion on high temperature processes by means of experiments and numerical simulations.

In OEC and oxy-fuel combustion, nitrogen is reduced or removed from the oxidizer, which

results in a higher flame temperature and higher radiation intensities. Due to the lower

amount of nitrogen, the combustions system’s flue gas losses are reduced, and more heat

can be used to maintain melting or heating in industrial processes. Because of the higher

energy demands of oxygen production, the use of OEC is mainly restricted to applications

that require high temperatures and demand high amounts of energy, such as the melting

or reheating of metals.

Experiments were conducted on a lab-scale furnace for temperatures above 1000 ◦C, and

using different oxidants (N2/O2 mixtures) in order to demonstrate the beneficial effect of

OEC on high temperature processes. In all of the experiments, natural gas (NG) was used

as fuel. The experiments showed that as the oxygen concentration in the oxidizer increases,

the furnace efficiency also increases, and the highest increase in furnace efficiency was

obtained with oxygen concentrations between 21 (air) and 30 Vol%. The data gathered

from the experiments was subsequently used to evaluate different numerical approaches to

model combustion, turbulence, and radiation, in terms of their applicability for OEC and

oxy-fuel conditions. The main goal of this project was to find and develop time-efficient

Computational Fluid Dynamics (CFD) models, which are applicable for a wide range of

oxygen enrichments, up to oxy-fuel combustion. Furthermore, this thesis also explores the

limits of such numerical models under OEC and oxy-fuel conditions. The steady laminar

flamelet model (SFM) was used as combustion model, due to its low computational

demands, in conjunction with a skeletal reaction mechanism that considers 17 species

and 25 reactions. This reaction mechanism was used because it is applicable for both,

oxy-fuel and air-fuel conditions. The radiative heat transfer in the furnace was modelled

using the Discrete Ordinates model (DO), and the radiative properties of the flue gas were

calculated using the Weighted Sum of Grey Gases Model (WSGGM). The results of the

CFD simulations of the lab-scale furnaces showed close agreement with the measured gas

temperatures and heat fluxes. The simulations found OEC to have the same beneficial
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effect on furnace efficiency as the experiments. This investigation also revealed that the

SFM is not capable of calculating oxy-fuel flames with a low shear rate between the oxidizer

and the fuel.

For a better understanding of the heat transfer in reheating furnaces, a new model was

developed, which makes it possible to determine the amount of gas and wall surface radiation

in furnaces. This model was then used to assess a lab-scale furnace. The investigation

revealed that wall surface radiation has by far the highest influence on the heat flux to

the thermal load, while gas radiation has only a small one. Beyond that, this investigation

revealed that, in the lab-scale furnace, as the oxygen concentration in the oxidizer increases,

the radiation emitted by the solid bodies is reduced, due to the higher absorption rates of

flue gas.

The applicability of these numerical models was also tested for bigger furnace dimensions

(optical thickness). The CFD models were used to investigate a pusher-type reheating

furnace as well as a walking hearth type furnace, which are both used for reheating steel

billets. The pusher-type reheating furnace operated under air-fuel conditions, and the

walking hearth type furnace under air-fuel conditions and oxygen enrichment of 25 Vol%.

In the simulation of the pusher-type reheating furnace, the coupling of the gas phase

combustion and the transient reheating of the billets was considered, by means of a new

approach, which treats the billets as a fluid with a very high viscosity. This is justified

due to the special arrangement of the billets, which are placed close together without any

gaps between them. The advantage of this approach is that the reheating of the billets

and the gas phase combustion can be calculated in one steady-state simulation, which

makes this approach numerically efficient. The simulations and the measurements taken

by the furnace’s control system were in close agreement with each other. Additionally, an

iterative approach from existing literature was used to couple the gas phase combustion

and the transient reheating in the pusher-type furnace in order to verify the results of the

proposed model.

For the walking hearth type furnace, the amount of wall surface and gas radiation was

calculated using the developed model in this thesis. Again, the investigation showed that

the wall surface radiation has the biggest impact on the total heat flux, while gas radiation

has only a minor one. In contrast to the investigation of the lab-scale furnaces where the

gas radiation reduces the heat flux to the thermal load under OEC, in industrial scale

furnaces, the gas radiation increases the heat flux to the billets.

Based on the experiments and the CFD simulations, a zero/one dimensional thermodynamic

model was developed that can be used to determine the influence of OEC on the heat
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transfer, gas, and wall temperatures in a furnace. The model uses simple thermodynamic

correlations, which makes it very time efficient (with calculation times of a few seconds),

and therefore mean that it can be used in Microsoft Excel. This model was used to

calculate the heat flux to the thermal load and the main temperatures (gas and wall)

in the lab-scale furnace and the industrial scale furnaces. The results were compared

with both experimental measurements and the results of the CFD calculations. The

thermodynamic model showed good agreement with the measurements and the results of

the CFD calculations, considering its simplicity. Thus, this model shows high potential for

use to quickly determine the effects of OEC on industrial furnaces.
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Kurzfassung

In dieser Arbeit wird die Auswirkung von sauerstoffangereicherter Verbrennung auf

Hochtemperaturprozesse mittels Experimenten und numerischen Simulationen untersucht.

In sauerstoffangereicherten Verbrennungen wird der Anteil des Stickstoffes im Oxidator

reduziert bzw. entfernt. Dadurch werden höhere Flammentemperaturen sowie eine höhere

Strahlungsintensität erreicht. Zusätzlich werden (durch den geringen Anteil an Stickstoff

im Abgas) die Abgasverluste reduziert, wodurch mehr Energie im Prozess verfügbar ist,

um zum Beispiel mehr Gut zu schmelzen oder aufzuheizen. Sauerstoffangereicherte Ver-

brennung wird hauptsächlich für Prozesse verwendet, die hohe Temperaturen benötigen

und einen hohen Energieverbrauch haben. Typische Anwendungen sind das Schmelzen

und Wiedererwärmen von Metallen.

Um den positiven Effekt sauerstoffangereicherter Verbrennung von Erdgas auf Hochtem-

peraturprozesse zu zeigen, wurden Experimente für Gastemperaturen über 1000 ◦C in

einem Versuchsofen durchgeführt. Die Experimente zeigten den positiven Effekt von

sauerstoffangereicherter Verbrennung auf den Ofenwirkungsgrad. Der Wirkungsgrad des

Ofens stieg für Sauerstoffanreicherung zwischen 21 und 30 Vol% am stärksten an. Die

gemessenen Daten wurden anschließend verwendet, um verschiedene Verbrennungsmodelle,

Strahlungsmodelle und Turbulenzmodelle auf ihre Anwendbarkeit für die Simulation von

sauerstoffangereicherter Verbrennung zu überprüfen. Das Hauptziel dieser Arbeit war die

Entwicklung von effizienten numerischen Modellen, welche für die Berechnung von Luft-

sowie Reinsauerstoff-Verbrennungen von Erdgas verwendet werden können. Zusätzlich

werden in dieser Arbeit die Grenzen der Anwendbarkeit dieser Modelle untersucht. Um den

Rechenaufwand gering zu halten, wurde als Verbrennungsmodell hauptsächlich das Steady

laminar Flamelet Model (SFM) in Verbindung mit einem skeletal Reaktionsmechanismus

verwendet, welcher 17 Spezies und 25 Reaktionen berücksichtigt. Dieser Reaktionsmecha-

nismus wurde gewählt, da er sowohl für die Berechnung von Luftverbrennungen als auch für

die Berechnung von sauerstoffangereicherten Verbrennungen uneingeschränkt verwendet

werden kann. Für die Berechnung des Strahlungstransportes in den Öfen wurde das Discrete

Ordinates Model (DO) verwendet. Die Strahlungseigenschaften des Rauchgases wurden

mittels dem Weighted Sum of Grey Gases Model (WSGGM) berechnet. Die Ergebnisse der
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CFD-Simulation der Versuchsöfen zeigten eine gute Übereinstimmung mit den gemessenen

Temperaturen und Wärmeströmen. So wie die Experimente, zeigten auch die Simulationen

den positiven Effekt sauerstoffangereicherter Verbrennung auf den Wirkungsgrad der Öfen.

Ein weiteres Ergebnis dieser Untersuchungen ist, dass das SFM bei der Berechnung von

Reinsauerstoffflammen mit einer geringen Scherrate zwischen Oxidator und Brennstoff

unrealistische Temperaturen in der Flame berechnet. In dieser Arbeit wurde eine neue

Methode entwickelt, die es ermöglicht, den Anteil der Gas- und Festkörperstrahlung am

gesamten Wärmestrom zu bestimmen. Diese Methode wurde angewendet, um den Anteil

der Gas- und Festkörperstrahlung in den Versuchsöfen zu bestimmen. Die Berechnung mit

dieser Methode zeigte, dass der Großteil des Wärmestromes auf die thermische Last im

Versuchsofen von den Wänden abgestrahlt wird und nur ein kleiner Teil vom Rauchgas.

Weiters zeigte sich, dass mit zunehmender Sauerstoffanreicherung die Festkörperstrahlung

durch das Rauchgas verringert wird.

Die Anwendbarkeit dieser Modelle wurde auch an Industrieöfen (höhere optische Dichte)

getestet. Die CFD-Modelle wurden verwendet, um zwei Wiedererwärmunsgöfen zu un-

tersuchen. Es handelt sich dabei um einen Stoßofen und um einen Hubbalkenofen. Der

Stoßofen wurde für konventionelle Luftverbrennung untersucht, der Hubbalkenofen für

Luftverbrennung und eine Sauerstoffanreicherung von 25 Vol%. Für die Simulation des

Stoßofens wurde ein neuer Ansatz entwickelt, der es ermöglicht, die Gasphasenverbrennung

und die instationäre Wiedererwärmung der Knüppel in einer stationären Simulation zu

berechnen. In diesem Ansatz werden die Knüppel als ein Fluid mit einer hohen Viskosität

betrachtet, was in diesem Fall zulässig ist, da die Knüppel bei diesem Ofentyp Seite an

Seite platziert sind. Der Vorteil von diesem Ansatz ist, dass nur eine stationäre Berech-

nung durchgeführt werden muss, was diesen Ansatz sehr rechenzeiteffizient macht. Die

Ergebnisse der Simulation und die Messungen zeigten eine sehr gute Übereinstimmung.

Für die Berechnung des Hubbalkenofens wurde ein iterative Ansatz aus der Literatur

verwendet, um die Gasphasenverbrennung und das Aufheizen der Knüppel zu berechnen.

Für beide Öfen wurde der Anteil der Gas- und Festkörperstrahlung am gesamten Wärme-

strom auf die Knüppel bestimmt. Wiederum zeigte sich, dass die Festkörperstrahlung den

höchsten Anteil am gesamten Wärmestrom auf die Knüppel hat und die Gasstrahlung

nur einen kleinen Beitrag zum Wärmestrom auf die Knüppel liefert. Im Gegensatz zu

den Berechnungen des Versuchsofen erhöht die Gasstrahlung den Wärmestrom auf die

Knüppel.

Basierend auf den Experimenten und den Simulationen wurde ein 0-D bzw. 1-D ther-

modynamisches Modell entwickelt. Mit diesem Modell ist es möglich, den Einfluss von

Sauerstoffanreicherung auf die Wärmeübertragung, die Gastemperatur und die Wandtem-
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peratur in einem Ofen sehr rechenzeiteffizient zu bestimmen. Das 0-D bzw.1-D Modell

verwendet einfache thermodynamische Korrelationen und kann deshalb mit einer Software

wie Microsoft Excel mit Rechenzeiten im Sekundenbereich gelöst werden. Alle im Zuge

dieser Arbeit untersuchten Öfen wurden mit diesem Modell berechnet und die Ergebnisse

mit den Ergebnissen der CFD-Simulationen sowie den Messungen verglichen. Die Ergeb-

nisse des thermodynamischen Modells zeigten eine sehr gute Übereinstimmung mit den

Messungen bzw. den Ergebnissen der CFD-Simulationen, vor allem unter Berücksichtigung

der Einfachheit des Modells. Damit ist das Modell sehr gut geeignet, die Auswirkung von

Sauerstoffanreicherung auf industrielle Öfen rasch zu bestimmen.
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1. Introduction1

Global warming as a result of climate change is the greatest challenge mankind must face

in the future. The greenhouse gas that most contributes to climate change as a result of

human activities is CO2, and the combustion of fossil fuels is the main source of CO2

emissions. Fossil fuels are responsible for 85% of global energy generation [6], and it is

likely that this situation will remain unchanged for several decades [7]. CO2 is also emitted

by chemical reactions within the furnace load, such as during the production of cement

clinker. In cement clinker production, only 32% of the total amount of CO2 in the flue

gas is emitted by combustion, while 68% is formed through the calcination process [8].

In the glass industry, 30 to 36% of the overall CO2 in the flue gas is produced by the

chemical reactions in the glass bath during the melting process [9]. The issues of the

availability and cost of fuel also have to be taken into account, as they are major factors

for many industries. Therefore, in the future, the main focus will be on reducing fuel

consumption, counteracting the problem of rising fuel prices, and reducing CO2 emissions.

One way to effectively reduce fuel consumption and CO2 emissions in industrial processes

or power plants is to use oxy-fuel combustion with or without Carbon Capture and Storage

(CCS). In CCS, carbon dioxide is removed from the flue gas and stored, for example,

in empty gas fields. CCS processes can be subdivided into pre- and post-combustion

capturing, as well as Oxygen Enriched Combustion (OEC) and oxy-fuel combustion [10].

In post-combustion capturing processes, CO2 is removed from the flue gas by different

measures, including adsorption, absorption by chemical solvents, and cryogenic separation

[11–13]. In pre-combustion processes, steam reforming is used to convert the fuel to a

syngas which primarily consists of CO and H2. With additional steam, the CO is further

converted to CO2 and H2, which increases the concentration of H2 in the syngas. The

CO2 is then removed from the syngas, and H2 can be used as the fuel for combustion.

Some technical and economic surveys have shown that CCS is a promising technology for

the future [14–16]. CO2 emissions can be reduced even further by using biomass as fuel,

or by replacing some of the fossil fuels with biomass. The co-firing of biomass with coal

under oxygen-enriched or oxy-fuel conditions has been extensively investigated by Bhuiyan

1Parts of this section have already been published in [1–4]
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Figure 1.1.: Adiabatic flame temperature for combustion of methane with different O2/N2 mixtures as

oxidant [21]

and Naser [17–19] and Álvarez et al. [20]. This thesis investigates oxy-fuel and OEC by

means of experiments and numerical simulations in terms of their applicability for high

temperature processes, without consideration of CCS. The effects of oxy-fuel combustion

and OEC on process efficiency and heat transfer in industrial furnaces are of particular

interest in the following sections.

1.1. Oxy-Fuel and Oxygen-enriched Combustion (OEC)

In oxy-fuel and OEC, the O2 concentration in the oxidizer is increased from 21 Vol% up to

100 Vol%. This leads to a higher combustion temperatures due to the smaller amount (or

the absence) of N2. Nitrogen absorbs a high amount of the energy released by the chemical

reaction in the flame. In Figure 1.1, the adiabatic flame temperatures for the combustion

of methane with different O2/N2 mixtures is shown. For air combustion (21 Vol% O2) the

adiabatic flame temperature is approximately 2230 K. Increasing the oxygen in the oxidizer

leads to a higher adiabatic flame temperature, with a maximum of 2890 K at 100 Vol%

oxygen in the oxidizer. The higher flame temperature under oxy-fuel or OEC conditions

also has an impact on the heat transfer inside a furnace or a boiler. The main mode of

heat transfer in boilers and furnaces is thermal radiation. The higher flame temperatures

reached under oxy-fuel or OEC lead to a higher radiation intensity, which subsequently
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1. Introduction

results in a higher heat transfer. Additionally, the radiative heat transfer is improved,

due to the fact that concentration of H2O and CO2 in the flue gas are increased, and,

therefore, the radiative properties of the flue gas are enhanced. Because of these effects,

use of oxy-fuel or OEC entails the following benefits [22]:

• Due to the smaller amount of N2 in the flue gas, the heat losses through the flue gas

are reduced, and the efficiency of the furnace is improved.

• Due to the higher heat fluxes, the productivity of the process can be improved.

This also makes the process more flexible: if higher productivity is needed, only the

oxygen in the oxidizer must be increased.

• Due to the higher concentration of CO2 in the flue gas, and the smaller flue gas

volume, it is easier to separate the CO2 from the rest of the flue gas in a CCS process.

The higher flame temperature and higher heat flux can also lead to problems, including

damage to the refractory lining as a result of overheating. Therefore, special care must be

taken to distribute the temperature evenly in furnaces using oxy-fuel or OEC. In boilers

using oxy-fuel combustion, flue gas recirculation is carried out in order to lower the flame

temperature [23]. Wall et al. [24] investigated the effect of flue gas recirculation on the

combustion process. Further investigations of using oxy-fuel with flue gas recirculation in

power generation can be found in Chen et al. [25], Scheffknecht et al. [26] and Yin and Yan

[27]. Because of the higher temperatures in OEC, NOx formation can increase unless the

burner design is adapted, which is a problem when it comes to retrofitting existing boilers

or furnaces. The biggest drawback of oxy-fuel and OEC is the high energy demands of O2

production, which results in additional costs. Methods of producing oxygen are described

in Section 1.1.2. While it has some drawbacks, the advantages of this technology make

it extremely attractive for processes with high flue gas temperatures, limited production

rates, small thermal efficiencies, and for CCS technologies.

1.1.1. The Use of Oxygen-enhanced Combustion in High

Temperature Processes

In many industries, high gas temperatures are required for processes such as annealing,

melting, and reheating of metals. The high energy demands of such processes are mainly

fulfilled by fossil fuels. To cope with rising fuel prices and environmental regulation, OEC

is now commonly used to optimize such processes. For example more than half of the

world’s copper, lead, and nickel is produced using OEC [22]. Oliveira et al. [28] analysed

the fuel-saving potential of oxy-fuel and air preheating in a metal reheating furnace with
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simple energy balances, for a temperature level of 1200 ◦C. Their investigation showed that

fuel consumption can be reduced by 46% if oxygen is used instead of non-preheated air.

As the pre-heated temperature of the combustion air increases, the fuel-saving potential of

oxy-fuel combustion decreases. If the combustion air is preheated to 400 ◦C, the fuel-saving

potential of oxy-fuel combustion decreases to 28%, and at a pre-heating temperature of

800 ◦C, fuel savings are only 8%. Oliveira et al. also carried out an economic evaluation

of oxy-fuel combustion, taking into account the costs of oxygen production and storage.

This analysis revealed that oxy-fuel combustion is more economical if the combustion air

is not pre-heated. In the case where the combustion air was pre-heated to 400 ◦C, oxy-fuel

combustion showed no costs savings. Moreover, at a pre-heating temperature of 800 ◦C, air

combustion remains more economical than oxy-fuel combustion. Experiments performed

by Bělohradsky et al. [29, 30], using a test furnace with a 750 kW natural gas burner, also

demonstrated the fuel-saving potential of OEC. The furnace showed an efficiency of 60%

under the air-fuel conditions, while the efficiency increased to 78% with an enrichment of

38 Vol% oxygen in the oxidizer. Prieler et al. [31] investigated a natural gas fired lab-scale

furnace with different oxygen enrichments in the oxidizer. Their investigation also showed

an increase in furnace efficiency from 44% at 25 Vol% O2 to 67% at 100 Vol% O2. Prieler

et al. [32] used numerical simulations to show that the fuel input in an 18 MW reheating

furnace can be reduced by 8% if an oxygen enrichment of 25 Vol% is used, and that

this method results in the same product quality and the same productivity. Wu et al.

[33] investigated air-fuel combustion and OEC with 30 Vol% oxygen in the oxidizer on

a lab-scale furnace in terms of the time needed to heat the furnace to a temperature

of 1200 ◦C using either OEC or air-fuel combustion. Their analysis revealed that there

was a significantly higher heating rate between 700 ◦C and 1200 ◦C for OEC (30 Vol%

O2) compared to air-fuel combustion. Subsequently, they performed an experiment where

the furnace operated at a temperature of 1200 ◦C in steady-state under OEC (30 Vol%

O2) and air-fuel conditions. In this experiment, fuel savings of 26.1% were identified for

operation with 30 Vol% oxygen in the oxidizer, due to the higher heat fluxes to the wall.

1.1.2. Production and Storage of Oxygen

The production of oxygen is an energy demanding process, and poses a significant problem

for the use of OEC and oxy-fuel in industrial processes. There are four common methods

to produce oxygen, which differ in terms of their production capacity and the purity of

the oxygen produced [22]:

• Delivery and storage of Liquefied Oxygen (LOX): This method is used when only
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small quantities of oxygen are needed. Oxygen is produced at a central facility and

delivered to the customer, usually in liquid form. The advantage of LOX is that the

capital costs of on-site oxygen production can be avoided, and the oxygen has a high

purity of 99.5%. LOX is economically efficient if purchasing only a small amount of

oxygen.

• Vacuum Swing Adsorption (VSA): In this method, air is pressed through a bed

of zeolite, which preferentially adsorbs nitrogen. Thus, the amount of nitrogen in

the air is reduced, while the oxygen concentration in the air increases, making it

easier to capture the oxygen. Two zeolite drums are used concurrently; one for the

adsorption of nitrogen, while the second is regenerated by lowering the pressure to

create a mild vacuum, to be used again in its turn. With VSA technologies, it is only

possible to produce oxygen with a purity of 93%, and production rates are limited to

185 t/d. The advantage of this system over LOX is that the cost per unit of oxygen

is significantly lower.

• Cryogenic Air Separation (CAS): This method is used when high amounts of oxygen

are required. Using this method, the components of air are cooled down and liquefied.

In this process, the different boiling points of nitrogen (-196 ◦C) and oxygen (-183 ◦C)

are used to separate them from the ambient air through distillation. Huge amounts of

energy are necessary to cool down the air to about -196 ◦C. CAS provides the purest

oxygen, with the potential to reach 99.9% purity, but for standard applications, a

purity of 99.5% is used.

• Membrane gas separation: In this method, oxygen is produced by means of membrane

separation. As a result of different pressure levels on the two sides of the membrane, air

is dissolved and can diffuse through the membrane. MIEC membranes (Mixed Ionic

and Electronic Conductor), with a fluorite or perovskite structure are commonly used

[34]. The permeation of oxygen through the membrane is determined by the selectivity

of the membrane. On the other side of the membrane, an oxygen-enriched gas mixture

is produced, which can be used for further applications, such as combustion. The

energy demand for this technology is very high, and production rates are low.

Therefore, this method is mainly used for lab-scale applications [35, 36].
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1.2. Optimisation of High Temperature Processes

In evaluating high temperatures processes, it is difficult to perform experiments, and the

significance of such experiments is limited. Because such processes and the furnaces in

which they occur are embedded in a production process which depends on the operation

of the furnaces, it is nearly impossible to carry out such experiments. Any downtime of

the furnaces leads to high costs. In the past, expensive test runs were necessary in order

to determine the effect of different operating conditions on the efficiency and product

quality of heating processes. The increase in computational power in recent years means

that it is now possible to perform numerical simulations of industrial processes with a

reasonable standard of accuracy and in a short period of time. Computational Fluid

Dynamics (CFD) is useful to investigate the heat transfer characteristics, fluid flow,

and reaction kinetics inside a furnace operating under high temperature. The numerical

simulations made possible by CFD provide detailed insight into the temperature, species,

and heat flux distribution in the furnace, which could not be gained by experiments, due

to high temperatures or limited accessibility. Beside CFD calculations, high temperature

furnaces can also be described by reactor networks. In these reactor networks, the furnace

is subdivided into small reactors, where each of these represents a specific region of the

furnace. In each reactor, the temperature, species concentration, and flow field is calculated

by solving a set of detailed chemical reactions. A combination of Plug Flow Reactors (PFRs)

and Continuous Stirred Tank Reactors (CSTRs) are used. A PFR is used to describe

chemical reactions for continuous flows: the flow domain is subdivided into infinitely thin

plugs, where set of chemical reactions is solved in each plug for different temperatures

and species concentrations. CSTR is the simplest reactor, in which it is assumed that the

species and temperatures are evenly distributed. Based on this assumption, the chemical

reactions are solved. The advantage of this approach is that the calculation times are

much shorter than those of CFD calculations. This approach was used by Ponsich et al.

[37] to calculate the species concentration in a glass melting furnace. The results of this

calculation were subsequently compared to CFD calculations. Using both CFD and a

reactor network calculation is referred to as a hybrid method. The fluid flow and the

main species, including H2O, CO2, O2, are calculated by the CFD calculation. Based on

this calculation, the reactor network calculation is performed using a detailed reaction

mechanism. The advantage of this approach is that it reduces the calculation time in

comparison to a CFD simulation using a detailed reaction mechanism. This approach was

used by Falcitelli et al. [9] for the calculation of NOx formation rates in two glass melting

furnaces.
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1.2.1. Lab-scale Furnaces

Many experiments and numerical investigations have been carried out for a huge variety of

operating conditions in lab-scale furnaces. Leicher and Giese [38] performed experiments

and numerical simulation of oxy-fuel Natural Gas (NG) flames in a lab-scale furnace

for use in glass melting furnaces. Detailed species and temperature measurements were

taken and compared with the results of a CFD simulation. Furu et al. [39] determined

the heat transfer to aluminium samples in a small-scale furnace by means of experiments

and numerical simulations of air-fuel and oxy-fuel conditions. Yin et al. [40] investigated a

0.8 MW furnace operating under oxy-fuel conditions. The furnace was investigated using

numerical simulations, which were then compared with detailed in-flame temperature

and species measurements. Different global mechanisms were tested in terms of their

applicability for oxy-fuel combustion, and a refined version of the Jones and Lindstedt (JL)

reaction mechanism was proposed for use in oxy-fuel combustion. Prieler et al. [31, 41]

investigated a lab-scale furnace for oxygen concentrations of 21 to 100 Vol% oxygen in the

oxidizer, using both experiments and numerical simulations. In the numerical simulations,

different reactions mechanisms were tested under both air-fuel and oxy-fuel conditions.

These investigations have shown that it is possible to numerically calculate the local

thermo-physical properties of lab-scale furnaces using either oxy-fuel or OEC.

1.2.2. Industrial-scale Furnaces

The focus of this thesis is on the furnaces used for high temperature applications, such as

reheating furnaces and melting furnaces; therefore, in this section, only high temperature

applications are discussed. In steel plants, reheating furnaces are one of the largest

consumers of energy [42, 43]. Such reheating furnaces are used to raise the temperature of

the steel - mostly introduced in billet or slab form - to a desired level, in order to prepare

the steel for subsequent processing, such as through rolling mills. The optimisation of

such furnaces is therefore of great interest to the industry, and many investigations have

been carried out on this topic, mainly using numerical calculations. There are a variety

of approaches to modelling reheating furnaces used in scientific literature, ranging all

the way from simple 1D simulations to complex 3D-CFD simulations. One of the first

investigations of this topic resulted in the simplified models of Zhang et al. [44, 45], in

which the geometry of the furnace was simplified, and the billets were treated as a single

slab placed on the furnace floor. Kim et al. [46] performed more complex three-dimensional

simulations that considered turbulent combustion and radiative heat transfer in order to

predict the heat flux to the billets, in steady state, and in which the surface temperatures
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were fixed based on experimental data. Kim and Huh [47] performed another steady-state

analysis of the heat transfer to the slabs, and calculated the temperature profile of the

slabs using a finite difference solver. Hsieh et al. [48] used a similar method as Kim and

Huh to calculate the combustion in a turbulent flow with a more complex geometry. Other

simplified models divide the furnace into zones with different wall and gas temperatures. In

[49], the furnace was modelled as a radiating medium, and the temperature of the billets

was calculated using the transient heat conduction equation. More recent work on this topic

has been carried out by Han and Chang [42] and Han et al. [50]. In their studies, detailed

3D transient simulations were performed. The movement of the billets was simulated by

moving the temperature field in the billets from one positon to the next until the end of

their residence time in order to reach a periodically transient solution. An entirely different

approach was proposed by Mart́ın et al. [51], in which a low computational-cost model was

developed. This approach consists of a pre-processing phase, where a database of heating

curves is created by means of 2D numerical simulations. The heating curves are calculated

for different heat inputs and different residence times of the thermal load. In the next step,

this database is used to develop a surrogate model, which uses High Order Singular Value

Decomposition and interpolation techniques. This surrogate model is then used to predict

the behaviour of the furnace for various furnace operating conditions: different residence

times of the thermal load and varying the power input of the burners. The results of these

calculations were compared to the results of the numerical simulations of the first step,

and showed close agreement. The biggest advantage of the surrogate model is its fast

calculation time of only a few milliseconds.

The majority of the works described above focus on simplified steady-state simulations

with a certain lack of accuracy, but fast calculation times. Other, more complex models

solve the reheating process in transient simulations, which provide more accurate results,

but also require more calculation time. Generally, it is possible to state that, for transient

simulations, the complexity of the furnace model must be reduced in order to achieve

reasonable calculation times. Recently, new CFD approaches have been proposed which

reduce the calculation time necessary. Prieler et al. [52] proposed a new iterative and

numerically-efficient solution strategy for reheating furnaces. Combustion in the gas phase

was done using a steady-state simulation, while the transient reheating of the billet was

performed in a separate, transient simulation. The heat flux to the billets is calculated

using the gas phase simulation, and the new surface temperature of the billets is calculated

with this heat flux in the transient simulation. This is done iteratively until the convergence

criterion is reached. Prieler et al. used the Steady Flamelet Model (SFM) with a skeletal

mechanism so as to keep the calculation time to a minimum. Casal et al. [53] proposed a

new method of conducting a 3D simulation of the periodically transient reheating process
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of steel billets in a steady-state simulation. They introduced source terms to the energy

transport equation in the billet regions in order to transform the transient movement of the

billets into a steady-state simulation, thereby significantly reducing the calculation time,

and preventing information from being lost. The simulation results were compared with

data from the furnace control system of the reheating furnace, and showed good agreement.

It is also important to mention recent work using mathematical models based on the zone

method. Tan et al. [54] and Emadi et al. [55] used the zone method to simulate transient

furnace behaviour in production, transient temperature fields, and heat flux to the billets.

Li et al. [56] used the finite volume method with an alternating direction implicit algorithm

to determine the transient temperature field inside a reheating furnace.

1.3. Aim of This Thesis

The present study will investigate the effect of oxy-fuel and OEC on high temperature

applications, both experimentally and using CFD simulations. The experiments in this

work were conducted on a lab-scale furnace with a water-cooled copper plate serving as the

thermal load. The experiments were conducted for oxygen concentrations between 21 Vol%

and 100 Vol% oxygen in the oxidizer, and for two gas temperatures of 1070 ◦C and 1200 ◦C.

In order to observe the fuel reduction potential of OEC and oxy-fuel combustion, the gas

temperature (whether 1070 ◦C or 1200 ◦C) was set at a distinct temperature measurement

point in the furnace, and the fuel input was adapted for the different oxygen concentrations.

Special emphasis is placed on the heat transfer to the thermal load in the lab-scale furnace

for the different oxygen enrichments. Furthermore, a semi-industrial furnace equipped

with a flat flame burner was investigated with different oxygen concentrations, also using

both experiments and numerical simulations. The experiments were conducted for oxygen

concentrations from 21 Vol% up to 37 Vol%. The gas temperature was measured at different

points in the furnace, and the surface temperature of the burner quarl was also measured.

The main objectives of the experiments conducted herein are to:

• Prove the fuel saving potential of OEC for high temperature processes (above 1000 ◦C)

compared to air-fuel combustion.

• Provide experimental data (temperature, heat flux) to validate the CFD models.

The aim of this thesis is to develop numerical models which are applicable for all kinds of

oxygen enrichment, for both lab-scale and industrial-scale furnaces, with low computational

demand and high accuracy. The numerical CFD simulations performed herein were carried

out using the commercial software ANSYS Fluent.
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In the first step, 3-D CFD simulations of the furnaces investigated experimentally were

performed, in order to evaluate different combustion models, radiation models, and reaction

mechanisms in terms of their applicability in oxy-fuel and OEC conditions. The results of

the CFD simulations were subsequently compared to the experiments performed within

this thesis, and with additional experimental data from existing literature. Furthermore,

this thesis also explores the limits of the CFD models investigated. To gain a better

understanding of the heat transfer in high temperature furnaces, a CFD model was

developed, which makes it possible to determine the amount of heat flux that occurs as a

result of either gas radiation, wall surface radiation, or convection to a thermal load. This

model was then used to determine the amount of each mode of heat transfer that occurs

in lab-scale furnaces and industrial-scale furnaces. The aims of this numerical study can

be summarized as follows:

• Investigate the applicability of different combustion and radiation CFD models and

reaction mechanisms in terms of their applicability under OEC;

• Validate the CFD models with experimental data;

• Reveal limitation of the CFD models for OEC conditions;

• Develop a CFD model which can determine the amount of gas and wall surface

radiation on the total heat flux to a thermal load.

The validated CFD models were then used to investigate an industrial scale pusher-type

reheating furnace. For this purpose, a numerically-efficient method was developed which

makes it possible to calculate the combustion process, flow field, and species concentrations,

as well as the periodically transient reheating of the billets in one steady-state simulation.

The results of this simulation were compared with measurements of the furnace control

system. The goals of this part of the thesis are to:

• Develop a numerically-efficient method to couple the transient reheating of the steel

billets and gas phase combustion in one steady-state simulation;

• Simulate an industrial-scale pusher-type reheating furnace using the model; developed

to couple the gas phase combustion and the transient reheating of the billets;

• Compare the results of the simulation with measurement data.

Based on the validated CFD simulations, both a 0-D and a 1-D thermodynamic model

were developed in this thesis, which make it possible to estimate the effect of OEC on the

heat transfer to a load in a furnace. Due to the simplicity of this model, the calculation

time is very low compared to CFD simulations. With the thermodynamic model, the gas

temperature, the wall temperature, and the heat flux to a thermal load are calculated using

simple thermodynamic correlations. The results obtained with this thermodynamic model
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were compared with the solution of the CFD simulation, using the validated models, and

compared to measurements. Like the CFD model, the thermodynamic model is applicable

for both large- and small-scale furnaces, and for all kinds of oxygen enrichments. The aims

of this section are to:

• Develop a thermodynamic model which calculates the heat flux to a load, as well as

the gas and wall temperatures in a furnace, using simple thermodynamic correlations;

• Validate the thermodynamic model by comparing the results of the calculations with

experimental data and with the results of the CFD simulations;

• Check the applicability of the thermodynamic model for lab-scale and industrial-scale

furnaces, and for OEC and air-fuel conditions.
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2. Overall Modelling Strategy and the

Key Sub-Models

This chapter describes the overall modelling strategy and the most important governing

transport equations, turbulence models, combustion models, reaction mechanisms, and

radiation models used for the numerical simulation of reactive flows. More detailed

information about the numerical modelling of turbulent reactive flows can be found in

Ferziger and Falcitelli [57], Poinsot and Veynante [58] and Moukalled et al. [59]. This

chapter also describes one model that makes it possible to distinguish between the total

radiative heat flux into gas and wall surface radiation, in addition to presenting an iterative

approach to calculating the reheating of billets or slabs in a reheating furnace.

2.1. Overall Modelling Strategy

To receive accurate simulation results the model must take into account the major physical

effects as radiative heat transfer, homogeneous chemical reactions, etc. The results of

the model must be validated by measurements to verify if the results are reliable. The

overall modelling strategy used in this thesis can be seen in Figure 2.1. The furnace model

can be subdivided into the following sub-models: flow modelling, turbulence modelling,

homogeneous reaction model/combustion modelling and radiative heat transfer models.

The results of the model was compared with measurements performed in this thesis. In

the following sections the different sub-models are described in detail.

2.2. Flow Modelling

In most commercial CFD codes, the Finite Volume Method (FVM) is used for the

discretization of the governing transport equations. The basic idea of the FVM is that the

fluid domain is subdivided into finite Control Volumes (CVs); for each CV, the conservation
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Figure 2.1.: Overall modelling strategy

equations for mass, momentum, energy, and species are applied and solved by numerical

methods. The transport equation for the variable φ is given in Eq. 2.1 in its integral form

and in Eq. 2.2 in its differential form. In this equations, the ~v is the velocity vector, Γ

stands for the diffusion coefficient, ~n is the vector normal to the surface of the CV and ωφ

stands for the mass sink or source of the variable φ. The first term on the left-hand side of

these equations represents the time dependent variation of the variable φ in the CV, while

the second term stands for the convective flux of the variable φ over the surface of the CV.

The first term of the right-hand side of the equation stands for the diffusion flux of the

transport variable over surfaces of the CV, and the last term represents the generation or

destruction of φ [59].

∂

∂t

∫
VCV

ρφ dVCV +

∫
SCV

ρφ~v · ~n dSCV =

∫
SCV

Γ∇φ · ~n dSCV +

∫
VCV

ωφ dVCV (2.1)

∂ (ρφ)

∂t
+∇ · (ρφ~v) = ∇ · (Γ∇φ) + ωφ (2.2)

2.2.1. Conservation of Mass

In Eq. 2.3, the conservation equation for mass is given, also referred to as the continuity

equation. These equations have to be satisfied by each phase in a flow with different phases.

Therefore, due to chemical reactions, the mass exchange between the different phases can

lead to source or sink terms on the right-hand side of the continuity equation for the

different phases.
∂ρ

∂t
+∇ · (ρ~v) = 0 (2.3)
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2.2.2. Conservation of Momentum

In Eq. 2.4, the conservation of momentum is given. In this equation, τ stand for the stress

tensor and ~g is the gravitational vector. Again, the terms on the left-hand side stand for the

transient and convective change of the momentum in the CV. The terms on the right-hand

side represent the forces due to pressure, normal and shear stresses and gravitation.

∂ (ρ~v)

∂t
+∇ · (ρ~v~v) = −∇p+∇ · τ + ρ~g (2.4)

The stress tensor, given in Eq. 2.5, is a 3 x 3 matrix for a three-dimensional Cartesian

coordinate system, where τii stands for the normal stresses (including pressure) and τij for

the resulting shear stresses on the CV.

τ =

τxx τxy τxz

τyx τyy τyz

τzx τzy τzz

 (2.5)

In this thesis only Newtonian fluids are investigated. For a Newtonian fluid, the stresses

can be expressed by a linear function of the strain rate, as shown in Eq. 2.6, where µ is

the dynamic viscosity and I the identity matrix.

τ = µ

[(
∇~v + (∇~v)T

)
− 2

3
(∇ · ~v) I

]
(2.6)

Furthermore, the flow is assumed to be incompressible, and the material properties, such

as density and viscosity, are assumed to be constant. In this context, incompressible means

that the density does not change due to changing pressure (ρ 6= f(p)), but still changes

because of changing temperatures (ρ = f(T )). This assumption is justified because the

velocities of the flows investigated in this thesis are below a Mach number of 0.3. In Eq.

2.7, the conservative equation for a Newtonian, incompressible fluid and with constant

material properties is given.

∂ (ρ~v)

∂t
+∇ · (ρ~v~v) = −∇p+ µ∇2~v + ρ~g (2.7)

2.2.3. Conservation of Energy

The conservation equation for energy is given in Eq. 2.8, where e stands for the total

energy (see Eq. 2.9), λ is the thermal conductivity, hk and ~Jk are the enthalpy and the

diffusion flux of the component k which passes through the surface of the CV (see Eq. 2.10
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and 2.11). The diffusion flux ~Jk is calculated using Eq. 2.11, where the diffusion and

diffusion due to the Soret effect are considered. In this equation, the Dk and Dk,T are the

diffusion coefficients and SCt is the turbulent Schmidt number. ωe represents the source

term which has to be determine by the combustion model and the radiative model in the

CFD calculation.

∂ (ρe)

∂t
+∇ · (ρ~ve) = −∇ · (p~v) +∇ · (τ · ~v)−∇ · (λ∇T )−∇ ·

∑
k

hk ~Jk + ωe (2.8)

e = h− p

ρ
− ~v

2
(2.9)

The first term on the left-hand side of Eq. 2.8 again stands for the time dependent variation

of the energy inside the CV, and the second term represents the convective energy fluxes

over the surfaces of the CV. On the right-hand side, the terms stand for the energy resulting

from the pressure and stresses on the CV, the energy flux due to thermal conductivity,

and the enthalpy by diffusion flux of the component k, respectively.

hk =

T∫
T0

cp dT (2.10)

The energy equation can also be written in terms of temperature by inserting Eq. 2.9 and

Eq. 2.10 into Eq. 2.8.

~Jk = −
(
ρDk +

µt
SCt

)
· ∇Yk −Dk,T ·

∇T
T

(2.11)

2.2.4. Conservation Equation for Species

In Eq. 2.12 the conservation equations for the species k in a multi species flow is given.

Again the terms on the left hand side stands for the transient and the convective part and

on the right-hand side the terms stand for the species transport due to diffusion and ωYk
for the source or the sink term of the species k. This source term has to be provided by

the combustion models.

∂ (ρYk)

∂t
+∇ · (ρYk~v) = −∇ · ~Jk + ωYk (2.12)
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2.3. Turbulence Modelling

In the majority of industrial applications, the flow is turbulent. This must be taken into

account in any numerical calculations. A turbulent flow is defined by the unsteady, three-

dimensional fluctuation of its velocity components [57]. This fluctuation affects both

the energy and mass transfer, as well as the mixing process in systems with different

components. Such fluctuations arise from eddies, which are formed by the shear stresses

that result from different velocities in the flow or between the flow and the walls. In a

turbulent flow, different length scales of eddy structures can be observed. The larger eddy

structures contain the highest kinetic energy of the fluid flow. After some time, these larger

eddies break up into smaller eddies due to energy dissipation. On the smallest length scale,

also called the Kolmogorov scale, the energy dissipates into thermal energy. The transport

of energy from the large scale eddies to the smallest turbulent structure is called energy

cascade [60]. In a CFD calculation, these energy cascade must be considered, otherwise

the calculation would be unrealistic. Three different approaches to these calculations have

been developed. The first of these is the Direct Numerical Simulation (DNS) approach.

Using this method, the conservation equations (Navier-Stokes equations) presented in the

previous section can be used for the calculation of turbulent flows without any changes.

Only the size of the grid must resolve the smallest turbulent structures, which means that

the entire energy cascade has to be calculated. This approach can not be used for technical

applications due to the very long calculation times. The second approach is referred to

as Large Eddy Simulation (LES). Since larger eddies have the highest influence on fluid

flow, these eddies should be resolved by the CFD calculation. In an LES calculation, the

structures that are smaller than the computational grid are modelled, and the larger

structures are calculated. Therefore, the computational grid is coarser than that of the

DNS. The calculation times are still quite high for industrial applications, since for both

the DNS and the LES approaches the transient Navier-Stokes equations must be solved.

The last and most commonly used approach for modelling turbulent flow is to use the so

called Reynolds-Averaged Navier-Stokes (RANS) equations. This approach, which models

the whole energy cascade and does not consider time dependent fluctuations, was also used

in this thesis. In Figure 2.2, the energy cascade depending on the wave length is shown, in

addition to how much of the energy cascade is resolved by each approach. The wave length

k is the inverse of the turbulent length scale l. In Figure 2.2, l0 stands for the integral length

scale, which represents the large eddies, and lk stands for the Kolmogorov scale, which

represents the smallest eddies. The RANS equations are derived from the Navier-Stokes

equations (see Eq. 2.3 and 2.7) by Reynolds-averaging them using Eq. 2.13.

φ = φ+ φ′ (2.13)
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Figure 2.2.: Energy cascade depending on the length scale and the resolution of the different approaches

[60]

The instantaneous value of a variable φ can be decomposed into a mean value φ and a

fluctuating value φ′. The mean value of a statistical steady-state fluid flow is defined as

shown in Eq. 2.14.

φ = lim
t→∞

1

t

t∫
0

φ dt (2.14)

The RANS equations for momentum and mass conservation are given in Eq. 2.15 and

2.16 for an incompressible medium. As a result of the Reynolds-averaging, a new unclosed

term so called Reynolds stresses arise in the momentum equation. These Reynolds stresses

must be modelled by turbulence models.

∂ρ

∂t
+∇ ·

(
ρ~v
)

= 0 (2.15)

∂
(
ρ~v
)

∂t
+∇ ·

(
ρ~v~v

)
= −∇p+∇ · τ −∇ ·

(
ρ~v′~v′

)
︸ ︷︷ ︸

Reynolds stresses

+ρ~g (2.16)

In turbulent flows with a gaseous medium, the fluctuation of temperature or pressure can

lead to varying densities. Due to this density variation, the mass cannot be conserved by

means of the Reynolds-averaging method. To overcome this problem, only mass-weighted

averaged (Favre averaged) values are used in the calculation. The additional Reynolds

stresses can be calculated using zero-, one - and two-equation turbulence models based on

the Boussinesq approach, or by modelling the components of the stress tensor resulting
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in the Reynolds Stress Model (RSM). In this thesis, only two-equation models and the

RSM were used for turbulence modelling. Therefore, these models are described in the

next sections in more detail.

2.3.1. Standard k-ε Model

The standard k-ε model is a two- equation model proposed by Launder and Spalding [61].

Thanks to its robustness, the standard k-ε model is used in a wide range of applications.

For this reason, it was also used in this thesis. The standard k-ε model assumes that the

Reynolds stresses are proportional to the local mean-velocity gradients. This method was

first proposed by Boussinesq, and is therefore denoted as the Boussinesq hypothesis. In

Eq. 2.17, the relations for the calculation of the Reynolds stresses with the Boussinesq

approach are shown, where µt is the turbulence viscosity, k is the turbulent kinetic energy

and δij is the Kronecker delta. The turbulence viscosity is not a property of the fluid

(unlike the molecular viscosity), and it can therefore vary, not only from fluid flow to flow,

but also over the domain of a particular fluid flow. This turbulence viscosity must be

provided by the turbulence model.

− ρ~v′~v′ = µt (∇~v)− ρ2

3
kδi,j (2.17)

In the standard k-ε model, the turbulence viscosity is calculated using Eq. 2.18, where ε is

the dissipation rate and Cµ a empirical model constant.

µt = ρCµ
k2

ε
(2.18)

The turbulence model solves two additional transport equations for the dissipation rate ε

and the kinetic energy k. These equations are given in Eq. 2.19 and Eq. 2.20, using the

Einstein notation. The variables Gk and Gb represent the generation of turbulent kinetic

energy due to velocity gradients (see Eq.2.21) and buoyancy effects (see Eq. 2.22), with

the turbulent Prandtl number Prt . In Eq. 2.23, the calculation of the thermal expansion

coefficient is defined.

∂

∂xi
(ρkui) =

∂

∂xj

[(
µ+

µt
Prk

)
∂k

∂xj

]
+Gk +Gb − ρε (2.19)

∂

∂xi
(ρεui) =

∂

∂xj

[(
µ+

µt
Prε

)
∂ε

∂xj

]
+ C1,ε

ε

k
(Gk + C3εGb)− C2ερ

ε2

k
(2.20)

Gk = −ρu′iu′j
∂uj
∂xi

(2.21)
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Table 2.1.: Values of the model constants used in the k-ε model [61] [62].

Model constant Value

Cµ 0.09

Prk 1.0

Prε 1.3

C1,ε 1.44

C2,ε 1.92

Gb = βgi
µt
Prt

∂T

∂xi
(2.22)

β = −1

ρ

(
∂ρ

∂T

)
p

(2.23)

All other coefficients in Eq. 2.19 and Eq. 2.20 are empirical model constants and are

defined by experiments. In Table 2.1, the values for these constants are given. The variable

C3ε in Eq. 2.20 is calculated by Eq. 2.24, where u and v are the velocity components

perpendicular and parallel to the gravitational vector.

C3ε = tanh|v
u
| (2.24)

2.3.2. Realizable k-ε Model

The realizable k-ε model is an improvement of the standard k-ε model and was proposed

by Shih et al. [63]. The realizable k-ε model is, like the standard k-ε model, a two-equation

model based on the Boussinesq hypothesis. The big difference between the models is the

calculation of the turbulent viscosity, the turbulent Prandtl number, and the modified

transport equation for the dissipation rate ε (see Eq. 2.25). The calculation of the variables

in Eq. 2.25 are given in Eqs. 2.26 to 2.28.

∂

∂xi
(ρεui) =

∂

∂xj

[(
µ+

µt
Prε

)
∂ε

∂xj

]
+ ρC1Sε− ρC2

ε2

k +
√
vε

+ C1ε
ε

k
C3εGb (2.25)

C1 = max

[
0.43,

η

η + 5

]
(2.26)

η = S
k

ε
, S =

√
2SijSij (2.27)

Sij =
1

2

(
∂uj
∂xi

+
∂ui
∂xj

)
(2.28)

With the realizable k-ε model, the calculation of high stream curvatures and spreading

rates in an axisymmetric jet is improved compared to the standard k-ε model [62]. This
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Table 2.2.: Model constants used in the realizable k-ε model

Model constant Value

Prk 1.0

Prε 1.2

C2 1.9

C1,ε 1.44

is because of the different formulation of the transport equation for the dissipation and

the turbulent viscosities. In contrast to the standard k-ε model, where the Cµ is constant,

the realizable k-ε model calculates this parameter based on an eddy viscosity formulation

from Reynolds [64] and which can be found in [62]. All other model constants used in the

realizable k-ε model can be found in Table 2.2. Again, these parameters are determined by

experiments. Due to the broader applicability of the realizable k-ε model, it was primarily

used in this thesis.

2.3.3. Reynolds Stress Model (RSM)

The Reynolds Stress Model (RSM) is the most advanced approach for modelling the

Reynolds stresses in the RANS equations. In the RSM, the Reynolds stresses are determined

by solving a transport equation for each component of the stress tensor. Therefore, seven

additional equations (six stresses, one dissipation rate) must be solved, which makes this

model more computationally demanding than the models presented above. The advantage

of the RSM is that, in contrast to the eddy-viscosity approach in the k-ε model, it considers

the anisotropic behaviour of a flow with rapid changes to the strain rate or high stream line

curvature, etc. [57, 65, 66]. In Eq. 2.29, the transport equation for the Reynolds stresses is

given, where τij = ρu′iu
′
j represents the Reynolds stress tensor. In this equation, the terms

for the turbulent diffusion, the dissipation tensor, and the pressure strain rate have to

modelled, which is done using the dissipation rate. Due to the fact that the RSM is the

most advanced turbulence model, it was used in this thesis as the reference turbulence

model.

∂τij
∂t︸︷︷︸

time derivative

+
∂ (ukτij)

∂xk︸ ︷︷ ︸
convective term

= −
(
τik
∂uj
∂xk

+ τjk
∂ui
∂xk

)
︸ ︷︷ ︸
stress production term

+
∂

∂xk

(
µ

ρ

∂τij
∂xk

)
︸ ︷︷ ︸
molecular diffusion

+ 2µ
∂u′i
∂xk

∂u′j
∂xk︸ ︷︷ ︸

dissipation tensor

+
∂

∂xk

(
ρu′iu

′
ju
′
k + p′u′iδjk + p′u′jδik

)︸ ︷︷ ︸
turbulent diffusion

− p′
(
∂u′i
∂xj

+
∂u′i
∂xj

)
︸ ︷︷ ︸

pressure strain

(2.29)
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2.3.4. Near-Wall Treatment Methods

Walls have a high influence on turbulent flow due to the high velocity gradients which

occur near the wall and the viscose damping of the turbulence. Therefore, special attention

must be paid to the modelling of the near wall region to gain an accurate numerical

simulation.

Turbulent Boundary Layers

Experiments show that the near wall region can be subdivided into three layers: viscous

sublayer, buffer layer and the fully turbulent region. In the viscous sublayer the viscous

forces play the dominant roll in momentum or heat transfer and the flow is nearly laminar.

In the fully turbulent layer the turbulence has the highest influence on the momentum

and the heat transfer. The buffer layer is the transition layer between the viscous sublayer

and the fully turbulent region. In this layer the turbulence and the viscosity have an

equally big impact on the momentum or heat transfer. In Figure 2.3 the velocity profile of

a turbulent flow near the wall is plotted in semi-log coordinates. Where U/Uτ stands for

Figure 2.3.: Velocity profile of a turbulent boundary layer as a function of distance normal to the wall [62]

the dimensionless velocity and y+ for the dimensionless normal wall distance. The velocity

Uτ stands for the friction velocity and is defined as:

Uτ =

√
τw
ρ

(2.30)
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and the normal wall distance y+ is defined as:

y+ =
ρUτy

µ
(2.31)

The dotted points in Figure 2.3 correspond to experimental data and the solid lines are the

values calculated by the corresponding equations. In the viscous sublayer the dimensional

velocity can be approximated by the following equation:

U

Uτ
= y+ (2.32)

and in the fully turbulent region the dimensional velocity can be approximated by the so

called log-law:
U

Uτ
=

1

κ
ln
(
y+
)

+B (2.33)

where κ stands for the so called Karman constant with a value of 0.41 and B is an empirical

constant related to the thickness of the viscous sublayer, for a flat plate this value is

∼ 5.45. For the buffer layer none of this correlations show good results, therefore this

region should be avoided.

Modelling Near-Wall Regions

There are generally two approaches to model the near wall region. The first approach

are the so called wall functions. In this approach the viscous sublayer is not resolved by

the numerical grid, instead semi-empirical formulations are used to describe the viscous

effected region. In the second approach the numerical grid resolves the viscous sublayer all

the way down to the wall. In this thesis wall functions are used to model the near-wall

regions because the focus of this thesis is on models with a low computational demand.

Therefore, only the wall function approach will be described in this thesis.

The wall functions provide functions and laws for the mean velocity, temperature and

turbulence quantities near the wall. In ANSYS Fluent different wall-function approaches

are available:

• Standard wall function

• Non-Equilibrium wall function

• Enhanced wall function
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In this thesis the standard wall function was used in all simulation and will therefore be

further explained.

Momentum: In the standard wall function the mean velocity near the wall is calculated

similar to Eq. 2.32 and 2.33 with a different formulation for y+ and U/Uτ . In the standard

wall function the mean velocity U∗ is defined as

U∗ =
UpC

1
4
µ k

1
2
p

τw
ρ

(2.34)

and the normal wall distance y∗ is defined as

y∗ =
ρC

1
4
µ k

1
2
p yp

µ
(2.35)

where Up stands for the mean velocity at the near-wall node P , kp for the turbulent kinetic

energy at the near-wall node P , Cµ is an empirical model constant from the turbulence

model and yp the normal distance from point P to the wall. With these formulations the

log-law for the fully turbulent region can be rewritten to

U∗ =
1

κ
ln (Ey∗) (2.36)

and for the viscous sublayer to

U∗ = y∗ (2.37)

In ANSYS Fluent the log-law (Eq. 2.36) is employed when the normal wall distance

y∗ is > 11 and the laminar stress-strain relationship (Eq. 2.37) is used for normal wall

distances < 11. The standard wall function is applicable for y∗ values between 15 < and

< 300 whereby the upper limit strongly depends on the overall Reynolds number. For the

simulations conducted in this thesis the y∗ was between 20 and 300.

Turbulence: For the k−ε model and the RSM the k-equation is solved in the whole domain

including the near-wall region. At the wall a zero gradient boundary condition ( ∂k
∂n

= 0) is

applied for the k-equation. The dissipation rate ε and the production of the kinetic energy

Gk is calculated in the wall-adjacent cells by the local equilibrium hypothesis. The local

equilibrium hypothesis states that the production of k and the dissipation rate ε are equal

in the wall-adjacent cell. Therefore, the production of turbulent kinetic energy (Gk) is

based on logarithmic law and can be calculated by the following correlation

Gk ≈ τw
∂U

∂y
= τw

τw

κk
1
2
p yp

(2.38)

In contrast to k-equation the ε-equation is not solved at the wall-adjacent cells. Therefore,

the ε value in the wall adjacent cell is calculated by the following correlation

ε =
C

3
4
µ k

3
2
p

κyp
(2.39)
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2.4. Combustion Modelling

In combustion modelling, the use of correct models for chemical kinetics and turbulent

chemistry interaction is necessary in order to achieve an accurate simulation. The selection

of the turbulence/chemistry interaction model has a significant impact on the calculation

time and the solution. Three main models are available in most commercial CFD codes to

describe the turbulence/chemistry interaction: the Eddy Dissipation Model (EDM), the

Eddy Dissipation Concept Model (EDC), and mixture fraction models, like the SFM. In

the following section, these models will be described in detail.

2.4.1. Eddy Dissipation Model (EDM)

The EDM is based on the assumption that the time scale of the chemical reaction is

infinitely fast compared to the mixing time. Therefore, the combustion process can be

reduced to a simple mixing problem. This approach is also called the “mixed is burnt”

approach [67] and was first proposed by Magnussen and Hjertager [68]. The EDM predicts

the net production rate of a species k in mixing-limited combustion. In the EDM, the

characteristic value for the calculation of the production rate is the large eddy mixing

time scale ( ε
k
). To predict the net production rate of the species k, the minimum values of

Eq. 2.40 (reactant mixing rate) and Eq. 2.41 (production mixing rate) are defined as the

species source term.

ωk,r = ν ′k,rMkAρ
ε

k
min

(
YR

ν ′R,rMR

)
(2.40)

ωk,r = ν ′k,rMkABρ
ε

k

∑
p Yp∑k

j ν
′′
j,rMj

(2.41)

In Eq. 2.40 and 2.41, Y stands for the mass fraction, ν ′ for the stoichiometric coefficient

of reactants, ν ′′ for the stoichiometric coefficient of products, and M stands for the

molecular weight. The subscripts r stands for the reaction, R for the reactant, and P

for the product species. The variables A and B are model parameters and, have for a

conventional combustion, the values 4.0 and 0.5, respectively. For different combustion

regimes, these values can be adapted. In this thesis, the standard values are used. A big

drawback of the EDM is that a maximum of two reactions can be considered because

multi step reaction mechanism are based on the Arrhenius rate, which can be significantly

different for each reaction. In the EDM, all reactions have the same turbulent rate, and,

therefore the model should only be used with a global reaction mechanism which considers

a maximum of two reactions [62]. This restriction means that no dissociation effects can
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be considered with the EDM. In oxy-fuel combustions, the consideration of dissociation

effects is necessary, otherwise the temperature is massively overestimated (see section

2.4.4). Therefore, the EDM is deemed to be unsuitable for oxy-fuel combustion.

2.4.2. Eddy Dissipation Concept (EDC)

The EDC model is an improvement of the EDM model, and is based on the work

of Magnussen [69]. With the EDC model, multi-step mechanisms can be used for the

calculation of combustion processes. This makes it possible to consider radical formation and

dissociation effects, both of which are necessary for the calculation of oxy-fuel combustions.

Therefore, the EDC is mainly used by researchers for the calculation of oxy-fuel flames

(e.g. [40, 70, 71]). The EDC assumes that the reaction takes place in fine scales, where

the whole chemical reaction mechanism is solved for each iterations step. In Eq. 2.42 and

Eq. 2.43, the definition of the length scale and the time scale is shown, where Cζ is the

volume fraction constant and Ct is the time scale constant, with values of 2.1377 and

0.4082, respectively [72].

ζ∗ = Cζ

(
µε

ρk2

) 1
4

(2.42)

t∗ = Ct

(
µ

ρε

) 1
2

(2.43)

The source term for a species is calculated by Eq. 2.44, where Y ∗i represents the fine scale

mass fraction.

ωk =
ρ (ζ∗)2

t∗
[
1− (ζ∗)3

] (Y ∗i − Yi) (2.44)

The big drawback of the EDC is its high calculation time, which is due to the compu-

tationally demanding chemistry integration in each iteration step. Pope [73] proposed a

method called In-Situ Adaptive Tabulation (ISAT), which reduces the calculation time for

the chemistry integration with each iteration step. Although the ISAT method reduces

the calculation time of the EDC, it still takes ten times longer than both the EDM and

the SFM.

2.4.3. Steady Laminar Flamelet Model (SFM)

Another possibility for simulating combustion with detailed mechanisms is the SFM model.

In this model, a turbulent flame can be represented by an ensemble of small one-dimensional

laminar diffusion flamelets [74]. The flamelets are created by calculating one- dimensional
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counter flow diffusion flames. Such counterflow diffusion flames can be easily calculated

with detailed chemical kinetics, and can be compared with measurements. The advantage

of this model is that the thermochemical state of the fluid can be described by only one

parameter, called mixture fraction. The mixture fraction is defined as the mass fraction of

all fuels (C, H,. . . ) and all oxidizer elements (O,. . . ) in all species (H2O, CO2, CO, O,

OH,. . . ). In Eq. 2.45, the definition of the mixture fraction is shown, where Zi, Zi,ox and

Zi,fuel are the mass fractions of the element i in the oxidizer and the fuel.

f =
ṁfuel

ṁfuel + ṁox

=
Zi − Zi,ox

Zi,fuel − Zi,ox
(2.45)

The benefit of this approach is that the source terms from the chemical reactions in the

transport equation of the mean mixture fraction can be avoided due to mass balance on

the atomic level. The introduction of the mixture fraction reduces the chemistry to a

simple mixing problem [58, 60, 62]. In Eqs. 2.46 - 2.48 the flamelet equations are given,

where χ stands for the scalar dissipation rate, ωk for the reaction rate of species k, Hk for

the specific enthalpy of the species k, as for the strain rate, and ρ∞ for the density of the

fluid at the inlet. For the assumption of chemical equilibrium in the flamelet, the scalar

dissipation rate has a value of 0.

ρ
∂Yk
∂t

=
1

2
ρχ
∂2Yk
∂f 2

+ ωk (2.46)

ρ
∂T

∂t
=

1

2
ρχ
∂2T

∂f 2
− 1

cp

∑
k

Hkωk +
1

2cp
ρχ

[
∂cp
∂f

+
∑
k

cp,k
∂Yk
∂f

]
∂T

∂f
(2.47)

χ =
as
4π

(√
ρ∞
ρ

+ 1
)2

2
√

ρ∞
ρ

+ 1
exp

{
−2
[
erfc−1 (2f)

]2}
(2.48)

For turbulent flows, the governing equations are only solved for Favre-averaged values.

Therefore, the mean value of the different scalars is predicted by a Probability Density

Function (PDF). The PDF is the probability that the instantaneous fluid value is equal

to the averaged value at the same place in the flow field [58, 60, 62]. The PDF is also

generated before the CFD calculation, based on the results of the flamelet calculation.

Therefore, the shape for the PDF must be presumed. A commonly used PDF shape is the

β-PDF, which is also used in all simulations performed in this thesis. Averaged values φi,
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like temperature, density, etc., were calculated with Eqs. 2.49 to 2.53. For the calculation

of p(f), the mixture fraction variance f ′2 is needed with f ′ = f − f .

φ =

1∫
0

p(f)φ(f,H) df (2.49)

p(f,H) ≈ p(f) · δ(H −H) (2.50)

p(f) =
fα−1(1− f)β−1

1∫
0

fα−1(1− f)β−1 df

(2.51)

α = f

(
f(1− f)

f ′2
− 1

)
(2.52)

β = (1− f)

(
f(1− f)

f ′2
− 1

)
(2.53)

The advantage of this approach is that the chemistry calculations can be pre-processed

and stored in look-up tables, and only two additional transport equations have to be

solved for the mean mixture fraction f and mixture variance f ′2. This means that the

density, temperature, and mass fraction only depend on the mixture fraction and enthalpy

(for non-adiabatic conditions). Furthermore, this leads to a significant reduction in the

calculation time. The transport equations for the mean mixture fraction and mixture

fraction variance are given in Eqs. 2.54 and 2.55, where µt stands for the turbulent viscosity;

Cg and Cd are model constants. Additionally, the energy equation is given in Eq. 2.56,

where H stands for the mean enthalpy, kt for the turbulent conductivity, and ωH is the

source term for enthalpy, for example, due to thermal radiation.

∂

∂t

(
ρf
)

+∇ ·
(
ρ~vf

)
= ∇ ·

(
µt
Prt
∇f
)

(2.54)

∂

∂t

(
ρf ′2

)
+∇ ·

(
ρ~vf ′2

)
= ∇ ·

(
µt
Prt
∇f ′2

)
+ Cgµt

(
∇f
)2 − Cdρ ε

k
f ′2 (2.55)

∂

∂t

(
ρH
)

+∇ ·
(
ρ~vH

)
= ∇ ·

(
λt
cp
∇H

)
+ ωH (2.56)
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Borghi diagram

The Borghi diagram was used to evaluate if the SFM can be used for the calculation of

oxy-fuel flames. The Borghi diagram can be used to estimate different combustion regimes

of premixed turbulent combustions [75]. Although, in this thesis only turbulent diffusion

flames are investigated, the Borghi diagram is used to roughly estimate the dominating

combustion regime. The use of the SFM model is valid if the chemistry is much fast then

the mixing process. The Damköhler number (Da) represent the ratio of the flow time

scale to the chemical time scale and can be calculates using Eq. 2.57. In Eq. 2.57, vL

stands for the laminar flame speed, lF for the laminar flame thickness, v ′ for the turbulent

intensity and lt for the turbulent length scale. From this equation it can be seen that

the use of the SFM model is valid for Damköhler numbers higher then one. In Figure

2.4 the Borghi diagram is shown, where Relt stands for the turbulent Reynolds number

(definition see Eq. 2.58) and Ka for the Karlovitz number (definition see Eq. 2.59). The

Kalovitz number stands for the ratio of the chemical time scale (tF ) and the Kolmogorov

time scale (tK). In this diagram the ratios of lt/lf and v ′/vL for the furnaces investigated

in this thesis which operates under oxy-fuel conditions (VO2, IFRF furnace) are shown.

Under oxy-fuel conditions the flame speed has the highest value and the Re number has

the lowest value compared to air-fuel combustion. Therefore, the furnaces which operates

under oxy-fuel were used to evaluate if the SFM can be used. If the SFM can be used for

oxy-fuel conditions it is also valid for air-fuel conditions. Because under air-fuel conditions

the Re number is far higher then under oxy-fuel conditions, due to the higher flow rates.

It can be seen that for both furnaces the calculated ratios of lt/lf and v ′/vL results in a

Damköhler number higher then one. Therefore, the use of the SFM is appropriate for this

furnaces operating under oxy-fuel conditions.

Da =
tt
tF

=
vL · lt
v ′ · lF

(2.57)

Relt =
v ′ · lt
vl · lF

(2.58)

Ka =
tF
tK

(2.59)
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Figure 2.4.: Borghi diagram: VO2 furnace , IFRF furnace . Adapted from [75]

2.4.4. Reaction Mechanisms and Their Applicability for OEC

In literature, many chemical reactions mechanisms can be found for the combustion of

different hydrocarbons with air. For oxy-fuel or OEC conditions, hardly any reaction

mechanisms are available that have been specially designed or tested for these conditions.

In oxy-fuel and OEC conditions, it is necessary to use detailed reaction mechanisms,

because of the higher temperatures and dissociation process that must be taken into

account [21, 40]. In this thesis only furnaces are investigated which are fired by NG. In

Figure 2.5, the adiabatic flame temperature for the combustion of methane calculated with

a detailed reaction mechanism (GRI3.0) is compared with a simple one-step global reaction

mechanism for different oxygen concentrations in the oxidizer. It can clearly be seen that

the detailed and the one-step mechanisms predict similar adiabatic flame temperatures

for air-fuel conditions, but, with increasing oxygen concentrations in the oxidizer, the

adiabatic flame temperature is massively overestimated by the one-step mechanism due

to its neglect of dissociation effects. Prieler [21] and Prieler et al. [41] evaluated different

detailed reaction mechanisms in terms of their application for oxy-fuel and OEC with the

SFM. For this purpose, four detailed reaction mechanisms were investigated: the GRI3.0,

DRM19, smooke46, and skeletal25. The GRI3.0 [76] is one of the most comprehensive

and frequently-used reaction mechanisms for the combustion of NG. It consists of 325

reactions and considers 53 species (see Appendix A.3), including the formation of NOx.

This mechanism has been widely validated against experiments and data from literature

on air-fuel combustion. The DRM19 [77] was derived from the GRI3.0 for methane air
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Figure 2.5.: Adiabatic flame temperature for combustion of methane with different O2/N2 mixtures

calculated with a detailed reaction mechanism GRI3.0 ( ) and 1 step ( ) reaction

mechanism [21]

combustion using reduction techniques. The mechanism considers 84 reactions and 19

species, and was tested against the GRI3.0 for a wide range of pressures and equivalence

ratios under air-fuel conditions. The smooke46 mechanism was proposed by Smooke

et al. [78], consists of 17 species, and considers 46 reactions (see Appendix A.1). This

mechanisms was tested against experiments with counter diffusion flames, using diluted

air as oxidant. The skeletal25 mechanism was developed by Peeters [79] in a PhD thesis.

It consists of 25 reactions and considers 17 species (see Appendix A.2). This mechanism is

an adaptation of the mechanism proposed by Smooke and Giovangigli [80]. In skeletal25,

the pressure-dependent reaction (R13) has been adapted for atmospheric conditions. The

investigation by Prieler et al. [41] revealed that up to an oxygen concentration of 30 Vol%

oxygen in the oxidizer, all reaction mechanisms predict the same temperature and species

concentrations for the combustion of methane. For higher oxygen concentrations, every

reaction mechanism except skeletal25 predicted unrealistic flame temperatures and species

concentrations. Prieler [21] concluded that the skeletal25 reaction mechanism is able to

better predict the flame temperature under oxy-fuel and OEC conditions due to its faster

conversion of the intermediate species CO to the products H2O and CO2. In this thesis,

the smooke46 and the skeletal25 reaction mechanisms were mainly used for combustion

simulations with the SFM model. A global four-step reaction mechanism proposed by Yin

et al. [40] was also used in this thesis, in combination with the EDC model. This global

mechanism is an adapted version of the JL [81] global four-step reaction mechanism, using
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Table 2.3.: Kinetic parameters of the refined JL reaction mechanism by Yin et al. [40]

No. Reactions Rate equation [kmol/(m3 Ts)] A b E

1 CH4 + 0.5O2 −→ CO + 2H2
d[CH4]
dt

= AT b exp−E/(RT ) ·[CH4]
0.5[O2]

1.25 4.4 · 1011 0 1.26 · 108

2 CH4 +H2O −→ CO + 3H2
d[CH4]
dt

= AT b exp−E/(RT ) ·[CH4][O2] 3.0 · 108 0 1.26 · 108

3 H2 + 0.5O2 ←→ H2O
d[H2]
dt

= AT b exp−E/(RT ) ·[H2][O2]
0.5 (forward) 5.69 · 1011 0 1.465 · 108

4 CO +H2O ←→ CO2 +H2
d[CO]
dt

= AT b exp−E/(RT ) ·[CO]0.5[H2O] (forward) 2.75 · 109 0 8.36 · 107

the original H2 oxidation model proposed by Marinov et al. [82]. In Table 2.3, the the

kinetic parameters of the refined JL reaction mechanism are given.

2.5. Radiation Models

Radiative heat transfer in an participating medium consist of absorption, emitting and

scattering. In Figure 2.6 a ray is shown passing through a participating medium. The

radiation intensity I of the ray is gained by emission and in-scattering and is reduced

by absorption and out-scattering. The change of the radiation intensity of a ray passing

Figure 2.6.: Radiative heat transfer in an participating medium. Adapted from [62]

through a absorbing, emitting, and scattering medium is described by the Radiative

Transport Equation (RTE), given in Eq. 2.60, in direction ~s at position ~r:

∇ · (I(~r, ~s)~s) + (a+ σs)I(~r, ~s)︸ ︷︷ ︸
absorption/scattering loses

= an2σT
4

π︸ ︷︷ ︸
gas emission

+
σs
4π

4π∫
0

I(~r, ~s′)Φ(~s · ~s′) dΩ

︸ ︷︷ ︸
in−scattering

(2.60)

where a stands for the absorption coefficient of the flue gas, σ for the Stefan-Boltzmann

constant, σs for the scattering coefficient of the flue gas, I for the radiation intensity,
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and T for the local temperature. Due to the use of natural gas as fuel, and, hence, the

assumption of a low particle concentration, scattering can be neglected (σs = 0). Therefore,

Eq. 2.60 reduces to:

∇ · (I (~r, ~s)~s) + aI (~r, ~s) = an2σT
4

π
(2.61)

The RTE can be solved using the P1 model [83, 84] or the Discrete Ordination Model

(DO) [85, 86], which are both described in detail in the following sections.

2.5.1. The P1 Model

In the P1 model, the general equation of radiative heat transfer is transformed by the

method of spherical harmonics into a set of simultaneous partial differential equations.

The first approaches were closely related to the neutron transport and to the radiative

transfer of stars. The P1-approximation is the lowest order calculation of the method of

spherical harmonics. The method of spherical harmonics is very popular because of the

fact that it produces a relatively simple set of partial differential equations. On the other

hand, its disadvantages are that low order approximations like the P1 are only right with

near isotropic radiative intensity, and that the P1 does not give the correct result in case of

optically thin media [87]. Generally, P1 model over predicts the radiative heat flux in many

cases [62]. Porter et al. [88] and Prieler et al. [41] showed that the P1 model over predicts

heat flux under oxygen-enriched conditions (with a high optical thickness). The higher

order approximations are more time consuming. The radiative intensity is integrated over

all directions, which leads to the diffusion equation of the RTE as given in Eq. 2.62, where

G is the incident radiation (definition see Eq. 2.63) and ∇ · qrad is the radiative heat flux.

The result of the radiative heat flux from the Eq. 2.62 is used as a source or sink term in

the energy equation.

−∇ · qrad = aG− 4an2σT 4 (2.62)

G =

4π∫
0

I(~r, ~s′) dΩ (2.63)
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2.5.2. Discrete Ordinates Model (DO)

The DO model calculates the radiative heat transfer by solving the RTE (see Eq. 2.61) for

different solid angles, ~s. The method presented here was first used for the calculation of

neutron transport. Later, like the P1-Approximations, it became established as a solution

for radiation heat transfer problems. In the last thirty years, the DO has been adapted for

general radiative heat transfer problems. The model is characterized by the variation of

the direction of the RTE. The idea is that the transfer equation be solved for a discrete

direction for the solid angle ~s of the angular space 4π. The DO method can be subdivided

into the following steps:

• Angular discretization of the spherical envelop around the each cell-center

• Angular discretization of the RTE

• Spatial discretization of the RTE

• Solve the discretized RTE equations

In this work, each octant was discretized with 4 x 4 solid angels, which results in an total

of 128 directions for which the RTE must be solved [62, 87].

The P1 model should be used for optical thicknesses of > 1 and the DO model for optical

thicknesses lower then one [62, 87]. Definition of the optical thickness can be seen in Eq.

2.64, where a is the absorbing coefficient, σs the scattering coefficient and s the mean

beam length or beam length.

(a+ σs) ṡ (2.64)

The beam length is calculated by Eq. 2.65, where V stands for the gas volume and A for

the surrounding surface of the gas volume.

s = 3.6
V

A
(2.65)

The typical optical thicknesses of the furnaces investigated in this thesis are between 0.34

and 0.87. Therefore, the DO model was mainly used as radiation model in this thesis.

2.5.3. Radiative Properties of the Flue Gas

In reactive flows, the modelling of the radiative properties is of high importance, especially

in oxy-fuel or oxygen-enriched conditions. For the stoichiometric combustion of methane,
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the amounts of H2O and CO2 in the flue gas can vary from low amounts – under air-

fuel conditions – with volume fractions of 0.19 for H2O and 0.095 for CO2, to high

concentrations for oxy - fuel combustion, with volume fractions of 0.66 and 0.33 for

H2O and CO2, respectively. Bearing in mind that most numerical models were developed

for air-fuel conditions, the applicability of these models for OEC must be investigated.

Combustion gases, such as H2O, CO2, CO and SO2 absorb and emit radiation only over

certain wave lengths, known as absorption bands. Between these bands, the gases do not

absorb or emit radiation. In Figure 2.7, the pressure-based spectral absorption coefficient

of CO2 is shown as a function of the wavelength, and the different absorption bands can

be seen clearly. To calculate the absorption bands of gases, there are a variety of models

Figure 2.7.: Pressure based spectral absorption coefficient for small amount of CO2 in nitrogen, at p=1

bar, T=296 K. [87]

available in literature. These include:

• The Line by Line Model (LBL)

• Band models

• Global methods

These models differ in their accuracy and their calculation time, and will be described in

the following sections.
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The Line by Line model (LBL)

For the LBL calculation, detailed knowledge of every single spectral line is required. This

information can be collected from different high-resolution spectroscopic databases, like

the High-Resolution Transmission Molecular Absorption Database (HITRAN), a published

database, such as the High-Temperature Molecular Spectroscopic Database (HITEMP), in

many different version [89–92]. Using such databases, with strongly variegating values for

the absorption coefficient, means that the radiative transfer equation need to be solved for

millions of different wave numbers, and needs to be integrated over the entire spectrum.

This high computational demand makes this model inapplicable for CFD calculations with

desktop computers available today. Therefore, this model is mostly used for theoretical

calculations, or as a benchmark for simpler models.

The Exponential Wide Band Model (EWB)

The Exponential Wide Band Model (EWB) is a simpler model than the LBL. The EWB

assumes that there is a limited number of strong absorbing bands in the infrared part of

the spectrum which contribute to absorption of the flue gas. The number of bands can

be further reduced by only considering strong bands, instead of single lines. The EWB

assumes the exponential function of the line intensity around a band’s centre. In Figure

2.8, the assumed band shapes of the EWB are shown. Although it is a simpler approach

than the LBL model, the calculation time is still high, and this model is therefore used

primarily for calculations of lab-scale furnaces.

Figure 2.8.: Bands for the exponential wide band model [87]

Becher et al. [93] compared different LBLs (HITEMP2010 [92], HITEMP1995 [89], HI-

TRAN2008 [91], HITRAN2004 [90]) and band models (EM2C [94], RADCAL [95], EWB

[96]) with gas cell experiments under oxy-fuel conditions. Their comparison showed that

the HITEMP2010 is the most accurate with regard to concentration and temperature.
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Weighted Sum of Grey Gases Model (WSGGM)

The Weighted Sum of Grey Gases Model (WSGGM) is one of the simplest models for the

calculation of radiative properties. It was first proposed by Hottel and Sarofim [97]. In

this model, the radiative properties of the flue gas are considered as a mixture of fictive

grey gases. The emissivity of the gas mixture is calculated by the sum of the emissivity of

all fictive grey gases combined with a weighting factor, as displayed in Eq. 2.66. In this

equation, aε,i stands for the emissivity weighting factor, ai is the absorption coefficient

of i-th fictive gas, p is the sum of all partial pressures of all absorbing gases and s is the

path length.

ε =
I∑
i=0

aε,i(T )(1− e−aips) (2.66)

These emissivity weighting factors are calculated using Eq. 2.67, where bε,i,j stands for

the emissivity gas temperature polynomial coefficient. These coefficients are derived from

more accurate models, like the LBL or the EWB, using a regression scheme [98].

aε,i =
J∑
j=1

bε,i,jT
j−1 (2.67)

This thesis mainly uses the coefficients from Smith et al. [98], but other coefficients were

also investigated.

Evaluation of WSGGM Coefficient

The WSGGM from Smith et al. [98] was originally derived for conventional air combustion.

The coefficients are valid for H2O/CO2 ratios of 1 and 2, path lengths up to 10 m, and for

temperatures between 600 and 2400 K. They were derived from a banded model (EWB).

Yin [99] showed that, for large beam lengths, the WSGGM from Smith et al. produces large

errors in comparison with the EWB. Yin et al. [100] compared Smith et al.’s WSGGM for

different H2O/CO2 ratios (0.125, 1, 2), path lengths, and temperatures, with the EWB

for oxy-fuel conditions. The WSGGM showed a high deviation for small H2O/CO2 ratios

(which corresponds to oxy-fuel combustion with flue gas recycling) and large beam lengths.

For a H2O/CO2 of 2, which is the case for the oxy-fuel combustion of CH4, the WSGGM

only showed a higher deviation for larger beam lengths. Similar investigations have been

carried out by Becher et al. [101], who compared the WSGGM of Smith et al. with the

very accurate LBL model (HITEMP2010). The WSGGM showed a maximum deviation

of 59% under oxy-fuel conditions. For this reason, many new WSGGMs have recently

been published for oxy-fuel condition [100, 102–107]. Yin et al. [40] calculated a 0.8 MW

36



2. Overall Modelling Strategy and the Key Sub-Models

0 5 10 15 20 25 30
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

Beam length [m]

ε g
[-

]

0 0.5 1 1.5 2 2.5 3
0.1

0.2

0.3

0.4

0.5

0.6

Beam length [m]

ε g
[-

]

Figure 2.9.: Gas emissivity calculated with different WSGGMs for oxy-fuel conditions and different beam

lengths (Tg=1500 k, p=1 bar): Smith et al. [98] ( ), Kangwanpongpan et al. [102] ( ),

Krishnamoorthy [107] ( ), Johansson et al. [103] ( ), Yin et al. [100] ( )

furnace and a 609 MW boiler with two different WSGGMs. The simulation showed that

the different WSGGMs make a negligible difference for small-scale furnaces because of

the small beam length. For bigger furnaces and boilers, the WSGGMs showed a higher

deviation from each other. Furthermore, Yin [108] used CFD calculations to compare

the effect of grey and non-grey calculations of the radiative properties of the flue gas on

the same boiler. The results of this investigation showed that the heat flux to the wall is

over-predicted, and the gas temperature was under predicted by the grey calculation when

compared to the non-grey calculation. Figure 2.9 shows the gas emissivity for oxy-fuel

conditions calculated with different WSGGMs for different beam lengths and a typical

gas temperature, which is representative of the furnaces investigated in this thesis. It is

possible to see that the different WSGGMs differ more significantly from each other for

beam lengths greater than 3 m. For beam lengths under 3 m, the difference between the

WSGGMs is smaller than for higher beam lengths. Typical beam lengths for the furnaces

investigated in this thesis are between 0.5 and 3 m. In this range, the WSGGMs show

a negligible difference between each other. This has also been proven by many variant

calculations for all of the furnaces investigated in this thesis. The different WSGGMs

calculate similar gas emissivities for the investigated furnaces. Thus, the WSGGM from

Smith et al., which is standard in the CFD code ANSYS Fluent, was primarily used in

the simulations conducted in this thesis.
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2.5.4. Determination of Gas and Wall Surface Radiation1

With Eq. 2.61, only the total radiation heat flux to a thermal load inside a furnace can

be calculated, which is a combination of gas and wall surface radiation. In industrial

furnaces, it is useful to know the quantities of the different heat fluxes emerging from

convection, gas, and wall surface radiation in order to achieve the optimal design of the

furnace. The heat flux arising from convection and the total radiation heat flux can be

calculated in a standard CFD simulation of a furnace. To quantify the amount of gas and

wall surface radiation in a furnace simulation, an additional calculation must be performed.

The starting point for this calculation is the converged solution of the furnace simulation,

from which the heat fluxes due to convection and (total) radiation are known. In this

calculation, only the equation for the DO model is calculated anew; all other governing

equations, such as the momentum, energy, turbulence model, and combustion model

equations, were frozen. To calculate the amount of wall surface radiation, the absorption

coefficient of flue gas is set to zero, which reduces Eq. 2.61 to:

∇ · (I (~r, ~s)~s) = 0 (2.68)

This means that the radiation intensity does not change over the direction ~s. Hence, the

calculated radiation intensity is the radiation emitted by the furnace walls (solid bodies).

Due to the fact that the energy equation is not calculated anew in this calculation, the heat

flux arising from wall surface radiation, can not be calculated from the energy equation.

Therefore, the radiative heat flux must be calculated directly from the DO equation. Figure

2.10 shows how the DO model calculates the radiative heat flux density to an opaque and

diffuse wall, where q̇in is the incident radiative heat flux density, which is defined in Eq.

2.69.

q̇in =

∫
~s·~n>0

Iin~s · ~ndΩ (2.69)

At an opaque wall, a part of the incident radiation is absorbed, and the other part

is reflected (q̇reflected diffuse). Additionally, the wall also emits radiation (q̇emission). The

difference between absorbed incident radiation (εwq̇in) and the emitted radiation (n2εwσT
4
w)

is the radiative heat flux density of the wall (q̇rad). The equation to calculate the radiative

heat flux density to a wall is given in Eq. 2.70. εw stands for the emission coefficient of the

wall, and Tw for the wall temperature.

q̇rad = εwq̇in − n2εwσT
4
w (2.70)

1Parts of this section have already been published in [5]
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Using Eq. 2.70, it is possible to calculate the heat flux density arising solely from wall

surface radiation. The difference between the heat flux density arising only from wall

surface radiation and the total radiative heat flux density (gas and wall surface radiation)

is the heat flux density resulting from gas radiation.

Figure 2.10.: Radiative heat transfer to an opaque and diffuse wall [62]

2.5.5. Solution Procedure for the Calculation of the Billet

Temperature in a Reheating Furnace

In this thesis, an iterative approach was used for the calculation of the billet temperatures

in an industrial reheating furnace in order to couple the gas-phase combustion and the

periodically transient reheating of the billets. This procedure was recently proposed by

Prieler et al. [52], and was tested for air-fired conditions as well as oxygen-enriched

conditions [32]. The procedure consists of two simulations: a steady-state simulation of

the gas phase combustion, and a transient simulation of the reheating of the billets. From

the simulation of the gas phase combustion, the heat flux to the billets is calculated. This

calculated heat flux is used as a boundary condition for the transient simulation. From

this transient simulation, new surface temperatures for the billets are calculated, which are

the new boundary conditions for the steady-state simulation of the gas phase combustion

in the next iteration step. The temperature boundary condition for the billets in the first

steady-state simulation was assumed to increase in a linear manner with the furnace length,

from the temperature at the beginning to the estimated temperature at the end of the

furnace. For the following iteration step, an arithmetically averaged temperature profile of
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the temperature profile from the previous iteration and the newly calculated temperature

profile of the billets is calculated, and this is used as a boundary condition in the steady-

state simulation of the gas phase combustion. This can be seen as an under- relaxation

factor of 0.5. Without this averaging, the simulation would calculate unrealistically high

temperatures at the corners and edges of the billets. The mean deviation of the temperature

in all computational cells (transient billet simulation) from one iteration to the next was

used as the convergence criterion. The solution was considered as convergent when the

change in temperature between two simulations was below 1%. In Figure 2.11, the scheme

for the solution procedure is shown. Further information about this process can be found

in [52].

Figure 2.11.: Scheme of the iterative approach [52]
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Modelling

This chapter will discuss the solutions of the numerical simulations carried out in this

thesis, using the models outlined in Chapter 2. In combustion simulations, the calculation

of the chemical kinetics is a time-consuming and computationally-demanding process.

Therefore, in this thesis, combustion models with low computational demand, such as the

SFM, were used. The sections of Chapter 3 are concerned with the validation of numerical

models for oxy-fuel and OEC, as well as the determination of their limits. The numerical

models will be validated by comparing the results of the simulations with experimental

data from lab-scale furnaces. The main goal of this thesis is to find numerically efficient

models that are applicable for all kinds of oxygen concentrations in the oxidizer, ranging

from air-fuel to oxy-fuel conditions. Additionally, the method described in Section 2.5.4

is used to determine the amount of wall surface and gas radiation in the investigated

furnaces for the different conditions.

3.1. Lab-scale Furnace VO21

In this section, the numerical simulation of the lab-scale furnace VO2, described in Section

3.1.1, is presented. The solutions of the simulations are then compared to experimental

data in order to validate the numerical models for oxy-fuel and OEC conditions. For the

simulation of the lab-scale furnace, mainly models with low computational demand were

used. Furthermore, the amount of gas and wall surface radiation in the lab-scale furnace

was determined by means of the numerical method presented in Section 2.5.4.

1Parts of this section have already been published in [1]
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Table 3.1.: Natural gas input in the experiments for different oxidizers [1]

Water cooled plate alone Water cooled plate + shielding

O2 in the oxidizer [Vol%]
T2=1200 ◦C T2=1070 ◦C T2=1200 ◦C T2=1070 ◦C

NG input [kW] NG input [kW] NG input [kW] NG input [kW]

100 57.2 36.1 40.7 27.9

45 79.4 45.2 67.2 40.6

30 94.1 55.3 80 47.5

25 114.9 62.3 86.5 51.5

21 - 73.9 91.7 61.1

3.1.1. Description of the Lab-scale Furnace VO2

The first experiments were executed on a natural gas fired lab-scale furnace called VO2,

with a thermal input of between 28 and 115 kW, depending on the oxygen concentration in

the oxidizer and the temperature level (see Table 3.1). This lab-scale furnace is equipped

with three “Messer Oxipyr-Flex” burners. The internal dimensions of the combustion

chamber are 0.77 x 0.75 x 0.99 m, this corresponds to a path length of 0.5 m, and the

chamber is surrounded by 0.2 m of ceramic insulation. The bottom of the furnace is made

of bricks. The burners are lowered 70 mm into the insulation, as can be seen in Figure.

3.1a. Figure. 3.1a also shows the different temperature measurement points (T1, T2, T3,

T4). The temperature measurements were performed using four Type B thermocouples.

The three thermocouples located above the burners were encapsulated by ceramic material.

The top-wall distances for the different thermocouples are: T1: 50 mm, T2: 70 mm, T3:

65 mm. At the back wall, a standard thermocouple (T4) is located 0.52 m from the

bottom, 40 mm from the side wall and 0.1 m from the back wall. In the experiments, the

temperature inside the furnace was regulated at measurement point T2. Therefore, the

term “temperature level” is defined as the temperature from the measurement point T2.

Experiments were done for temperature levels of 1070 ◦C and 1200 ◦C. The measurement

uncertainties for the thermocouples at these temperature levels are ±2.7 K and ±3 K for

1070 ◦C and 1200 ◦C, respectively. The thermocouples were calibrated with a thermocouple

calibrator (Fluke 714B), and additional reference measurements were done with a quotient

pyrometer (Keller Optix Q PT70). As a thermal sink, a water-cooled plate was placed

inside the furnace. The plate has dimensions of 0.4 x 0.4 x 0.05 m, and was blackened

before the experiment in order to minimise the reflection of thermal radiation. The water

in- and outlet temperatures and the water mass flow were measured to determine the

absorbed thermal power. The temperature of the copper plate was measured by three

thermocouples on different positions. For the second experiment, a shielding was placed
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(a) (b)

(c)

Figure 3.1.: Experimental-Setup VO2, (a) The lab-scale furnace with the water cooled copper plate and

temperature measurement points, (b) Water cooled copper plate and shielding, (c) Positions

of the thermocouples P6 and P9 under the shielding [1]
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over the water-cooled copper plate to measure the heat flux without the hot zones of the

flames and with a more uniform flue gas composition. The water-cooled copper plate with

the shielding can be seen inside the furnace in Figure. 3.1b. The dimensions of the shielding

were 0.92 x 0.7 x 0.35 m. In addition, three thermocouples were added to measure the

temperature under the shielding. The thermocouples were located at the two side walls

(P3 left wall, P9 right wall) and at the top wall (P6) of the shielding. The locations of

the thermocouples P6 and P9 are shown in Figure. 3.1c. It is possible to see that each

thermocouple is located in the middle of the shielding.

3.1.2. Boundary Conditions

In the simulations, pure methane was used as fuel, and a mixture of O2 and N2 was

used as the oxidizer, depending on the oxygen enrichment. All inlets were modelled as

mass flow inlets. The simulations were carried out for different experimental setups and

oxygen concentrations, with fuel-oxidizer equivalence ratios between 0.925 and 0.989, which

correspond to an oxidizer-fuel equivalence ratio λ between 1.081 and 1.011. This meant

that the furnace was operated under slightly fuel-lean conditions. The inlet temperatures

for fuel and oxidizer were set to 25 ◦C, and the inlet turbulent intensity was set to 5%. The

hydraulic diameter for the fuel was set to 4 mm, and the hydraulic diameter for the oxidizer

was set to 3 mm. A temperature boundary condition was applied at the water-cooled

copper plate. The temperatures of the plate are known from the measurements (see Table

3.2), and the internal emissivity of the blackened copper plate was set to 0.9. The insulation

and the bottom of the furnace, which are made of bricks, were modelled as solids, with

thermal conductivities of 0.25 W/(m K) and 1 W/(m K), respectively (see Figure 3.2). The

heat transfer from the outer wall to the ambient was modelled by a convective boundary

condition (see Table 3.3). The numerical settings and the under-relaxation factors used for

the simulations can be found in Appendix B.1.

3.1.3. Computational Grid

A high-quality numerical grid is essential in order to obtain an accurate solution, and

the types of cells are of particular importance in combustion simulations [41]. Therefore,

high-quality elements with low growth rates were used in the vicinity of the burner, where

there are high temperatures and species concentrations. The grid of the furnace (fluid

and solid) consists primarily of hexahedrons and wedges, due to their good numerical

properties. For the setup, for which only the water-cooled plate was inside the furnace,
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Table 3.2.: Temperature boundary condition for the water cooled copper plate in the lab-scale furnace

VO2 [1]

Water cooled plate alone Water cooled plate + shielding

O2 in the oxidizer [Vol%]
T2=1200 ◦C T2=1070 ◦C T2=1200 ◦C T2=1070 ◦C

T plate [◦C] T plate [◦C] T plate[◦C] T plate [◦C]

100 158 131 133 124

45 185 142 165 124

30 191 152 172 125

25 185 157 172 126

21 - 166 174 132

Table 3.3.: Convective boundary condition in CFD at the outer wall of the lab-scale furnace VO2 [1]

Free stream temperature [K] 298.15

Heat transfer coefficient [W/(m2 K)] 30

Radiation

Internal emissivity 0.9

the grid was made up of 1,179,770 cells. The mesh quality was determined by a maximum

aspect ratio of 32, and a minimum orthogonal quality of 0.1. For the setup with plate

and shielding, the furnace was meshed with 2,518,501 cells. Again, the mesh quality was

determined by a maximum aspect ratio of 35 and a minimum orthogonal quality of 0.146.

Figure 3.2 presents a 3D model and the mesh of the furnace for the various configurations.

Grid independency tests were performed for both models. For the setups with and without

shielding grids, 4,970,929 and 4,395,637 cells were used for the grid independency test,

respectively. A porous zone was set at the outlet to prevent reversed flows.

3.1.4. Results and Discussion

Effect of grid

The grid independency test was done for both cases with 100 Vol% O2 in the oxidizer and a

temperature level of 1200 ◦C. When only the plate was inside of the furnace, the fuel input

was 57.2 kW; with the cooling plate and shielding, the fuel input was 40.7 kW. For the setup

with the shielding, a mesh with 4,970,929 cells was used for the grid independency test,

while for the setup with the water-cooled plate without shielding, a mesh with 4,395,637
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(a)

(b)

Figure 3.2.: 3D model and mesh of the different furnace configurations: (a) plate without shielding. (b)

plate with shielding [1]
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Figure 3.3.: Comparison between fine and coarse grid (SFM with skeletal25) (a) plate and shielding (b)

plate without shielding [1]

cells was used. Figure 3.3 shows a comparison of the simulations with the fine and coarse

grids. For both setups, the difference between the two grids is negligible; therefore, the

coarse mesh was used for all further simulations.

Effect of Combustion Modelling

For the calculation of the chemistry and turbulent interaction in the furnace, two different

models were used: the EDC and the SFM, in order to demonstrate the time-saving potential

of the SFM model. For the EDC model, a refined version of the JL four-step mechanism

was used. In contrast to the original JL mechanism, this refined mechanism uses the H2

oxidation model proposed by Marinov et al. [82]. This model replaces the H2 reaction

in the JL mechanism. The refined JL mechanism was used by Kim et al. [109] and Yin

et al. [40] for the simulation of natural gas flames under air-fuel and oxy-fuel conditions.

The detailed mechanism skeletal25 was used for the simulations of the furnace with the

SFM model. Using the SFM model, the calculation time can be reduced from 4 weeks,

with the EDC, to 4 days on 8 Central Processing Unit (CPU) cores. As a result of the

time saved using the SFM model, it was possible to perform calculations with different

O2 concentrations in the oxidizer, two temperature levels, and two different experimental

setups, all within a short period of time. The temperature contours calculated with the

SFM and the skeletal25 mechanism for different ratios of O2/N2 in the oxidizer are plotted

in Figure 3.4. Additionally, in Figure 3.5, the volume fraction of the OH species is shown.

It is possible to see that, for all enrichments of O2 in the oxidizer, the flame shapes are

well-predicted by the CFD calculation with the SFM and the skeletal25 mechanisms. The
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Figure 3.4.: Temperature contours of the furnace with water cooled plate for different O2/N2 ratios at a

temperature level of 1070 ◦C (SFM with skeletal25): (a) 100 Vol% O2; (b) 45 Vol% O2; (c) 30

Vol% O2; (d) 25 Vol% O2; (e) 21 Vol% O2 [1]

flame shapes were compared with photos of the flames and with calculations from other

models, such as the EDC model (see Yin et al. [40]). Furthermore, it is also possible to

see that, as the O2 concentration in the oxidizer increases, the flames become shorter

and the temperature distribution becomes more uniform. For an oxygen concentration of

100 Vol% oxygen in the oxidizer, the flame is deflected more upwards, due to the smaller

exit velocity of the oxidizer as well as buoyancy effects. This leads to a higher temperature

at the roof of the furnace. As the oxygen in the oxidizer decreases, the exit velocity of the

oxidizer increases, and, therefore, the wall temperature on the opposite side of the burner

is higher than the temperature at the wall and the roof. The volume fraction of the OH

species increases as the O2 concentration increases in the oxidizer, which is an indication
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Figure 3.5.: OH Volume fraction contours of the furnace with water cooled plate for different O2/N2

ratios at a temperature level of 1070 ◦C (SFM with skeletal25): (a) 100 Vol% O2; (b) 45 Vol%

O2; (c) 30 Vol% O2; (d) 25 Vol% O2; (e) 21 Vol% O2 [1]

of higher chemical activity in the main combustion zone of the flame. This underlines

the need for detailed chemical mechanisms in simulations of oxy-fuel combustions. The

chemical mechanisms must include dissociation effects, due to the higher temperatures in

oxygen-enriched combustion, which promote dissociation. If the dissociation effects are not

included in the chemical mechanisms, the temperature in the main combustion zone of the

flames is significantly overestimated (see Yin et al. [40]). Figure 3.6 shows the comparison

between measurements and simulations for the experimental setup, where only the plate is

inside the furnace and where there is a temperature level of 1070 ◦C. All simulated cases

are in close agreement with the measurements. The maximum error occurs at T4 at an O2

concentration of 21 Vol%, with a value of 80.5 K. The temperature for this measurement
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Figure 3.6.: Temperature comparison measurement ( )/CFD (SFM with skeletal25 ) for setup cooling

plate only T=1070 ◦C: (a) 100 Vol% O2; (b) 45 Vol% O2; (c) 30 Vol% O2; (d) 25 Vol% O2;

(e) 21 Vol% O2 [1]
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point is overestimated by the CFD simulation. This deviation between the measurements

and the simulation was caused by air leaking in at the back of the furnace, which could not

be prevented. The averaged error for all cases in Figure 3.6 is 24.5 K, which can be seen

as sufficiently low for such high temperatures. Furthermore, the simulations predicted the

temperature trends of the measurements well. Figure 3.7 shows the comparison between

the measurements and simulation for the experimental setup with shielding and plate at

the same temperature level of 1070 ◦C. The comparison again shows the same temperature

trends as the measurements. Furthermore, it can be seen that the shielding leads to the

hot zones, which occur above the shielding near the flame, being separated from the rest of

the volume. Temperatures above the shielding are around 1070 ◦C; under the shielding, the

temperatures are closer to 900 ◦C. The maximum error for these cases occurs at 25 Vol%

O2, at the measurement point P3, which is located under the shielding, with a value

of 66 ◦C. The averaged error between simulations and experiments is 27 K for all cases

and measurement points in Figure 3.7. Again, this is an acceptable degree of agreement

between measurements and simulations for such high temperatures. For the temperature

level of 1200 ◦C, the simulation was also able to well-predict the temperature trends of

the measurements. For the experimental setup where the plate - without shielding - is

inside the furnace, the maximum deviation between measurements and simulation was

104 K, and occurred at T4 for the case with 100 Vol% O2. The leakage of air into the

back of the furnace can again be seen as the reason for this deviation. The averaged

error for all measurement points and O2 enrichments is 43 K, which can be considered

good agreement but, compared to the temperature level of 1070 ◦C, it is clear that the

deviation has increased. For the setup where the plate and the shielding are inside the

furnace at a temperature level of 1200 ◦C, the maximum error occurred at 30 Vol% O2 at

measurement point P3, with a value of 89 K. This measurement point is located under the

shielding on the left wall. The average temperature deviation between the simulations and

measurements for all measurement points and all O2 enrichments is 28 K, which can again

be deemed acceptable for such high temperatures. This comparison demonstrated that

the temperature prediction of the SFM model with the detailed mechanism skeletal25 is

sufficient for such high temperatures and setups. It is also possible to observe that the

deviation increases with the temperature. However, the agreement between simulation and

measurement is sufficient for these temperature levels.

Heat flux

Accurate prediction of the total heat flux is very important inside a furnace, especially

in metal melting or reheating furnaces. The total heat flux on the plate is known from
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Figure 3.7.: Temperature comparison measurement ( )/CFD (SFM with skeletal25 ) for setup cooling

plate only T=1070 ◦C: (a) 100 Vol% O2; (b) 45 Vol% O2; (c) 30 Vol% O2; (d) 25 Vol% O2;

(e) 21 Vol% O2 [1]
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the experiments, where both in- and outlet temperatures as well as the mass flux of the

water were measured. With this information, it is possible to calculate the total heat flux

absorbed by the cooling plate. The radiation properties of the flue gas were predicted

by the WSGGM model, using the coefficients from Smith et al. [98]. In Figure 3.8, the

comparisons between measurements and experiments are depicted for the two different

temperature levels and the two different experimental setups. In all cases, it can clearly

be seen that, as the O2 in the oxidizer increases, the fuel input decreases, whereby the

decrease in the total heat flux is minor. Therefore, energy efficiency increases as the oxygen

enrichment increases. Energy efficiency is defined as the fraction of the total heat flux to

the plate Q̇tot,p and the heat input of the fuel Q̇fuel (see Eq. (3.1)).

ηfurnace =
Q̇tot,p

Q̇fuel

(3.1)

ϕradiation,p =
Q̇radiation,p

Q̇tot,p

(3.2)

At a temperature level of 1200 ◦C, the furnace efficiency increases from 42% at 21 Vol%

O2 in the oxidizer to 65% at 100 Vol% O2. At a temperature level of 1070 ◦C, the efficiency

increases from 46% at 21 Vol% O2 to 71% at 100 Vol% O2. The furnace is more efficient at

1070 ◦C because the heat losses through the walls are smaller due to the lower temperature

inside the furnace and the smaller mass flux of the flue gas. As the amount of oxygen in the

oxidizer increases, the radiative heat flux to the plate also increases. For example, with the

experimental setup with plate only, at a temperature level of 1070 ◦C, the percentage of

the radiative heat flux Q̇radiation,p on the total heat flux (see Eq. (3.2)) increases from 90%

(21 Vol% O2) to 95% (100 Vol% O2). Comparison of the measurements and the simulations

confirms that the heat flux trends can be predicted by the simulations. Furthermore, it

is notable that the prediction of the heat flux is more accurate for lower temperature

levels (1070 ◦C) than for higher temperature levels (1200 ◦C). The deviation between

the measurements and the calculated solutions is in accordance with the investigation

of Becher et al. [101]. In their investigation, they compared the WSGGM proposed by

Smith et al. [98] with the very accurate LBL model, using the HITRAN2010 database. The

comparison showed that, for a combustion atmosphere of natural gas with pure oxygen,

the total emissivity calculated with the WSGGM had a maximum and minimum deviation

from the LBL model of +16% and -8%, respectively, for a path length of 0.5 m, which

corresponds to the path length of the lab-scale furnace. For this simulation, the maximum

deviation of -12% between calculation and measurement is higher than that is accounted

by Becher et al. This is because it was not possible to prevent air leaking into the furnace

at 100 Vol% O2 in the oxidizer. Additionally, the maximum temperature occurred in the

furnace under 100 Vol% O2 is with 2681 ◦C higher than the validity range given by Smith
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Figure 3.8.: Total heat flux to the plate for different oxygen concentration in the oxidizer; Fuel input;

Total heat flux to the plate (CFD, SFM with skeletal25); Total heat flux to the plate

(Measurement); Efficiency (CFD, SFM with skeletal25); Efficiency (Measurement); (a)

Plate and shielding T=1200 ◦C; (b) Plate only T=1200 ◦C; (c) Plate and shielding T=1070
◦C; (d) Plate only T=1070 ◦C [1]
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Table 3.4.: Breakdown of the total heat flux to the cooper plate into: gas, wall surface radiation and

convection

21 Vol% O2 25 Vol% O2 30 Vol% O2 45 Vol% O2 100 Vol% O2

Q̇total,p [kW] 35.48 32.74 30.42 28.16 27.21

Q̇conv,p [kW] 3.46 3.09 2.28 1.75 1.42

Q̇rad total,p [kW] 32.02 29.56 28.14 26.41 25.79

Q̇radwall,p [kW] 32.85 30.07 29.40 27.80 28.45

Q̇rad gas,p [kW] -0.83 -0.42 -1.26 -1.39 -2.66

Q̇radwall,s2s [kW] 32.8 30 29.79 27.76 28.2

et al. [98]. Furthermore, it is possible to note that the influence of the path length is

insignificant for such small lab-scale furnaces, due to the fact that the errors between the

experimental setup with and without shielding are nearly the same.

Comparison of gas and wall surface radiation2

In this section, the amount of gas and wall surface radiation on the total heat flux to the

copper plate will be determined, using the method described in Section 2.5.4. The different

heat fluxes calculated with this method are shown in Table 3.4. It is possible to see that

convection has only a minor effect on the total heat flux, with a maximum of 3.46 kW for

air-fuel conditions and a minimum of 1.42 kW under oxy-fuel conditions. The majority

of the heat flux is transferred via radiative heat transfer. Splitting the total radiative

heat flux (Q̇rad total,p) into solid body radiation (Q̇radwall,p) and gas radiation (Q̇rad gas,p)

reveals that nearly all of the radiative heat flux results from wall surface radiation. Even

more significantly, the calculations show that the flue gas reduces the radiative heat flux

from the walls. This means that without the flue gas and the same wall temperatures,

more heat flux would be transferred to the plate. This was also verified by an additional

calculation with the Surface to Surface Model (S2S) model (Q̇radwall,s2s), which does not

consider gas radiation in its calculations. Calculations using the S2S model showed similar

heat fluxes due to radiation from the furnaces walls. Furthermore, the investigations

show that the radiative heat flux from the furnace walls is reduced significantly as the

oxygen concentration in the oxidizer increases. The reduction in the radiative heat flux

from the furnace walls due to the flue gas occurs because the copper plate has a surface

temperature of between 131 and 166 ◦C, which is relatively cold in comparison to the flue

gas temperatures of over 1070 ◦C. The absorption coefficient of a flue gas consisting mainly

2Parts of this section have already been published in [5]
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Figure 3.9.: Absorption coefficient (a), Temperature (b) and Incident radiation(c) for different oxygen

concentration in the oxidizer in the lab scale furnace: 21 Vol% O2 ( ), 25 Vol% O2 ( ),

30 Vol% O2 ( ), 45 Vol% O2 ( ), 100 Vol% O2 ( )

of CO2 and H2O has an inverse logarithmic dependency on the flue gas temperature [97].

This means that the absorption coefficient decreases as the gas temperature increases,

and vice versa. Because of the low temperatures in the vicinity of the copper plate, the

absorption coefficient is very high, and more of the radiative heat flux from the walls is

absorbed by the flue gas. In Figure 3.9, the absorption coefficient, gas temperature, and

the incident radiation are evaluated along the furnace height in the middle of the lab-scale

furnace for the different oxygen concentrations in the oxidizer. The celling of the furnace

is located at a height of 0.75 m and the bottom at 0 m. The burners are located at a

height of 0.5 m. It can be clearly seen that the absorption coefficient of the flue gas is

low when the flue gas temperature is high. Furthermore, the figure shows the influence

of the oxygen concentration in the oxidizer on the absorption coefficient in the furnace.

With increasing oxygen concentration in the oxidizer the absorption coefficient increases

56



3. Lab-scale Furnaces: Testing and Modelling

due to the higher concentration of CO2 and H2O. It can also be seen that with increasing

oxygen concentration the maximum flue gas temperature increases and that the flue gas

temperature near the plate (between furnace height 0 and 0.1 m in Figure 3.9b) becomes

cooler. The reason for the lower flue gas temperature near the plate with a higher oxygen

concentration is that the mass flux is also reduced, because N2 is reduced with higher

oxygen concentration. As a result the temperature of the flue gas near the copper plate is

reduced further the higher the oxygen concentrations in the oxidizer, and this especially

under oxy fuel conditions (100 Vol% O2). Furthermore the influence of the thermal uplift

can also be seen in Figure 3.9b. For oxygen concentrations of between 21 and 45 Vol% the

maximum flue gas temperature occurs at a furnace height of 0.5 m, where the burners are

located, under oxy fuel condition the maximum temperature was at 0.55 m. This is due

to the thermal uplift, because under oxy fuel conditions the exit velocities of the burners

are lower and the thermal uplift has a greater influence. With the low temperature near

the plate and especially under oxy fuel conditions, the absorption coefficient increases

drastically. In combination with the low temperature near the water cooled plate more

radiative heat flux is absorbed by the flue gas components CO2 and H2O, and therefore

lesser heat flux is transferred to the plate. This can also be seen in Figure 3.9c where the

incident radiation is plotted along the furnace height for the different oxygen concentrations.

In all cases the incident radiation becomes lower towards the furnace bottom. The reasons

for this are the lower wall and the flue gas temperatures near the copper plate. The oxygen

concentration also has a greater influence on the decline of the incident radiation towards

the furnace bottom. As the oxygen concentration increases, the decline rate is also higher,

reaching a maximum under oxy-fuel conditions, thus resulting in a lower radiative heat flux

to the plate. In Figure 3.10, the incident radiation over the furnace height is displayed for

oxygen concentrations of 21 Vol% and 100 Vol%. The incident radiation is shown with and

without gas radiation for both oxygen concentrations. The maximum incident radiation

with gas radiation under oxy-fuel conditions is significantly higher near the flame (at a

furnace height of 0.5 m) than under air-fired conditions. Near the plate at the bottom

of the furnace (furnace height 0-0.1 m), the incident radiation is higher under air-fuel

conditions than under oxy-fuel conditions, due to the effects described above. Comparison

of the incident radiation from wall surface radiation again shows that, under oxy-fuel

conditions, the incident radiation at the bottom of the furnace would be higher than with

gas radiation. This also means that the radiative heat flux to the plate would be higher

without gas radiation. For air-fuel conditions, the same comparison between solid and gas

radiation shows that, with gas radiation, the incident radiation is slightly higher than

without gas radiation. The same investigation is performed in Section 4.1.5 and 4.3.4 for

industrial scale furnaces.
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Figure 3.10.: Incident radiation from wall surface radiation for 21 Vol% O2 in the oxidizer ( ), Incident

radiation from gas and wall surface radiation for 21 Vol% O2 in the oxidizer ( ), Incident

radiation from wall surface radiation for 100 Vol% O2 in the oxidizer ( ), incident radiation

from gas and wall surface radiation for 100 Vol% O2 in the oxidizer ( )

3.1.5. Conclusion

Numerical investigations were conducted for a lab-scale furnace for two different experimen-

tal setups, two different temperature levels, and different O2 concentrations in the oxidizer.

The aim of these investigations was to use a detailed chemical mechanism capable of

calculating OEC as well as air-fuel combustions. A further goal was to reduce the calculation

time by using the SFM, which reduces the computational effort required for the chemistry

integration. The EDC model with a 4-step mechanism, which has been widely used by

other authors to simulate oxy-fuel combustions, was used as a benchmark in order to

demonstrate the time-saving potential of the SFM approach. With the use of the SFM and

the detailed mechanism skeletal25, the calculation time was reduced from 4 weeks with the

EDC, to 4 days on an 8-core CPU. This significant reduction in time and computational

costs makes this approach very interesting for the simulation of large furnaces. Using

the SFM approach, it was possible to conduct simulations of the lab-scale furnace for

O2 concentration of between 21 Vol% and 100 Vol%, two temperature levels of 1070 ◦C,

1200 ◦C, and two experimental setups within a short period of time. The simulations were

subsequently compared with temperature measurements taken from inside the furnace.

The simulations and the measurements showed close agreement for the different O2/N2

ratios in the oxidizer. The averaged error for all measurement points for the different

O2 concentrations, experimental settings, and temperatures were between 24-43 K. This

can be seen as an acceptable degree of agreement for high temperatures of between 1070
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and 1200 ◦C. Furthermore, the total heat flux on a water-cooled plate was calculated

using CFD and also these calculations were also compared with measurements. For the

temperature level of 1070 ◦C, this comparison showed close agreement for the different

O2 concentrations in the oxidizer and experimental setups. For the temperature level of

1200 ◦C, the deviation between measurements and simulations was higher, especially for

high oxygen concentrations in the oxidizer. Both the experiments and simulations showed

that, as the O2 concentration in the oxidizer increases, the efficiency of the furnace can

be increased from 48% at 21 Vol% O2 to 76% at 100 Vol% O2, at a temperature level of

1070 ◦C. This demonstrates the potential of oxy-fuel or OEC to save fuel in furnaces with

thermal loads.

This section has presented a novel CFD method to quantify the amount of wall surface

and gas radiation on the total radiative heat flux to a load in a high temperature furnace

under different oxygen enrichment conditions. To the best of our knowledge, this is a new

finding. To determine the amount of wall surface and gas radiation, the RTE is calculated

in an additional CFD calculation, where the absorption coefficient is set to zero, and

all other conservation equations (energy, momentum,etc.) are frozen. An analysis of the

lab-scale furnace with the method described above demonstrated that nearly all of the

radiative heat flux to the load is emitted by the furnace walls (solid bodies), and only

a minor part is emitted by the flue gas. Furthermore, the investigation revealed that as

the oxygen enrichment in the oxidizer increases, the flue gas reduces the radiative heat

flux from the walls, with a maximum reduction at 100% O2. This is because the surface

temperature of the copper plate is relatively cool (around 100 ◦C) in comparison to the

temperature of the gas (around 1100 ◦C) in the furnace. This results in cooler flue gas

temperatures near the plate than in the rest of the furnace. Due to the cooler flue gas

temperatures, the absorption coefficient of the flue gas is higher near the plate than in the

rest of the furnace. This is because the absorption coefficient of the flue gas increases as

the gas temperature sinks. Additionally, the absorption coefficient of the flue gas increases

as the oxygen concentration in the oxidizer increases due to the higher concentrations of

H2O and CO2 in the flue gas. Furthermore, the mass flux, and, therefore, the velocity

of the flue gas is lower under oxygen-enriched conditions, since less fuel is needed under

oxygen-enriched conditions. Due to the lower velocities of the flue gas, the temperature

of the flue gas is further reduced in the vicinity of the plate, which again results in the

higher absorptivity of the flue gas for the reasons described above. The combination of

these effects result in the radiative heat flux that is emitted from the furnace walls (solid

bodies) being reduced by the flue gas, under oxygen-enriched conditions.
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3.2. IFRF Furnace3

In this section, efficient numerical models are used for the simulation of the International

Flame Research Foundation (IFRF) furnace, described in Section 3.2.1, in order to further

validate these models for oxy-fuel conditions and to determine the limits of these models and

the present operating conditions. Therefore, the different reaction mechanisms described

in Section 2.4.4, are compared with both each other and experimental data. Additionally,

different turbulence models and WSGGM coefficients are tested for these conditions.

3.2.1. Description of the IFRF Furnace

Together with industrial partners, the IFRF conducted the OXYFLAM project with the

aim of gathering information about oxy-natural gas combustion [110]. The information

gathered was used to optimize heat transfer and NOx-emission in oxy-natural combustion.

One of the main objectives of the OXYFLAM project was to characterize oxy-natural

gas flames of 1 to 2 MW of thermal input by means of detailed in-flame measurements.

The measurements of the oxy-natural flame were performed on the horizontal IFRF

furnace number 2, with two different configurations (OXYFLAM-1 and OXYFLAM-2).

For the OXYFLAM-1 configuration, the furnace had bare walls, while in the OXYFLAM-2

configuration, a refractory lining was used. In both configurations, the furnace consisted

of 13 water-cooled segments in which each of the elements was 300 mm wide. In the

OXYFLAM-1 configuration, the thermal input was 1 MW and in the OXYFLAM-2

configuration, 0.78 MW. The lower heat input in the OXYFLAM-2 configuration was

necessary in order to lower the temperature inside the furnace since the refractory lining

reduced the heat losses to the atmosphere. Under both configurations, the furnace was

operated at a pressure of 3 mm H2O to prevent air leaking in. Further details regarding

the furnace and the experiments conducted can be found in Lallemant et al. [110] and in

Lallemant et al. [111].

In this thesis, the OXYFLAME-2 configuration was chosen as a test case. In that configu-

ration, the furnace had a cross-section of 1.05 x 1.05 m and a length of 3.44 m (internal

length), this corresponds to a path length of 0.86 m. Figure 3.11 shows a schematic drawing

of the furnace. On the side wall of the furnace, there is a 1.7 m long slot, starting at the

burner outlet. This slot is used to insert measurement equipment. In the rear part of the

furnace, slots in the middle of each element provide access to the burner chamber. The

3Parts of this section have already been published in [2]
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Table 3.5.: Operating conditions IFRF furnace [2, 40, 110]

Natural gas Oxygen

Mass flow [kg/h] Temperature [◦C] Mass flow [kg/h] Temperature [◦C]

63 25 224.5 25

Table 3.6.: Fuel composition IFRF furnace [2, 40, 110]

Species CH4 C2H6 C3H8 C4H10 C5H12 CO2 N2 O2

Natural gas composition in Vol% 86 5.4 1.87 0.58 0.14 1.79 4.01 0.21

burner is designed as a simple pipe-in- pipe burner. The NG was supplied by a 16 mm

tube. Oxygen was fed through an annulus tube into a combustion chamber with an inner

diameter of 28 mm and an outer diameter of 36 mm. The operating conditions of the IFRF

furnace can be seen in Table 3.5. The NG used in the experiments consisted primarily of

CH4 (see Table 3.6), and the oxygen was of 99.9% purity [110].

Figure 3.11.: Cross section of the IFRF furnace OXYFLAM-2 [110] [112]

Measurements

The following measurements are based on Lallemant et al. [110], Lallemant et al. [111]

and Lallemant et al. [113], where more information about these measurements can also

be found. On the side and top walls of the furnace, the wall temperatures were measured

by 15 type B thermocouples along the axial distance of the burner (see Figure 3.11). The

measurements revealed that the temperature of the top wall was 170 ◦C higher than the

temperature of the side walls. This is due to the thermal uplift of the flame. At four

positions along the burner axes (at 0.22, 0.82, 1.42 and 2.21 m downstream of the burner),
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detailed in-flame measurements for velocity, velocity fluctuation, temperature, and volume

fraction of CH4, O2, CO, H2, N2, CO2, NO and NOx were performed. The measurements

were made from the centre line up to a radial distance of 0.45 m, at intervals of 0.01 m

near the centre line, and 0.05 m at a radial distance of 0.45 m. The velocity in the burner

chamber was measured by means of Laser Doppler Velocimetry (LDV). As seeding for

the LDV, zirconium oxide particles were used, with a size range of 2-8 µm. The in-flame

temperature measurements were performed with a water-cooled double venturi suction

pyrometer equipped with a type B thermocouple. Due to the cooling of the pyrometer, the

gas temperature dropped before the thermocouple. Hence, the pyrometer was calibrated

with Coherent Anti-Stokes Raman Spectroscopy (CARS) temperature measurements.

The measurements presented in Lallemant et al. [110] are not correct. Bollettini et al.

[114] presented corrected temperature measurements, and these measurements were used

for comparison in this thesis. Bollettini et al. [114] also stated that the double venturi

suction pyrometer is difficult to use, and that the accuracy of the pyrometer is difficult

to estimate. The gas species were measured by means of a gas sampling probe, a Non

Dispersive Infrared (NDIR) sensor, Electron Paramagnetic Resonance (EPR) spectroscopy,

chemiluminescence or Flame Ionization Detector (FID), depending on the species to be

determined. Further information about the measurement techniques used can be found in

Lallemant et al. [113].

3.2.2. Boundary Conditions

For the furnace simulation, pure methane was used as fuel. The methane mass flow was

adapted to 55.42 kg/h in order to reach the same heat input as in the experiment (see

Section 3.2.1). The fuel and the oxidizer streams were modelled as mass-flow inlets. The

turbulent intensity was set to 20%. The high inlet turbulent intensity of 20% for the

IFRF furnace was used because it was also used by the researchers of the IFRF [115]

[114]. Additionally, the furnaces was calculated as having a turbulent intensity of 5%.

The calculation showed that the inlet turbulent intensity has negligible impact on the

solution. At the inlet of the fuel and the oxidizer, a turbulent velocity profile (1/7th power

velocity profile law) was defined via a user-defined function in order to ensure that the

flow is fully developed before it reaches the chamber. The inlet temperatures for the fuel

and the oxidizer were set to 25 ◦C. The simulation of the IFRF was carried out with

an equivalence ratio of 0.9871. That means that the furnace was operated under slightly

fuel-lean conditions. The wall temperature of the IFRF-furnace was given by a function,

which can be seen in Table 3.7. The numerical settings and the under-relaxation factors

used for the simulations can be found in Appendix B.2.
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Table 3.7.: Boundary condition for the IFRF furnace [2]

Mass flow-rate CH4 [kg/h] 55.42

Mass flow-rate O2 [kg/h] 224.49

Wall temperature [K] T (x) = 1700.6 + 212.59x− 46.669x2

(x: axial distance from the burner wall, [m])

Radiation

Internal emissivity 0.7

3.2.3. Computational Grid

For the CFD simulation, two meshes were generated: a coarse and a fine mesh. The coarse

mesh consists of 1 million hexahedron cells with a maximum skewness of 0.56 and a

minimal orthogonal quality of 0.81. The mesh is fine near the burner due to the high

velocity, species, and temperature gradients. For the fine mesh, 2.5 million hexahedron

cells were used to model a quarter of the furnace, with a maximum skewness of 0.56 and a

minimum orthogonal quality of 0.62. The two different meshes can be seen in Figures 3.12

and Figure 3.13.

Figure 3.12.: Coarse mesh IFRF 0.8 MW [2]

3.2.4. Results and Discussion

Effect of the grid

Two simulations were carried out with the two different meshes in order to examine the grid

independency of the solution for the IFRF furnace. The detailed mechanism (skeletal25)

was used with the SFM approach for each of these simulations. The radiative properties of
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Figure 3.13.: Fine mesh IFRF 0.8 MW [2]

the flue gas were calculated with the WSGGM of Smith et al. [98]. The calculated volume

fractions (dry) of CO2, H2, CO and O2 for the different grid sizes are plotted in Figure

3.14 and were compared with the measurements. Figure 3.14 demonstrates that the size of

the mesh has only a small influence on the solution. Therefore, the mesh with 2.5 million

cells was used for all simulations of the IFRF 0.8 MW furnace.

Effect of combustion modelling

Three different models were used to calculate the chemistry turbulence interaction in

the IFRF furnace: the EDM, EDC and the SFM models. For the EDM model, a simple

2-step mechanism [116] was used (see equation (3.3) and (3.4)). The EDC model used a

refined version of the Jones and Lindsted 4-step mechanism [81]. The difference between

the original JL 4-step and the refined mechanism is the use of the H2 oxidation model

proposed by Marinov et al. [82] in place of the reversible H2 reaction in the original JL

4-step mechanism. This refined 4-step global mechanism has been used Yin et al. [40] and

Kim et al. [109].

CH4 + 1.5O2 −→ CO + 2H2O (3.3)

CO + 0.5O2 −→ CO2 (3.4)

Two detailed mechanisms, skeletal25 and smooke46, were used for the SFM model. Using

the SFM, it was possible to reduce the calculation time from 4 weeks, with EDC, to 4

days on an 8-core CPU. The temperature profiles of the IFRF furnace for the different

combustion models are plotted in Figure 3.15. It is possible to see that the shape of the

flames from the EDC and the EDM models are quite similar. The major difference between

these models is that the cold stream of CH4 and O2 extends further into the chamber with

the EDC model. That means that the ignition of the CH4/O2 mixture is delayed. The SFM

shows a totally different temperature profile than the EDC and the EDM. In Figure 3.15,

64



3. Lab-scale Furnaces: Testing and Modelling

0 0.1 0.2 0.3 0.4 0.5
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

r [m]

O
2

V
ol

u
m

e
fr

ac
ti

on
(d

ry
)

0 0.1 0.2 0.3 0.4 0.5
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

r [m]

C
O

2
V

ol
u
m

e
fr

ac
ti

on
(d

ry
)

0 0.1 0.2 0.3 0.4 0.5
0

0.05

0.1

0.15

0.2

0.25

0.3

r [m]

C
O

V
ol

u
m

e
fr

ac
ti

on
(d

ry
)

0 0.1 0.2 0.3 0.4 0.5
0

0.05

0.1

0.15

0.2

0.25

0.3

r [m]

H
2

V
ol

u
m

e
fr

ac
ti

on
(d

ry
)

Figure 3.14.: Species predicted in the near-burner region (x=0.82 m) of the IFRF furnace for the fine and

the coarse mesh: coarse mesh, fine mesh, measurements [2]
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it is possible to see that ignition of the CH4/O2 mixture is even more delayed than with

the EDC model. That means that the mixing of the CH4 and the O2 stream is not good

enough or cannot be calculated by the SFM. The shape and the temperature of the flame

calculated by the SFM and the smooke46 mechanism are considerably different than those

of the other models and mechanisms. The temperature calculated with the smooke46 is in

a large area that is far too cold compared to the other simulations. The reason for the low

temperatures is that, with the smooke46 mechanism, the ignition is even more delayed than

with the skeletal25 mechanism; thus, the smooke46 mechanism is not suitable for oxy-fuel

conditions [41]. To emphasise this fact, the different combustion models and mechanisms

Figure 3.15.: Temperature profiles of the IFRF furnace for different combustion models; (a) EDM; (b)

EDC; (c) SFM skeletal25; (d) SFM smooke46 [2]

were compared with measurements at 0.22, 0.82 and 1.42 m from the burner in Figure

3.16, which shows that the EDM strongly overestimates the temperature at all measured

lines. This was expected since the EDM is limited to using a 2-step mechanism, which is

not able to account for radical formations or dissociation. The EDC model predicts the

temperature near the burner well (x=0.22 m), but overestimates the temperature at x=0.82

and 1.42 m. The SFM with the skeletal25 mechanism underestimates the temperature

near the burner and at x=0.82 m due to delayed ignition. The temperature calculated by

the SFM at x=1.42 m is overestimated, but in the same range as the EDC. The SFM

with the smooke46 mechanism underestimates the temperature at x=0.22 m in the same

range as the SFM with the skletal25 mechanism. The temperatures calculated at x=0.82

and 1.42 m are nearly 1000 K lower than the measured temperatures. This indicates that

ignition is delayed, and that the mechanism is not suitable for oxy-fuel combustion. In

Figure 3.17, the species calculated by the different combustion models and mechanisms are
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(c) Temperature at x=1.42 m

Figure 3.16.: Comparison of the temperature predicted by different combustion models in the IFRF

furnace; EDC ; SFM skeletal25 ; SFM smooke46 ; EDM ; Measurements

[2]
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Figure 3.17.: Comparison of different species predicted by different combustion models in the IFRF

furnace (at x=0.82 m): EDC ; SFM skeletal25 ; SFM smooke46 ; EDM ;

Measurements [2]

plotted against the results of the measurements. It is possible to see that the SFM with

the smooke46 mechanism clearly fails to predict the CO2 and the CO concentration in the

IFRF furnace, which indicates once again that this mechanism is not suitable for simulating

oxy-fuel combustion. The EDM also clearly fails to predict the CO concentration. The

SFM with the skeletal25 mechanism is able to predict the trends of the different species

in the same way as the EDC model. The measured values plotted are values averaged

over 60 seconds. The gas analysers had an accuracy of 0.5% for the species CO, CO2, O2

and H2. The sum of all measured species was between 97 and 108%, which indicates the

high quality of the measurements [110]. The simulation of the VO2 furnace with the SFM

and the skeletal25 showed a different flame shape compared to the IFRF furnace. The

temperature profile of the VO2 furnace calculated by the SFM is plotted in Figure 3.18.

There, one can clearly see that the ignition is not delayed, as in the simulation of the IFRF

furnace. In Figure 3.19, that simulation is compared with measurements, and it is possible

to see that the results are in good agreement with each other. The maximum temperature
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Figure 3.18.: Temperature profile of the VO2 calculated with the SFM and the skeletal25 [2]
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Figure 3.19.: Comparison between measurements and simulation of the VO2 furnace [2]

of 1142 ◦C was measured at T2, which is directly above the flame. The simulation shows

only a 5 K deviation from the maximum temperature measured. Between T1 and T2, a

difference of 43 K was measured. In the simulation, the temperature difference between T1

and T2 was calculated as being 41 K. The error of the thermocouples for this temperature

range is thus 2.8 K. Furthermore, comparison shows that the computational model and

the measurements are in good agreement for all points, and show the same temperature

trends. This indicates that the SFM with skeletal25 works well for simulations of oxy-fuel

combustion. However, the question remains as to why the SFM works for the VO2 furnace

and not the IFRF furnace. The velocity profiles of the different furnaces are plotted in

Figure 3.20. There, it is possible to see that, in the VO2 furnace, the velocity difference

between the O2 stream and CH4 is far higher than in IFRF furnace. In the IFRF furnace,

the O2 and the CH4 stream have nearly the same velocity. The fraction of the O2 velocity
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to the CH4 velocity is 0.21 in the VO2 furnace, whereas the velocity fraction in the IFRF

furnace is 1.01, indicating that there is nearly no velocity difference between the O2 and

CH4 stream in the IFRF furnace. Hence, with regard to the small shear rate between

Figure 3.20.: Velocity magnitude calculated with the SFM (a) VO2-furnace (b) IFRF furnace [2]

these two streams, the mixing is bad and cannot be calculated by the SFM approach.

The strain rats for the two furnaces are plotted in Figure 3.21. This figure shows that the

strain rate for the IFRF furnace is very high near the burner, but then decreases rapidly

until there is hardly any strain rate between the O2 stream and the CH4 stream. This

indicates that the mixing of the two streams is poor. In the VO2 furnace, the strain rate

between the O2 stream and CH4 stream is also high at the beginning, but it does not

decrease as fast as in the IFRF furnace. To improve the mixing between the two streams,

the O2 inlet in the IFRF furnace could be modified by changing the diameter in order to

get the same velocity fraction of 0.21 as in the VO2 furnace. The calculations show a very

similar flame shape to that of the VO2 furnace, as depicted in Figure 3.22. The SFM is

able to calculate flames with high shear rates between the O2 and CH4 streams in good

accordance with the measurements, but, if the shear rates are too low, the SFM fails to

predict the temperature profile and the shape of the flame.

Effect of turbulence modelling

To evaluate the influence of the turbulence model, further simulations of the IFRF were

conducted, using three different turbulence models. These turbulence models are: the

realizable k-ε (RKE), the standard k-ε (SKE) and the RSM. The results of the simulations
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Figure 3.21.: Strain rate at gases inlet for the (a) IFRF furnace and the (b) VO2 furnace [2]

Figure 3.22.: Temperature profile of the IFRF furnace for a velocity ratio of 0.21 between the O2 and

CH4 stream. [2]

with the SFM, the skeletal25 mechanism, and the different turbulence models are plotted

in Figure 3.23. It is possible to see that, near the burner (x=0.22 m), the turbulence

models have only a small influence on the solution, and the profiles are rather similar. At

x=0.82 m, the SKE and the RSM improve the solution, but the temperatures are still

too low. At x=1.42 m from the burner, the difference between the turbulence models is

negligible. In Figure 3.24, the temperature plot of the IFRF furnace as calculated by the

RSM and the SKE is shown. The shapes of the flame with the SKE and RSM are not

considerably different than the shape calculated by the RKE.

Effect of radiation modelling

The DO was applied to solve the RTE in all cases. The radiative properties were calculated

with the WSGGM, for which coefficients from three different authors were used. These

included the coefficients of Smith et al. [98], Yin et al. [100] and Kangwanpongpan et al.
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(c) Temperature at x=1.42 m

Figure 3.23.: Temperature predicted in the IFRF furnace by the SFM with skeletal25 and different

turbulence models; RKE ; SKE ; RSM ; Measurements [2]

72



3. Lab-scale Furnaces: Testing and Modelling

Figure 3.24.: Temperature profiles of the IFRF furnace calculated by the SFM with (a) RSM and (b)

SKE. [2]

[102]. The coefficients from Yin et al. and Smith et al. were derived from the EWB model,

with the difference that the coefficients of Yin et al. have a broader validation range. The

WSGGM from Smith et al. is valid for a H2O/CO2 ratio of 1 and 2, path lengths of up

to 10 m, and for temperatures between 600 and 2400 K. In comparison, the WSGGM

from Yin et al. is valid for H2O/CO2 ratios between 0.125-4, and path lengths up to 60 m.

Kangwanpongpan et al. derived the coefficients for the WSGGM from the highly accurate

LBL (HITEMP2010) model. This WSGGM is valid for H2O/CO2 ratios between 0.125-4,

and a maximum path length of 60 m. Unfortunately, Kangwanpongpan et al. did not derive

coefficients for negligible H2O and CO2 concentrations arising near the burner. Therefore,

the coefficients from Yin et al. were used. The three WSGGMs were implemented in the

CFD code via User Defined Function (UDF). The temperatures calculated with the SFM,

the skeletal25 mechanism, and the different WSGGMs are plotted in Figure 3.25. The

figure clearly indicates that the different WSGGMs do not have any impact on the solution

at all. This is because the beam length (about 0.8 m) of the IFRF furnace is too small to

make a difference. The influence of the WSGGM is higher in furnaces with a longer beam

length. Yin et al. [40] simulated a 609 MW utility boiler with a beam length of 11 m. They

simulated the boiler with WSGGM coefficients from Smith et al. [98] and the coefficient

from Yin et al. [100]. Their simulation showed that the absorption coefficient calculated by

the two WSGGMs differs by about 120%, resulting in a temperature difference of 200 K.

3.2.5. Conclusion

In this section, the SFM approach was used with the skeletal25 and the smooke46 mecha-

nisms in order to simulate a lab-scale furnace experimentally investigated by the IFRF.
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Figure 3.25.: Temperature profile in the IFRF furnace (x=0.82 m) calculated with the SFM and different

WSGGM: Smith et al. [98] ; Yin et al. [100] ; Kangwanpongpan et al. [102] ;

Measurements [2]

Furthermore, simulations of that furnace were conducted using the EDC and the EDM. The

EDM used a simple 2-step mechanism, which highly overestimated the temperature in the

furnace, due to its neglect of dissociation effects and radical formation, but did calculate the

flame shape correctly. In the simulation with the EDC model, a 4-step mechanism was used,

which showed good agreement with the measurements. However, the biggest drawback of

the EDC is the long calculation time necessary, due to the computationally demanding

chemistry integration. Therefore, it is difficult to simulate big furnaces with the EDC

with reasonable accuracy in an appropriate amount of time. Use of the SFM reduced the

calculation time from 4 weeks to 4 days on an 8-core CPU, and is therefore very interesting

for simulations of large furnaces. In section 3.1, the SFM with the skeletal25 was shown to

be in good accordance with the measurements, if the shear rate between the O2 and CH4

streams is high. The simulation and measurements deviated to a maximum of 5 K, which

can be considered to be very good agreement for such high temperatures. When there is

only small velocity difference between the O2 and the CH4 streams, resulting in a small

shear rate, the SFM is neither able to predict the flame shape correctly, nor to predict the

temperature. Simulations using the SFM with the smooke46 mechanism showed that the

temperature in the furnace is highly underestimated; therefore, the smooke46 mechanism

is not applicable for simulations of oxy-fuel conditions. The influence of the turbulence

models on the solution with small shear rates and the SFM was also investigated. The

standard k-ε, realizable k-ε and the RSM methods were used to evaluate the influence of

turbulence. It was found that the impact of the different turbulence models on the solution

is negligible, and that the turbulence models cannot improve the solution calculated with
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the SFM for small shear rates. Furthermore, the influence of the radiative properties on

the solution was investigated by applying different WSGGMs from different authors. The

simulations with the different WSGGMs showed that they have a negligible impact on the

solution for such small furnaces, due to the small beam length, and a CO2/H2O fraction

of 2 of the flue gas, due to the use of natural gas as fuel. These results show that the SFM

can be used with the skeletal25 mechanism for oxy-fuel conditions with high shear rates,

though it fails to correctly predict the flame shape for small shear rates.

3.3. Semi-industrial Furnace Burner Chamber4

The investigations in the previous sections of this chapter have established both the

applicability and the limitations of the SFM with the skeletal25 reaction mechanism for

jet flames under oxy-fuel and OEC conditions. This section will examine the applicability

of the SFM for flat flame burners, which are commonly used in reheating furnaces, for

different oxygen concentrations in the oxidizer. To this end, a semi-industrial furnace fired

with a flat flame burner will be investigated by means of CFD simulations, and the results

of these simulations will then be compared with experimental data.

3.3.1. Description Semi-industrial Furnace Burner Chamber

Subsequent experiments were performed on a natural gas fired semi-industrial furnace with

a thermal input of 250 kW. This furnace was investigated for different oxygen enrichments

in the oxidizer, ranging from 21 Vol% to 37 Vol%. The furnace is equipped with a flat flame

burner, mounted at the front of the furnace. The internal dimensions of the furnace are 1.25

x 1.25 x 2.5 m, this corresponds to a path length of 0.9 m, and the chamber is surrounded

by 0.2 m thick ceramic insulation. In Figure 3.26, the insulation and the position of the

flat flame burner can be seen. Furthermore, the temperature measurement points (T1,

T2, T3) are shown. The temperature measurements were carried out with three Type B

thermocouples, which were encapsulated by ceramic material. The top-wall distance of

the thermocouples was 60 mm. The first thermocouple (T1) was located 0.3 m, from the

furnace door, the second thermocouple (T2) 0.97 m, and the third (T3) 1.47 m from the

furnace door. The thermocouples were calibrated with a thermocouple calibrator (Fluke

714B), and additional reference measurements were made using a quotient pyrometer

(Keller Optix Q PT70). The measurement uncertainties of the thermocouples are ±3.4 K

4Parts of this section have already been published in [4]
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for temperatures above 1200 ◦C, which are typical temperatures encountered in the furnace.

In addition to the gas temperature, the temperature of the quarl of the flat flame burner

was also measured with a quotient pyrometer, from the opposite side of the furnace, where

a window is located (see Figure 3.26). In Figure 3.27 shows the burner from the opposite

side, as well as the different measurement points on the quarl.

Figure 3.26.: 3D-model and picture of the Burner Chamber furnace [4]

Figure 3.27.: Measurement points on the quarl of the Burner Chamber [4]

3.3.2. Boundary Conditions

For all simulated cases, pure methane was used as the fuel, and the oxidizer was a mixture

of O2, depending on the oxygen enrichment. All inlets in the simulations were modelled

as mass flow inlets. The furnace was in operation during both the experiment and the

simulations, under slightly fuel-lean conditions, with a fuel-oxidizer equivalence ratio of

between 0.957 and 0.977, depending on oxygen enrichment. The temperatures of both fuel

and oxidizer were set to 25 ◦C at the inlet, and the inlet turbulent intensity was set to

10%. The insulation of the furnace was modelled as solid, with a thermal conductivity

of 1.25 W/(m K) and an emissivity of 0.95. At the outer wall, the heat transfer to the

ambient was modelled as a convection boundary condition, with a free stream temperature
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of 25 ◦C and a heat transfer coefficient of 30 W/(m2 K). The numerical settings and the

under-relaxation factors used for the simulations can be found in Appendix B.3.

3.3.3. Computational Grid

In CFD simulations, the quality and the type of cells used for the computational mesh

have a high impact on the resulting accuracy of the simulations. In this investigation,

the furnace grid consists primarily of hexahedrons (fluid and solid) due to their good

numerical properties. In the vicinity of the flat flame burner, the mesh consists primarily

of tetrahedrons. The mesh used for the simulation is shown in Figure 3.28. The grid is

composed of 2.2 million cells, with a maximum aspect ratio of 24 and minimum orthogonal

quality of 0.24, which are sufficient for this investigation. A grid independency test was

also performed with a grid consisting of 6.2 million cells.

Figure 3.28.: Mesh of the investigated furnace burner chamber [4]

3.3.4. Results and discussion

Effect of the grid

Grid independency tests were performed in order to establish the extent of the influence

of the grid on the solution. The simulations were carried out with two different grids: a

coarse grid consisting of 2.2 million cells, and a fine grid of 6.2 million cells. The case

with 21 Vol% oxygen in the oxidizer was used as a reference case. The results of the
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Figure 3.29.: Comparison between fine and coarse grid [4]

simulations with fine and coarse grids are shown in Figure 3.29. Comparison of the two

grids shows that the difference between them is negligible. Thus, the coarse grid was used

for all simulations.

Effect of combustion modelling

The SFM model was used to calculate the chemistry/turbulent interaction. Using the

SFM model means that the calculation time can be dramatically reduced in comparison to

calculations with the EDC model. Prieler et al. [41] and Mayr et al. [1] have shown that the

SFM model makes it possible to reduce the calculation time from four weeks with the EDC,

to four days with the SFM, even when a detailed mechanism is used. Furthermore, Prieler

et al. [41] showed that not every detailed mechanism can be used with the SFM for the

calculation of oxy-fuel jet flames. The investigation have shown, however, that the skeletal25

mechanism is applicable for all oxygen concentrations. This mechanism was thus also used

for the investigation carried out in this section. The temperature plots calculated with the

SFM and the skeletal25 mechanism for different ratios of oxygen and nitrogen, ranging

from 21%O2 to 37%O2 are plotted in Figure 3.30. Additionally, the OH species are shown

in Figure 3.31. It is possible to see that the flame of the flat flame burner is well-predicted

by the SFM model with the skeltal25 mechanism for all oxygen enrichments. Furthermore,

the temperature plots show that the flat flame burner is slightly too big for the chamber

used because the flame is deflected at the side walls. It can also be seen that the maximum

temperature of the flame inside the furnace increases as the oxygen concentration in the
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(a) (b) (c)

Figure 3.30.: Temperature contours for different oxygen concentrations (a) 21 Vol% O2; (b) 24.5 Vol% O2;

(c) 37 Vol% O2 [4]

(a) (b) (c)

Figure 3.31.: OH-Volume fraction for different oxygen concentrations (a) 21 Vol% O2; (b) 24.5 Vol% O2;

(c) 37 Vol% O2 [4]
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Figure 3.32.: Temperature comparison measurement/CFD: (a) 21 Vol% O2; (b) 24.5 Vol% O2; (c) 37

Vol% O2 [4]

oxidizer increases. The volume fraction of the OH species also increases with the oxygen

enrichment in the oxidizer, in the main combustion zone of the flame, which is indicative

of higher chemical activity. This emphasises the need for a detailed chemical mechanism

in simulations of oxy-fuel combustion. Due to the higher temperatures present during

oxygen-enriched combustion, dissociation effects occur more often, and must be taken into

account by the chemical mechanisms. Neglecting the dissociation effects leads to an over

estimation of the temperature in the main combustion zone of the flame (see Yin et al.

[40]). Global mechanisms, such as the Westbrook and Dryer (WD) mechanism, and the

JL mechanism, do not consider OH radicals, and therefore can only be used for partial

simulations of oxy-fuel flames. Figure 3.32 shows a comparison of the measurement and

simulation results. All of the simulations are in close agreement with the measurements. For

the case with 21% O2 in the oxidizer, the maximum deviation between the measurements

and simulations occurred at T2 (for position see 3.26) with 16.5 K, which can be considered
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(a) (b) (c)

Figure 3.33.: Temperature contours for different detailed mechanism and 37 Vol% O2: (a) skeletal25; (b)

GRI 3.0; (c) smooke46 [4]

good agreement for such high temperatures. With 24.5% O2 in the oxidizer, the maximum

deviation also occurred at T2, but with only 9.5 K, which shows even better agreement.

In the case with 37% O2 in the oxidizer, the maximum deviation increases up to 72 K at

measurement point T3 (for position see Figure 3.26). The reason for this higher deviation is

that during the experiments, the flat flame burner exhibited some instability because this

burner was originally developed for air-fuel conditions. For this reason, no investigations

were carried out with higher oxygen concentrations in the oxidizer. However, the degree of

error can still be deemed acceptable for such high temperatures. Additionally, the furnace

was simulated with each of the two other detailed mechanisms and the SFM, in order to

verify whether other mechanisms are applicable for oxygen concentrations higher than 30%

O2. The furnaces were simulated with the GRI 3.0 [76] and the smooke46 [78] mechanism.

Prieler et al. [31] showed the smooke46 mechanism cannot be used with the SFM for jet

flames with oxygen concentrations higher than 30% O2 in the oxidizer. The results of the

simulations conducted in this work are shown in Figure 3.33 for oxygen concentration of

37% O2. The temperature fields calculated with the different mechanisms are very similar;

however, in the vicinity of the burner, the smooke46 and the GRI 3.0 calculate slightly

lower temperatures than the skeletal25. Thus, the difference between the mechanisms is

not particularly great, and the smooke46 mechanism and GRI 3.0 can also be used to

calculate flat flame burners with oxygen enrichments of up to 37% O2. In Figure 3.34,

the comparison between the measured and calculated surface temperatures of the quarl

are shown, where x=0 refers to the inner side of the quarl and x=150 to its outer side.

It is possible to note that the measured and the calculated surface temperatures for the
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Figure 3.34.: Surface temperature comparison measurement/CFD of the quarl: (a) 21 Vol% O2; (b) 24.5

Vol% O2; (c) 37 Vol% O2 [4]

cases with 21% and 24.5% O2 in the oxidizer show reasonable accuracy, although they

were measured from opposite sides of the furnace. The deviation is higher for the case

with 37% O2 in the oxidizer; the reason being that some instabilities occurred during the

experiments of this case. However, it is nonetheless possible to conclude that the surface

temperature of a quarl can be calculated with the SFM and the skeletal25 mechanism

with reasonable accuracy, which is very important for furnaces which are retrofitted for

oxygen-enhanced combustion in order to avoid overheating.

3.3.5. Conclusion

This section has presented the numerical and experimental investigations of a semi-

industrial furnace with a flat flame burner for different O2 concentrations in the oxidizer.

Again, the SFM model, with the skeletal25 mechanism, was used to calculate the com-

bustion. The simulations and measurements showed good agreement for the different
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O2/N2 ratios in the oxidizer. Under air-fuel conditions, the simulation showed a maximum

deviation of 16.5 K, which can be considered good agreement for temperatures above

1200 ◦C. For the case with an oxygen enrichment of 24.5% O2, the deviation between the

simulation and the measurements decreased to 9.5 K, which is even better agreement. The

simulations showed a higher deviation, of 72 K, for an oxygen concentration of 37% O2

in the oxidizer. As mentioned above, these results can be explained by the fact that the

burner showed some instability during the investigation, but the error margin can still

be considered acceptable for such high temperatures. Calculations with other detailed

mechanisms, including the GRI 3.0 and the smooke46, showed slightly cooler regions

in the vicinity of the burner for oxygen concentrations of 37.5%, but did not result in

vastly different temperature profiles. It can thus be concluded that the GRI 3.0 and the

smooke46 can be applied for a flat flame burner with oxygen concentration up to 37%

O2 in the oxidizer, a finding that is in contrast to other studies, which have shown that

these mechanisms are not applicable for oxygen concentrations higher than 30% O2 in the

oxidizer for a jet flame. Moreover, the temperature of the quarl was measured and compared

with the simulations. The simulations and the measurements showed reasonably good

agreement for oxygen concentrations of 21% and 24.5% in the oxidizer. The simulations

showed higher degrees of error for the case with the 37% oxygen in the oxidizer, which

can also be accounted for by the instabilities that occurred during the experiment.
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In this chapter the numerically efficient and validated models were subsequently used to

simulate and optimise different industrial scale furnaces for oxy-fuel and OEC conditions.

In simulations of industrial-scale furnaces, the coupling of the gas phase combustion and

the prediction of the reheating of the load are challenging and often time-consuming tasks.

In this chapter, a new method is presented in which these two simulations are coupled in

a numerically-efficient manner. Again, the method described in Section 2.5.4 is used to

determine the amount of wall surface and gas radiation in the investigated furnaces.

4.1. Aluminium Melting Furnace

In this section, the validated and numerically efficient CFD models are used to investigate

an industrial-scale, aluminium melting furnace. The furnace is operated with 70 Vol%

O2 in the oxidizer. In this section, the influence of using oxy-fuel combustion or different

oxygen concentrations in the oxidizer on furnace efficiency and heat transfer is investigated.

Additionally, the influence of a higher or lower heat input on the heat transfer will be

investigated as well. Due to the use of numerically efficient models, such as the SFM model,

the computational demand of this investigation is very low compared to other combustion

models, such as the EDC model.

4.1.1. Description Aluminium Melting Furnace

The aluminium melting furnace has a capacity of 50 tonnes and is used to recycle aluminium

scrap into aluminium alloys. The furnace is fired by four natural gas burners, which are

located at the side wall of the furnace (see Figure 4.1). The molten aluminium is located

in the lower part of the furnace, and the aluminium is fed into the furnace from the front
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of the furnace. The jet burners are slightly inclined towards the molten aluminium to

increase the heat flux to the melting. The furnace works under oxygen-enriched conditions,

with an O2 concentration of 70 Vol% O2 in the oxidizer. The furnace is operated under

two different conditions called: “ heating up” and “keeping warm”. Under the operating

condition “heating up” the thermal input was 2.4 MW, while under the operation condition

“keeping warm”, the thermal input was 0.7 MW. At the beginning of the cycle, the furnace

is charged with molten aluminium and aluminium scrap. Subsequently the aluminium

scrap is melted using the operation condition “heating up” and then kept warm (using the

operation condition “keeping warm”) until the molten aluminium is discharged. Then the

cycle starts from the beginning. In this thesis, only the operation condition “heating up”

was investigated. Inside the furnace, the gas temperature is measured by six thermocouples,

which are surrounded by ceramic material. Both the flue gas temperature and the melting

temperature were measured. In Figure 4.2, the positions of the measurement points are

shown. Measurement points T2 to T6 are located in the ceiling of the furnace, and T1

is located at the back wall of the furnace. The measurement points T2, T3, T4 and T5

are located directly above the flames of the burners. Measurement point T6 monitors the

wall temperature of the ceiling. The temperatures inside the furnace were measured over a

time period of 1.4 hours at a measurement interval of 20 seconds.

Figure 4.1.: Drawing of the Aluminium melting furnace

4.1.2. Boundary Conditions

In the CFD simulation, the gaseous phase and the refractory lining of the furnace were

modelled, whereas the molten aluminium was not. Therefore, the surface of the molten

aluminium was modelled as a wall with a temperature boundary condition. The temperature

of the molten aluminium is known from the measurements of the melting temperature

during the melting process (see Section 4.1.1). The emissivity of the molten aluminium
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Figure 4.2.: Positions of the measurement points in the aluminium melting furnace

was set to 0.53, and the surface temperature was set to 805 ◦C. The refractory lining

of the furnace was modelled as a solid with a thermal conductivity of between 0.6 and

1.3 W/(m K). On the outer wall of the refractory lining, a convective boundary condition

to the atmosphere was applied, with a heat transfer coefficient of 15.35 W/(m2 K) and a

free stream temperature of 30 ◦C. Pure methane was used as fuel in all of the simulations.

In Figure 4.3, the 3D model of the gaseous phase and the modelled refractory lining of the

furnace is shown. The numerical settings and the under-relaxation factors used for the

simulations can be found in Appendix B.4.

Figure 4.3.: 3D-Model of the aluminium melting furnace

4.1.3. Computational Grid

The grid of the furnace consists of 2.2 million cells, with a maximum aspect ratio of 19 and a

maximum skewness of 0.89. The grid is dense near the burners, where the highest gradients
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for temperature, species concentration, and velocity occur. The mesh consists mainly of

hexahedrons and tetrahedrons. In the vicinity of the burners, high-quality hexahedrons

were used. In Figure 4.4, the mesh of the furnace can be seen. A grid independency test

was also performed with a grid consisting of 7 million cells. Both meshes calculates similar

results, therefore the the mesh with 2.2 million cells was used in all simulations.

Figure 4.4.: Mesh of the aluminium melting furnace

4.1.4. Results and Discussion

In the simulation, the SFM was used as a combustion model along with the detailed

reaction mechanism, skeletal25. In the numerical simulation, the operating condition

“heating up” (see Section 4.1.1) was investigated. Under this operating condition, the

heat input was 2.4 MW and the oxygen concentration in the oxidizer was 70 Vol%. The

operating condition “heating up” is a transient process that takes place over a period of 1.4

hours. In Figure 4.5, the temperatures measured inside the furnaces are plotted over time

(for the positions of the measurement points, see Figure 4.2). It is possible to see that the

process is transient, but also that, at the end of the process, the measured temperatures

have reached nearly steady conditions. Therefore, the furnace was simulated in a steady

state, and the solutions of the furnace simulation were compared with the measurements

at the end of the “heating up” process. The calculated temperatures in the furnace for an

oxygen concentration of 70 Vol% are shown in Figure 4.6. One can see that the flames

nearly touch each other in the middle of the furnace. This also has a high impact on

the heat flux density to the melting, as seen in Figure 4.7, where the highest heat flux

density appears in the middle of the furnace. This effect is also enhanced by the slight

inclination of the burners towards the melting. The CFD calculation predicted a total

heat flux of 1636 kW to the melting. In order to verify the CFD solution, the calculated
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Figure 4.5.: Measured temperatures in the furnace for the operation condition “heating up”: Tmelting ,

Tflue gas , T1 , T2 , T3 , T4 , T5 , T6 (Positions see Figure 4.2)

gas temperatures were compared to the measurements. In Table 4.1, the comparison

between the measured and the calculated gas temperatures for the different measurement

points (see Figure 4.2) is shown. It can be seen that the CFD simulation predicts the gas

temperatures in the furnaces very well. The maximum deviation between the measurements

and the CFD calculation is 59 K at measurement point, T1. The average deviation for all

measurement points is 19 K, which can be considered good agreement, considering the

high temperatures of 1000 ◦C in the furnace.

Figure 4.6.: Temperature plot of the aluminium melting furnace with 70 Vol% oxygen in the oxidizer

The verified model was subsequently used to investigate different operating conditions of
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Figure 4.7.: Heat flux density to the melting

Table 4.1.: Temperatures inside the melting furnace, comparison CFD & Measurements (Positions of the

measurement points see Figure 4.2)

CFD [◦C] Measurement [◦C] ∆T [K]

T1 896 873 59

T2 1124 1128 4

T3 1125 1137 12

T4 1102 1111 9

T5 1084 1129 45

T6 965 965 0

Tflue gas 1124 1120 4

the furnace. Investigations were carried out in order to discover the influence of changing

the oxygen enrichment from 70 Vol% to 100 Vol% and 50 Vol%, with a constant thermal

input of 2.4 MW and the same residual oxygen content in the off-gas. Additionally, the

influence of changing the thermal input from 2.4 MW to 3.2 MW and to 4 MW with the

same oxygen enrichment of 70 Vol% oxygen in the oxidizer and the same residual oxygen

content in the off-gas was investigated. No other boundary conditions were changed. In

Figure 4.8, the calculated temperatures for the different oxygen concentrations are shown.

The temperature in the furnace can be seen to increase as the concentration of oxygen in

the oxidizer increases. Additionally, the predicted concentration of OH-radicals for the

different cases are shown in Figure 4.9. With the increasing oxygen concentration, the

OH-radical concentration also increases. The higher OH-radical concentration indicates

that the chemical activity in the flames increases with the oxygen concentration in the

oxidizer. The calculated heat flux densities to the molten aluminium for the different
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(a) (b)

(c)

Figure 4.8.: Calculated temperatures in the melting furnace for different oxygen concentration in the

oxidizer: (a) 50 Vol% O2, (b) 70 Vol% O2, (c) 100 Vol% O2

(a) (b)

(c)

Figure 4.9.: Calculated OH-radical concentrations in the melting furnace for different oxygen concentration

in the oxidizer: (a) 50 Vol% O2, (b) 70 Vol% O2, (c) 100 Vol% O2
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(a) (b)

(c)

Figure 4.10.: Calculated heat flux density to the melting for different oxygen concentration in the oxidizer:

(a) 50 Vol% O2, (b) 70 Vol% O2, (c) 100 Vol% O2

oxygen concentrations in the oxidizer is shown in Figure 4.10. It can be seen that as the

oxygen concentration increases, so does the heat flux density to the melting, which also

becomes more uniformly distributed. For an oxygen concentration of 50 Vol%, the CFD

calculation predicts a total heat flux of 1512 kW to the molten aluminium. The heat flux

increases to 1636 kW and 1736 kW for 70 Vol% and 100 Vol% O2, respectively. Therefore,

the furnace efficiency increases from 63% for 50 Vol% oxygen in the oxidizer, up to 72%

under oxy-fuel conditions. Furnace efficiency is defined as the fraction of the total heat

flux to the molten aluminium and the thermal heat input of the fuel. In Figure 4.11, the

calculated heat flux density to the molten aluminium is shown for the different thermal

heat inputs. It can clearly be seen that the total heat flux density drastically increases

with a higher thermal input. For a thermal heat input of 2.4 MW, the CFD calculation

predicts a total heat flux of 1636 kW to the molten aluminium. With thermal inputs of

3.2 MW and 4 MW, the heat flux increases to 2187 kW and 2725 kW, respectively.
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(a) (b)

(c)

Figure 4.11.: Calculated heat flux density to the melting for different thermal heat inputs: (a) 2.4 MW,

(b) 3.2 MW, (c) 4 MW

4.1.5. Comparison of Gas and Wall Surface Radiation

In this section, the amounts of gas and wall surface radiation on the total heat flux to the

molten aluminium will be determined using the method described in Section 2.5.4. The

operating conditions with 50, 70 and 100 Vol% oxygen in the oxidizer were investigated

with this method. In Figure 4.12, the calculated heat flux for the different operating

conditions is shown. Furthermore, the amounts of wall surface radiation, gas radiation,

and convection on the total heat flux to the molten aluminium are shown. It is possible to

see that, for all oxygen enrichments, the majority of the heat flux is due to wall surface

radiation, while only a minor part is due to gas radiation or convection. For an oxygen

concentration of 70 Vol% in the oxidizer, the total heat flux to the molten aluminium

is 1636 kW. At the same time, 1321 kW of the total heat flux is due to wall surface

radiation, and only 313 kW comes from gas radiation and convection (66 kW from the

313 kW). In contrast to the investigation in Section 3.1.4 (where the flue gas reduced

the radiation due to wall surface radiation with increasing oxygen in the oxidizer), here,

the gas radiation increases the heat flux to the molten aluminium. This is because the

gas volume of the aluminium melting furnace is far higher than that of the lab-scale

furnace investigated in Section 3.1.4. Additionally, in the aluminium melting furnace, the
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Figure 4.12.: Heat flux due to wall surface radiation ( ), gas radiation ( ) and convection ( ) to

the molten aluminium for different oxygen concentrations in the oxidizer

surface temperature of the molten aluminium is with 805 ◦C far higher than the surface

temperature of the thermal load (around 100 ◦C) in the lab-scale furnace. Due to the

higher temperature of the surface, the average temperature of the flue gas in the aluminium

melting furnace is higher than that in the lab-scale furnace, which results in a higher

radiative heat flux to the molten aluminium. It is the combination of these effects which

explains why the gas radiation increases the total heat flux in the aluminium melting

furnace. However, the biggest contribution to the total heat flux comes from wall surface

radiation. This implies that the heat flux due to wall surface radiation must be correct

predicted by the CFD simulation in order to calculate the correct total heat flux to a load.

The surface temperature of the wall surface has the highest influence on the radiative heat

transfer because the heat flux due to wall surface radiation has a power-of-four temperature

dependency (T 4). Therefore, it is essential to correctly predict the surface temperatures of

the refractory lining. This can only be achieved if the refractory lining is also modelled in

the CFD calculation as solid body.

4.1.6. Conclusion

In this section, numerically efficient models have been used to investigate an industrial-scale

aluminium melting furnace operating under OEC conditions. The solutions of the CFD

calculations were subsequently compared to the measurements and showed good agreement

for gas temperatures above 1000 ◦C, with a maximum deviation of 59 K and an averaged

deviation of 19 K for all measurement points. The effect of different oxygen enrichments on

93



4. Industrial Furnaces: Testing and Modelling

the heat flux was investigated using CFD calculation. The CFD calculations showed that

the heat flux to the melting increases as the oxygen concentration in the oxidizer increases,

which the investigation of the lab-scale furnace (see section 3.1) also showed. Since the

heat flux increases with the oxygen concentration in the oxidizer, the furnace efficiency

increases as well, from 63% at an oxygen concentration of 50 Vol% in the oxidizer up to

73% at oxy-fuel conditions. The amount of wall surface and gas radiation on the total heat

flux to the molten aluminium was also determined using the method described in Section

2.5.4. This investigation revealed that wall surface radiation has the biggest impact on

the total heat flux to the molten aluminium, while gas radiation has only a small impact.

In contrast to the investigation of the lab-scale furnace (see section 3.1.4), here, the gas

radiation was responsible for increasing the total heat flux. This is because of the higher

flue gas volume of the aluminium melting furnace, and the higher surface temperatures of

the molten aluminium (805 ◦C) compared to the surface temperature of the thermal load

(100 ◦C) in the lab-scale furnace. Additionally, the high amount of wall surface radiation

on the total heat flux implies that it is crucial to correctly predict the heat flux due to

wall surface radiation, in order for the total heat flux to be accurately predicted in the

CFD simulation. The surface temperature of the refractory lining has the biggest influence

on the heat flux due to wall surface radiation. Therefore, the surface temperature of the

refractory lining must be calculated correctly in the CFD simulation. This can only be

achieved if the refractory lining is also modelled in the CFD simulation. Furthermore,

using the correct material properties for the refractory lining is also of great importance.

In summary, this investigation has shown that an industrial-scale furnace operating under

OEC can be calculated with the CFD models presented in this works.

4.2. Pusher-type Reheating Furnace1

In this section, CFD simulations are used to investigate a pusher-type reheating furnace. In

reheating furnaces, the coupling of the gas phase combustion and the transient reheating

of the billets is a challenging task. Therefore, this section presents a novel numerically

efficient approach for the calculation of pusher-type reheating furnaces. The solutions

of the simulation with the proposed approach were compared with measurements of the

gas-phase temperatures from several points in the furnace. The temperature of the billets

was compared to calculations done with an iterative approach as well as with temperature

measurements on the furnace’s outlet.

1Parts of this section have already been published in [3]
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4.2.1. Description Pusher-type Reheating Furnace

The pusher-type reheating furnace is used to reheat low carbon steel billets from ambient

temperatures to average temperatures of 1070 ◦C, before these are further processed to

steel wire rods in the rolling mill. This furnace is 10 m long, 14 m wide, and about 1.8 m

in height, this corresponds to a path length of 3 m. The refractory linings of the furnace

are approximately 380 mm thick. The billets are 130x130 mm and approximately 13 m

long. The billets are charged into the furnace by a pusher at the front, and are discharged

by a peel bar machine at the side of the furnace (see Figure 4.13). The billets are heated

by 36 swirl burners which are placed on the top of the furnace, and twelve jet burners,

which are underneath the billets/skids. The burners are divided into six zones, which can

be seen in Figure 4.13b, where zone 1 is inactive and therefore not modelled. The position

of zone 1 is on the top wall before zone 2. In each of these zones, the thermal heat input

can be individually controlled. Every zone has thermocouples to monitor the temperature

inside the furnace and to control the furnace. The thermocouples for the swirl burners

are 40 cm below the ceiling. The temperatures measured from these thermocouples were

used to validate the simulations. Additionally, the average surface temperature of the

billets was measured at the outlet during the discharging process by means of a stationary

pyrometer, and measurements with a thermographic camera were performed in order to

verify the calculated temperature distribution of the billets. In Figure 4.13, a 3D-model

of the furnace shows the location of the swirl burners and jet burners. The skids that

support the billets are shown in Figure 4.13b. These skids are water-cooled to preserve

the mechanical properties of the material. The production capacity of the furnace is

approximately 60 t/h. Each billet takes 7752 s (approximately 2 h) to pass through the

furnace, which means that every billet spends 102 s in each position. The furnace has a

thermal input of 18.6 MW and uses natural gas as fuel. The furnace also has a regenerator

in order to recover energy from the flue gas. This energy is used to preheat the combustion

air to a temperature of 340 ◦C.

4.2.2. Calculation of the Billet Movement

The movement of the billets in a reheating furnace is a periodically transient phenomenon.

Because the billets in a pusher-type reheating furnace are placed side by side, without gaps

between them, they can be considered as a continuum, and can therefore be modelled as a

laminar, high-viscous medium with a constant velocity. The advantage of this approach

is that the periodically transient movement of the billets can be transformed into a
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(a) (b)

Figure 4.13.: 3D model of the reheating furnace (a) furnace with insulation (b) furnace with skids and the

different burner zones [3]

steady-state simulation. Due to the fact that steady-state simulations are much faster than

transient simulations, the computational time is greatly reduced.

4.2.3. Boundary Conditions

In the simulation, pure methane was used as fuel and preheated air was used as oxidizer.

The combustion air is preheated to 340 ◦C by a recuperator. All inlets in the simulation

were modelled as mass flow inlets. The furnace operates under fuel-lean conditions, with

a fuel-oxidizer equivalence ratio of 0.862. The temperature at the fuel inlet was set to

25 ◦C, and the inlet turbulent intensity was set to 10%. The insulation of the furnace

was modelled as solid, with a thermal conductivity of 0.7 W/(m K), and the emissivities

of the walls and the billets were set to 0.6 and 0.55 respectively. At the outer wall, the

heat transfer to the atmosphere was modelled as a convective boundary condition, with

a free stream temperature of 25 ◦C, and a heat transfer coefficient of 15 W/(m2 K). At

the skids, a heat flux boundary condition was employed; the heat flux to the skids is

known from the absorbed energy of the cooling water. The thermal conductivity and the

specific heat capacity of the billets change as the temperature increases, a fact which was

also considered in the simulation. The properties were calculated with JMatPro [117] and

implemented into the simulation via UDF. In Figure 4.14, the properties of the steel as

dependent on the temperature can be seen. The wall between the gas phase and the fluid

domain of the steel was modelled as a so called ”two-sided wall”. This means that each

side of the wall is a distinct, infinitely thin wall zone, and that different thermal boundary

conditions can be employed in each zone, or that individual zones can be coupled. If two

zones are coupled, the solver calculates the heat transfer through the wall zones directly

from the solution of the adjacent cell zones (gas-phase, steel fluid domain), where the heat

transfer (whether radiation or convection) is calculated as for a normal wall [62]. In the
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Figure 4.14.: Thermal conductivity ( ) and specific heat capacity ( ) of the steel temperature

dependent [3]

present simulation, two wall zones were coupled. With this type of wall zone, it is also

possible to have a no-slip condition on the gas-phase side, and to set the shear stress to

0 pascal on the side of the steel fluid domain so as to ensure a uniform velocity profile.

Furthermore, the fluid domain of the steel was set to a laminar zone, and the viscosity was

set to 105 kg/(m s). With these assumptions, the velocity in the fluid domain of the steel

was uniform and had a constant velocity of 0.00123 m/s, which correspond to production

capacity of 60 t/h. The numerical settings and the under-relaxation factors used for the

simulations can be found in Appendix B.5.

4.2.4. Computational Grid

The computational grid of the furnace consists of 7,521,175 cells (tetrahedrons and

hexahedrons) and includes the furnace walls, fluid domain of the steel fluid, and the gas

phase. In Figure 4.15, the mesh of the pusher-type reheating furnace is shown. The grid is

very dense in the vicinity of the burners, where the highest temperatures, velocity, and

species gradients occur. Therefore, larger cells were used in regions where the temperature,

velocity, and species gradients are low in order to conserve computational effort. Grid

independency tests were performed with a mesh consisting of 10 million cells, but the

difference between the two grids was negligible. Therefore, the coarser grid was used for

the simulation.
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Figure 4.15.: Mesh of the pusher type reheating furnace
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Figure 4.16.: Thermal input and heat fluxes in the furnace [3]

4.2.5. Results and Discussion

According to the furnace control system, the thermal input to the furnace was 18.6 MW.

An additional 2.2 MW of heat input was added to the furnace through the preheating of

the combustion air. The distribution of the heat fluxes in the furnace is shown in Figure

4.16. The CFD simulation calculated a heat transfer of 11.7 MW to the billets, which

corresponds to a furnace efficiency of 62.9%. Furnace efficiency is defined as the fraction of

the total heat flux to the billets Q̇billets and the thermal heat input of the fuel Q̇fuel (see

Eq.4.1). The heat losses of the flue gas and the walls were 8.1 MW and 1 MW, respectively.

Losses due to the skids are also included in the wall loses.

ηfurnace =
Q̇billets

Q̇fuel

(4.1)

Figure 4.17 shows the calculated temperatures inside the furnace, while Figure 4.17a shows

a temperature plot through the swirl burners in zone 2. It is possible to see that the flames

of the burners are closely attached to the ceiling of the furnace. The swirl burners form a

continuous flame carpet, which is desirable in a reheating furnace in order to achieve the
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(a)

(b)

Figure 4.17.: Temperature plots of the furnace (a) Temperature plot swirl burners zone 2 (b) Temperature

plots jet burners [3]

uniform reheating of the billets. Furthermore, it is evident that the realizable k-ε model

is capable of calculating radiant burners. In Figure 4.17b, a temperature plot along the

furnace axes is shown, where the jet burners below the billets can be seen. This temperature

plot also shows that the gas temperature decreases towards the chimney of the furnace. In

Table 4.2, the calculated temperatures were compared with the measured temperatures of

the furnace control system. The calculations showed reasonable accuracy for such high

temperatures, and for the complexity of the simulation. The maximum deviation between

the measurements and the CFD calculations occurred in zone 5, with a temperature

difference of 54 K. Bearing in mind the high temperatures inside the furnace, this can be

deemed acceptable. Zone 2 had the smallest deviation between measurement and CFD

calculation, with a temperature difference of only 5 K. The average deviation between the

CFD calculations and the measurements, for all measurement points, is 38 K, which can

considered good agreement for these temperatures. Therefore, the approach developed in

this paper can be considered reasonably accurate in terms of the gas temperature. Figure

4.18 shows the calculated heat flux to the billets, from the upper and bottom sides of
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Table 4.2.: Temperatures inside the furnace, comparison CFD & Measurements (Positions see section 4.2.1

and Figure 4.13b) [3]

Zone 1 Zone 2 Zone 3 Zone 4 Zone 5 Zone 6

Measurement (◦C) 1064 1278 845 1242 1233 1241

CFD (◦C) 1102 1273 894 1205 1179 1192

∆T (K) 38 5 49 37 54 49

the billets. On the top side of the billets, the maximum heat flux occurs in zone 2, which

is also the zone with the highest heat input. Furthermore, the distribution of the heat

flux is slightly asymmetrical, towards the billet outlet. On the bottom side of the billets,

the shadows of the skids can be seen clearly. These shadows have a major impact on the

temperature distribution in the billets. At the beginning, the heat flux is very high, due to

the jet burners, which push the hot flue gas towards the billet inlet. The asymmetrical

distribution of the heat flux also has an impact on the temperature distribution of the

billets. Figure 4.19 shows the calculated temperature distribution of the billets. Like the

heat flux, the temperature distribution is slightly asymmetrical towards the billet outlet.

This is because the flows of all swirl burners rotate clockwise. As a result of the number of

swirl burners in this furnace, the whole flow in the furnace has a slight clockwise rotation,

which can be seen in Figure 4.20. Figure 4.20 displays the temperature and flow direction

of the gas phase in the furnace at a height of 1 m. It is possible to see that the temperature

distribution is slightly asymmetrical, due to the fact that cold flue gas is sucked back by

the flow. Therefore, the temperature of the billets on the outlet side is slightly cooler than

on the other side. This asymmetrical temperature distribution was also confirmed by the

operator of the furnace. One option to overcome this problem would be for the flow of

the swirl burner to rotate in alternating directions (clockwise or counter clockwise). The

influence of the skids can also be seen on the top surface of the billets (see Figure 4.19).

It can clearly be seen that the temperature of the billets is lower near the skids than in

the rest of the billets, a phenomenon which is referred to as “skid marks”. The aim is for

these skid marks to vanish at the end of the furnace because they can influence processing

in subsequent processes. Figure 4.21 shows the surface-averaged heat flux and the volume

averaged billet temperature over the furnace length. The heat flux at the beginning is

very high, due to the fact that the billets are heated from both sides. At a furnace length

of 3 m, the heat flux drops slightly due to the shadow of the supporting tube for the

skids. This supporting tube is arranged along the total furnace width (see Figure 4.13b).

The sharp decrease in heat flux at a furnace length of 4.5 m is due to the ending of the

skids and the beginning of the solid underground. Therefore, the heat flux to the billets

is smaller because the billets are only heated from above from this point on. Due to the
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(a)

(b)

Figure 4.18.: Heat flux density (a) Top surface billets (b) Bottom surface billets [3]
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Figure 4.19.: Temperature distribution of the billets [3]

Figure 4.20.: Flow and temperature distribution of the gas phase in the furnace [3]
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Figure 4.21.: Volume averaged temperature of the billet ( ) and the surface averaged heat flux to the

billets ( ) over the furnace length [3]

increasing billet temperature, the heat flux decreases along the furnace’s length. The core

temperature of the billets at different positions in the furnace are displayed in Figure 4.22.

The side of the billet outlet corresponds to the billet length 0 m. At the beginning, the

temperature distribution in the billets is uniform, except on the edges of the billets. The

higher temperatures on the edges of the billets are due to hot flue gas sweeping over the

edges, from the burners located under the billets. Furthermore, the edges of the billets

receive more heat flux due to radiation because they have more surface to interact with the

furnace wall and the flue gas. Figure 4.22 clearly shows the influence of the shadow from the

skids. The temperature in the billets near the skids (at billet lengths of 0.9 m, 3 m, 5.3 m,

7.5 m, 9.7 m and 11.9 m) is lower than the temperature in the rest of the billets, which is

not desirable: the temperature of the billets should be evenly distributed. When the solid

floor begins at a furnace length of 4.5 m, the temperature differences in the billets becomes

more uniform with the furnace length, but the influence of the skids can still be seen at

the end of the furnace. The distribution of the core temperature in the last billet is shown

in Figure 4.23. It is possible to see that the temperature is asymmetrically distributed in

the last billet. Furthermore, the influence of the skids on the temperature distribution is

also evident. The averaged temperature in the last billet is about 1070 ◦C and the lowest

temperature is 1026 ◦C, which corresponds to a maximum temperature difference of 44 K.

The temperature asymmetry in the last billet was also confirmed by the furnace operator.

On the outlet, the average surface temperature of the billet is measured by a pyrometer

during the discharging process, which is placed on top of the furnace discharging door. This

measured temperature is also an important control parameter for the whole process. The

average surface temperature of 15 billets is used to verify the predicted temperature of the
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Figure 4.22.: Core temperature of the billets on different positions in the furnace: x=0.4 m ( ), x=1.5

m ( ), x=2.7 m ( ), x=4.6 m ( ), x=8.2 m ( ), x=9.8 m ( ) [3]

billets. The measured average surface temperature of the billets on the outlet was 1088 ◦C.

The CFD calculation predicted an average surface temperature of 1115 ◦C at the outlet,

which corresponds to a deviation of 27 K. Considering that the discharging process takes

about 102 seconds, during which the surface of the billets cools down and the influence of

the scale layer on the temperature measurement, a deviation of 27 K can be seen as good

agreement. Additionally, the temperature distribution in the billets was calculated with the

iterative approach from Prieler et al. [52] and then compared with the approach proposed

in this work. A comparison of the two approaches can be seen in Figure 4.23. The figure

shows that the two approaches result in similar trends for temperature distribution as well

as temperature level. Furthermore, the influence of the skids is also visible, as it was with

the proposed two-fluid approach. At 1069 ◦C, the average temperature calculated with

the approach of Prieler et al. [52] is very similar to the temperature calculated with the

approach proposed in this work. The lowest temperature calculated in the billet is 1010 ◦C,

which corresponds to a temperature difference of 59 K to the average temperature. The

highest temperature differences between the two models occurred at the edge of the billets,

where the highest temperature gradients are located. Due to the iterative approach of the

model by Prieler et al. [52], it is more difficult to obtain the exact same temperatures at

the edge than with the two fluid approach, where the energy exchange between the gas

phase and the billet is calculated simultaneously. Therefore, the temperature distribution

in the billets should be more similar if a higher number of iterations were performed, but

this would also result in an increase in calculation time. This comparison shows that the

two-fluid approach is able to calculate temperature distribution in the same manner as

an iterative approach that considers the billets as a solid. The advantage of the two-fluid
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Figure 4.23.: Core temperature distribution in the last billet calculated with two different approaches:

two fluid approach ( ), approach by Prieler et al. [52] ( ) [3]

approach is that the calculation times are far lower than those of an iterative approach,

and the human effort required is also lower, due to fact that only one simulation case is

needed. In a further step, measurements of the billet temperature at the outlet of the

furnace were taken with a thermographic camera (FLIR T1030sc) in order to further

verify the calculated temperature distribution of the billets with the proposed approach. In

Figure 4.24, the measurement set-up can be seen. The thermographic camera is positioned

at the outlet of the furnace, perpendicular to the billet at a distance of 2 m. The measuring

range of the thermographic camera was set to between 300 ◦C and 2000 ◦C. Due to the

close proximity of the furnace and the rolling mill, only a small section of the billets is

visible at the outlet, and it is not possible to take an image of the whole billet at the outlet.

Therefore, the thermographic camera was used to make a video of the discharging process

of the billets. Subsequently, the measured temperature distribution was compared to the

calculated temperature distribution at different positions. In Figure 4.25, the comparison

between the measured and the calculated billet temperature distributions is shown. The

measured values shown in Figure 4.25 are the average temperature values of a 100 cm2

area on the billet surface. The measured temperature distribution, like the calculated

temperature distribution, shows an asymmetrical temperature distribution. Furthermore,

the measurement also shows lower billet temperatures near the position of the skids (at

billet lengths of 0.9 m, 3 m, 5.3 m, 7.5 m, 9.7 m and 11.9 m), as it does in the calculation.

This shows again that the proposed approach is capable of calculating the temperature

distribution in the billets.
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Figure 4.24.: Measurement set-up thermographic camera [3]
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Figure 4.25.: Comparison between calculated and measured temperature distribution of the billet at the

furnace outlet: calculated ( ), measured ( ) [3]
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4.2.6. Conclusion

This section has presented a time-saving approach that converts the periodic transient

reheating of steel billets in a reheating furnace into a steady-state simulation. This is done

by modelling the steel billets as a fluid with high viscosity. For pusher-type reheating

furnaces, this approach is justified due to the fact that the billets are placed side by

side. Using this approach, calculation times can be significantly reduced compared to

transient calculation methods. The simulation was compared to measurements from the

furnace control system and showed good agreement with the measured gas temperatures.

The average and maximum temperature deviations between the gas phase simulation

and measurements were 38 K and 54 K, respectively. This can be deemed acceptable

for temperatures above 1100 ◦C. The simulation revealed an asymmetrical temperature

distribution in the billets along their length, which is due to the asymmetric flow in the

furnace, where cold flue gas is drawn back into the furnace and the billets are cooled on

one side. Additionally, the simulations showed that the skids have a major impact on the

temperature distribution of the billets. The shadow of the skids generates skid-marks on

the billets bottom surface. Furthermore, the simulation illustrated that these skid-marks

do not vanish until the end of the furnace. The predicted averaged surface temperature

of the billets at the outlet was compared with measurements at the outlet, and showed

a maximum deviation of 27 K, which can be seen as good accordance. Additionally, a

numerically efficient iterative approach from Prieler et al. [52] was used to verify the

solution of the temperature distribution in the billets. The comparison showed that both

approaches predicted similar trends with a maximum temperature deviation of 31 K.

Measurements with a thermographic camera showed similar temperature distribution on

the billets on the outlet of the furnace. These results prove that the proposed approach is

capable of predicting the major operating conditions of the furnace, and can therefore be

used to optimise the furnace’s geometry or operating conditions without expensive test

runs. Due to the low computational effort of this approach, this process can be carried out

in a short period of time.

4.3. Walking Hearth Type Reheating Furnace2

In this section, a walking hearth type furnace is investigated using CFD calculations. The

CFD calculations used in this section were originally performed by Prieler et al. [32] using

the iterative procedure described in Section 2.5.5 to couple the gas phase combustion

2Parts of this section have already been published in [5]
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and the transient reheating of the billets. Based on the results of these CFD simulations,

the method proposed in Section 2.5.4 was used to determine the amount of gas and wall

surface radiation in the industrial-scale reheating furnace for air-fuel and OEC conditions.

The determination of the impact of wall surface and gas radiation on the total heat flux

to the billets in an industrial scale furnace is the main finding of this section.

4.3.1. Description Walking Hearth Type Reheating Furnace3

The natural gas fired walking hearth type furnace is used to reheat low-alloy steel billets

from ambient temperatures up to a process temperature of 1150◦C for further processing

in a rolling mill. The billets are 12 m in length and have a cross section of 0.12 x 0.12 m.

The dimensions of the furnace are 17 x 13 x 1.6 m, this corresponds to a path length of

2.8 m, and it is fired by several flat flame burners located in the furnace ceiling. Because

the furnace is symmetrical, only half of the furnace was modelled in the CFD simulation.

In Figure 4.26, a 3D model of half of the furnace is shown. The furnace is subdivided into

three different zones: the pre-heating zone, the heating zone, and the soaking zone. The

heating and pre-heating zones are separated by a water-cooled wall over the total width of

the furnace. In this investigation, the furnace was operated under air-fired conditions and

with an oxygen concentration of 25 Vol% in the oxidizer. In both cases, the oxidizer was

preheated to 310◦C. The fuel input was 18.20 MW for air-fired conditions and 16.74 MW

for 25 Vol% oxygen enrichment. This corresponds to a 8% reduction in fuel consumption.

For both operating conditions, the productivity was 46.4 t/h. At this productivity rate,

one billet takes 6400 s to pass through the furnace, and the billets remain in each position

for 100 s. The billets were charged on the side of the flue gas outlet and discharged on

the opposite side of the furnace. Both cases were investigated in [52] and [32], where

more information about the furnace can also be found. In this thesis, the furnace was

investigated in more detail with regard to the heat transfers due to gas and solid body

radiation.

4.3.2. Boundary Conditions

All inlets for the fuel and the oxidizer were modelled as mass-flow inlets. At the inlets for

fuel and oxidizer, the hydraulic diameters were set to 0.11 m and 0.0155 m, respectively.

The turbulent intensity was set to 10% for both fuel and oxidizer inlet. On the outside

of the furnace wall, a convective boundary condition was employed with a heat transfer

3Parts of this section have already been published in [5, 32, 52]
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Figure 4.26.: Walking hearth type reheating furnace [52]

coefficient of 30 W/m2K and a free stream temperature of 30◦C. The emissivity of the

furnace walls was set to 0.7 and the emissivity of the steel billets to 0.5. The equivalence

ratios were 0.97 for both cases, which means that the furnace operated under slightly

fuel-lean conditions [32]. More information about the numerical settings can be found in

Prieler et al. [32].

4.3.3. Computational Grid

The computational grid for the whole furnace consists of 5,797,749 cells (hexahedrons and

tetrahedrons). The maximum skewness of the mesh was 0.8, and the maximum aspect

ratio was 19.8. Because the furnace is symmetrical, only half of the furnace has to be

modelled in the simulation. Additionally, simulations using a mesh with 8,026,188 cells

were performed in order to verify the influence of the computational mesh. The results of

the simulation with the larger grid showed negligible differences for temperature, species

concentration and heat flux in comparison to the smaller grid. The smaller grid was thus

used in all simulations described in this thesis [32].

4.3.4. Results and Discussion

The furnace has a heat input of 18.2 MW under air-fuel conditions; with an oxygen

enrichment of 25 Vol%, the heat input was reduced to 16.74 MW, which corresponds to

fuel gas savings of 8%. The CFD calculation predicted a heat flux of 10.48 MW to the

billets for air-fired conditions, and 10.28 MW for an oxygen enrichment of 25%. Due to
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the lower N2 amount, the flue gas heat losses were reduced from 5.38 MW to 3.95 MW.

Thus, the furnace efficiency increases from 57.6% under air-fired conditions to 61.4% under

oxygen-enriched conditions. The majority of the heat flux is transferred via radiation

(gas and wall surface radiation), while only a small amount is transferred via convection.

Under air-fired conditions, 92.7% of the heat flux is transferred via thermal radiation,

and only 7.3% via convection. Under oxygen-enriched conditions, 93.6% of the heat flux

is transferred via radiation, and only 6.4% via convection [32]. Calculations with the

method described in Section 2.5.4 were performed in order to determine the impact of

wall surface and gas radiation on the total heat flux. In Figure 4.27, the different heat

fluxes to the billets depending on position in the furnace are shown for the two different

oxygen concentrations. The calculated total heat flux to the billets shows a similar trend

for both cases: in the preheating zone (furnace length: 0 m to 8.5 m), the heat flux to the

billets is lower under oxygen-enriched conditions than under air-fired conditions. This is

due to the lower convective heat flux in the preheating zone, which drops from 447 kW

under air-fired conditions, to 361 kW under oxygen-enriched conditions. Additionally, the

flue gas temperature in the preheating zone drops from 810 ◦C under air-fired conditions

to 778 ◦C under oxygen-enriched conditions. Due to the lower gas temperature under

oxygen-enriched conditions, the heat flux due to gas radiation is also lower. In both cases,

the investigation reveals that the majority of the total heat flux is due to wall surface

radiation. Convection only has a higher share of the total heat flux at the furnace entry

point of the billets (furnace length: 0 m), where it accounts for up to 17% of the total

heat flux. After the billets enter the heating zone (furnace length: 8.5 m to 14 m), the

total heat flux to the billets increases sharply, to its maximum of 260 kW. The higher

total heat flux to the billets can be explained by the higher wall temperatures and gas

temperatures of approx 1200 ◦C in the heating zone, compared to approx 800 ◦C in the

preheating zone. This can also be seen in Figure 4.27, where, in both cases, a sharp rise

in the amount of wall surface radiation can be seen at the beginning of the heating zone.

Under oxygen-enriched conditions, the amount of wall surface radiation is higher in this

section. This is because the billets entering the heating zone have a slightly lower surface

temperature under oxygen-enriched conditions than under air-fired conditions, due to the

lower total heat flux in the preheating zone, as mentioned above. The total heat flux in this

section is thus higher under oxygen-enriched conditions than under air-fired conditions.

In the soaking zone (furnace length: 14 m to 17 m), the heat flux to the billets decreases

because, in this zone, the surface temperatures of the billets are nearly the same as those of

the walls. The impact of gas radiation on the total heat flux in these zones stays nearly the

same; therefore, the percentage of the gas radiation on the total heat flux increases. Gas

radiation thus has the greatest impact on the total heat flux in the last part of the furnace.
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(a) 21 Vol% O2 in the oxidizer
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(b) 25 Vol% O2 in the oxidizer

Figure 4.27.: Calculated heat flux to the billets depending on the position in the furnace: Total heat flux

( ) [32], heat flux from wall surface radiation ( ), heat flux from gas radiation ( ),

heat flux from convection ( ), percentage of the wall surface radiation on the total heat

flux ( ), percentage of the gas radiation on the total heat flux ( ), percentage of the

convection on the total heat flux ( )[5]
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At the end of the furnace, under air-fired conditions, 59.6% of the total heat flux is due to

gas radiation and 28.6% due to wall surface radiation. With oxygen enrichment, 47.2% of

the total heat flux is due to gas radiation and 51.2% is due to wall surface radiation. The

higher amount of wall surface radiation under oxygen-enriched conditions can be explained

by the fact that the surface temperatures of the billet are slightly lower at the end of the

furnace, due to the slightly lower total heat flux of 0.2 MW to the billets. This is the first

time, to the best of our knowledge, that the radiative heat flux to a billet is subdivided

into wall surface and gas radiation.

4.3.5. Conclusion

This investigation of an industrial-scale reheating furnace has shown the beneficial effects

of oxygen enrichment in the oxidizer. Heat input can be reduced by 8% when using an

oxygen enrichment of 25 Vol% in the oxidizer, whereby the heat flux to the load remains

virtually constant [32]. Using the method described in Section 2.5.4, this investigation has

shown that the majority of the radiation heat flux in the reheating furnace is emitted by

the furnace walls, while only a small part of it comes from the flue gas. It was found that

gas radiation increases the total heat flux to the billets in the reheating furnace, as it did

for the aluminium melting furnace (see Section 4.1.5), but in contrast to investigations

of the lab-scale furnace (see Section 3.1). The reasons the gas radiation increases the

total heat flux in industrial-scale furnaces are the same as described for the aluminium

melting furnace, outlined in Section 4.1.5. Furthermore, this investigation has shown that

gas radiation only has a significant impact on the total radiative heat flux when the wall

temperatures and the surface temperatures of the billets are in nearly the same temperature

range. This is valuable information for the design and optimisation of reheating furnaces,

and, therefore, the proposed method can be used to optimise the design of future reheating

furnaces.
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5. Thermodynamic Furnace Model

In this chapter, a simplified one-dimensional thermodynamic model for calculating the heat

transfer in reheating furnaces is developed. This model calculates the heat flux between the

gas phase, furnace wall, and thermal load by means of simple correlations. These heat fluxes

are then used to calculate the energy balance of the entire furnace. The model is not only

useful for calculations of air-fired conditions, but also for calculations of oxygen-enriched

and oxy-fuel conditions. Due to the simplicity of this model, the calculation times are

very low, and calculations can be performed using a simple software like Microsoft Excel.

The results of this model are then compared to the solutions of the CFD simulations and

measurements presented in Chapter 3

5.1. Energy Balance of the Entire Furnace

In this section, the energy balance for the entire furnace is derived. As a first step, the

system boundaries for the thermodynamic system have to be defined. For this system, the

system boundaries were defined at the outer wall of the furnace insulation because the

necessary values can be easily determined by measurements. On the system boundary, the

different in- and outgoing heat fluxes are balanced. In Figure 5.1, a schematic drawing

of the in- and outgoing heat fluxes is shown. The following heat fluxes are fed into the

thermodynamic system: the heat flux of the combustion air (Q̇Air), the heat flux of the

fuel CH4 (Q̇CH4), the heat flux of the pure oxygen (additional oxygen beside the oxygen

supplied by the combustion air) supplied to the system (Q̇O2), and the release of the

chemical energy of the fuel, which is represented by the Lower Heating Value (LHV), and

described as an additional heat flux to the system (Q̇LHV ). The system’s outgoing heat

fluxes are: the heat flux of the flue gas (Q̇Flue gas), the heat losses through the walls (Q̇Wall),

and the heat flux to the thermal load (Q̇Load). With these heat fluxes, it is possible to

derive the energy balance of the entire furnace, which is given in Eq. 5.1.

0 = Q̇Air + Q̇CH4 + Q̇O2 + Q̇LHV − Q̇Flue gas − Q̇Wall − Q̇Load (5.1)
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Figure 5.1.: Energy balance of the entire furnace

The variables in Eq. 5.1 are defined as follows:

Q̇Air = ṁAir · c̄p air|TAir

T0
· TAir (5.2)

Q̇O2 = ṁO2 · c̄pO2 |
TO2
T0
· TO2 (5.3)

Q̇LHV = ṁCH4 ·HLHV (5.4)

Q̇CH4 = ṁCH4 · c̄pCH4|
TCH4
T0

· TCH4 (5.5)

Q̇flue gas = ṁflue gas · c̄p g|TgT0 · Tg (5.6)

The mass flows of the combustion air (ṁAir), the mass flow of the fuel methane (ṁCH4)

and the mass flow of the oxygen (ṁO2) are input parameters of the calculation, and are

therefore known. The temperatures of the different mass flows (TAir, TO2 , TCH4) are also

input parameters for the calculation because these values are known from the furnace

operating system or can be easily measured. The variable HLHV stands for the LHV of

the fuel methane, with a value of 50.013 MJ/kg. The specific heat capacity of each species

is calculated by means of a polynomial approach. The polynomial used to calculate the

specific heat capacity is shown in Eq. 5.7. The coefficients A to G were derived by means

of polynomial fitting with the software Engineer Equation Solver (EES) [118]. In this

software, a large database of the material properties of all kinds of species is available.

cp,i = A+B · T + C · T 2 +D · T 3 + E · T 4 + F · T 5 +G · T 6 (5.7)

The specific heat capacity has a strong temperature dependency, which must be taken into

account in the calculations. Therefore, the heat capacity is averaged between a reference
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temperature (T0) and the actual temperature of the species (TSpecies), as shown in Eq. 5.8.

As reference temperature T0 = 0 ◦C was selected as a reference temperatures.

c̄p,i|
Tspecies
T0

=

Tspecies∫
T0

cp,i(T ) dT

TSpecies − T0
(5.8)

The mass flow (ṁflue gas) and the specific heat capacity ( c̄p flue gas|TgT0) of the flue gas are

not known and must be calculated. In order to calculate these values, the gas composition

of the flue gas must be known. For the calculation of the flue gas composition, the fuel is

assumed to be completely combusted, which is the case in nearly all reheating furnaces

because of the high temperatures and an air-fuel ratio higher than one. In Eq. 5.9, the

chemical equation for the combustion of methane for different oxidizers and oxidizer-fuel

equivalence ratios (λ) is given.

CH4 + 2λ

(
O2 +

φN2 oxi

φO2 oxi

N2

)
−→ CO2 + 2H2O + 2(λ− 1)O2 + 2

φN2 oxi

φO2 oxi

N2 (5.9)

It is possible to see that the flue gas mainly consists of N2, CO2, H2O and of O2, depending

on the composition of the oxidizer. The oxidizer is assumed to be a mixture of oxygen

(φO2 oxi volume fraction of oxygen in the oxidizer) and nitrogen (φN2 oxi volume fraction of

nitrogen in the oxidizer). As an example, for air-fuel combustion, the ratio between oxygen

and nitrogen (
φN2 oxi

φO2 oxi
) in the oxidizer is 3.76, therefore, the flue gas mainly consists of N2,

CO2 and H2O. In contrast, under oxy-fuel conditions, where the ratio between oxygen

and nitrogen in the oxidizer (
φN2 oxi

φO2 oxi
) is zero, the flue gas consists mainly of H2O and CO2.

With the known composition of the flue gas from Eq. 5.9, the mole fraction of the different

species in the flue gas can be calculated with Eq. 5.10, where ni stands for the mole of the

different species and nflue gas for the sum of the moles of all species.

νi =
ni

nflue gas
=

ni
n∑
i=1

ni

(5.10)

The mole fraction of each species is needed to calculate the specific heat capacity of the

flue gas, which can be calculated with Eq. 5.11.

cp,flue gas =

n∑
i=1

νi cmpi

Mflue gas

=

n∑
i=1

νi cmpi

n∑
i=1

νiMi

(5.11)

In this equation, cmpi stands for the molar heat capacity and Mi for the molar mass of

each species in the flue gas. All of the variables from Eqs. 5.1 to 5.6 have now been defined

except for Q̇Wall and Q̇Load. The calculation of these terms will be described in the next

section.
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5.2. Calculation of the Heat Transfer in the Furnace

The heat flux to the wall (Q̇Wall) and the thermal load (Q̇Load) in the furnace are calculated

by an approach proposed by Jaklič et al. [119]. However, in contrast to their approach,

where the input parameters, like wall temperature, were provided by measurements, in

this model, these values are calculated by thermodynamic calculations. Therefore, this

model can be considered a more general approach, which does not require temperature

measurements of the wall or the gas temperatures in the furnace. For this reason, this

model is ideal for use in design studies where no measurements are available. Jaklič et al.

used the correlations by Hottel and Sarofim [97] to calculate the absorption and the

emissivity coefficients of the flue gas, this model uses the WSGGM with the coefficient

proposed by Smith et al. [98] to calculate these values.

In Figure 5.2, a schematic drawing of this approach can be seen. The furnace is divided

into two thermodynamic systems (S1 and S2), which interact with each other. The

thermodynamic system S1 balances the heat fluxes at the wall, and the thermodynamic

system S2 balances the heat fluxes to the thermal load inside the furnace. In Figure 5.2, it is

Figure 5.2.: Heat transfer inside the furnace. Adapted from [119]

possible to see the different heat fluxes that are exchanged between the two thermodynamic

systems and the gas phase. The heat flux between the gas phase and the wall is transferred

both convectively (q̇convgw · Aw) and radiatively (q̇radgw · Aw). This is also the case for the

heat flux between the gas phase and the thermal load. The heat flux between the wall and

the thermal load is transferred via wall surface radiation (q̇radws · Aw), and is reduced by

the amount which the gas phase absorbs (q̇absg · Aw). For each thermodynamic system, an

energy balance can be derived. In Eq. 5.12, the energy balance for the thermodynamic
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system S1 is shown.

0 = q̇radgw · Aw + q̇convgw · Aw − q̇condw ·
Aw
lw
− q̇radws · As + qabsg · As (5.12)

The variables in Eq. 5.12 are defined as follows:

q̇radgw = εg(Tg) · σ · T 4
g − αg(Tg, Tw) · σ · T 4

w (5.13)

q̇convgw = agw · (Tg − Tw) (5.14)

q̇radws =
εw · σ · T 4

w − εs · σ · T 4
s

1
εs

+ As

Aw

(
1
εw
− 1
) (5.15)

q̇absg = εg(Tw) · σ · T 4
w − αg(Tw, Ts) · σ · T 4

s (5.16)

q̇condw = λw · (Tw − Tout) (5.17)

The radiative heat flux densities between the gas phase and the wall (see Eq. 5.13), as

well as the wall and thermal load (see Eq. 5.15) are calculated by the Stefan-Bolzmann

law. The Stefan-Bolzmann law states that the radiative heat flux emitted by a black body

is proportional to the fourth power of the black body temperature (σ · T 4). Real materials

only emit and absorb a fraction of a black body. This is taken into account by the emissivity

coefficient ε in the calculation. For solid bodies, a fixed value is used for the emissivity.

The emissivity (εg) and the absorptivity (αg) of the gas phase are calculated with the

WSGGM and the coefficients from Smith et al. [98]. The heat losses through the furnace

walls due to conduction are calculated using Eq. 5.17, where λ is the thermal conductivity

of the furnace walls, and Tout the temperature of the atmosphere. The convective heat

flux density to the wall from the gas phase is calculated using Eq. 5.14, where agw is the

heat transfer coefficient. The convective heat transfer in high temperature furnaces is

only minor, as the majority of the heat flux is transferred radiatively. Therefore, the heat

transfer coefficient was assumed to be 10 W/(m2 K), the same value as was used by Jaklič

et al. [119].

In Eq. 5.18, the calculation of the total heat flux to the thermal load is shown. This

equation was derived from the energy balance of the thermodynamic system S2.

Q̇load = q̇radgs · As + q̇convgs · As + q̇radws · As − qabsg · As (5.18)

The variables q̇radgs and q̇convgs in Eq. 5.18 are the radiative and the convective heat flux

density from the gas to the load, and are defined as follows:

q̇radgs = εg(Tg) · σ · T 4
g − αg(Tg, Ts) · σ · T 4

s (5.19)

q̇convgs = ags · (Tg − Ts) (5.20)

The variables q̇radws and qabsg are already known from Eq. 5.15 and Eq. 5.16.
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5.3. Solution Strategy

Due to the mutual dependency of the different thermodynamic systems (entire furnace S1,

S2) the calculations must be performed iteratively. In Figure 5.3, the iterative procedure

for the calculation is shown. The gas temperature Tg nside the furnace is calculated by the

energy balance for the entire furnace using Eqs. 5.1-5.6. In this system, the only unknown

variable is the gas temperature; all other temperatures are known from the boundaries. The

heat flux to the wall and the thermal load is assumed for the first iteration step because

they are unknown. Therefore, the gas temperature is varied until the energy balance (Eq.

5.1) is satisfied, which is done by a solver embedded in the software Microsoft Excel. The

calculated gas temperature is then used as an input parameter for the calculation of the

two thermodynamic systems S1 and S2. With the calculated gas temperature Tg, the energy

balance S1 at the wall (using Eq.5.12-5.17) is solved by varying the wall temperature Tw

until the energy balance is satisfied. From this calculation, the wall temperature Tw of the

furnace is known.With the newly calculated gas temperature Tg and wall temperature Tw,

the heat fluxes through the walls (using Eq.5.17) and to the the load (using Eq.5.15) are

also calculated anew. Subsequently, the gas temperature Tg is used to calculate the total

heat flux to the load, using Eq. 5.18. Due to the newly calculated heat fluxes through the

wall and to the load, the energy balance of the entire furnace (see Eq.5.1) is imbalanced,

and the gas temperature has to be calculated again. The solution process then starts from

the beginning by recalculating Eq. 5.1. This is done until certain convergence criteria are

reached. As convergence criteria, the error of both energy balances (S1 and S2) must be

lower than 1% of the thermal input.

5.4. Calculation of High Temperature Furnaces

In this section, the model is used to calculate the lab-scale furnace VO2, described in

Section 3.1.1 and numerically simulated in Section 3.1. The industrial scale aluminium

melting furnace described in Section 4.1.1 and numerically simulated in Section 4.1 will

also be calculated using this model. The results of the calculation with the model were

compared to the results of the numerical simulation and measurements of the furnaces.

118



5. Thermodynamic Furnace Model

Figure 5.3.: Solution strategy for the simple furnace model

5.4.1. Lab-scale Furnace VO2

For the calculation of the lab-scale furnace VO2, the same boundary conditions were

used as in the numerical simulation (see section 3.1.2). This section will consider only

the configuration without the shielding. In Figure 5.4 and 5.5, the heat flux to the

copper plate as calculated by the thermodynamic model is compared to the results of

the numerical simulations and measurements for the temperature levels of 1070 ◦C and

1200 ◦C. The temperature level is defined as the temperature at measurement point T2

(see Figure 3.1 for the position of the measurement point). For both temperature levels,

the thermodynamic model is able to predict the absolute value and the trends of the heat

flux to the plate with the same accuracy as the CFD simulations and the measurements.

For a temperature level of 1070 ◦C, the thermodynamic model predicts a heat flux of

37.42 kW for air-fuel conditions and 29.05 kW for oxy-fuel conditions. In the experiments

under air-fuel conditions, a heat flux of 35.48 kW was measured, and while the measured

heat flux under oxy-fuel conditions was 27.67 kW. The CFD simulation predicts a heat

flux of 35.48 kW under air-fuel conditions and 27.21 kW under oxy-fuel conditions. The

thermodynamic model can thus be seen to predict the same trends as measured in the

experiments and the predicted by the CFD simulation. For a temperature of 1070 ◦C, the
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Figure 5.4.: Comparison of the heat flux to the load calculated with the thermodynamic model ( ), the

CFD simulation ( ) and the measurements ( ) for a temperature level of 1070 ◦C.

average deviation between the thermodynamic model and the measurements was 1.88 kW

for all oxygen concentrations. At 1200 ◦C, the thermodynamic model predicts a heat

flux of 57 kW for an oxygen enrichment of 25 Vol%, and a heat flux of 44.08 kW under

oxy-fuel conditions. In the experiments of the same conditions, heat fluxes of 52.1 kW

(25 Vol% O2) and 47.45 kW (oxy-fuel) was measured. With 53.02 kW (25 Vol% O2) and

41.82 kW (oxy-fuel), the simulation predicts similar values for the heat flux under the same

conditions. The averaged deviation for all oxygen enrichments between the thermodynamic

model and the measurements for a temperature level of 1200 ◦C was 3.77 kW. Considering

the simplicity of the model, this can be seen as very good agreement. In Figure 5.6, the

wall and gas temperatures calculated by the thermodynamic model for a temperature level

of 1070 ◦C were compared to the temperatures calculated by the CFD simulation and to

measurements. The gas temperature values calculated with the CFD simulation shown in

Figure 5.6 are volume averaged values because the thermodynamic model only calculates

one value for the gas temperature. For the same reason, the wall temperatures calculated

by the CFD simulation, shown in Figure 5.6, are faced averaged values. From Figure 5.6,

it is possible to see that the values and the trend of the gas temperature are predicted in

the same way by both the thermodynamic model and the CFD simulation. For air-fuel

conditions, the thermodynamic model predicts a gas temperature of 968 ◦C and the CFD

calculation predicts a temperature of 1011 ◦C. In the experiments for air-fuel conditions, a

gas temperature of 1044 ◦C was measured. For oxy-fuel conditions, the thermodynamic

model predicts a temperature of 853 ◦C and the CFD calculation predicts a value of 844 ◦C.

The averaged deviation between the CFD simulation and the thermodynamic model was

20 K for all oxygen concentrations, which can be seen as good agreement in consideration
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Figure 5.5.: Comparison of the heat flux to the load calculated with the simplified model ( ), the CFD

simulation ( ) and measurements ( ) for a temperature level of 1200 ◦C

of the model’s simplicity. The wall temperatures calculated with the simplified model

deviated more from the CFD simulation. For air-fuel conditions, the thermodynamic model

predicts a wall temperature of 843 ◦C and the CFD calculations predicts a temperature of

976 ◦C. For oxy-fuel conditions, the thermodynamic model predicts a value of 781 ◦C and

the CFD calculation predicts a wall temperature of 912 ◦C. This greater deviation can

be explained by the fact that the three-dimensional effects in the corners of the furnace

are neglected in the thermodynamic model. Furthermore, in the calculation of the wall

temperature, all of the heat transfer calculation errors are cumulated, because the energy

balance in Eq. 5.12 is solved by varying the wall temperature. The averaged deviation for

the wall temperature between the CFD simulations and the simplified calculations was

126 K. Despite the somewhat higher deviation, the simplified model is able to predict the

trend of the wall temperatures almost as well as the CFD simulation. For a temperature

level of 1200 ◦C, the wall and gas temperatures calculated by the thermodynamic model

are shown in Figure 5.7 and compared to the results of the CFD calculation and to

measurements. The calculated temperatures showed a similar trend as for a temperature

level of 1070 ◦C. Again, the gas temperature values and trends are similar predicted by

the simplified model as by the CFD simulation. For an oxygen concentration of 25 Vol%

in the oxidizer, the thermodynamic model predicts a gas temperature of 1075 ◦C, and the

CFD simulation predicts a temperature of 1128 ◦C. In the experiments, a gas temperature

of 1060 ◦C was measured for the same oxygen concentration. Under oxy-fuel conditions,

the thermodynamic model predicts a gas temperature of 1047 ◦C and the CFD calculation

a temperature of 1074 ◦C. The averaged deviation for the gas temperature between the

numerical simulation and the simplified model was 24 K for all oxygen concentrations.
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(a) Wall temperature
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(b) Gas temperature

Figure 5.6.: Comparison between calculated temperatures with the simplified model ( ), measurement

( ) and the CFD calculation ( ) for a temperature level of 1070 ◦C

Again, this can be seen as very good agreement considering the simplicity of the model. The

calculated wall temperatures deviated more significantly, as they did for the temperature

level of 1070 ◦C. The thermodynamic model predicts a wall temperature of 986 ◦C for

an oxygen enrichment of 25 Vol%, and the CFD csimulation predicts a temperature of

1100 ◦C. For oxy-fuel conditions, the thermodynamic model calculates a wall temperature

of 970 ◦C and the CFD calculation predicts a wall temperature of 1111 ◦C. The averaged

deviation of the wall temperatures calculated by the thermodynamic model and the CFD

simulation was 128 K. This comparison shows that the simplified model is able to predict

the heat flux to a thermal load, the gas temperature, and the wall temperature of a

lab-scale furnace almost as well as an advanced CFD simulation. In the next section, an

industrial furnace will be investigated.

5.4.2. Aluminium Melting Furnace

For the calculation of the industrial scale furnace, the same boundary conditions were

used as in the CFD simulation (see section 4.1.2). As in the previous section, the solutions

of the thermodynamic model were compared to the CFD simulation performed in Section

4.1.4. In Figure 5.8, the heat flux to the melting as calculated with the thermodynamic

model is compared to the heat flux predicted by the CFD simulation for different oxygen

concentrations in the oxidizer. It is possible to see that the thermodynamic model predicts

the heat flux to the melting for the different oxygen concentration in the oxidizer in a
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(a) Wall temperature
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(b) Gas temperature

Figure 5.7.: Comparison between calculated temperatures with the simplified model ( ), measurement

( ) and the CFD calculation ( ) for a temperature level of 1200 ◦C

similar way as the CFD simulation. The thermodynamic model predicts for an oxygen

concentration of 70 Vol% in the oxidizer a heat flux of 1596 kW, the CFD calculation

predicts a heat flux of 1636 kW. The averaged deviation between the simplified model and

the numerical simulation was 43 kW for all oxygen concentrations, which can be seen as

good agreement considering the scale of the furnace and the simplicity of the model. The

wall and gas temperatures predicted by the thermodynamic model were also compared

with the solution of the CFD simulation. In Figure 5.9, the comparison between the

thermodynamic model and the CFD calculation is shown. The gas temperatures predicted

by the numerical model are volume averaged values because the simplified model only

calculates averaged values. For the same reason, the wall temperatures calculated by the

numerical simulation are faced averaged values. As for the heat flux, the thermodynamic

model can predict the temperature trends and values for all oxygen enrichments in the

same way as the CFD simulation does. For an oxygen concentration of 70 Vol%, the

thermodynamic model predicts a gas temperature of 1103 ◦C and the CFD calculation

a temperature of 1124 ◦C. The averaged deviation between the thermodynamic model

and the CFD simulation for the gas temperature was 16 K, which can be seen as very

good agreement. For the wall temperature, the thermodynamic model calculates a wall

temperature of 980 ◦C for an oxygen concentration of 70 Vol% in the oxidizer and the

CFD calculation predicts a temperature of 965 ◦C. The averaged deviation between the

thermodynamic model and the CFD simulation for the wall temperature was 18 K for all

oxygen concentrations, which can be seen as good agreement. This demonstrates that the

thermodynamic model is also able to calculate industrial scale furnace as well as a CFD
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Figure 5.8.: Comparison of the heat flux to the melting calculated with simplified model ( ) and the

CFD calculation ( ) for different oxygen concentrations in the oxidizer

simulation, bearing in mind its simple structure. To further validate the thermodynamic

model, it was used to calculate the aluminium melting furnace for different thermal heat

inputs, as done in the CFD simulations performed in Section 4.1.4, in order to show that

the thermodynamic model is also able to calculate partial loads. The results of calculation

with the thermodynamic model were compared to the results of CFD simulation. In Figure

5.10, the heat flux to the melting predicted by both the simplified model and the numerical

simulation is shown for different thermal heat inputs. For a heat input of 2.4 MW, the

thermodynamic model predicts a heat flux of 1596 kW and the CFD calculation predicts

a heat flux of 1636 kW, which can be seen as good agreement. For a higher heat input of

3.2 MW, the thermodynamic model predicts a heat flux to the melting of 2116 kW, while

the CFD simulations predicts a heat flux of 2187 kW. This shows that the thermodynamic

model is able to predict the heat to the melting for different thermal heat inputs in a

similar way as the CFD simulation. The averaged deviation in the heat flux between the

CFD simulation and the thermodynamic model for all investigated heat inputs was 74 kW,

which can again be seen as very good agreement. The wall and gas temperatures were also

predicted by the thermodynamic model, and, as before, compared to the results of the CFD

simulations. The calculated values of the thermodynamic model were compared to the

volume averaged values for the gas temperature and the faced averaged wall temperatures

of the CFD simulation. Figure 5.11 shows this comparison. The thermodynamic model

is able to predict the temperature trends as well as the CFD simulation, and the total

values are also well predicted. The thermodynamic model predicts a gas temperature of

1103 ◦C for a heat input of 2.4 MW, and the CFD calculation predicts a gas temperature

of 1124 ◦C. The averaged deviation between the thermodynamic model and the CFD
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(a) Wall temperature
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(b) Gas temperature

Figure 5.9.: Comparison between calculated temperatures with the simplified model ( ) and the CFD

calculation ( ) in the aluminium melting furnace for different oxygen concentration in the

oxidizer
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Figure 5.10.: Comparison of the heat flux to the melting calculated with simplified model ( ) and the

CFD calculation ( ) for different thermal heat inputs
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(a) Wall temperature
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Figure 5.11.: Comparison between calculated temperatures with the simplified model ( ) and the CFD

calculation ( ) in the aluminium melting furnace for different oxygen concentrations in the

oxidizer

simulation, for all thermal heat inputs, was 12 K for the gas temperature. For the same

thermal heat input of 2.4 MW, the thermodynamic model predicts a wall temperature of

980 ◦C and the CFD simulation predicts a temperature of 965 ◦C. The averaged deviation

for the wall temperature for all heat inputs was 58 K, which is again very good agreement.

This proves that the simplified model is capable of calculating industrial furnaces for

different oxygen concentrations in the oxidizer and for different thermal heat inputs.

5.5. Thermodynamic Model for a Reheating Furnace

The thermodynamic model must be extended for the calculation of pusher-type reheating

furnaces or walking hearth type furnaces. In these furnaces, the thermal heat input varies in

the different zones, and the surface temperature of the billets (thermal load) changes over

the furnace length. To calculate such furnaces, the furnace must be divided into sections.

The different temperatures and heat fluxes must be calculated by solving the energy

balances in each of these sections. Furthermore, the energy transfer to the next section

must also be calculated. These calculations are not possible with the thermodynamic

model used in Sections 5.1-5.3. Therefore, the energy balance for the entire furnace (see

Eq. 5.1 and Figure 5.1) must be extended. In Figure 5.12, a schematic drawing of the

thermodynamic system for such a section is shown. The thermodynamic system for the

section is very similar to the thermodynamic system of the entire furnace (see Figure 5.1).
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The only difference is that, in the thermodynamic system of the section, an additional

heat flux, representing the incoming heat flux of the flue gas from the previous section

(Q̇Flues gasin), is added to the system. The radiative heat transfer from one section to

another is neglected. This is due to the fact that, to calculate the radiative heat transfer

from one section to another, viewing factors must be taken into account, which would

significantly increase the complexity and the calculation time of the model. Therefore,

Figure 5.12.: Schematic drawing of the energy balance of a section of the furnace

the energy balance in Eq. 5.1 is extended by only adding the heat flux Q̇Flues gasin . The

total energy balance for a section of the furnace is given in Eq. 5.21.

0 = Q̇Air + Q̇CH4 + Q̇O2 + Q̇LHV + Q̇Flues gasin − Q̇Flue gasout − Q̇Wall − Q̇Load (5.21)

The additional heat flux Q̇Flues gasin to the system is known from the previous section,

where it is denoted as Q̇Flues gasout . All other variables are calculated in the same way as

for the energy balance of the entire furnace (see Eqs. 5.2 to 5.20). Thus, with this sectional

model it is possible to investigate the effect of different oxidizer compositions in different

zones of the furnace on the heat transfer in the furnace. To this end, the molar flows of the

combustion species (H2O, CO2, N2, O2) are calculated and transferred from one section

to the next. In the next section, the molar flow of the species arising from the combustion

in that section, is added to the molar flow of the previous section. The molar flow of each

species can be calculated with Eq. 5.22, where Ṁi stands for the molar flow of each species

and Xi for the mole of each species arising from the combustion of one mole CH4.

Ṁi =
ṁCH4

MCH4

·Xi (5.22)

The molar flow of each species is transferred from one section to the next. In the next

section, the molar flow of the combustion products of CH4 with the same or another
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oxidizer is added to the incoming molar flow. In each section, the molar fraction of each

species can be calculated with the molar flows. In Eq. 5.23, the calculation of the molar

fraction of one species using the molar flows is shown.

νi =
Ṁi
n∑
i=0

Ṁi

(5.23)

With this modified model, it is also possible to calculate reheating furnaces; such a

calculation will be performed in the following section. With this thermodynamic model,

the calculation time for a reheating furnace is a few seconds. In contrast, a CFD simulation

of the same furnace takes a few days to converge, if numerically efficient models are used.

If other, more computationally demanding models are used, calculation times can exceed

a few weeks. Therefore, this thermodynamic model is a perfect tool for quick design

studies.

5.5.1. Calculation of a Reheating Furnace

In this section, the walking hearth type furnace described in Section 4.3.1 is calculated by

means of the extended thermodynamic model described above. To this end, the furnace

must be divided into sections. In this case, the furnace was divided into five sections, which

are shown in Figure 5.13. The calculation of the furnace with the thermodynamic model

must be performed in the direction of the flue gas flow, otherwise the calculation has to be

performed iteratively. Therefore, the first section is located at the outlet of the billets and

the last section, at the chimney, where the flue gas is discharged from the furnace. For the

Figure 5.13.: Sectional division of the walking hearth type reheating furnace for the calculation with the

simplified model

calculation with the thermodynamic model, the same boundary conditions were used as in

the CFD calculation (see Section 4.3.2). The surface temperatures of the billets along the
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Figure 5.14.: Surface temperature of the billets in the different sections: Surface temperature of the

billets from CFD ( ), surface temperature section 1 ( ), surface temperature section 2

( ), surface temperature section 3 ( ), surface temperature section 4 ( ), surface

temperature section 5 ( )

furnace are an important input parameter to the calculation of the thermodynamic model.

The surface temperatures of the billets along the furnace length, as calculated by the CFD

simulation, are shown in Figure 5.14. The surface temperature of the billets can be seen to

increase almost linearly along the furnace’s length; only at the end of the furnace (furnace

length 15 to 17) is the increase of the billet surface temperature not linear. This almost-

linear behaviour is typical of reheating furnaces. Therefore, the surface temperatures of

the billet in the furnace can be approximated very well by using a linear function between

the in- and outlet temperatures of the billets. In this calculation, the surface temperatures

of the billets in the different zones were taken from the CFD calculation. With a linear

temperature profile, similar results are obtained, but for a better comparison between

the CFD simulation and the thermodynamic model, the surface temperatures for the

billet are taken from the CFD simulation. For the calculation with the thermodynamic

model, the surface temperatures of the billets calculated by the CFD simulation were

averaged for each zone. In Figure 5.14, the zone averaged surface temperatures of the

billets are shown for the entire furnace. These temperatures were used for the calculation

with the thermodynamic model. The heat fluxes, wall temperatures, and gas temperatures

calculated by the simplified model were compared to the results of the CFD calculation.

In Figure 5.15, the calculated heat flux to the billets in the different zones are shown. The

trend of the heat flux in the reheating furnace can be predicted in a similar way with the

simplified model as with the CFD calculation. The absolute values in each zone are also

well predicted; only in section 5 is the difference between the simplified model and the
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Figure 5.15.: Comparison of the calculated heat flux to the billets in the different sections with the

simplified model ( ) and the CFD simulation( )

CFD simulation higher. This higher deviation can be explained by the fact that no burners

are active in this zone. Therefore, the only energy source for this section comes from the

heat flux (Q̇Flues gasin) transported from the previous section into this one. Additionally,

this section has a higher wall surface (because of the additional front wall of the furnace)

resulting in higher heat losses to the atmosphere. Neglecting the radiative heat transfer

from one section to the next also accounts for the higher deviation. Because of the cooler

surface temperatures of the billets at the beginning of the furnace, the billets in this section

receive a higher radiative heat flux from the walls in Section 4, where burners are located,

and therefore higher wall temperatures arise. Considering the simplicity of the model,

the results are still sufficient. In Figure 5.16, the wall and gas temperatures calculated

with the thermodynamic model are compared with the averaged values from the CFD

calculation. It is possible to see that they follow the same trends as the CFD calculation.

In Section 5, the deviation between the CFD calculation and the thermodynamic model is

higher, for the reasons explained above. The deviation of the wall temperatures is higher

than that of the gas temperatures. This is due to the fact that the energy balance at

the wall (see Eq. 5.12) is solved by varying the wall temperature. Hence, all of the errors

made due to simplification of the model are cumulated in the wall temperature. Still,

the results of the calculation are sufficient, considering the simplicity of the model. This

comparison has shown that the simplified model can also be used for the calculation

of industrial scale furnaces. The results of the model are sufficient for technical design

studies, where the influence of oxygen enrichment in different zones is investigated. The

thermodynamic model proposed thus provides a simple and easy way to estimate the wall

and gas temperatures as well as the heat flux in the furnace.
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(a) Wall temperature
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Figure 5.16.: Comparison between calculated temperatures with the simplified model ( ) and the CFD

calculation ( ) in the different zones in the walking hearth type reheating furnace

5.5.2. Conclusion

In this section, a thermodynamic model is presented that is capable of calculating lab-scale

and industrial-scale furnaces. This model uses simple thermodynamic correlations, which

makes it very time efficient and easy to use. The thermodynamic model calculates all heat

fluxes (heat flux to the wall and to the thermal load), gas temperature, and wall temperature

in the furnace. Furthermore, the model can not only be used for air-fuel combustion, but

also for oxygen-enriched or oxy-fuel conditions. The thermodynamic model was used to

investigated a lab-scale furnace, which operates under different oxygen enrichments, where

detailed measurements of the heat flux to a thermal load were available. This lab-scale

furnace was also investigated by an advanced CFD simulations. The thermodynamic model

showed good agreement with the measurements and the results of the CFD calculations.

The averaged deviation between the heat flux calculated with the thermodynamic model

and that measured was 1.88 kW, for an averaged heat flux level of 31.24 kW, which

can be seen as very good agreement. The gas and wall temperatures calculated with the

thermodynamic model showed a similar temperature trend as the CFD calculation. The

averaged deviation for the gas temperature was 20 K, at a temperature level of nearly

1000 ◦C, which can be seen as very good agreement considering the simplicity of the

model. With 126 K, the wall temperature showed a higher deviation from the results

of the CFD calculation. This is due to the thermodynamic model’s neglect of the three-

dimensional heat conduction effects in the corners of the furnace. The thermodynamic

model was also used to investigate an industrial scale aluminium melting furnace and a

131



5. Thermodynamic Furnace Model

walking hearth type reheating furnace. For the aluminium melting furnace, the results of

the calculations with the thermodynamic model showed close agreement to the results

of the CFD calculation. This demonstrates that the thermodynamic model can also be

used for industrial scale furnaces. In contrast to the aluminium melting furnace, the

reheating furnace must be calculated in sections because the surface temperatures of

the billets increase along the furnace’s length and because of the different thermal heat

inputs in the different zones of the furnace. Therefore, the thermodynamic model was

extended for the calculation of a walking hearth type reheating furnace. The results of the

calculations of the extended thermodynamic model were again compared to the results of

CFD simulations. The comparison showed that the thermodynamic model can predict the

trends for the heat flux, gas temperature, and wall temperature as well as an advanced

CFD simulation. The greatest deviation between the CFD calculations and the calculations

of the thermodynamic model occurred at the beginning of the furnace, where no burners

are located. Thanks to the thermodynamic model’s fast calculation time of only a few

seconds, as well as its accuracy (considering its simplicity), it can be used to determine the

effect of oxygen enrichment on the heat transfer, gas temperatures, and wall temperatures

in any furnace. Additionally, the model can be used to perform case studies without the

need to run expensive CFD calculations.
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In this work, the effect of OEC on industrial high temperature processes was investigated

both experimentally and by means of numerical simulations. Only a few studies on OEC

in high temperature process have been published in recent years. Most of the publications

and studies deal with the oxy-fuel combustion of coal in power plants and CCS. Therefore,

a novel CFD model was developed, which makes it possible to calculate industrial scale

furnaces with little computational demand. A method was also presented which makes

it possible to divide the heat flux to a thermal load into its convective, gas radiative,

and wall surface radiative parts. Based on the experiments and the CFD simulations,

a thermodynamic model was developed, that makes it possible to calculate the heat

transfer, wall temperature, and gas temperature in a furnace by means of thermodynamic

correlations for air-fuel and OEC conditions.

The experiments performed on the lab-scale furnace VO2 were done for temperature

levels of 1070 and 1200 ◦C, which are typical of high temperature processes. The term

temperature level is defined as the temperature measured at a certain measurement point

in the furnace. The beneficial effects of OEC on furnace efficiency was also demonstrated

by the experiments, which, were performed for oxygen concentrations between 21-100 Vol%

in the oxidizer. These experiments showed that, for a temperature level of 1070 ◦C, the

furnace efficiency increased from 48% under air-fuel conditions to 76% under oxy-fuel

conditions. For a temperature level of 1200 ◦C, a similar trend was observed: under air-fuel

conditions, furnace efficiency was 42% and increased to 65% under oxy-fuel conditions.

This shows the fuel-saving potential of OEC in high temperature processes, like reheating

furnaces.

The experimental data was subsequently used to validate the numerical models. The

numerical simulations of the lab-scale furnace VO2 were performed with the commercial

software package ANSYS Fluent. For the combustion simulation, the numerically efficient

SFM method was used with the skeletal25 reaction mechanism, which considers 25 different

reactions and 17 species. The RTE was solved using the DO model in combination with the

WSGGM, using the coefficients of Smith et al. [98]. It has been shown in previous studies
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that the skeletal25 reaction mechanism is applicable for all kinds of oxygen enrichments,

ranging from 21 Vol% up to 100 Vol%, especially in combination with the SFM. The

simulations and the experiments of the lab-scale furnace VO2 showed close agreement with

each other. The averaged error over all of the gas-temperature measurement points for the

different O2 concentrations, experimental settings, and temperatures was between 24-43 K.

This can be seen as sufficient agreement for temperatures between 1070 and 1200 ◦C.

Furthermore, the total heat flux to a water-cooled plate was calculated with CFD and the

results were compared to measurements. This comparison showed close agreement for the

temperature level of 1070 ◦C and all O2 concentrations in the oxidizer. For the temperature

level of 1200 ◦C, the deviation between measurements and simulations was slightly higher,

especially for high oxygen concentrations in the oxidizer. The higher deviation at higher

oxygen concentrations was due to fact that the furnace was not completely tight, allowing

some air from the outside atmosphere to leak into the furnace.

A lab-scale furnace that was experimentally investigated by the IFRF, was also investigated

using CFD simulations. This furnace was operated under oxy-fuel conditions, with a thermal

input of 0.8 MW. In this furnace, detailed in-flame measurements of gas temperatures and

species concentrations were performed. In the CFD simulation, the three main combustion

models (EDM, EDC and SFM) were used. For the EDM, a simple two- step reaction

mechanism was used, while for the EDC, a four-step mechanism was used, which was

specially adapted for oxy-fuel conditions. For the SFM, the detailed skeletal25 mechanism

and the smooke46 mechanism were used again. The CFD simulations revealed that the

EDM overestimates the gas temperature, due to its neglect of dissociation effects. The

EDC with the four-step mechanism showed good results for the gas temperature and the

species concentrations, though it has the drawback of long calculation times. In contrast

to the lab-scale furnace VO2 investigated before, the SFM with the skeletal25 predicted

a different flame shape, and comparison with the measurements also revealed a higher

deviation. The SFM with the smooke46 reaction mechanism was not able to correctly

predict either the gas temperature or the species concentrations in the furnace. For the

SFM with the skeletal25 reaction mechanism, it was found that the higher deviations

originate from a limitation of the SFM under oxy-fuel conditions. If the shear rates between

the oxidizer and the fuel are too low, the SFM calculates unrealistic flame temperatures

and shapes. For higher shear rates between the oxidizer and the fuel, both the flame shape

and the temperatures are predicted well. This limitation of the SFM for oxy-fuel conditions

is a new finding, and constitutes important information about the proper use of the SFM

under oxy-fuel conditions. The SFM was further investigated for flat-flame burners, which

are commonly used in reheating furnaces. Therefore, experiments on a lab-scale furnace

(burner chamber) were performed with a flat flame burner, for oxygen concentrations in
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the oxidizer ranging from 21 Vol% up to 37 Vol%. The heat input was set to 200 kW,

while the oxygen concentration was adapted in these experiments. Again, the SFM with

the skeletal25 reaction mechanism was used for the numerical investigation, and additional

simulations were performed with the GRI3.0 and the smooke46 reaction mechanisms.

The numerical simulation showed close agreement to the measured temperatures, with a

maximum deviation of 16 K for gas temperatures above 1200 ◦C. The investigation revealed

that the SFM in combination with detailed reaction mechanisms (GRI3.0, smooke46) other

than the skeletal25 is capable of calculating the correct flame temperature and the correct

shape of the flat flame burner for oxygen concentrations in the oxidizer up to 37 Vol%.

This is in contrast to the findings of Prieler et al. [31], who showed that, for jet flames,

all detailed reaction mechanisms except the skeletal25 fail to correctly predict the gas

temperature for oxygen concentrations higher than 30 Vol%. In combination with the

skeltal25 reaction mechanism, the SFM exhibited high accuracy and low computation

demand for all investigated furnaces and all oxygen concentrations in the oxidizer (21 Vol%-

100 Vol% O2). It is therefore possible to conclude that the SFM in combination with the

skeletal25 mechanism is the best choice for simulations of high temperature furnaces with

different oxygen concentrations in the oxidizer.

In this thesis, the radiation models for solving the RTE and the models for calculating

the radiative properties of the flue gas were also evaluated for use under oxy-fuel or

OEC conditions. Comparison of the measured and calculated heat fluxes in the lab-

scale furnace VO2 showed close agreement to each other. This proves that the DO, in

combination with the WSGGM using coefficients from Smith et al. [98], is sufficient

for calculating lab-scale furnaces under oxy-fuel and OEC conditions. Additionally, a

method was developed which makes it possible to determine the amount of heat flux that

emerges from convection, gas radiation, and wall surface radiation. This was done using

one additional CFD calculation, where only one transport equation was calculated anew,

and all other governing equations (energy, momentum, etc.) were frozen. Therefore, this

method entails very low computational demand. This method was subsequently used to

calculate the heat fluxes due to gas and wall surface radiation in the lab-scale furnace

VO2. These calculations revealed that the majority of the total heat flux to the thermal

load is due to wall surface radiation, and only a small amount occurs due to gas radiation

or convection. Furthermore, the calculations showed that the flue gas reduces the heat

flux to the thermal load with an increasing oxygen concentration in the oxidizer in the

lab-scale furnace. This is because the absorption coefficient of the flue gas increases with

the increasing oxygen concentration in the oxidizer. Additionally, the mass flux in the

furnace is reduced with increasing oxygen concentrations in the oxidizer, which leads to a

greater reduction of the flue gas temperatures near the thermal load. The lower flue gas
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temperatures further increase the absorption coefficient near the thermal load, which leads

to a higher absorption of the radiative heat flux from the furnace walls.

The validated CFD models were subsequently used to investigate industrial-scale furnaces.

First, an aluminium melting furnace was investigated for oxygen concentrations of 50,

70 and 100 Vol% in the oxidizer. The numerical simulation showed a higher heat flux to

the melting with increasing oxygen concentrations, resulting in higher furnace efficiency,

as seen for the lab-scale furnace. Furthermore, the heat flux due to gas and wall surface

radiation was determined using the method developed in this thesis. The investigation

showed that the majority of the heat flux in the aluminium melting furnace is due to wall

surface radiation, as was found in the lab-scale furnace VO2. In contrast to the lab-scale

furnace, the gas radiation increases the heat flux to the molten aluminium. This is due

to the fact that the gas volume is higher in the aluminium melting furnace, and that the

surface temperature of the molten aluminium is far higher than the surface temperature

of the thermal load in the lab-scale furnace, which results in a higher gas temperature.

Additionally, the high amount of wall surface radiation indicates that it is necessary to

correctly predict the surface temperatures of the refractory lining (walls) in a furnace, due

to the high temperature dependency of the heat transfer between solid bodies. Therefore,

it is necessary to model the refractory lining in a CFD accurately, in order to calculate

the correct surface temperatures, and, therefore, the correct heat flux.

Next, an industrial-scale pusher-type reheating furnace was investigated, which is used to

raise the temperature of billets from ambient temperatures to 1100 ◦C. For this purpose, a

novel and numerically efficient model was developed, which makes it possible to calculate

the gas phase combustion and the periodically transient reheating of the billets in one

steady-state simulation. This is done by treating the billets as a highly viscous fluid,

which is justified due to the arrangement of the billets in this type of furnace. With this

approach, and in combination with the SFM, the calculation time is dramatically reduced

in comparison to a fully transient simulation. The calculated gas temperatures and billet

temperatures showed close agreement to the measured values recorded by the furnace’s

control system. Furthermore, the CFD simulation revealed an asymmetrical temperature

distribution in the billets, which is caused by the flow structure in the furnace as induced

by the swirl of the swirl burners. This was also confirmed by the operator of the furnace.

The simulations also revealed the high influence of the skids, located at the beginning of

the furnace, on the temperature distribution of the billets.

Based on the experiments and the CFD simulations, a simple 0-D/1-D thermodynamic

model was developed in order to determine the influence of oxygen enrichment on the heat

flux, gas temperatures, and wall temperatures in the furnace. This model is based on simple
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thermodynamic and heat transfer correlations, and can therefore be calculated using a

simple program, such as Microsoft Excel. Because of the simplicity of this thermodynamic

model, the calculation time is very low, and it can be used to quickly determine the

influence of different oxygen enrichments on the heat transfer in a furnace. This thermody-

namic model was used to calculate the furnaces that had been previously investigated by

experiments and CFD simulations. The simplified model predicted nearly the same values

and the same trends for the heat flux and the gas temperature; greater deviations were

only observed for the wall temperatures. The higher deviations for the wall temperatures

can be accounted for by the fact that the simple model neglects the three-dimensional

heat conduction effects in the corners of the refractory lining. Considering the simplicity of

the thermodynamic model, these results can be seen as very good. This model can be used

to estimate the influence of OEC on heat transfer in a furnace with very little effort.

Outlook

Further investigations should be carried out on the applicability of new combustion models,

such as the Flamelet Generated Manifold (FGM), for OEC and oxy-fuel combustion. The

newly proposed FGM is a promising model for the calculation of oxy-fuel and OEC. The

FGM is able to overcome the limitations of the SFM, such as the calculation of flame

ignition/extinction and the calculation of flames with low shear rates, making it of interest

to future studies in this area.

In industrial furnaces, scale formation on billets and slabs is an important issue, and

the influence parameters are difficult to determine using experiments, due to difficulty of

conduction experiments on large-scale furnaces. Therefore, the development of numerical

models which can predict scale formation is urgently need. With such a model, the

main parameters influencing scale formation could be determined, and measures could be

developed to reduce the scale formation.

Further work is also needed on the transient simulation of reheating furnaces in order to

simulate the transient behaviour of furnace during a load change as well as its influence

on product quality. Such simulations would allow new control strategies to be developed,

and thus, the efficiency of the furnace could be increased.
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Appendix A.

Reaction mechanisms

A.1. Smooke46 mechanism

Table A.1.: Kinetic parameters for the smooke46 mechanism [78] with units cm, mole, s, cal

Reaction no. Reaction k0 b EA

1 CH4 +M −→ CH3 +H +M 1.00E+17 0 86000

2 CH4 +O2 −→ CH3 +HO2 7.90E+13 0 56000

3 CH4 +H −→ CH3 +H2 2.2E+04 3 8750

4 CH4 +O −→ CH3 +OH 1.60E+06 2.36 7400

5 CH4 +OH −→ CH3 +H2O 1.60E+06 2.1 2460

6 CH2O +OH −→ HCO +H2O 7.53E+12 0 167

7 CH2O +H −→ HCO +H2 3.31E+14 0 10500

8 CH2O +M −→ HCO +H +M 3.31E+16 0 81000

9 CH2O +O −→ HCO +OH 1.81E+13 0 3082

10 HCO +OH −→ CO +H2O 5.00E+12 0 0

11 HCO +M −→ H + CO +M 1.60E+14 0 14700

12 HCO +H −→ CO +H2 4.00E+13 0 0

13 HCO +O −→ OH + CO 1.00E+13 0 0

14 HCO +O2 −→ HO2 + CO 3.00E+12 0 0

15 CO +O +M −→ CO2 +M 3.20E+13 0 -4200

16 CO +OH −→ CO2 +H 1.51E+07 1.3 -758

17 CO +O2 −→ CO2 +O 1.60E+13 0 41000

18 CH3 +O2 −→ CH3O +O 7.00E+12 0 25652

19 CH3O +M −→ CH2O +H +M 2.40E+13 0 28812

20 CH3O +H −→ CH2O +H2 2.00E+13 0 0

21 CH3O +OH −→ CH2O +H2O 1.00E+13 0 0

150



Appendix A. Reaction mechanisms

22 CH3O +O −→ CH2O +OH 1.00E+13 0 0

23 CH3O +O2 −→ CH2O +HO2 6.30E+10 0 2600

24 CH3 +O2 −→ CH2O +OH 5.20E+13 0 34574

25 CH3 +O −→ CH2O +H 6.80E+13 0 0

26 CH3 +OH −→ CH2O +H2 7.50E+12 0 0

27 HO2 + CO −→ CO2 +OH 5.80E+13 0 22934

28 H2 +O2 −→ 2, OH 1.70E+13 0 47780

29 OH +H2 −→ H2O +H 1.17E+09 1.3 3626

30 H +O2 −→ OH +O 2.20E+14 0 16800

31 O +H2 −→ OH +H 1.80E+10 1 8826

32 H +O2 +M −→ HO2 +M 2.10E+18 -1 0

H2O/21.00/H2/3.30/N2/0.00/O2/0.00/

33 H +O2 +O2 −→ HO2 +O2 6.70E+19 -1.42 0

34 H +O2 +N2 −→ HO2 +N2 6.70E+19 -1.42 0

35 OH +HO2 +N2 −→ H2O +O2 5.00E+13 0 1000

36 H +HO2 −→ 2, OH 2.50E+14 0 1900

37 O +HO2 −→ O2 +OH 4.80E+13 0 1000

38 2, OH −→ O +H2O 6.00E+08 1.3 0

39 H2 +M −→ H +H +M 2.23E+12 0.5 92600

H2O/6.00/H/2.00/H2/3.00/

40 O2 +M −→ O +O +M 1.85E+11 0.5 95560

41 H +OH +M −→ H2O +M 7.50E+23 -2.6 0

H2O/20.00/

42 H +HO2 −→ H2 +O2 2.50E+13 0 700

43 HO2 +HO2 −→ H2O2 +O2 2.00E+12 0 0

44 H2O2 +M −→ OH +OH +M 1.30E+17 0 45500

45 H2O2 +H −→ HO2 +H2 1.60E+12 0 3800

46 H2O2 +OH −→ H2O +HO2 1.00E+13 0 1800

A.2. Skeletal25 mechanism

Table A.2.: Kinetic parameters for the skeletal25 mechanism [79] with units cm, mole, s, cal

Reaction no. Reaction k0 b EA

1 H +O2 −→ O +OH 2.00E+14 0 16800

2 O +OH −→ O2 +H 1.58E+13 0 690

3 O +H2 −→ OH +H 1.80E+10 1 8826
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4 OH +H −→ O +H2 8.00E+09 1 6760

5 H2 +OH −→ H2O +H 1.17E+09 1.3 3626

6 H2O +H −→ H2 +OH 5.09E+09 1.3 18588

7 OH +OH −→ H2O +O 6.00E+08 1.3 0

8 H2O +O −→ OH +OH 5.90E+09 1.3 17029

9 H +O2 +M −→ HO2 +M 2.30E+18 -0.8 0

CH4/6.50/H2O/6.50/CO2/1.50/CO/0.75/O2/0.40/N2/0.40/

10 H +HO2 −→ OH +OH +M 1.50E+14 0 1004

11 H +HO2 −→ H2 +O2 2.50E+13 0 700

12 OH +HO2 −→ H2O +O2 2.00E+13 0 1000

13 CO +OH −→ CO2 +H 1.51E+07 1.3 -758

14 CO2 +H −→ CO +OH 1.57E+09 1.3 22337

15 CH4 −→ CH3 +H 2.30E+38 -7 114360

16 CH3 +H −→ CH4 1.90E+36 -7 9050

17 CH4 +H −→ CH3 +H2 2.20E+04 3 8750

18 CH3 +H2 −→ CH4 +H 9.57E+02 3 8750

19 CH4 +OH −→ CH3 +H2O 1.60E+06 2.1 2460

20 CH3 +H2O −→ CH4 +OH 3.02E+05 2.1 17422

21 CH3 +O −→ CH2O +H 6.80E+13 0 0

22 CH2O +H −→ HCO +H2 2.50E+13 0 3991

23 CH2O +OH −→ HCO +H2O 3.00E+13 0 1195

24 HCO +H −→ CO +H2 4.00E+13 0 0

25 HCO +M −→ CO +H +M 6.00E+14 0 14700

CH4/6.50/H2O/6.50/CO2/1.50/CO/0.75/O2/0.40/N2/0.40/

26 CH3 +O2 −→ CH3O +O 7.00E+12 0 25652

27 CH3O +H −→ CH2O +H2 2.00E+13 0 0

28 CH3O +M −→ CH2O +H +M 2.40E+13 0 28812

CH4/6.50/H2O/6.50/CO2/1.50/CO/0.75/O2/0.40/N2/0.40

29 HO2 +HO2 −→ H2O2 +O2 2.00E+12 0 0

30 H2O2 +M −→ OH +OH +M 1.30E+17 0 45500

CH4/6.50/H2O/6.50/CO2/1.50/CO/0.75/O2/0.40/N2/0.40/

31 OH +OH +M −→ H2O2 +M 9.86E+14 0 -5070

CH4/6.50/H2O/6.50/CO2/1.50/CO/0.75/O2/0.40/N2/0.40/

32 H2O2 +OH −→ H2O +HO2 1.00E+13 0 1800

33 H2O +HO2 −→ H2O2 +OH 2.86E+13 0 32790

34 OH +H +M −→ H2O +M 2.20E+22 -2 0

CH4/6.50/H2O/6.50/CO2/1.50/CO/0.75/O2/0.40/N2/0.40/
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35 H +H +M −→ H2 +M 1.80E+18 -1 0

CH4/6.50/H2O/6.50/CO2/1.50/CO/0.75/O2/0.40/N2/0.40/

A.3. GRI3.0 mechanism

The GRI3.0 reaction mechanism can be found under: http://combustion.berkeley.

edu/gri-mech/version30/text30.html
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Appendix B.

Numerical settings CFD simulations

B.1. Lab-scale furnace VO2

Table B.1.: Numerical settings for the CFD simulations of the lab-scale furnace VO2

Spatial discretization Settings

Gradient Least squares cell-based

Pressure PRESTO!

Momentum Second order upwind

Turbulent kinetic energy Second order upwind

Turbulent dissipation rate Second order upwind

Energy Second order upwind

Discrete Ordinates First order upwind

Mean mixture fraction Second order upwind

Mixture fraction variance Second order upwind

Pressure-velocity coupling SIMPLE
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Table B.2.: Under-relaxation factors for the CFD simulations of the lab-scale furnace VO2

Pressure 0.6

Density 0.5

Body forces 0.5

Momentum 0.25

Turbulent kinetic energy 0.6

Turbulent dissipation rate 0.6

Turbulent viscosity 0.7

Energy 0.98

Temperature 0.98

Discrete Ordinates 0.95

Mixture fraction 1

Mixture fraction variance 0.9

B.2. IFRF furnace

Table B.3.: Numerical settings for the CFD simulations of the IFRF furnace

Spatial discretization Settings

Gradient Least squares cell-based

Pressure PRESTO!

Momentum Second order upwind

Turbulent kinetic energy Second order upwind

Turbulent dissipation rate Second order upwind

Energy Second order upwind

Discrete Ordinates Second order upwind

Mean mixture fraction Second order upwind

Mixture fraction variance Second order upwind

Pressure-velocity coupling SIMPLE

155



Appendix B. Numerical settings CFD simulations

Table B.4.: Under-relaxation factors for the CFD simulations of the IFRF furnace

Pressure 0.7

Density 1

Body forces 1

Momentum 0.2

Turbulent kinetic energy 0.8

Turbulent dissipation rate 0.8

Turbulent viscosity 1

Energy 1

Temperature 1

Discrete Ordinates 1

Mixture fraction 1

Mixture fraction variance 0.9

B.3. Burner Chamber

Table B.5.: Numerical settings for the CFD simulations of the furnace Burner Chamber

Spatial discretization Settings

Gradient Least squares cell-based

Pressure PRESTO!

Momentum Second order upwind

Turbulent kinetic energy Second order upwind

Turbulent dissipation rate Second order upwind

Energy Second order upwind

Discrete Ordinates First order upwind

Mean mixture fraction Second order upwind

Mixture fraction variance Second order upwind

Pressure-velocity coupling SIMPLE
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Table B.6.: Under-relaxation factors for the CFD simulations of the furnace Burner Chamber

Pressure 0.6

Density 0.5

Body forces 0.5

Momentum 0.25

Turbulent kinetic energy 0.6

Turbulent dissipation rate 0.6

Turbulent viscosity 0.7

Energy 0.99

Temperature 0.99

Discrete Ordinates 0.98

Mixture fraction 1

Mixture fraction variance 0.9

B.4. Aluminium melting furnace

Table B.7.: Numerical settings for the CFD simulations of the aluminium melting furnace

Spatial discretization Settings

Gradient Least squares cell-based

Pressure PRESTO!

Momentum Second order upwind

Turbulent kinetic energy Second order upwind

Turbulent dissipation rate Second order upwind

Energy Second order upwind

Discrete Ordinates First order upwind

Mean mixture fraction Second order upwind

Mixture fraction variance Second order upwind

Pressure-velocity coupling SIMPLE

157



Appendix B. Numerical settings CFD simulations

Table B.8.: Under-relaxation factors for the CFD simulations of the aluminium melting furnace

Pressure 0.7

Density 1

Body forces 1

Momentum 0.25

Turbulent kinetic energy 0.8

Turbulent dissipation rate 0.8

Turbulent viscosity 1

Energy 1

Temperature 1

Discrete Ordinates 1

Mixture fraction 1

Mixture fraction variance 0.9

B.5. Pusher-type reheating furnace

Table B.9.: Numerical settings for the CFD simulations of the pusher-type reheating furnace

Spatial discretization Settings

Gradient Least squares cell-based

Pressure PRESTO!

Momentum Second order upwind

Turbulent kinetic energy Second order upwind

Turbulent dissipation rate Second order upwind

Energy Second order upwind

Discrete Ordinates First order upwind

Mean mixture fraction Second order upwind

Mixture fraction variance Second order upwind

Pressure-velocity coupling SIMPLE
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Table B.10.: Under-relaxation factors for the CFD simulations of the pusher-type reheating furnace

Pressure 0.4

Density 0.9

Body forces 0.9

Momentum 0.3

Turbulent kinetic energy 0.7

Turbulent dissipation rate 0.7

Turbulent viscosity 0.9

Energy 0.98

Temperature 0.97

Discrete Ordinates 0.95

Mixture fraction 0.98

Mixture fraction variance 0.9
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