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1 Introduction

Schrödinger equations and the corresponding Schrödinger operators are essential objects in
quantum mechanics and have consequently attracted an enormous mathematical interest.
In the thesis at hand we are concerned with the special class of Schrödinger operators
with so called δ-interactions. Such operators are used, for example, to model photonic
crystals or systems with short range interactions. We will realize these operators as singular
perturbations of the free Laplacian.

A Schrödinger operator with a δ-interaction of strength 1
α

, α ∈ R \ {0}, supported on a
discrete set or on a manifold Σ ⊆ Rd is an operator associated with the formal differential
expression −∆− 1

α
δΣ, where δΣ denotes the δ-distribution on Σ. The formal action of this

operator is given by

u 7→ −∆u− 1

α
u|ΣδΣ. (1.1)

Such an operator can be used as an idealized model of a Schrödinger operator with a
potential which has relatively high values or even a singularity on Σ and which vanishes
away from Σ. For example, already in [KP31], Kronig and Penney considered periodic
rectangular potentials which become in the limit a sequence of equally distributed δ-point
interactions in R. A systematical mathematical treatment of δ-interactions which yields a
justification for the replacement of classical potentials by δ-interactions can be found for
example in the monograph [AGHH05] and the papers [BEHL16, EI01, EK03, Pop95, Shi92].

Within the study of δ-interactions it turns out that the codimension of the interaction
support Σ is more important than the dimension of the Euclidian space Rd in which Σ is
embedded. For example the way how to define a δ-interaction on a curve in R2 is more
similar to the way how to define a δ-interaction on a surface in R3 than on a curve in
R3. In particular the task of giving a proper definition of a Schrödinger operator with
a δ-interaction becomes progressively more difficult with increasing codimension of the
interaction support.

We will tackle this problem from a more abstract point of view and consider first singular
perturbations of a selfadjoint operator A in a Hilbert space H0 which can be formally
written as

Aϑ = Ã−Gϑ−1G∗. (1.2)
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1 Introduction

Here G is a continuous injective operator from another Hilbert space G into H−k \H−k+1∪
{0}, where H−k is an element in the chain of rigged Hilbert spaces

. . . ⊇ H−k ⊇ . . . ⊇ H−1 ⊇ H0 ⊇ H1 ⊇ . . . ⊇ Hk ⊇ . . . (1.3)

generated by A with H2 := domA. The operator Ã : H0 → H−2 is an extension of A
and the parameter ϑ is an invertible operator in G. For technical reasons we will assume
A ≥ 1.

Such singular perturbations were considered for example in [Sho88, Kur03] for the case
that G is a rank one map and in [DHS03] for the case that G is a finite rank operator. The
approach used in this thesis is an extended version of the one in [DHS03] and allows also
maps G with infinite rank, which is necessary to apply it to δ-interactions supported on
manifolds. If the map G has finite rank our approach reduces to the one in [DHS03]. The
same idea was also used in [Sho92]. For another concept to handle infinite dimensional
perturbations see for example [DHMS12].
It turns out that the index k has a major impact on the way how to interpret the formal
expression Aϑ in (1.2). If k = 1 one can define in a very intuitive way selfadjoint operators
associated with Aϑ. If k = 2 such an approach will just lead to operators which are
restrictions of A. Hence it is not possible to define selfadjoint perturbations of A in this
way. This problem can be solved by slightly modifying the expression Aϑ in (1.2) to

Ãϑ = Ã−Gϑ−1G∗P, (1.4)

where P is a suitable projection. If k > 2 also such a modification will not lead to selfadjoint
operators in H0. Roughly speaking this is caused by the fact that the difference between
a nontrivial element in the range of G and a nontrivial element in the range of Ã never
belongs to H0. In other words the perturbation is too singular. We will call this case the
supersingular case. To handle this situation we have to extend the space H0 to a larger
Krein space K̃. In this space we are able to define selfadjoint operators (with respect to
the inner product of K̃) whose action can be seen as a shifted version of the one resulting
from Aϑ.
For any k our approach leads to a generalized boundary triple which enables us to parame-
terize the operators Aϑ corresponding to the expression Aϑ (or Ãϑ). Boundary triples and
their generalizations have turned out to be a helpful tool in extension theory of symmetric
operators. In particular we get a Krein type resolvent formula

(Aϑ − λ)−1 − (A− λ)−1 = γ(λ)
[
ϑ−M(λ)

]−1
γ(λ)∗, λ ∈ ρ(Aϑ) ∩ ρ(A), (1.5)

which establishes a connection between the operator Aϑ and the parameter ϑ via a holo-
morphic function M . This function M , the so called Weyl function, is the analog of the
classical Titchmarsh-Weyl m-function from Sturm-Liouville theory. Together with Krein’s
resolvent formula the Weyl function allows in many cases a detailed analysis of the operator
Aϑ and its spectrum.
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We will use the same strategy for Schrödinger operators with δ-interactions on a manifold
Σ in Rd. Therefore we have to identify the objects from the abstract approach described
above in our situation. The operator A is given by −∆free + 1, where −∆free is the free
Laplacian in L2(Rd) with domain H2(Rd). The rigged Hilbert spaces in (1.3) generated
by A become the Sobolev spaces Hs(Rd), s ∈ Z, and the Hilbert space G is L2(Σ). The
δ-distribution on Σ with weight function h ∈ L2(Σ) is defined by(

hδΣ

)
ϕ :=

∫
Σ

h · ϕ|Σ dσ, ϕ ∈ Hk(Rd),

and belongs to a Sobolev space H−k(Rd) of a certain negative order −k, depending on the
codimension of Σ. Hence the operator

G : L2(Σ)→ H−k(Rd), h 7→ hδΣ,

fits into our scheme. Note that G∗ : Hk(Rd)→ L2(Σ) is given by G∗u = u|Σ. On a purely
formal level we have now for ϑ = α ∈ R \ {0}

Aϑu =
(
Ã−Gϑ−1G∗

)
u = (−∆ + 1)u− α−1u|ΣδΣ,

which coincides (up to the constant +1) with the mapping given in (1.1). The rigorous def-
inition of the corresponding operator Aϑ is done with the help of the generalized boundary
triple resulting from the abstract approach. If the codimension of Σ is 1 this generalized
boundary triple coincides with the one which was used in [BLL13a] to define Schrödinger
operators with δ-interactions on boundaries of bounded C∞-domains in Rd. Hence these
Schrödinger operators coincide with the operators Aϑ (up to the constant +1). It was shown
in [BLL13a] (see also Remark 4.1 in [BEKŠ94]) that their definition of a Schrödinger op-
erator with δ-interaction coincides with the usual definition as the representing operator
of the semi-bounded sesquilinear form

t[u, v] := 〈∇u,∇v〉L2(Rd,Cd) − 〈ϑ−1u|Σ, v|Σ〉L2(Σ), dom t = H1(Rd).

This definition is used for example in [Tet90, EI01, EY01, EK03, KV07, KK13] as well as in
the recent publication [DEKP16], see also the more general approach via Radon measures
in [BEKŠ94], which contains the situation above as a special case. If the codimension is
4 or larger we are in the supersingular case k > 2 and the whole situation becomes more
complicated because we have to extend the space L2(Rd) to a larger Krein space. We leave
it for future works to check how the operators obtained in this way are connected with
operators introduced by other authors to handle such problems, e.g. in [CDF+12].

The main focus of our application is on the situation that Σ is a manifold of codimension
2, which corresponds (as well as the situation of codimension 3) to the case k = 2. The
abstract approach yields a generalized boundary triple which enables us to parametrize
operators Aϑ corresponding to the expression Ãϑ in (1.4). The challenging question which
appears now is how we have to chose the parameters ϑ such that the resulting operators
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1 Introduction

coincide with those operators, which are known in the literature as Schrödinger operators
with δ-interactions.
Schrödinger operators with δ-interactions on curves in R3 were already considered in [BL77]
for the special case of a straight line and in [Kur78, Kur83] for smooth infinite or closed
curves. Other works which deal with such operators are for example [EK02, BDE03,
EF07, Kon12, EK16]. The definition of these operators is inspired by the case of a δ-point-
interaction in R2 and uses a “boundary” condition at the curve. An alternative way to
define these operators was given in [Tet90] via a quadratic form in L2(Σ).
Our approach is a special case of [Pos01] and strongly inspired by the one used in [Sho95] to
define δ-interactions on curves in R3. We will generalize it (after a small modification such
that it fits better into our theoretical scheme) to δ-interactions on manifolds of codimension
2 in Rd for arbitrary d. The essential part of this approach is an operator which we will
call “the generalized trace operator”. With this generalized trace we are able to construct
operators ϑ in L2(Σ) which parametrize Schrödinger operators with δ-interactions of an
arbitrary given strength on Σ, cf. Definition 4.17. Furthermore, the generalized boundary
triple which is used for this parametrization provides a Krein type resolvent formula as in
(1.5). For an optimal utilization of this formula a deep understanding of the generalized
trace is needed. As the properties of this operator depend on the space dimension and
on the geometry of Σ we will concentrate for the spectral analysis again on the case of a
closed curve in R3. We will show in Theorem 4.24 that the singular values of the resolvent
difference

(−∆Σ,α − λ)−1 − (−∆free − λ)−1, λ ∈ ρ(−∆Σ,α) ∩ ρ(−∆free),

counted with multiplicities satisfy

sj(λ) = O
( 1

j2 ln j

)
as j →∞.

In particular, this implies that the resolvent difference belongs to the trace class, which
was already shown in [BT92] (see also Remark 4.1 in [EF07] for a similar result in the
case of a δ-interaction of periodic strength on a straight line in R3). Moreover, by using
a Birman-Schwinger principle, we obtain in Theorem 4.25 estimates for the number of
negative eigenvalues of −∆Σ,α similar to those in [Kon12] (see also [BT92]). A more
explicit estimate is given in Corollary 4.26 that leads to an asymptotic estimate similar
to the one in Theorem 3.3 in [EK04]. In Theorem 4.27 we show that the lower bound of
−∆Σ,α is maximized if the curve Σ is a circle (by fixed length and strength). The proof is
analog to the proof of the two-dimensional equivalent in [Exn05, EHL06].

At the end of this introduction we will give a brief overview on the structure of this
thesis. In Chapter 2 we provide some definitions and basic properties of boundary triples,
Friedrichs extensions, Sobolev spaces and other concepts, which will be used in this work.
Chapter 3 is devoted to the abstract approach. Starting with a selfadjoint operator A ≥ 1
in a Hilbert space H0 we will construct in the first section of Chapter 3 the chain of
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Hilbert spaces from (1.3) and extend the operator A onto spaces Hs with negative index.
Furthermore we construct a generalized boundary triple (G,Γ0,Γ1) which depends on the
index k. In Section 3.2 we discuss how we can parametrize the operators corresponding
to the formal expression Aϑ in (1.2) with this triple if k = 1 and apply it to Schrödinger
operators with δ-interactions supported on boundaries of C∞-domains. In Section 3.3 we
give a brief discussion of the case k = 2, but without applications. This will be done in
the following chapter. In Section 3.4 we analyze the supersingular case k > 2. For this we
extend the Hilbert space H0 to a larger Krein space and construct an ordinary boundary
triple (G, Γ̃0, Γ̃1). Also in this case an application to δ-interactions is given. Chapter 4 is
devoted to Schrödinger operators with δ-interactions on manifolds of codimension 2 and
uses the abstract approach from Chapter 3, in particular from Section 3.3. In Section 4.1
we investigate the generalized boundary triple in this case and the corresponding γ-field
and Weyl function. In Section 4.2 we present some first spectral results for the operators Aϑ
corresponding to the formal expression Ãϑ in (1.4). The generalized trace is constructed in
Section 4.3 and is used afterwards to identify the correct parameter ϑ such that the operator
Aϑ coincides (up to a constant) with the Schrödinger operators with δ-interactions on the
manifold. In Section 4.4 we consider the special case that the manifold is a closed curve in
R3 and provide a detailed spectral analysis.

Note that large parts of Chapter 4 and in particular of Section 4.4 where already published
by the author in [BFK+16].
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2 Preliminaries

This chapter contains definitions and basic properties of boundary triples, Friedrichs ex-
tensions, Sobolev spaces and other concepts, which we will need in this thesis.

2.1 Notation and basic properties

By R and C we will denote the real and complex numbers, respectively. The natural
numbers are denoted by N, whereas N0 denotes the set of nonnegative integers. The set of
integers is denoted by Z.

All Hilbert and Krein spaces in this thesis are supposed to be separable.

All sesquilinear forms like scalar products or Krein products are linear in the first entry
and antilinear in the second one.

A linear relation in a Hilbert or Krein space H is a linear subspace of H×H.

We write elements in H×H as {u, u′} or

[
u
u′

]
with u, u′ ∈ H.

If A is a linear relation in H then we denote by

(i) domA := {u ∈ H : ∃u′ ∈ H with {u, u′} ∈ A} the domian of A,

(ii) ranA := {u′ ∈ H : ∃u ∈ H with {u, u′} ∈ A} the range of A,

(iii) kerA := {u ∈ H : {u, 0} ∈ A} the kernel of A and by

(iv) mulA := {u′ ∈ H : {0, u′} ∈ A} the multivalued part of A.

All operators in this thesis are linear operators. If A is a linear operator in H then the
graph of A is a linear relation in H. As usual we will not distinguish between an operator
and its graph.

If H and K are Hilbert or Krein spaces we denote by L(H,K) the set of all bounded linear
operator from H to K whose domain is the whole space H. Note that all these operators
are closed. As usual we define L(H) := L(H,H).

We define the resolvent set ρ(A) and the spectrum σ(A) of a linear relation A by

ρ(A) := {λ ∈ C : (A− λ)−1 ∈ L(H)} and σ(A) := C \ ρ(A).
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2 Preliminaries

Special subsets of σ(A) are the point spectrum σp(A), the continuous spectrum σc(A), the
discrete spectrum σd(A) and the essential spectrum σess(A), which are defined by

σp(A) := {λ ∈ C : ker(A− λ) 6= {0}},
σc(A) := {λ ∈ σ(A) : ker(A− λ) = {0}, ran(A− λ) = H},
σd(A) := {λ ∈ σp(A) : dim ker(A− λ) <∞ and ∃ ε > 0 with Bε(λ) ∩ σ(A) = ∅},
σess(A) := σ(A) \ σd(A),

respectively. Note that ρ(A) = ∅ if A is not closed.
If A is a linear relation in the Hilbert space H with scalar product 〈·, ·〉H then we define
its adjoint by

A∗ :=
{
{v, v′} ∈ H ×H : 〈v, u′〉H = 〈v′, u〉H for all {u, u′} ∈ A

}
.

A is called symmetric if A ⊆ A∗ and A is called selfadjoint if A = A∗. If A is a densely
defined operator these definitions coincide with the usual definitions of the adjoint opera-
tors.
Analogously, the Krein space adjoint of a linear relation A in the Hilbert space K with
inner product J·, ·KK is define by

A+ :=
{
{v, v′} ∈ K ×K : Jv, u′KK = Jv′, uKK for all {u, u′} ∈ A

}
.

A is called symmetric (selfadjoint) with respect to J·, ·KK, if A ⊆ A+ (A = A+).

Let H be a Hilbert space, H1 ⊆ H a subspace which is a Hilbert space by itself and denote
by H∗ and (H1)∗ the corresponding dual spaces. Then the inclusion (H1)∗ ⊇ H∗ holds.
According to the Riesz representation theorem we can identify H∗ with H and get the
inclusion

H1 ⊆ H ⊆ (H1)∗.

In this case the (sesquilinear) dual pairing 〈ϕ, u〉H1,(H1)∗ coincides with the scalar product
〈ϕ, u〉H for all ϕ ∈ H1 and u ∈ H. If G is another Hilbert space with a sub Hilbert
space G1 ⊆ G and G : H1 → G1 an operator the adjoint operator G∗ : (G1)∗ → (H1)∗

is defined by 〈Gϕ, u〉G1,(G1)∗ = 〈ϕ,G∗u〉H1,(H1)∗ for ϕ ∈ G1 and u ∈ (G1)∗. Analogously if
G : H → G1, G : (H1)∗ → G1, etc. It will be clear from the context which Hilbert spaces
will be identified with their dual spaces. In particular if G : H → G and both spaces are
identified with their dual spaces this definition of the adjoint operator coincides with the
one given above.

The following Lemma provides a helpful decomposition of domains of linear operators.

Lemma 2.1. Let A and T be operators in the Hilbert space H such that A = A∗ ⊆ T
holds. Then the decomposition

domT = domAu ker(T − λ)

holds for all λ ∈ ρ(A), where u is the direct sum in the Hilbert space H.
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2.1 Notation and basic properties

Proof. Let u ∈ domT be arbitrary. As λ ∈ ρ(A) we know (A − λ)−1 ∈ L(H). Hence
v := (A− λ)−1(T − λ)u ∈ domA is well defined and satisfies (A− λ)v = (T − λ)u. As T
is an extension of A we get also (T − λ)v = (T − λ)u, i.e. w := u− v ∈ ker(T − λ). Hence

u = v + w ∈ domA+ ker(T − λ)

and therefore domT ⊆ domA+ker(T−λ). The other inclusion is trivial as T is an extension
of A. It remains to show, that the sum is direct. For this let u ∈ domA ∩ ker(T − λ). As
T is an extension of A we have Tu = Au. Hence

(A− λ)u = (T − λ)u = 0.

Due to λ ∈ ρ(A) it follows u = 0. Hence domA ∩ ker(T − λ) = {0}.

Furthermore we will need the following special case of the well-known min-max-principle.
For the sake of completeness we will give a proof although similar proofs can be found in
the literature, see for example the proof of Theorem 12.1 in [LL01].

Lemma 2.2. Let A be a selfadjoint operator in the Hilbert space H which is bounded from
above and whose essential spectrum is absence, i.e. σ(A) just consists of isolated eigenvalues
with finite multiplicities. Denote these eigenvalues in nonincreasing order and counted with
multiplicity by νk, k ∈ N. Then

νk = max
U⊆domA
dimU=k

min
u∈U\{0}

〈Au, u〉H
‖u‖2

H
.

Of course it is assumed above that U in the maximum is a linear subspace of H.

Proof. As A is selfadjoint with σ(A) = σp(A) there exists an orthonormal basis (un)n∈N of
eigenvectors, i.e.

Aun = νnun, 〈un, um〉H = δn,m and span{un : n ∈ N} = H.

For k ∈ N define Uk := span{u1, . . . , uk}. Let u =
∑k

j=1 αjuj ∈ Uk. Then

〈Au, u〉H =
k∑
j=1

k∑
l=1

αjαl〈Auj, ul〉H =
k∑
j=1

k∑
l=1

αjαlνj 〈uj, ul〉H︸ ︷︷ ︸
δj,l

=
k∑
j=1

|αj|2νj〈uj, uj〉H ≥ νk

k∑
j=1

|αj|2〈uj, uj〉H = νk‖u‖2
H

and hence minu∈Uk\{0}
〈Au,u〉H
‖u‖2H

≥ νk. On the other hand we have

〈Auk, uk〉H
‖uk‖2

H
=
〈νkuk, uk〉H
‖uk‖2

H
= νk

15



2 Preliminaries

and hence minu∈Uk\{0}
〈Au,u〉H
‖u‖2H

= νk. Let U 6= Uk be an arbitrary subspace of H with

dimension k. Hence U ∩ span{un : n ≥ k} 6= {0}. Let

u =
∞∑
j=k

αjuj ∈
(
U ∩ span{un : n ≥ k}

)
∩ {0}.

Hence

〈Au, u〉H =
∞∑
j=k

|αj|2νj〈uj, uj〉H ≤ νk

∞∑
j=k

|αj|2〈uj, uj〉H = νk‖u‖2
H.

Hence minu∈U\{0}
〈Au,u〉H
‖u‖2H

≤ νk. As this is true for every subspace U 6= Uk with dimU = k

and minu∈Uk\{0}
〈Au,u〉H
‖u‖2H

= νk we get

max
U⊆domA
dimU=k

min
u∈U\{0}

〈Au, u〉H
‖u‖2

H
= νk.

Note that all minima and maxima are attained.

2.2 Ordinary and generalized boundary triples

In this section we will introduce the abstract concept of ordinary boundary triples. This
concept goes back to [Koč75] and [Bru76] (see also [Vǐs52] for a special cases of an ordinary
boundary triples) and is used to describe extensions of a given symmetric operator. We will
also define so called generalized boundary triples, cf. [DM95]. Another generalization of
ordinary boundary triples (which contain generalized boundary triples) are quasi boundary
triples, cf. [BL07].

We start with the definitions of ordinary and generalized boundary triples.

Definition 2.3. Let S be a closed symmetric linear relation in the Hilbert space H. Let G
be another Hilbert space and let Γ0,Γ1 : S∗ → G be linear mappings. The triple (G,Γ0,Γ1)
is called an ordinary boundary triple for S∗ if

(i) Γ :=
(

Γ0

Γ1

)
: S∗ → G × G is surjective and

(ii) the abstract Green’s identity

〈u′, v〉H − 〈u, v′〉H = 〈Γ1û,Γ0v̂〉G − 〈Γ0û,Γ1v̂〉G

holds for all û = {u, u′} and v̂ = {v, v′} ∈ S∗.

Analogously we define an ordinary boundary triple for the case that S is a symmetric linear
relation in the Krein space K (with 〈·, ·〉H replaced by J·, ·KK and S∗ replaced by S+).
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2.2 Ordinary and generalized boundary triples

Also in the next definition the Hilbert space can be replaced by a Krein space (see for
example Definition 2.1 in [Beh10]), but in the following we will just need it for Hilbert
spaces.

Definition 2.4. Let S be a closed symmetric linear relation in the Hilbert space H and T
be a linear relation inH with T = S∗. Let G be another Hilbert space and let Γ0,Γ1 : T → G
be linear mappings. The triple (G,Γ0,Γ1) is called a generalized boundary triple for S∗ if

(i) Γ0 is surjective,

(ii) A := ker Γ0 is selfadjoint and

(iii) the abstract Green’s identity

〈u′, v〉H − 〈u, v′〉H = 〈Γ1û,Γ0v̂〉G − 〈Γ0û,Γ1v̂〉G

holds for all û = {u, u′} and v̂ = {v, v′} ∈ T .

Remark 2.5. In the following we will call the maps Γ0 and Γ1 boundary maps and the
Hilbert space G boundary space. If T is an operator it is more convenient to define the
boundary maps Γ0 and Γ1 just on domT instead of on T . One can show that if (G,Γ0,Γ1)
is an ordinary boundary triple A := ker Γ0 is always selfadjoint, cf. for example Proposi-
tion 2.1 in [Der99]. Hence every ordinary boundary triple is also a generalized boundary
triple. Note also that it was shown in [DM95, Lemma 6.1] that if (G,Γ0,Γ1) is a generalized
boundary triple the range of Γ :=

(
Γ0

Γ1

)
is dense in G × G and it’s kernel coincides with S,

i.e. ker Γ = ker Γ0 ∩ ker Γ1 = S.

Two important functions corresponding to a generalized boundary triple are the γ-field
and the Weyl function. The following two Lemmas collect some well known and important
properties of these objects, cf. Lemma 6.2, Definition 6.2 and Equation (6.7) in [DM95].

Lemma 2.6. Let S be a closed symmetric linear relation in the Hilbert H and let (G,Γ0,Γ1)
be a generalized boundary triple for T = S∗. Let A := ker Γ0, define for λ ∈ ρ(A) the linear
relation

N̂λ := {{u, λu} : u ∈ ker(T − λ)}

and consider the projection π1 : H×H → H, {u, u′} 7→ u. Then the γ-field defined by

γ : ρ(A)→ L(G,H), λ 7→ γ(λ) := π1(Γ0 � N̂λ)−1,

is a holomorphic operator valued function which satisfies

γ(λ)− γ(µ) = (λ− µ)(A− λ)−1γ(µ)

for all λ, µ ∈ ρ(A). Moreover, the adjoint γ(λ)∗ ∈ L(H,G) of γ(λ) for λ ∈ ρ(A) satisfies

γ(λ)∗u = Γ1{(A− λ)−1u, u+ λ(A− λ)−1u}

for all u ∈ H. If T is an operator the definition of γ(λ) reads as γ(λ) := (Γ0 � ker(T−λ))−1

and the identity for the adjoints can be simplified to γ(λ)∗ = Γ1(A− λ)−1.
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Lemma 2.7. Let S be a closed symmetric linear relation in the Hilbert H and let (G,Γ0,Γ1)
be a generalized boundary triple for T = S∗. Let A := ker Γ0 and define for λ ∈ ρ(A) the
linear relation

N̂λ := {{u, λu} : u ∈ ker(T − λ)}.

Then the Weyl function defined by

M : ρ(A)→ L(G), λ 7→M(λ) := Γ1(Γ0 � N̂λ)−1,

is a holomorphic operator valued function which satisfies

M(λ)−M(µ)∗ = (λ− µ)γ(µ)∗γ(λ)

for all λ, µ ∈ ρ(A). In particular M(λ) = M(λ)∗ for all λ ∈ ρ(A). If T is an operator the
definition of M(λ) reads as M(λ) := Γ1γ(λ).

Analog results of Lemma 2.6 and Lemma 2.7 can be shown if the space H is a Krein space,
cf. for example Section 2 in [Der99] or Section 2 in [Beh10].
If (G,Γ0,Γ1) is an ordinary boundary triple for S∗ it is well-known that the mapping

Θ 7→ AΘ :=
{
{u, u′} ∈ S∗ : Γ{u, u′} ∈ Θ

}
establishes a bijection between all selfadjoint linear relations Θ in G and all selfadjoint
extensions of S. In the case that (G,Γ0,Γ1) is just a generalized boundary triple this is no
longer true. However, if we assume some additional assumptions we can still guarantee self-
adjointness of AΘ. The following theorem specifies a possible choice of these assumptions.
The proof can be deduced for example easily from Theorem 2.8 in [BL07]. Nevertheless
we will prove this theorem here because it will be essential for our further approach.

Theorem 2.8. Let S be a closed symmetric linear relation in the Hilbert H and let
(G,Γ0,Γ1) be a generalized boundary triple for T = S∗. Let A := ker Γ0 and let Θ be
a closed linear relation in G. Define the linear relation

AΘ :=
{
{u, u′} ∈ T : Γ{u, u′} ∈ Θ

}
.

If λ ∈ ρ(A) is chosen such that [Θ−M(λ)]−1 is an operator and ran γ(λ)∗ is contained in
ran[Θ−M(λ)] then λ ∈ ρ(AΘ) and the identity

(AΘ − λ)−1 = (A− λ)−1 + γ(λ)[Θ−M(λ)]−1γ(λ)∗ (2.1)

holds. If we assume additionaly that Θ is symmetric and λ ∈ R and then AΘ is selfadjoint
in H.

Remark 2.9. As already mentioned above in the case of an ordinary boundary triple
stronger statements hold. But of course Theorem 2.1 is also true for an ordinary boundary
triple, even in the case that S is a linear relation in a Krein space, cf. Theorem 2.1 in [Der99].
We will use Theorem 2.8 mainly in the case that λ is chosen such that 0 ∈ ρ(Θ−M(λ)).
Note that this implies that [Θ−M(λ)]−1 is an operator and ran[Θ−M(λ)] = G.
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2.2 Ordinary and generalized boundary triples

Proof. At first we show that (AΘ − λ)−1 is an operator. Let v ∈ ker(AΘ − λ), i.e.

{v, 0} ∈ AΘ − λ =
{
{u, u′ − λu} : {u, u′} ∈ AΘ

}
.

Hence {v, λv} ∈ AΘ, i.e. Γ{v, λv} ∈ Θ. Moreover v ∈ ker(T−λ). This implies {v, λv} ∈ N̂λ

and hence Γ1{v, λv} = Γ1(Γ0 � N̂λ)−1(Γ0 � N̂λ){v, λv} = M(λ)Γ0{v, λv}. Therefore[
Γ0{v, λv}

0

]
=

[
Γ0{v, λv}

Γ1{v, λv} −M(λ)Γ0{v, λv}

]
∈ Θ−M(λ).

As (Θ−M(λ))−1 is an operator we conclude Γ0{v, λv} = 0 and therefore {v, λv} ∈ A. As
λ ∈ ρ(A) this implies v = 0 and hence ker(AΘ − λ) = {0}, i.e. (AΘ − λ)−1 is an operator.
Next we show the identity (2.1). For this let u ∈ H be arbitrary. Due to λ ∈ ρ(A) we have[

u
(A− λ)−1u

]
∈ (A− λ)−1 =⇒

[
(A− λ)−1u

u

]
∈ (A− λ)

=⇒
[

(A− λ)−1u
u+ λ(A− λ)−1u

]
∈ (A− λ) + λ ⊆ A = ker Γ0.

Moreover Lemma 2.6 implies

γ(λ)∗u = Γ1

[
(A− λ)−1u

u+ λ(A− λ)−1u

]
.

Hence

Γ

[
(A− λ)−1u

u+ λ(A− λ)−1u

]
=

[
0

γ(λ)∗u

]
. (2.2)

As ran γ(λ)∗ is contained in ran[Θ −M(λ)] = dom[Θ −M(λ)]−1 and [Θ −M(λ)]−1 is an
operator [Θ−M(λ)]−1γ(λ)∗u is well defined. Moreover γ(λ) := π1(Γ0 � N̂λ)−1 implies

π1(Γ0 � N̂λ)−1
(

[Θ−M(λ)]−1γ(λ)∗u
)

= γ(λ)[Θ−M(λ)]−1γ(λ)∗u ∈ ker(T − λ)

and hence

(Γ0 � N̂λ)−1
(

[Θ−M(λ)]−1γ(λ)∗u
)

=

[
γ(λ)[Θ−M(λ)]−1γ(λ)∗u

λγ(λ)[Θ−M(λ)]−1γ(λ)∗u

]
∈ N̂λ.

Therefore

Γ0

[
γ(λ)[Θ−M(λ)]−1γ(λ)∗u

λγ(λ)[Θ−M(λ)]−1γ(λ)∗u

]
= [Θ−M(λ)]−1γ(λ)∗u

and

Γ1

[
γ(λ)[Θ−M(λ)]−1γ(λ)∗u

λγ(λ)[Θ−M(λ)]−1γ(λ)∗u

]
= Γ1(Γ0 � N̂λ)−1

(
[Θ−M(λ)]−1γ(λ)∗u

)
= M(λ)[Θ−M(λ)]−1γ(λ)∗u.
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Hence

Γ

[
γ(λ)[Θ−M(λ)]−1γ(λ)∗u

λγ(λ)[Θ−M(λ)]−1γ(λ)∗u

]
=

[
[Θ−M(λ)]−1γ(λ)∗u

M(λ)[Θ−M(λ)]−1γ(λ)∗u

]
∈M(λ). (2.3)

Furthermore we have [
[Θ−M(λ)]−1γ(λ)∗u

γ(λ)∗u

]
∈ Θ−M(λ). (2.4)

Combining (2.2), (2.3) and (2.4) we observe

Γ

[
(A− λ)−1u + γ(λ)[Θ−M(λ)]−1γ(λ)∗u

u+ λ(A− λ)−1u + λγ(λ)[Θ−M(λ)]−1γ(λ)∗u

]
=

[
[Θ−M(λ)]−1γ(λ)∗u

γ(λ)∗u+M(λ)[Θ−M(λ)]−1γ(λ)∗u

]
∈ Θ−M(λ) +M(λ) ⊆ Θ.

Therefore [
(A− λ)−1u + γ(λ)[Θ−M(λ)]−1γ(λ)∗u

u+ λ(A− λ)−1u + λγ(λ)[Θ−M(λ)]−1γ(λ)∗u

]
∈ AΘ

and hence [
(A− λ)−1u + γ(λ)[Θ−M(λ)]−1γ(λ)∗u

u

]
∈ (AΘ − λ).

Keeping in mind that (AΘ − λ)−1 is an operator this implies

(AΘ − λ)−1u = (A− λ)−1u+ γ(λ)[Θ−M(λ)]−1γ(λ)∗u.

As u ∈ H was arbitrary this shows Krein’s resolvent formula (2.1).
Next we show λ ∈ ρ(AΘ). For this let ({vn, v′n})n∈N ⊆ Θ −M(λ) be a sequence which
converges to some {v, v′} ∈ G × G. For every n ∈ N there exists {un, u′n} ∈ Θ such that
{vn, v′n} = {un, u′n −M(λ)un}. In particular un = vn → v if n→∞. Hence

u′n = v′n +M(λ)un
n→∞−−−→ v′ +M(λ)v

because M(λ) ∈ L(G), cf. Lemma 2.7. As Θ is closed we get {v, v′ +M(λ)v} ∈ Θ. Hence
{v, v′} = {v, v′ + M(λ)v − M(λ)v} ∈ Θ − M(λ). Therefore Θ − M(λ) is closed and
hence [Θ−M(λ)]−1 is a closed operator. As γ(λ)∗ ∈ L(H,G) and ran γ(λ)∗ is included in
ran[Θ−M(λ)] = dom[Θ−M(λ)]−1 also [Θ−M(λ)]−1γ(λ)∗ is closed. Moreover it is defined
on the whole space and hence bounded. Also the operator (A − λ)−1 is bounded because
λ ∈ ρ(A). Hence Krein’s resolvent formula (2.1) implies that (AΘ − λ)−1 is bounded and
therefore (AΘ − λ)−1 ∈ L(H). Hence λ ∈ ρ(AΘ).
Next we show that the symmetry of Θ implies the symmetry of AΘ. For this let û =
{u, u′}, v̂ = {v, v′} ∈ AΘ. Set f̂ = {f, f ′} := Γû = {Γ0û,Γ1û} and ĝ = {g, g′} := Γv̂ =

20



2.2 Ordinary and generalized boundary triples

{Γ0v̂,Γ1v̂}. Note that due to the definition of AΘ we have f̂ , ĝ ∈ Θ. As Θ is symmetric we
get together with the abstract green’s identity

0 = 〈f ′, g〉H − 〈f, g′〉H = 〈Γ1û,Γ0v̂〉G − 〈Γ0û,Γ1v̂〉G = 〈u′, v〉H − 〈u, v′〉H.

As this is true for all v̂ = {v, v′} ∈ AΘ we get û = {u, u′} ∈ A∗Θ. Hence AΘ ⊆ A∗Θ.
To show selfadjointness of AΘ we can proceed for example analogously as in the proof of
Theorem 4.2 (iii) in [EE87, Chapter III]. Let {u, u′} ∈ A∗Θ, i.e. {u, u′−λu} ∈ (A∗Θ−λ). As
ran(AΘ−λ) = dom(AΘ−λ)−1 = H there exists v ∈ H such that {v, u′−λu} ∈ (AΘ−λ) ⊆
(A∗Θ − λ). Hence {u− v, 0} ∈ (A∗Θ − λ), i.e.

u− v ∈ ker(A∗Θ − λ) =
(

ran(AΘ − λ)
)⊥

=
(

dom(AΘ − λ)−1
)⊥

= H⊥ = {0}.

Hence u = v and {v, u′ − λv} = {v, u′ − λu} ∈ (AΘ − λ) or {u, u′} = {v, u′} ∈ AΘ. This
shows A∗Θ ⊆ AΘ and with the symmetry of AΘ we know that AΘ is selfadjoint.

The following Lemma is a helpful tool to decide if a triple is a boundary triple. We omit
the proof and refer to Theorem 2.3 and Remark 2.9 in [BL10].

Lemma 2.10. Let K be a Krein space with inner product J·, ·KK. Let T be a linear relation
in K and let Γ =

(
Γ0

Γ1

)
: T → G × G be a linear mapping, which satisfies the following

conditions:

(i) Γ is surjective;

(ii) there exist λ ∈ R and a symmetric relation Θ in G such that ran(AΘ − λ) = H;

(iii) the abstract Green’s identity

Jf ′, gKK − Jf, g′KK = JΓ1f̂ ,Γ0ĝKG − JΓ0f̂ ,Γ1ĝKG

holds for all f̂ = {f, f ′} and ĝ = {g, g′} ∈ T .

Then S := ker Γ is a closed symmetric linear relation in K and S+ = T . Moreover
(G,Γ0,Γ1) is a boundary triple for S+.

The following lemma is of the same flavor as the previous one and is a direct consequence
of Theorem 2.3 in [BL07].

Lemma 2.11. Let H be a Hilbert space space with scalar product 〈·, ·〉H. Let T be a linear
relation in H and let Γ =

(
Γ0

Γ1

)
: T → G × G be a linear mapping, which satisfies the

following conditions:

(i) Γ0 is surjective and ran Γ is dense;

(ii) A := ker Γ0 is a selfadjoint linear relation in H;
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(iii) the abstract Green’s identity

〈f ′, g〉H − 〈f, g′〉H = 〈Γ1f̂ ,Γ0ĝ〉G − 〈Γ0f̂ ,Γ1ĝ〉G

holds for all f̂ = {f, f ′} and ĝ = {g, g′} ∈ T .

Then S := ker Γ is a closed symmetric linear relation in H and T = S∗. Moreover
(G,Γ0,Γ1) is a generalized boundary triple for S∗.

2.3 The Friedrichs extension

In this section we summarize some well-known facts about sesquilinear forms and the
Friedrichs extension. For more details and proofs we refer to Chapter VI in [Kat76].
Throughout this section H is a Hilbert space. For a symmetric sesquilinear form s in H
we define s[u] := s[u, u] for u ∈ dom s.

Definition 2.12. Let s be a densely defined symmetric sesquilinear form in H.

(i) s is called bounded from below by γ ∈ R if s[u, u] ≥ γ‖u‖2
H holds for all u ∈ dom s.

(ii) A sequence (un)n ⊆ dom s is called s-convergent to u ∈ H if

‖un − u‖H
n→∞−−−→ 0 and s[un − um, un − um]

n,m→∞−−−−→ 0.

In this case we write un
s−→ u.

(iii) s is called closed if un
s−→ u implies u ∈ dom s and s[un − u, un − u]

n→∞−−−→ 0.

(iv) s is called closable if there exists a closed symmetric sesquilinear form t with dom s ⊆
dom t and s[u, v] = t[u, v] for all u, v ∈ dom s.

(v) If s is closable we define the closure s of s by

dom s := {u ∈ H : ∃(un)n ⊆ dom s with un
s−→ u},

s[u, v] := lim
n→∞

s[un, vn] for any sequences (un)n, (vn)n ⊆ dom s with un
s−→ u, vn

s−→ v.

In this case s is the smallest (in the sense of intersections) closed extension of s.

(vi) Let s be closed. A subspace U ⊆ dom s is called a core of s if the closure of the
restriction of s to U × U equals s.

The following Theorem is a special case of Theorem VI.2.1 in [Kat76].

Theorem 2.13. Let s be a densely defined, closed symmetric sesquilinear form in H which
is bounded from below by γ ∈ R. Then there exists a unique selfadjoint operator A ≥ γ in
H which satisfies the following items.

22



2.3 The Friedrichs extension

(i) domA ⊆ dom s and 〈Au, v〉H = s[u, v] for all u ∈ domA and v ∈ dom s.

(ii) domA is a core of s.

(iii) Let u ∈ dom s, w ∈ H and s[u, v] = 〈w, v〉H for all v in a core of s. Then u ∈ domA
and Au = w.

The operator A is called the operator associated with s.

A proof for the following Lemma can be found in [Tri72, Satz 17.11].

Lemma 2.14. Let S be a densely defined, closed symmetric operator in H which is bounded
from below by γ ∈ R. Then the symmetric sesquilinear form s defined by

s[u, v] := 〈Su, v〉H, dom s := domS, (2.5)

is bounded from below by γ and closable. The operator associated with s will be denoted
by F (S) and is called the Friedrichs extension of S. Its domain satisfies domF (S) =
dom s ∩ domS∗.

An immediate consequence is the following corollary, cf. [Kat76, Theorem VI.2.11].

Corollary 2.15. Let S be a densely defined closed symmetric operator in H which is
bounded from below by γ ∈ R and let s be the corresponding sesquilinear form defined as
in (2.5). Then the Friedrichs extension F (S) of S is the only selfadjoint extension of S
whose domain is contained in dom s.

Proof. Let A be a selfadjoint extension of S with domA ⊆ dom s. In particular

domA ⊆ dom s ∩ domS∗ = domF (S),

cf. Lemma 2.14. As A and F (S) are both restrictions of S∗ it follows A ⊆ F (S). Hence
A = F (S) because both operators are selfadjoint.

In the last lemma of this section we investigate how the Friedrichs extension is influenced
by bounded perturbations.

Lemma 2.16. Let S be a densely defined closed symmetric operator in H, bounded from
below by γ ∈ R and let B = B∗ ∈ L(H). Denote by F (S) and F (S + B) the Friedrichs
extensions of S and S +B, respectively. Then F (S) +B = F (S +B).

Proof. Note that S+B is bounded from below by γ−‖B‖, hence the Friedrichs extension
F (S +B) exists and is bounded from below by γ − ‖B‖.
Denote by sS and sS+B the closable sesquilinear forms defined by S and S+B, respectively.
Note that

dom sS = domS = dom(S +B) = dom sS+B
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because B ∈ L(H). Let now (un)n ⊂ dom sS with un
sS−→ u ∈ H, i.e.

‖un − u‖H
n→∞−−−→ 0 and sS[un − um]

n,m→∞−−−−→ 0.

This implies

|sS+B[un − um]| =
∣∣〈(S +B)(un − um), un − um〉H

∣∣
≤
∣∣〈S(un − um), un − um〉H

∣∣+
∣∣〈B(un − um), un − um〉H

∣∣
≤
∣∣sS[un − um]

∣∣+ ‖B‖ · ‖un − um‖2
H

n,m→∞−−−−→ 0

and therefore un
sS+B−−−→ u ∈ H. Analogously we observe that un

sS+B−−−→ u ∈ H implies
un

sS−→ u ∈ H. Hence dom sS = dom sS+B and therefore

dom
(
F (S) +B

)
= domF (S) ⊆ dom sS = dom sS+B.

Hence F (S)+B is a selfadjoint operator whose domain is contained in dom sS+B. Moreover
F (S) +B is an extension of S+B. According to Corollary 2.15 this means that F (S) +B
is the Friedrichs extension of S +B.

2.4 Sobolev spaces

In this section we provide the definitions of Sobolev spaces on Rd and on manifolds in Rd.
Furthermore we define the trace operators and show some properties of Sobolev functions
and their traces.
As usual we denote by S (Rd) the Schwartz space and by S ′(Rd) its dual space, the space
of tempered distributions. By F we denote the Fourier transform. For more details on
the Schwartz space and the Fourier transform see for example Chapter V.3 in [RS80] and
Chapter IX in [RS75].

Definition 2.17. The Sobolev space of order s ∈ R is defined by

Hs(Rd) := {u ∈ S ′(Rd) : (1 + | · |2)
s
2 Fu ∈ L2(Rd)}.

Equipped with the scalar product 〈·, ·〉Hs(Rd) defined by

〈u, v〉Hs(Rd) :=

∫
Rd

FuFv(1 + | · |2)s dx

Hs(Rd) becomes a Hilbert space. Note that H−s(Rd) is the dual space of Hs(Rd) with the
dual pairing 〈·, ·〉Hs(Rd),H−s(Rd) defined by

〈u, v〉Hs(Rd),H−s(Rd) :=

∫
Rd

FuFv dx.
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We will also make use of the dual pairings (·, ·)Hs(Rd),H−s(Rd) defined by

〈u, v〉Hs(Rd),H−s(Rd) :=

∫
Rd

FuFv dx

which is bilinear instead of sesquilinear.
It is well-known that (−∆ − λ)−1 provides for λ < 0 a bounded operator in L2(Rd). The
following lemma contains this observation as a special case.

Lemma 2.18. Let s ∈ R, s ≤ r ≤ s+ 2 and λ < 0. Then for all u ∈ Hs(Rd) holds

‖(−∆− λ)−1u‖Hr(Rd) ≤
min{|λ|, 1}

s−r
2

|λ|1+(s−r)/2 ‖u‖Hs(Rd).

Here the derivatives of ∆ have to be understood in a distributional sense.

Proof. Due to∣∣|x|2 − λ∣∣
|x|2 + 1

=
|x|2 + |λ|
|x|2 + 1

≥


|λ|·|x|2+|λ|
|x|2+1

= |λ|, if − 1 ≤ λ < 0

|x|2+1
|x|2+1

= 1, if λ ≤ −1.

 = min{|λ|, 1}

we have

(|x|2 + 1)r

(|x|2 − λ)2
= (|x|2 + 1)s

(
|x|2 + 1

|x|2 − λ

)r−s(
1

|x|2 − λ

)2+s−r

≤ (|x|2 + 1)s
(

1

min{|λ|, 1}

)r−s(
1

|λ|

)2+s−r

and hence

‖(−∆− λ)−1u‖2
Hr(Rd) =

∥∥(1 + |x|2)
r
2F [(−∆− λ)−1u]

∥∥2

L2(Rd)
=

∫
Rd

(|x|2 + 1)r

(|x|2 − λ)2
|Fu|2 dx

≤
min{|λ|, 1}s−r

|λ|2+s−r

∫
Rd

(|x|2 + 1)s|Fu|2 dx =
min{|λ|, 1}s−r

|λ|2+s−r ‖u‖2
Hs(Rd)

where we have used that differentiation becomes multiplication (up to a complex constant
of absolute value 1) under Fourier transformation, cf. for example Satz VIII.5.12 in [Wer07].
The result follows by taking the square roots.

Following Definition 4.4 in [Wlo82] we define next Sobolev spaces on manifolds in Rd.

Definition 2.19. Let k ∈ N and Σ ⊂ Rd be a compact Ck-manifold of codimension κ, i.e.
there exists an index m ∈ N, bounded open sets Ωi ⊆ Rd−κ, relatively open sets Σi ⊆ Σ
and bijective functions σi : Ωi → Σi for i ∈ {1, . . . ,m}, such that

⋃m
i=1 Σi = Σ and

σ−1
i ◦ σj ∈ Ck

(
σ−1
j (Σi ∩ Σj), σi(Σi ∩ Σj)

)
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for all i, j ∈ {1, . . . ,m}. Moreover let ϕi, i ∈ {1, . . . ,m}, be a partition of unity subject to
the cover Σi, i ∈ {1, . . . ,m}. For 0 ≤ s ≤ k we define the Sobolev space Hs(Σ) via

Hs(Σ) := {f : Σ→ C : (f · ϕj) ◦ σi ∈ Hs(Rd−κ)}.

Here the function (f · ϕj) ◦ σi, which has compact support in Ωi, is understood as its
extension by zero to the whole Rd−κ. A possible norm on Hs(Σ) is given by

‖f‖2
Hs(Σ) =

m∑
j=1

‖(f · ϕj) ◦ σj‖2
Hs(Rd−κ).

In particular we have ‖f‖Hr(Σ) ≤ ‖f‖Hs(Σ) for all u ∈ Hs(Σ) and r ≤ s. Note that these
norms depend on the choice of the parametrizations σi and the partition of unity. However
each possible choice leads to an equivalent norm. For our further proceeding we mainly
need the norm of L2(Σ) := H0(Σ). Instead of the norms from above we will use the norm
given by

‖f‖2
L2(Σ) =

∫
Σ

|f(x)|2 dσ(x),

where σ is the ”surface” measure given by∫
Σ

f(x) dσ(x) :=
m∑
j=1

∫
Ωi

(f · ϕj) ◦ σj(s)
√

det ([Dσi(s)]>[Dσi(s)]) ds.

This definition has the advantage that it is independent from the choice of the parametriza-
tions σi and the partition of unity. In the following we will assume without loss of generality
that the maps σj are chosen such that ‖f‖L2(Σ) ≤ ‖f‖Hs(Σ) holds for all s with 0 < s ≤ k
and all u ∈ Hs(Σ).
If Σ is a manifold without boundary we can define H−s(Σ) as the dual space of Hs(Σ).
With the usual identification L2(Σ) becomes a subspace of H−s(Σ) and

〈u, ϕ〉H−s(Σ),Hs(Σ) = 〈u, ϕ〉L2(Σ)

holds for all u ∈ L2(Σ) and ϕ ∈ Hs(Σ). Analogously as for the Sobolev spaces Hs(Rd) we
will also make use of the corresponding bilinear pairings (·, ·)H−s(Σ),Hs(Σ).

In the next lemma we define the trace operators. For a proof see for example Theorem 24.3
in [BIN79] or Theorem 1 in [JW84, Chapter VII].

Lemma 2.20. Let Σ ⊆ Rd be a compact Ck-manifold of codimension κ as in Defini-
tion 2.19 and κ

2
< s ≤ k. Then we can extend the map

C∞0 (Rd) 3 ϕ 7→ ϕ|Σ

uniquely to a continuous mapping trsΣ : Hs(Rd) → Hs−κ
2 (Σ), which we will call the trace

operator and trsΣ u the trace of u. The operator trsΣ is surjective.
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With the trace operator we can define now the distribution hδΣ for h ∈ L2(Σ), i.e. a
δ-interaction on Σ with strength h. This will be one of the central objects of this thesis.

Lemma 2.21. Let Σ ⊂ Rd be a compact Ck-manifold of codimension κ as in Defini-
tion 2.19 and let s := κ

2
+ ε ≤ k for some ε > 0. Define for h ∈ L2(Σ) the distribution hδΣ

via (
hδΣ

)
(ϕ) := 〈h, trsΣ ϕ〉L2(Σ), ϕ ∈ Hs(Rd).

Then hδΣ ∈ H−s(Rd) and ‖hδΣ‖H−s(Rd) ≤ ‖ trsΣ ‖ · ‖h‖L2(Σ). Moreover hδΣ ∈ H−κ/2(Rd) if
and only if h = 0. In particular hδΣ = 0 if and only if h = 0.

Proof. With Lemma 2.20 we obtain∣∣(hδΣ

)
(ϕ)
∣∣ = |〈h, trsΣ ϕ〉L2(Σ)| ≤ ‖h‖L2(Σ) · ‖ trsΣ ϕ‖L2(Σ)

≤ ‖h‖L2(Σ) · ‖ trsΣ ϕ‖Hε(Σ) ≤ ‖h‖L2(Σ) · ‖ trsΣ ‖ · ‖ϕ‖Hs(Rd)

and hence hδΣ ∈ H−s(Rd) with ‖hδΣ‖H−s(Rd) ≤ ‖ trsΣ ‖ · ‖h‖L2(Σ). Furthermore we get
hδΣ = 0 if and only if h ⊥ ran trsΣ = Hε(Σ), i.e. h = 0.
Next let h ∈ L2(Σ) with hδΣ ∈ H−κ/2(Rd). It is known, that for 1 < p < ∞ and α > 0
the capacity of a manifold of codimension κ is 0, if and only if αp ≤ κ, cf. Corollary 3.3.4.
and Corollary 5.1.15 in [AH96]. For p = 2 and α = κ

2
this condition is satisfied and hence

0 = Cap(Σ, Hs−1(Rd)) = inf{‖u‖2
Hκ/2(Rd) : u ∈ S (Rd), u = 1 on A ⊃ Σ, A open}.

Hence there exists a sequence (ϕn)n ⊂ S (Rd) with ‖ϕn‖Hκ/2(Rd)
n→∞−−−→ 0 and ϕn = 1 on Σ.

Note that for ψ ∈ C∞0 (Rd) also ‖ψϕn‖Hκ/2(Rd)
n→∞−−−→ 0. Hence, as hδΣ ∈ H−κ/2(Rd), we get(

hδΣ

)
(ψ) = 〈h, trsΣ ψ〉L2(Σ) = 〈h, trsΣ ψϕn〉L2(Σ) =

(
hδΣ

)
(ψϕn)

n→∞−−−→ 0.

As ψ ∈ C∞0 (Rd) was arbitrary we conclude hδΣ = 0 and therefore h = 0.

Remark 2.22. A definition for the capacity can be found in [AH96, Def.2.7.1.], see also
e.g. [AH96, Ch.2.2], [EE87, Ch.VIII.6] and [Maz11, Ch.10.4.1] for definitions of slightly
different concepts of capacity. The last part of the proof above mimics the proof of [EE87,
Thm.VIII.6.3] and one can show without any additionally effort that Σ is (m, p)-polar for
m = κ

2
and p = 2, i.e. {u ∈ H−κ/2(Rd) : suppu ⊆ Σ} = {0}.

For the next lemma recall that a compact operator K : H → G belongs to the Schatten-
von Neumann class of order p > 0 if the singular values sj(K) of K (counted with multi-
plicities) satisfy

∞∑
j=1

|sj(K)|p <∞.

In this case we write K ∈ Sp(H,G) or, if H = G, K ∈ Sp(H).
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Lemma 2.23. Assume that Σ ⊆ Rd is a compact C∞-manifold with codimension κ and
B ∈ L(L2(Rd), Hr(Σ)) with ranB ⊆ Hs(Σ), s > r ≥ 0. Then B ∈ Sp(L

2(Rd), Hr(Σ)) for

p > d−κ
s−r and the singular values of B satisfy sj(B) = O(j−

s−r
d−κ ) for j →∞.

For the special case that Σ is the boundary of a compact C∞-domain this lemma coincides
with Lemma 3.4 in [BLL+10] and also the corresponding proof can be adopted.

Proof. Consider the operator

Λ := (I −∆Σ
LB)

s−r
2 ,

where ∆Σ
LB denotes the Laplace-Beltrami operator on Σ. The operator Λ provides an iso-

morphism between Hs(Σ) and Hr(Σ), cf. Corollary 5.3.2 in [Agr94]. Hence Λ−1 : Hr(Σ)→
Hs(Σ) is continuous, too. Furthermore B : L2(Rd) → Hr(Σ) is continuous and hence
closed. As ranB ⊆ Hs(Σ) the operator

B̃ : L2(Rd)→ Hs(Σ), u 7→ Bu,

is well-defined. Next let (un)n ⊆ L2(Rd) with un
n→∞−−−→ u in L2(Rd) and B̃un

n→∞−−−→ v in
Hs(Σ) for a certain u ∈ L2(Rd) and a certain v ∈ Hs(Rd). Hence

‖Bun − v‖Hr(Σ) ≤ ‖B̃un − v‖Hs(Σ)
n→∞−−−→ 0.

As B is closed it follows B̃u = Bu = v. Hence B̃ is closed too and therefore B̃ ∈
L(L2(Rd), Hs(Σ)). Hence we can write the operator B as

B = Λ−1ΛB̃,

where all operators on the right hand side are bounded. Denote by λj the j-the eigenvalue of

(I−∆Σ
LB)

1
2 in nondecreasing order and counted with multiplicities. As Σ is a C∞-manifold

we have

λj ∼ cj
1

d−κ

for a certain constant c > 0, cf. (5.39) and the text below in [Agr94]. Hence the eigenvalues

µj of Λ−1 satisfy µj ∼ Cj−
s−r
d−κ for another constant C > 0. Keeping in mind that Λ is

selfadjoint we get sj(Λ) ∼ Cj
s−r
d−κ and therefore

sj(B) = sj(Λ
−1ΛB̃) ≤ sj(Λ

−1)‖ΛB̃‖ ∼ C‖ΛB̃‖j−
s−r
d−κ .

Hence B ∈ Sp(L
2(Rd), Hr(Σ)) for p > d−κ

s−r .

Remark 2.24. Note that in the proof of Lemma 2.23 the assumption that Σ is a compact
C∞-manifold was just used to specify the asymptotic decay of the eigenvalues of the oper-
ator (I −∆Σ

LB)
1
2 . But the behavior of these eigenvalues is also known for other geometries,

e.g. for a closed C2-curve. Therefore we get analogously as above the following variant of
Lemma 2.23 :
Let Σ be a compact C2-curve in R3 and B ∈ L(L2(R3), Hr(Σ)) with ranB ⊆ Hs(Σ),
2 ≥ s > r ≥ 0. Then B ∈ Sp(L

2(R3), Hr(Σ)) for p > 1
s−r and the singular values of B

satisfy sj(B) = O(j−(s−r)) for j →∞.
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In the last lemma of this chapter we will use the symbol for the trace operator in a
slightly different way than in Lemma 2.20. For a bounded C∞-domain Ω ⊆ Rd we denote
by tr1

∂Ω : H1(Rd) → H1/2(∂Ω) and tr1
∂Ωc : H1(Rd) → H1/2(∂Ωc) the unique continuous

extensions of the maps

C∞(Ω) 3 ϕ 7→ ϕ|∂Ω and C∞(Ωc) 3 ϕ 7→ ϕ|∂Ωc ,

respectively. For more details see for example Theorem 3.37 in [McL00]. Note that the
boundaries ∂Ω and ∂Ωc coincide.

Lemma 2.25. Let Ω ⊆ Rd be a bounded C∞-domain. Let u ∈ H1(Ω) and v ∈ H1(Ωc)
such that tr1

∂Ω u = tr1
∂Ωc v. Then u⊕ v ∈ H1(Rd).

Proof. As Ω is a C∞-domian there exists a function ũ ∈ H1(Rd) such that ũ(x) = u(x)
holds for almost every x ∈ Ω, cf. Theorem 5.24 in [AF03]. Analogously there exists
ṽ ∈ H1(Rd) with ṽ(x) = v(x) for almost every x ∈ Ωc. Define w̃ := ũ − ṽ ∈ H1(Rd) and
denote by w the restriction of w̃ to Ω. Due to tr1

∂Ω u = tr1
∂Ωc v we have tr1

∂Ωw = 0 and
hence w ∈ H1

0 (Ω). Let ŵ be the zero extension of w to Rd. According to Theorem 5.29 in
[AF03] ŵ belongs to H1(Rd) and hence also ŵ + ṽ ∈ H1(Rd). But for almost all x ∈ Ω we
have

ŵ(x) + ṽ(x) = w(x) + ṽ(x) = w̃(x) + ṽ(x) = ũ(x)− ṽ(x) + ṽ(x) = ũ(x) = u(x)

and for almost all x ∈ Ωc we have

ŵ(x) + ṽ(x) = 0 + ṽ(x) = v(x).

Hence u⊕ v = ŵ + ṽ ∈ H1(Rd).
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3 Selfadjoint operators with singular
perturbations

In this chapter we provide an approach for a rigorous definition of selfadjoint operators with
singular perturbations which can be written formally as Aϑ = Ã−Gϑ−1G∗. Depending on
the codomain of G we have to distinguish between different cases.
In the first section we will fixed the setting and introduce all relevant objects. The following
sections are devoted to the different cases mentioned above.
Note that for the special case that G is a finite rank operator the following approach
coincides with the one in [DHS03].

3.1 A chain of Hilbert spaces

Let A ≥ 1 be a selfadjoint operator in a Hilbert space H0. For s ∈ N set Hs := domAs/2,
where the operator As/2 is defined via functional calculus. Together with the inner product

〈·, ·〉Hs : Hs ×Hs → C, 〈u, v〉Hs := 〈As/2u,As/2v〉H0 ,

Hs becomes a Hilbert space. Set H−s := (Hs)′. We will show in Lemma 3.1 that these
spaces are contained into each other such that we obtain the following chain of Hilbert
spaces:

. . . ⊇ H−2 ⊇ H−1 ⊇ H0 ⊇ H1 ⊇ H2 ⊇ . . . .

For s ∈ N, s ≥ 2, define the operator As : Hs → Hs−2 via Asu = Au for u ∈ Hs. The
operator A1 : H1 → H−1 is defined by

〈A1u, v〉H−1,H1 := 〈A1/2u,A1/2v〉H0 , v ∈ H1.

Furthermore define for s ∈ N0 the operators A−s : H−s → H−s−2 by

〈A−su, v〉H−s−2,Hs+2 := 〈u,As+2v〉H−s,Hs .

Lemma 3.1. Let s, t ∈ Z with s < t. Then the following assertions hold.

(i) The space Ht is dense in Hs and ‖u‖Hs ≤ ‖u‖Ht holds for all u ∈ Ht.

(ii) The operator At satisfies Atu = Asu for all u ∈ Ht.
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3 Selfadjoint operators with singular perturbations

(iii) As : Hs → Hs−2 is an isometric isomorphism.

Proof. (i)
Consider first the case 0 ≤ s < t. The operators As/2 and At/2 defined via functional
calculus are selfadjoint. In particular their domains are dense in H0. The inclusion Hs =
domAs/2 ⊇ domAt/2 = Ht follows with the spectral theorem. Moreover

‖u‖2
Hs = 〈Asu, u〉H0 =

∫ ∞
1

xs d〈Eu, u〉 ≤
∫ ∞

1

xt d〈Eu, u〉 = 〈Atu, u〉H0 = ‖u‖Ht

and hence ‖u‖Hs ≤ ‖u‖Ht for all u ∈ Ht.
Let u ∈ Hs be arbitrary, hence v := As/2u ∈ H0. As A(t−s)/2 is selfadjoint its domain is
dense in H0. Let (vn)n ⊆ domA(t−s)/2 = Ht−s be a sequence which converges in H0 to v.
Define un := A−s/2vn ∈ domAt/2 = Ht for each n ∈ N. Hence

‖un − u‖Hs = ‖As/2(un − u)‖H0 = ‖vn − v‖H0
n→∞−−−→ 0

and therefore Ht is dense in Hs.
Next we show that H−s is dense in H−t for 0 ≤ s < t. Denote by ι the continuous
embedding u 7→ u from Ht to Hs. Then ι′ : H−s → H−t, ψ 7→ ψ|Ht is continuous too. As
Ht is dense in Hs we get with Theorem 4.12 from [Rud91] (⊥ denotes the annihilator in
H−s)

H−s ⊇ ker ι′ = (ran ι)⊥ = (Ht)⊥ = {ψ ∈ H−s : 〈ψ, v〉H−s,Hs = 0 ∀v ∈ Ht} = {0},

i.e. ι′ is injective. Hence ι′ is a continuous embedding from H−s to H−t and we can
interpret H−s as a subset of H−t. To see that H−s is even dense in H−t recall that
both spaces are reflexive (because they are dual spaces of Hilbert spaces). Hence (with a
suitable identification) ι = ι′′ and in particular ker ι′′ = ker ι = {0}. With Theorem 4.7
and Theorem 4.12 from [Rud91] we get now

H−sH
−t

= ran ι′
H−s

= ⊥((ran ι′)⊥) = ⊥(ker ι′′) = ⊥{0}
= {ψ ∈ H−t : 〈ψ, v〉H−t,Ht = 0 for all v ∈ {0}} = H−t,

i.e. H−s is dense in H−t. Furthermore we have

‖ψ‖H−t = sup
v∈Bt
〈ψ, v〉H−t,Ht = sup

v∈Bt
〈ψ, v〉H−s,Hs ≤ sup

v∈Bs
〈ψ, v〉H−s,Hs = ‖ψ‖H−s ,

for each ψ ∈ H−s, where the sets Bt and Bs are defined by

Bt := {v ∈ Ht : 0 < ‖v‖Ht ≤ 1} ⊆ {v ∈ Hs : 0 < ‖v‖Hs ≤ 1} =: Bs.

Next we show that Ht is dense in H−s for arbitrary s, t ≥ 0. Let u ∈ H−s be arbitrary. As
H0 is dense in H−s there exists a sequence (un)n ⊆ H0 with ‖u − un‖H−s ≤ 1

2n
for every
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3.1 A chain of Hilbert spaces

n ∈ N. As Ht is dense in H0 there exists a sequence (vn)n ⊆ Ht with ‖un− vn‖H0 ≤ 1
2n

for
every n ∈ N. Hence

‖u− vn‖H−s ≤ ‖u− un‖H−s + ‖un − vn‖H−s ≤
1

2n
+ ‖un − vn‖H0 =

1

n

n→∞−−−→ 0.

Moreover we have ‖u‖H−s ≤ ‖u‖H0 ≤ ‖u‖Ht for all u ∈ Ht.

(ii)
Next we show that Atu = Asu holds for all u ∈ Ht. For 2 ≤ s < t this is obvious because
by definition the action of both operators At and As is given by the action of A.
For u ∈ H2 we have A2u ∈ H0 ⊆ H−1 and hence

〈A2u, v〉H−1,H1 = 〈A2u, v〉H0 = 〈Au, v〉H0 = 〈A1/2u,A1/2v〉H0 = 〈A1u, v〉H−1,H1

for all v ∈ H1. Hence A1u = A2u.
For u ∈ H1 we have A1u ∈ H−1 ⊆ H−2 and hence

〈A1u, v〉H−2,H2 = 〈A1u, v〉H−1,H1 = 〈A1/2u,A1/2v〉H0

= 〈u,Av〉H0 = 〈u,A2v〉H0 = 〈A0u, v〉H−2,H2

for all v ∈ H2. Hence A0u = A1u.
For u ∈ H−s, s ≥ 0, we have A−su ∈ H−s−2 ⊆ H−s−3 and hence

〈A−su, v〉H−s−3,Hs+3 = 〈A−su, v〉H−s−2,Hs+2 = 〈u,As+2v〉H−s,Hs
= 〈u,As+3v〉H−s,Hs = 〈u,As+3v〉H−s−1,Hs+1 = 〈A−s−1u, v〉Hs−3,Hs+3

for all v ∈ Hs+3. Hence A−s−1u = A−su. The remaining cases follow by transitivity.

(iii)
It remains to show, that As : Hs → Hs−2 is an isometric isomorphism. Consider at first
the case s ≥ 2. Then we have for all u ∈ Hs

‖Asu‖Hs−2 = ‖A
s−2

2 Au‖H0 = ‖A
s
2u‖H0 = ‖u‖Hs ,

i.e. As : Hs → Hs−2 is an isometry. Due to

ranAs = AHs = A domA
s
2 = domA

s
2
−1 = Hs−2

the operator As : Hs → Hs−2 is even surjective and hence an isometric isomorphism.
Consider next the case s = 1. At first note that σ(A1/2) ⊆ [1,∞[, where the selfadjoint
operator A1/2 in H0 is defined via functional calculus. Hence ranA1/2 = H0. Therefore

‖A1u‖H−1 = sup
v∈H1

‖v‖H1=1

〈A1u, v〉H−1,H1 = sup
v∈domA1/2

‖A1/2v‖H0=1

〈A1/2u,A1/2v〉H0

= sup
w∈H0

‖w‖H0=1

〈A1/2u,w〉H0 = ‖A1/2u‖H0 = ‖u‖H1
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3 Selfadjoint operators with singular perturbations

for all u ∈ H1. To show surjectivity let ψ ∈ H−1 be arbitrary. According to Riesz
representation theorem there exists u ∈ H1 such that

〈ψ, v〉H−1,H1 = 〈u, v〉H1 = 〈A1/2u,A1/2v〉H0 = 〈A1u, v〉H−1,H1

holds for all v ∈ H1, i.e. A1u = ψ. Hence A1 is surjective and therefore an isometric
isomorphism.
It remains to consider A−s with −s ≤ 0. For this let ψ ∈ H−s be arbitrary. We have
already seen that As+2 : Hs+2 → Hs is surjective and isometric. Hence we get

‖A−sψ‖H−s−2 = sup
v∈Hs+2

‖v‖Hs+2=1

〈A−sψ, v〉H−s−2,Hs+2

= sup
v∈Hs+2

‖v‖Hs+2=1

〈ψ,As+2v〉H−s,Hs = sup
w∈Hs
‖w‖Hs=1

〈ψ,w〉H−s,Hs = ‖ψ‖H−s .

To show surjectivity let ψ ∈ H−s−2 be arbitrary. According to Riesz representation theorem
there exists u ∈ Hs+2 such that

〈ψ, v〉H−s−2,Hs+2 = 〈u, v〉Hs+2 = 〈As/2+1u,As/2+1v〉H0 = 〈As+2u,As+2v〉Hs .

holds for all v ∈ Hs+2. Let ϕ ∈ H−s the Riesz representation of 〈As+2u, ·〉Hs . Hence

〈ψ, v〉H−s−2,Hs+2 = 〈As+2u,As+2v〉Hs = 〈ϕ,As+2v〉H−s,Hs = 〈A−sϕ, v〉H−s−2,Hs+2

for all v ∈ Hs+2, i.e. A−sϕ = ψ. Hence A−s is surjective and therefore an isometric
isomorphism.

Remark 3.2. For each u ∈ Hs = ranAs+2 and all j ∈ N we have

A−js+2u = A−1
s+2 . . . A

−1
s+2u = A−1

s+2jA
−1
s+2(j−1) . . . A

−1
s+4A

−1
s+2u ∈ Hs+2j.

In particular elements in Hs with s < 0 can be “lifted up” to H0 by a repeated application
of A−1

s+2.

Example 3.3. An example for such a chain of Hilbert spaces are the Sobolev spaces
Hs(Rd), s ∈ Z, with the operator A := −∆free +1. Here −∆free is the free Laplace operator
in L2(Rd) with domain H2(Rd). The Norm ‖·‖Hs generated by A is equivalent to the usual
Sobolev norm ‖ · ‖Hs(Rd).

Let k ∈ N, G be another Hilbert space and G : G → H−k an operator satisfying

G ∈ L(G,H−k), kerG = {0}, and ranG ∩H−k+1 = {0}. (3.1)

Define the index j by

j :=

⌊
k − 1

2

⌋
=

{
k−1

2
if k is odd,

k−2
2

if k is even.
(3.2)
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Hence k − 2j = 1 if k is odd and k − 2j = 2 if k is even. Furthermore we define

G0 := A−j−k+2G : G → H2j−k =

{
H−1 if k is odd,

H−2 if k is even.

Note that G0 as well as G∗0 : Hk−2j → G are both continuous.

Lemma 3.4. The operator S := A � (H2 ∩ kerG∗0) is a closed symmetric operator in H0

whose adjoint (linear relation) S∗ contains the operator

Tu := A0u−G0h, domT := {u ∈ H0 : ∃h ∈ G with A0u−G0h ∈ H0}. (3.3)

If k is odd then domT ⊆ H1. Furthermore the map Γ0 : domT → G, u 7→ h with h as in
(3.3), is surjective and ker Γ0 = H2.

Proof. Let (un)n be a sequence in domS with un
n→∞−−−→ u and Sun

n→∞−−−→ v in H0. Because
A is closed and Sun = Aun we get u ∈ domA and Au = v. Hence

‖un − u‖Hk−2j ≤ ‖un − u‖H2 = ‖Aun − Au‖H0 = ‖Sun − v‖H0
n→∞−−−→ 0.

As G∗0 : Hk−2j → G is continuous kerG∗0 is closed in Hk−2j and therefore u ∈ kerG∗0. Hence
u ∈ domS with Su = v, i.e. S is closed. The fact that S is symmetric follows directly from
the selfadjointness of A.
Next we show that T is a well defined operator. For this we have to show that the
element h appearing in (3.3) is unique: Let h1, h2 ∈ G with A0u − G0h1 = v1 ∈ H0 and
A0u−G0h2 = v2 ∈ H0. It follows

H2j−k+1 ⊇ H0 3 v1 − v2 = A0u−G0h1 − (A0u−G0h2) = G0(h2 − h1) ∈ ranG0.

As ranG ∩ H−k+1 = {0} we get due to Lemma 3.1 ranG0 ∩ H2j−k+1 = {0} and hence
G0(h2 − h1) = v1 − v2 = 0. Due to kerG0 = kerA−j−k+2G = {0} this implies h2 = h1.
Moreover T ⊆ S∗ because for all u ∈ domT and all v ∈ domS = H2 ∩ kerG∗0 holds

〈Tu, v〉H0 = 〈A0u−G0h, v〉H−2,H2

= 〈A0u, v〉H−2,H2 − 〈G0h, v〉H−2,H2 = 〈u,A2v〉H0,H0 − 〈h,G∗0v〉G = 〈u, Sv〉H0 .

If u ∈ H2 then Tu = Au ∈ H0 with h = 0. Hence H2 ⊆ ker Γ0. On the other hand, if
u ∈ ker Γ0 we have h = 0 and therefore A0u ∈ H0. Hence u ∈ H2.
If k is odd then ranG0 ⊆ H−1. Let u ∈ domT and v := Tu. Hence A0u = v −G0h ∈ H−1

and therefore u ∈ H1, see Lemma 3.1.
It remains to show that Γ0 is surjective. Let h ∈ G. Then we have G0h ∈ H2j−k. As
A2j−k+2 : H2j−k+2 → H2j−k is surjective, see Lemma 3.1, there exists u ∈ H2j−k+2 ⊆ H0

with A2j−k+2u = G0h and hence A0u − G0h = 0 ∈ H0. This means u ∈ domT with
Γ0u = h.
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3 Selfadjoint operators with singular perturbations

For the following recall that domT can be written as domT = H2u kerT , cf. Lemma 2.1.
This means that every u ∈ domT can be written uniquely as u = uc + us with uc ∈ H2

and us ∈ kerT . Moreover note that

- if k is odd, then domG∗0 = H1 ⊇ domT , see Lemma 3.4.

- if k is even, then domG∗0 = H2 3 uc.

This implies that the map Γ1 in the following theorem is well defined.

Theorem 3.5. The triple (G,Γ0,Γ1) with the boundary maps

Γ0 : domT → G, u 7→ h with u as in (3.3),

Γ1 : domT → G, u 7→

{
G∗0u if k is odd,

G∗0uc if k is even,

is a generalized boundary triple for T = S∗.

Proof. At first we show that Γ =
(

Γ0

Γ1

)
has dense range. For this define the space

G+ := ran(Γ1� ker Γ0) = ran(G∗0� H2) = ran(G∗A−jk � H
2) = ran(G∗� H2j+2).

It was shown in [DM95, Lemma 6.1] (for an arbitrary generalized boundary triple) that
G+ is dense in G. Indeed, H2j+2 is dense in Hk (if k is even these spaces even coincide)
and therefore

(G+)⊥ = {h ∈ G : 〈h, g〉G = 0 ∀ g ∈ G+} = {h ∈ G : 〈h,G∗u〉G = 0 ∀ u ∈ H2j+2}
= {h ∈ G : 〈Gh, u〉H−k,Hk = 0 ∀ u ∈ H2j+2} = {h ∈ G : Gh = 0} = kerG = {0}.

Next let (h, k) ∈ G × G be arbitrary. As Γ0 is surjective, see Lemma 3.4, there exists
u ∈ domT with Γ0u = h. Moreover there exists a sequence {un}n∈N ⊆ ker Γ0 such that
{Γ1un}n∈N converges to k − Γ1u because ran(Γ1 � ker Γ0) = G+ is dense. It follows

Γ(u+ un) =

[
Γ0(u+ um)
Γ1(u+ un)

]
=

[
Γ0u

Γ1u+ Γ1un

]
n→∞−−−→

[
h

Γ1u+ k − Γ1u

]
=

[
h
k

]
and hence ran Γ is dense in G × G. Keeping in mind that A = T � ker Γ0 is selfadjoint it
remains to show that the abstract Green’s identity holds, cf. Lemma 2.11.
We will first consider the case that k is odd. Let u, v ∈ domT be arbitrary. Hence

〈Tu, v〉H0 − 〈u, Tv〉H0 = 〈A0u−G0h, v〉H−1,H1 − 〈u,A0v −G0k〉H1,H−1

= 〈A0u, v〉H−1,H1 − 〈G0h, v〉H−1,H1 − 〈u,A0v〉H1,H−1 + 〈u,G0k〉H1,H−1

= −〈h,G∗0v〉G + 〈G∗0u, k〉G = 〈Γ1u,Γ0v〉G − 〈Γ0u,Γ1v〉G.
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3.1 A chain of Hilbert spaces

Consider now the case that k is even. Let u, v ∈ domT be arbitrary. Recall that u can
be written as u = uc + us with uc ∈ H2 = ker Γ0 and us ∈ kerT , cf. Lemma 2.1. Hence
Γ0u = Γ0us,

A0us = A0us −G0Γ0us +G0Γ0u = Tus +G0Γ0u = G0Γ0u,

Tu = Tuc + Tus = A0uc +G0Γ0uc = Auc,

and analogous results hold for v. Therefore

〈Tu, v〉H0 − 〈u, Tv〉H0 = 〈Auc, vc + vs〉H0 − 〈uc + us, Avc〉H0

= 〈Auc, vs〉H0 − 〈us, Avc〉H0

= 〈uc, A0vs〉H2,H−2 − 〈A0us, vc〉H−2,H2

= 〈uc, G0Γ0v〉H2,H−2 − 〈G0Γ0u, vc〉H−2,H2

= 〈G∗0uc,Γ0v〉G − 〈Γ0u,G
∗
0vc〉G = 〈Γ1u,Γ0v〉G − 〈Γ0u,Γ1v〉G.

Our next aim is to characterize S∗. For this we will use again the space

G+ := ran(Γ1� ker Γ0) = ran(G∗0� H2) = ran(G∗A−jk � H
2) = ran(G∗� H2j+2).

We have already seen in the proof of Theorem 3.5 that G+ is dense in G. Hence there
exists a norm ‖ · ‖G+ such that (G+, ‖ · ‖G+) becomes a Hilbert space which is continuously
embedded into G, see Proposition 2.9 and 2.10 in [BM14]. Consider the Gelfand triple
G+ ⊆ G ⊆ G−, where G− denotes the dual space of G+. Let

ι− : G− → G be an isometric isomorphism and

ι+ := (ι−1
− )∗ : G+ → G.

(3.4)

Then ι+ is an isometric isomorphism too and for all u ∈ G+ and v ∈ G− holds

〈u, v〉G+,G− = 〈u, ι−1
− ι−v〉G+,G− = 〈(ι−1

− )∗u, ι−v〉G = 〈ι+u, ι−v〉G.

We are now able to prove the following lemma, which gives a representation of S∗ and
is a special case of Theorem 2.12 in [BM14]. For this we have to extend the operator
G : G → H−k to G−, which is done with the operator (G~)∗ appearing in the next theorem.

Theorem 3.6. Consider the operator G~ : H2j+2 → G+ = ran(G∗� H2j+2), u 7→ G∗u and
assume that ran(G~)∗ ∩H−k+1 = {0} holds. Then S is densely defined and S∗ satisfies

S∗u = A0u− A−j−2j(G
~)∗h, domS∗ = {u ∈ H0 : ∃h ∈ G− with A0u− A−j−2j(G

~)∗h ∈ H0}.

In particular S∗ is an operator. An ordinary boundary triple for S∗ is given by
(
G, Γ̂0, Γ̂1

)
,

where the mappings Γ̂0, Γ̂1 : domS∗ → G are given by

Γ̂0u = ι−h, Γ̂1u = G~A−j2j+2uc, u = uc + us ∈ H2 u kerS∗ = domS∗.
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3 Selfadjoint operators with singular perturbations

Proof. We define the operator Ŝ by

Ŝu = A0u− A−j−2j(G
~)∗h, dom Ŝ = {u ∈ H0 : ∃h ∈ G− with A0u− A−j−2j(G

~)∗h ∈ H0},

and show Ŝ = S∗. The fact, that Ŝ is an operator, can be seen analogously as for the
operator T : Let h1, h2 ∈ G− with A0u−A−j−2j(G

~)∗h1 = v1 ∈ H0 and A0u−A−j−2j(G
~)∗h2 =

v2 ∈ H0. It follows

H2j−k+1 ⊇ H0 3 v1 − v2 = A−j−2j(G
~)∗(h2 − h1).

Due to Lemma 3.1 it follows (G~)∗(h2 − h1) ∈ H−k+1. As ran(G~)∗ ∩ H−k+1 = {0} by
assumption this implies h2 = h1.
For v ∈ domS = domA ∩ kerG∗0 and u ∈ dom Ŝ we get

〈Ŝu, v〉H0 = 〈A0u− A−j−2j(G
~)∗h, v〉H−2,H2 = 〈A0u, v〉H−2,H2 − 〈(G~)∗h,A−j2 v〉H−2j−2,H2j+2

= 〈u,Av〉H0 − 〈h,G~A−jv〉G−,G+ = 〈u, Sv〉H0 − 〈h,G∗A−j2 v〉G−,G+ = 〈u, Sv〉H0 .

Hence Ŝ ⊆ S∗. For the other inclusion let ι− and ι+ as in (3.4). Recall that every u ∈ dom Ŝ
can be written as u = uc + us with uc ∈ H2 and us ∈ ker Ŝ, cf. Lemma 2.1. Define now

Γ̂0 : dom Ŝ → G, u 7→ ι−h,

Γ̂1 : dom Ŝ → G, u 7→ ι+G
~A−j2j+2uc.

We will show next that
(
G, Γ̂0, Γ̂1

)
is an ordinary boundary triple for S∗. At first note that

Ŝ � ker Γ̂0 = A because

ker Γ̂0 = {u ∈ H0 : A0u ∈ H0} = H2 = domA.

Hence ran(Ŝ � ker Γ̂0) = ranA = H because A ≥ 1. The kernel of Γ̂ :=
(

Γ̂0

Γ̂1

)
is given by

ker Γ̂ = {u ∈ ker Γ̂0 : Γ̂1u = 0} = {u ∈ H2 : G~A−j2j+2u = 0} = {u ∈ H2 : G∗0u = 0}

and hence Ŝ � ker Γ̂ = S, cf. the definition of S in Lemma 3.4.
Note that G~ is surjective, cf. the definition of the space G+. Moreover A−j2j+2 is an iso-
morphism between H2 and H2j+2, cf. Lemma 3.1, and ι+ is an isomorphism between G+

and G. Hence Γ̂1 is surjective too.
Let h, k ∈ G be arbitrary. Hence there exists u ∈ H0 such that A0u = A−j−2(G~)∗ι−1

− h ∈ H−2

and therefore A0u−A−j−2(G~)∗ι−1
− h = 0 ∈ H0. This means u ∈ dom Ŝ and Γ̂0u = ι−ι

−1
− h =

h. As Γ̂1 is surjective there exists v ∈ dom Ŝ with Γ̂1v = k−Γ̂1u. Without loss of generality
we can assume v ∈ H2 because for the action of Γ̂1 just the H2-part of v is important.
Hence it follows due to H2 ⊆ ker Γ̂0[

Γ̂0(u+ v)

Γ̂1(u+ v)

]
=

[
h

Γ̂1u+ Γ̂1v

]
=

[
h

Γ̂1u+ (k − Γ̂1u)

]
=

[
h
k

]
,
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3.1 A chain of Hilbert spaces

i.e. Γ̂ =
(

Γ̂0

Γ̂1

)
: dom Ŝ → G × G is surjective. It remains to show the abstract Green’s

identity, cf. Lemma 2.10. For u, v ∈ dom Ŝ we have

〈Ŝu, v〉H0 = 〈Ŝ(uc + us), vc + vs〉H0 = 〈Auc, vc〉H0 + 〈Auc, vs〉H0 and

〈u, Ŝv〉H0 = 〈uc + us, Ŝ(vc + vs)〉H0 = 〈uc, Avc〉H0 + 〈us, Avc〉H0 .

Note that 0 = Ŝus = A0us − A−j−2(G~)∗hu implies A0us = A−j−2(G~)∗hu. Analogously we

get A0vs = A−j−2(G~)∗hv. Hence

〈Ŝu, v〉H0 − 〈u, Ŝv〉H0 = 〈Auc, vs〉H0 − 〈uc, Avs〉H0 = 〈uc, A0vs〉H2,H−2 − 〈A0us, vc〉H−2,H2

= 〈uc, A−j−2(G~)∗hv〉H2,H−2 − 〈A−j−2(G~)∗hu, vc〉H−2,H2

= 〈G~A−j2j+2uc, hv〉G+,G− − 〈hu, G~A−j2j+2vc〉G−,G+

= 〈ι+G~A−j2j+2uc, ι−hv〉G − 〈ι−hu, ι+G~A
−j
2j+2vc〉G = 〈Γ̂1u, Γ̂0v〉G − 〈Γ̂0u, Γ̂1v〉G.

Hence
(
G, Γ̂0, Γ̂1

)
is an ordinary boundary triple for S∗ and S∗ = Ŝ, cf. Lemma 2.10. In

particular S∗ is an operator and S is densely defined.

As
(
G, Γ̂0, Γ̂1

)
is an ordinary boundary triple for S∗ the operator S∗ � ker Γ̂1 is always

selfadjoint. For a generalized boundary triple this is no longer the case, as we can see in
the following lemma.

Lemma 3.7. Assume that k is even, domT 6= domS∗ and ran(G~)∗ ∩ H−k+1 = {0}
with G~ defined as in Theorem 3.6. Then the operator AΓ1 := T � ker Γ1 is essentially
selfadjoint, but not selfadjoint.

Proof. Due to Lemma 2.1 we get

H2+̇ kerT = domT ( domS∗ = H2+̇ kerS∗

and hence kerT ( kerS∗. Let
(
G, Γ̂0, Γ̂1

)
be the ordinary boundary triple for S∗ from

Theorem 3.6 and define the operator B := S∗ � domB with

domB := ker Γ̂1 ⊇ ker Γ1 = domAΓ1 .

As (G, Γ̂0, Γ̂1) is an ordinary boundary triple B is a selfadjoint extension of AΓ1 . Further-
more we have kerT ⊆ ker Γ1, because domT = H2+̇ kerT and hence

u ∈ kerT =⇒ uc = 0 =⇒ Γ1u = G∗0uc = 0 =⇒ u ∈ ker Γ1,

cf. the definition of Γ1 in Theorem 3.5 for the case that k is even. Using kerT ⊆ ker Γ1 we
get

domAΓ1 = domT ∩ ker Γ1 = (H2+̇ kerT ) ∩ ker Γ1 = H2 ∩ ker Γ1+̇ kerT = domS+̇ kerT.
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3 Selfadjoint operators with singular perturbations

Analogously as above we get kerS∗ ⊆ ker Γ̂1 and hence domB = domS+̇ kerS∗ . Together
with kerT ( kerS∗ this implies

domAΓ1 = domS+̇ kerT ( domS+̇ kerS∗ = domB

and therefore AΓ1 ( B. It remains to show AΓ1 ⊇ B. For this recall that if M and N are
two closed subspaces of a Hilbert space, then the following are equivalent:

• M +N is closed and M ∩N = {0}.

• There exists ρ > 0 such that ρ
√
‖f‖2 + ‖g‖2 ≤ ‖f + g‖ for all f ∈M and g ∈ N .

With domS∗ = H2+̇ kerS∗ and A = S∗ � H2 we get in H×H the decomposition

S∗ =
{
{u, S∗u} : u ∈ domS∗

}
=
{
{uc + us, S

∗(uc + us)} : uc ∈ H2, us ∈ kerS∗
}

=
{
{uc, S∗uc}+ {us, S∗us} : uc ∈ H2, us ∈ kerS∗

}
=
{
{uc, Auc}+ {us, 0} : uc ∈ domA, us ∈ kerS∗

}
= A+̇N̂0(S∗),

where the subspace N̂0(S∗) is defined byN̂0(S∗) = {{us, 0} : us ∈ kerS∗}. Note that also
the sum above is a direct sum (in H×H) because the sum in the decomposition of domS∗

is also a direct sum (in H). Analogously we can decompose T into T = A+̇N̂0(T ). As
S∗ = A+̇N̂0(S∗) is a closed subspace of H×H there exists ρ > 0 such that

ρ

√
‖f̂‖2 + ‖ĝ‖2 ≤ ‖f̂ + ĝ‖ (3.5)

for all f̂ ∈ A and ĝ ∈ N̂0(S∗), cf. the statement mentioned above. As N̂0(T ) is a subset

of the closed set N̂0(S∗) the estimate (3.5) holds also for all ĝ ∈ N̂0(T ). It follows that

Au N̂0(T ) is closed. Hence we have

Au N̂0(T ) ⊆ Au N̂0(T ) =⇒ Au N̂0(T ) ⊆ Au N̂0(T ).

Using this we get

Au N̂0(S∗) = S∗ = T = Au N̂0(T ) ⊆ Au N̂0(T ) ⊆ Au N̂0(S∗).

In particular N̂0(S∗) = N̂0(T ) and therefore kerS∗ = kerT . Let now u ∈ domB =
domS+̇ kerS∗. Hence u = uc + us with uc ∈ domS and us ∈ kerS∗. Choose a sequence
(u

(n)
s )n ⊆ kerT with u

(n)
s

n→∞−−−→ us. Then

domAΓ1 = domS+̇ kerT 3 uc + u(n)
s

n→∞−−−→ uc + us = u,

AΓ1(uc + u(n)
s ) = Suc + 0 = Suc + S∗us = Bu.

Hence u ∈ domAΓ1 with AΓ1u = Bu. Therefore B ⊆ AΓ1 . Together with AΓ1 ( B this
implies AΓ1 6= AΓ1 = B = B∗.
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3.2 Singular perturbation with k = 1

3.2 Singular perturbation with k = 1

In this section we consider singular perturbations of the selfadjoint operator A of the form

Aϑ = A0 +Gϑ−1G∗

for the case that G maps into H−1, i.e. k = 1. The mathematical rigorous definition of
this operator is done with the generalized boundary triple from Theorem 3.5. Note that
G0 = G because k = 1 implies j = 0, cf. (3.2) on page 34. Hence the operator T from (3.3)
in Lemma 3.4 is given by

Tu := A0u−Gh, domT := {u ∈ H0 : ∃h ∈ G with A0u−Gh ∈ H0},

and the boundary maps of the generalized boundary triple (G,Γ0,Γ1) are given by

Γ0 : domT → G, u 7→ h,

Γ1 : domT → G, u 7→ G∗u.

For a symmetric linear relation ϑ in G with, e.g., 0 ∈ ρ(ϑ) the operator Aϑ is defined by

Aϑu := Tu, domAϑ := {u ∈ domT : Γu ∈ ϑ} = {u ∈ domT : {h,G∗u} ∈ ϑ}.

As ϑ−1 is an operator the “abstract boundary condition” {h,G∗u} ∈ ϑ in the definition of
domAϑ can also be written as h = ϑ−1G∗u. Hence the action of Aϑ is given by

Aϑu = Tu = A0u−Gh = A0u−Gϑ−1G∗u,

which is exactly the desired action. The advantage of definingAϑ with the help of (G,Γ0,Γ1)
is that one is now able to apply the whole machinery of generalized boundary triples to
analyze the operator Aϑ.

In the following example we will define Schrödinger operators with δ-interactions on the
boundary of a C∞-domain as singular perturbations of the Laplace operator. In order to
get the same setting as in [BLL13a] we assume that the boundary is C∞-smooth, although
much weaker assumptions are possible.

Example 3.8. Let Ω ⊆ Rd be a bounded C∞-domain with boundary Σ. Define in L2(Rd)
the selfadjoint operator

Au := (−∆ + 1)u, domA = H2(Rd).

As already mentioned in Example 3.3 the chain of Hilbert spaces induced by A coincides
with the Sobolev spaces Hs(Rd), s ∈ Z. For h ∈ L2(Σ) and ϕ ∈ H1(Rd) define(

hδΣ

)
ϕ := (h, tr1

Σ ϕ)L2(Σ).
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3 Selfadjoint operators with singular perturbations

As Σ is a manifold of codimension 1 we get with Lemma 2.21 (for ε = 1
2
) hδΣ ∈ H−1(Rd).

Moreover the operator

G : L2(Σ)→ H−1(Rd), h 7→ hδΣ,

is continuous with ‖G‖ ≤ ‖ tr1
Σ ‖, injective and satisfies ranG ∩ L2(Rd) = {0}. Hence G

satisfies all required conditions in (3.1) on page 34 for G = L2(Σ) and k = 1. The operators
S and T and the boundary maps from Lemma 3.4 and Theorem 3.5 are given by

Su = (−∆ + 1)u, domS = {u ∈ H2(Rd) : tr2
Σ u = 0},

Tu = (−∆ + 1)u− hδΣ, domT = {u ∈ L2(Rd) : ∃h ∈ L2(Σ)

with (−∆ + 1)u− hδΣ ∈ L2(Rd)},

and

Γ0 : domT → L2(Σ), u 7→ h,

Γ1 : domT → L2(Σ), u 7→ tr1
Σ u.

(3.6)

Note that Γ1 is well defined because domT ⊆ H1(Rd), cf. Lemma 3.4, and that

〈Gh, u〉H−1(Rd),H1(Rd) = 〈hδΣ, u〉H−1(Rd),H1(Rd) =

∫
Σ

h · tr1
Σ u ds = 〈h, tr1

Σ u〉L2(Σ)

holds for all u ∈ H1(Rd) and h ∈ L2(Σ), i.e. G∗u = tr1
Σ u. Hence if we assume that the

parameter ϑ is in R \ {0} (it is also possible to allow a function ϑ on Σ with ϑ−1 ∈ L∞(Σ))
the operator Aϑ is given by

Aϑu = Tu = (−∆ + 1)u− hδΣ = (−∆ + 1)u− ϑ−1 tr1
Σ u · δΣ,

domAϑ = {u ∈ domT : ϑΓ0u = Γ1u} = {u ∈ domT : ϑh = tr1
Σ u}.

In particular the action of Aϑ coincides (up to the constant +1) for ϑ = α with the one
given in (1.1) on page 7, which was our first formal definition of a Schrödinger operator
with δ-interaction of strength 1

α
on Σ.

A consequence of the next Lemma is that the operators Aϑ constructed above in Exam-
ple 3.8 coincide with those which are known in the literature as Schrödinger operators with
δ-interactions on manifolds of codimension 1.

Lemma 3.9. The generalized boundary triple (L2(Σ),Γ0,Γ1) with the boundary maps Γ0

and Γ1 from (3.6) coincides with the one given in Proposition 3.2 in [BLL13a].

Proof. Note that every u ∈ domT can be written as u = ui ⊕ ue with ui ∈ L2(Ω) and
ue ∈ L2(Ωc). Next consider the operator

T̃ u = (−∆ + 1)ui ⊕ (−∆ + 1)ui,

dom T̃ = {u = ui ⊕ ue ∈ H3/2
∆ (Ω)⊕H3/2

∆ (Ωc) : tr1
∂Ω ui = tr1

∂Ωc ue}
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3.2 Singular perturbation with k = 1

with tr1
∂Ω and tr1

∂Ωc as defined in the text before Lemma 2.25 and

H
3/2
∆ (Ω) := {ui ∈ H3/2(Ω) : ∆ui ∈ L2(Ω)} and

H
3/2
∆ (Ωc) := {ue ∈ H3/2(Ωc) : ∆ue ∈ L2(Ωc)}.

Note that tr1
∂Ω ui = tr1

∂Ωc ue implies u ∈ H1(Rd), cf. Lemma 2.25. We define now the
boundary maps Γ̃0, Γ̃1 : dom T̃ → L2(Σ) by

Γ̃0u := ∂νeue|Σ + ∂νiui|Σ and

Γ̃1u := tr1
Σ u,

where ∂νe and ∂νi denote the normal derivatives with the normal vector νe and νi pointing
outwards the domains Ωc and Ω, respectively (i.e. they point in opposite directions). Ac-
cording to Proposition 3.2 in [BLL13a] the triple (L2(Σ), Γ̃0, Γ̃1) is a generalized boundary
triple for the closure of T̃ . Hence we get with Greens identity for every ϕ ∈ H2(Rd) ⊆ ker Γ̃0

and u ∈ dom T̃

〈(−∆ + 1)u, ϕ〉H−2(Rd),H2(Rd) = 〈u, (−∆ + 1)ϕ〉L2(Rd) = 〈u, T̃ϕ〉L2(Rd)

= 〈T̃ u, ϕ〉L2(Rd) − 〈Γ̃1u, Γ̃0ϕ〉L2(Σ) + 〈Γ̃0u, Γ̃1ϕ〉L2(Σ)

= 〈T̃ u, ϕ〉L2(Rd) + 〈Γ̃0u, tr
1
Σ u〉L2(Σ)

= 〈T̃ u, ϕ〉L2(Rd) + 〈(Γ̃0u)δΣ, ϕ〉H−1(Rd),H1(Rd).

Therefore we get

〈(−∆ + 1)u− (Γ̃0u)δΣ, ϕ〉H−2(Rd),H2(Rd) = 〈T̃ u, ϕ〉H−2(Rd),H2(Rd).

As this identity holds for all ϕ ∈ H2(Rd) we get (−∆ + 1)u − (Γ̃0u)δΣ = T̃ u ∈ L2(Rd)
and u ∈ domT . Hence T̃ ⊆ T , Γ̃0 ⊆ Γ0 and Γ̃1 ⊆ Γ1. In particular we get ker T̃ ⊆ kerT .
As Γ̃0 maps ker T̃ isomorphically to L2(Σ), Γ̃0 is a restriction of Γ0 and Γ0 maps kerT
isomorphically to L2(Σ) both kernels coincide. Hence

dom T̃ = H2(Rd)u ker T̃ = H2(Rd)u kerT = domT.

Therefore T̃ = T and the triples (L2(Σ), Γ̃0, Γ̃1) and (L2(Σ),Γ0,Γ1) coincide, i.e. our
approach for δ-interactions on hypersurfaces coincides with the approach presented in
[BLL13a].

Recall that the Schrödinger operators constructed in [BLL13a] with a generalized boundary
triple can be constructed alternatively with a semi-bounded sesquilinear form, cf. Propo-
sition 3.7 in [BLL13a] for more details.

At the end of this section we will provide an explicit representation of the operator S∗

which will be used later on in Section 4.2.
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3 Selfadjoint operators with singular perturbations

Theorem 3.10. The adjoint operator of S from Example 3.8 is given by

S∗u = (−∆ + 1)u− hδΣ,

domS∗ = {u ∈ L2(Rd) : ∃h ∈ H−3/2(Σ) with (−∆ + 1)u− hδΣ ∈ L2(Rd)}

where the distribution hδΣ ∈ H−2(Rd) for h ∈ H−3/2(Σ) is given by(
hδΣ

)
(ϕ) := (h, tr2

Σ ϕ)H−3/2(Σ),H3/2(Σ). (3.7)

Proof. As k = 1 we have j = 0. Hence the space G+ defined in the proof of Theorem 3.5
and it’s dual space G− are given by

G+ = ran
(
G∗ � H2(Rd)

)
= ran

(
tr1

Σ � H
2(Rd)

)
= H3/2(Σ) and G− = H−3/2(Σ),

cf. Lemma 2.20. As G∗u = tr1
Σ u for all u ∈ H1(Rd) the operator G~ defined in Theorem 3.6

is given by G~ = tr2
Σ : H2(Rd)→ H3/2(Σ) and due to

〈(G~)∗h, ϕ〉H−2(Rd),H2(Rd) = 〈h,G~ϕ〉H−3/2(Σ),H3/2(Σ)

= 〈h, tr2
Σ ϕ〉H−3/2(Σ),H3/2(Σ) = 〈hδΣ, ϕ〉H−2(Rd),H2(Rd)

for all h ∈ H−3/2(Σ) and ϕ ∈ H2(Rd) the operator (G~)∗ : H−3/2(Σ) → H−2(Rd) satisfies
(G~)∗h = hδΣ with hδΣ defined as in (3.7). The facts that hδΣ belongs to H−2(Rd) and
that ran(G~)∗ ∩ L2(Rd) = {0} holds can be seen analogously as in Lemma 2.21:
With Lemma 2.20 we obtain for h ∈ H−3/2(Σ)∣∣(hδΣ

)
(ϕ)
∣∣ = |(h, tr2

Σ ϕ)H−3/2(Σ),H3/2(Σ)|
≤ ‖h‖H−3/2(Σ) · ‖ tr2

Σ ϕ‖H3/2(Σ) ≤ ‖h‖H−3/2(Σ) · ‖ tr2
Σ ‖ · ‖ϕ‖H2(Σ)

and hence hδΣ ∈ H−2(Rd) with ‖hδΣ‖H−2(Rd) ≤ ‖ tr2
Σ ‖ · ‖h‖H−3/2(Σ). Furthermore there

exists a sequence (ϕn)n ⊂ S (Rd) with ‖ϕn‖L2(Rd) ≤ ‖ϕn‖H1/2(Rd)
n→∞−−−→ 0 and ϕn = 1 on

Σ. Hence we get for every ψ ∈ C∞0 (Rd) and every hδΣ ∈ ran(G~)∗ ∩ L2(Rd)(
hδΣ

)
(ψ) = (h, tr2

Σ ψ)H−3/2(Σ),H3/2(Σ)

= (h, tr2
Σ ψϕn)H−3/2(Σ),H3/2(Σ) =

(
hδΣ

)
(ψϕn) = (hδΣ, ψϕn)L2(Rd)

n→∞−−−→ 0,

i.e. hδΣ = 0 and therefore h = 0. The representation of S∗ follows now with Theorem 3.6.

3.3 Singular perturbation with k = 2

If G maps into H−2 it is not possible to define a selfadjoint operator associated to

Aϑ = A0 −Gϑ−1G∗
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except for the case that the perturbation Gϑ−1G∗ is absent. The reason is that the domain
of Aϑ would be to small for selfadjointness. To see this note that k = 2 implies j = 0,
cf. (3.2). Hence G0 = G and the operator T from (3.3) in Lemma 3.4 is again given by

Tu := A0u−Gh, domT := {u ∈ H0 : ∃h ∈ G with A0u−Gh ∈ H0}.

Obviously a realization Aϑ of Aϑ in H0 has to be a restriction of T with h = ϑ−1G∗u. On
the other hand domG∗ = Hk = H2 and hence

domAϑ ⊆ H2 ∩ domT ⊆ H2.

But u ∈ H2 implies A0u ∈ H0 and hence (due to the uniqueness of h)

A0u+Gϑ−1G∗u = Aϑu = Tu = A0u = Au.

So Aϑ is either A itself or a restriction of A. In the second case Aϑ is only symmetric
because A is already selfadjoint.

A way to get nevertheless selfadjoint perturbations of A which are at least quite similar to
our original aim is to use a regularization trick. Recall that we can decompose domT into
domT = H2+̇ kerT , cf. Lemma 2.1. With the (nonorthogonal) projection P defined by

P : domT → H2, u = uc + us 7→ uc,

we modify the expression Aϑ slightly to

Ãϑ = A0 +Gϑ−1G∗P.

The boundary maps of the generalized boundary triple are given in the case k = 2 by

Γ0 : domT → G, u 7→ h,

Γ1 : domT → G, u 7→ G∗uc.

For a symmetric linear relation ϑ in G with 0 ∈ ρ(ϑ) the operator Aϑ is now defined by

Aϑu := Tu, domAϑ := {u ∈ domT : Γu ∈ ϑ} = {u ∈ domT : {h,G∗uc} ∈ ϑ}.

Hence the action of Aϑ coincides with the action of the expression Ãϑ:

Aϑu = Tu = A0u−Gh = A0u−Gϑ−1G∗uc.

An example for singular perturbations of selfadjoint operators with k = 2 are again
Schrödinger operators with δ-interactions, but now supported on manifolds of codimen-
sion 2 or 3. We will investigate this example in detail in Chapter 4.
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3 Selfadjoint operators with singular perturbations

3.4 The supersingular case k > 2

If k > 2 the task to give a meaning to the expressionAϑ = A0−Gϑ−1G∗ is more challenging.
The reason is that it is not possible to give any meaningful sense to the expression Aϑ as
an operator in the Hilbert space H0 except for the case that it is a restriction of A. Indeed,
if v := Aϑu = A0u−Gϑ−1G∗u would belong to H0 for some u ∈ H0 this would imply

ranG 3 Gϑ−1G∗u = A0u− v ∈ H−2 ⊆ H−k+1.

But G is assumed to be injective with ranG ∩H−k+1 = {0}. This means ϑ−1G∗u = 0 and
hence A0u ∈ H0 or, equivalently, u ∈ H2. Therefore every realization of Aϑ must be a
restriction of A if we are limited to the space H0.
Hence if one wants to construct a selfadjoint realization Aϑ of the expression Aϑ it is
necessary to extend the space, i.e. we consider a space which contains H0. Of course one
could consider the space H−k, but this space is much larger than necessary. Therefore we
will consider a smaller space, just large enough for our purpose. In order to do spectral
analysis this space should be chosen in such a way that ran(Aϑ − λ)−1 is contained for all
suitable λ. Inspired by the formal calculation

(Aϑ − λ)−1 = (A− λ)−1
[
A−1
ϑ − λ+Gϑ−1G∗

]
(Aϑ − λ)−1

= (A− λ)−1
[
I +Gϑ−1G∗(Aϑ − λ)−1

]
= (A− λ)−1 + (A− λ)−1Gϑ−1G∗(Aϑ − λ)−1

a possible choice might be H0 + (A− λ)−1 ranG, but this space is λ-dependent. Using

I − λjA−j = (I − λA−1)
(
I + λA−1 + . . .+ λj−1A−(j−1)

)
= (A− λ)

(
A−1 + λA−2 + . . .+ λj−1A−j

)
we can write the resolvent (A− λ)−1 as

(A− λ)−1 = (A− λ)−1
[
(A− λ)

(
A−1 + λA−2 + . . .+ λj−1A−j

)
+ λjA−j

]
=
(
A−1 + λA−2 + . . .+ λj−1A−j

)
+ λj(A− λ)−1A−j.

Hence

(Aϑ − λ)−1 = (A− λ)−1 +
(
A−1 + . . .+ λj−1A−j + λj(A− λ)−1A−j

)
Gϑ−1G∗(Aϑ − λ)−1.

Keeping in mind that ran(A− λ)−1A−jG ⊆ H−k+2j+2 ⊆ H0 we get

ran(Aϑ − λ)−1 ⊆ H0 + A−1 ranG+ . . .+ A−j ranG.

In particular the right hand side is independent of λ. For technical reasons it is better
to consider the space K̃ := H0 +

∑2j
l=1 A

−l ranG, which we will call in the following the
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3.4 The supersingular case k > 2

extension space. Note that A−lG provides an isomorphism between G and A−l ranG. Hence
the space H0 +

∑2j
l=1A

−l ranG is isomorphic to the space K := H0×Gj×Gj, which we will
call in the following the model space. In the next subsection we will equip K with an inner
product such that it becomes a Krein space and construct a boundary triple which allows
us to define a certain linear relation HΘ. Afterwards, in Subsection 3.4.2, we motivate
by an example how this linear relation HΘ can be seen as a selfadjoint realization of the
formal expression Aϑ.

3.4.1 A boundary triple in the model space K
Consider the spaces h := Gj ×Gj and K := H0× h = H0×Gj ×Gj. We write the elements
of h and K as

[
f
f ′

]
and

uf
f ′


with f, f ′ ∈ Gj and u ∈ H0, respectively. Sometimes it is more convenient to write these
elements as row vectors, e.g. as

(u; f ; f ′) = (u; f1, . . . , fj; f
′
1, . . . , f

′
j)

with u ∈ H0 and f, f ′ ∈ Gj or f1, . . . , fj, f
′
1, . . . , f

′
j ∈ G. Here a comma is used to separate

the different entries from G, whereas a semicolon is used to distinguish the entries from H0

and Gj. We equip the space h with the inner product J·, ·Kh defined by

s[
f
f ′

]
,

[
g
g′

]{
h

: =

j∑
l=1

(
〈fl, g′j−l+1〉G + 〈f ′l , gj−l+1〉G

)

=

〈
B

[
f
f ′

]
,

[
g
g′

]〉
Gj×Gj

, with B :=

 IG
...

IG

 ∈ G2j×2j,

where IG denotes the identity in G. Furthermore, we equip the space K with the inner
product J·, ·KK defined by

u

v

uf
f ′

 ,
vg
g′

}

~

K

:= 〈u, v〉H0 +

s[
f
f ′

]
,

[
g
g′

]{
h

.

In this way (h, J·, ·Kh) and (K, J·, ·KK) become Krein spaces.

Recall the definition of the operator T in equation (3.3) in Lemma 3.4 and the boundary
maps Γ0 and Γ1 from Theorem 3.5. With the help of these objects we define the linear
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3 Selfadjoint operators with singular perturbations

relation T̃ in K (i.e. a linear subspace of K ×K) by

T̃ :=



uf
g

 ,
Tuf ′
g′

 :
u ∈ domT,
f, f ′, g, g′ ∈ Gj ,

f ′l = fl+1

g′l = gl+1
for 1 ≤ l < j,

f1 = Γ1u
g′j = Γ0u

 .

Note that there are no restrictions concerning the element f ′j. Hence f ′j ∈ G is arbitrary

and therefore mul T̃ = span{(0; 0, . . . , 0, f ′j; 0, . . . , 0) : f ′j ∈ G} 6= {0}. Due to its important
role and to distinguish it from the other components we will denote the component f ′j in
the following by ϕ.
Define now the boundary mappings Γ̃0 : T̃ → G and Γ̃1 : T̃ → G by

Γ̃0

{
(u; Γ1u, f2, . . . , fj; g1, . . . , gj), (Tu; f2, . . . , fj, ϕ; g2, . . . , gj,Γ0u)

}
= g1,

Γ̃1

{
(u; Γ1u, f2, . . . , fj; g1, . . . , gj), (Tu; f2, . . . , fj, ϕ; g2, . . . , gj,Γ0u)

}
= ϕ.

As usual we define Γ̃ :=
(

Γ̃0

Γ̃1

)
: T̃ → G×G. For the next theorem we need the γ-field γ(λ) and

the Weyl function M(λ) of the generalized boundary triple (G,Γ0,Γ1) from Theorem 3.5.

Theorem 3.11. S̃ := ker Γ̃ is a closed symmetric relation in K with S̃+ = T̃ and (G, Γ̃0, Γ̃1)
is an ordinary boundary triple for S̃+. The linear relation H0 := ker Γ̃0 is selfadjoint in K,
ρ(H0) = ρ(A), σp(H0) = σp(A) and σc(H0) = σc(A). Moreover the matrix representation

(H0 − λ)−1 =



(A− λ)−1 0 · · · 0 0 γ(λ)
[
λj−1 · · · 1

]
γ(λ̄)∗

 1
...

λj−1


0 · · · 0 0

M(λ)Λλ

0

Jλ
...
00

...
0


0 · · · 0 0

0
0

Jλ
...
0


holds for all λ ∈ ρ(H0) with the matrices Jλ ∈ G(j−1)×(j−1) and Λλ ∈ Gj×j defined by

Jλ :=


1

−λ . . .
. . . . . .

−λ 1


−1

=


1

λ
. . .

...
. . . . . .

λj−2 · · · λ 1

 and Λλ :=


λj−1 · · · λ 1
λj · · · λ2 λ
...

...
...

λ2j−2 · · · λj λj−1

 .
Proof. At first we will show that S̃ := ker Γ̃ is a closed symmetric relation in K with S̃+ = T̃
and that (G, Γ̃0, Γ̃1) is an ordinary boundary triple for S̃+. According to Lemma 2.10 it
suffices to prove the following items:
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3.4 The supersingular case k > 2

(i) ran Γ̃ = G × G.

(ii) There exists λ ∈ R such that ran(H0 − λ) = K, i.e. for every V ∈ K there exist
U,U ′ ∈ K with {U,U ′} ∈ T , Γ̃0{U,U ′} = 0 and U ′ − λU = V .

(iii) For all {U,U ′}, {V, V ′} ∈ T holds

JU ′, V KK − JU, V ′KK = 〈Γ̃1{U,U ′}, Γ̃0{V, V ′}〉G − 〈Γ̃1{U,U ′}, Γ̃0{V, V ′}〉G.

Let λ ∈ ρ(A). Let V = (v;h; k) ∈ K = H0 × Gj × Gj be arbitrary. Set g1 := 0 and
g2
...
...
gj

 := Jλ


k1
...
...

kj−1

 =


1

−λ . . .
. . . . . .

−λ 1


−1 

k1
...
...

kj−1

 .

In particular we have gj =
∑j−1

r=1 λ
j−r−1kr. Moreover define

u := (A− λ)−1v + γ(λ)(kj + λgj) = (A− λ)−1v + γ(λ)

j∑
r=1

λj−rkr ∈ domT,

f1 := Γ1u = Γ1(A− λ)−1v + Γ1γ(λ)

j∑
r=1

λj−rkr = γ(λ)∗v +M(λ)

j∑
r=1

λj−rkr,
f2
...
...
fj

 := Jλ



h1
...
...

hj−1

+


λf1

0
...
0


 =


1

−λ . . .
. . . . . .

−λ 1


−1


h1
...
...

hj−1

+


λf1

0
...
0




and ϕ := hj + λfj. Hence if we set U := (u; f ; g) and

U ′ = (u′; f ′; g′) := (Tu; f2, . . . , fj, ϕ; g2, . . . , gj,Γ0u)

we obtain

{U,U ′} =
{

(u; f1, . . . , fj; g1, . . . , gj), (Tu; f2, . . . , fj, ϕ; g2, . . . , gj,Γ0u)
}
∈ T̃

according to the definition of the linear relation T̃ . Moreover we get Γ̃0{U,U ′} = g1 = 0
and

u′ − λu = (T − λ)u = (T − λ)(A− λ)−1v + (T − λ)γ(λ)(kj + λgj) = v
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because ran γ(λ) ⊆ ker(T − λ). Due to ϕ = hj + λfj we obtain further

f ′ − λf =


f2
...
fj
ϕ

+


−λf1

...

...
−λfj

 =


f2 − λf1

...
fj − λfj−1

hj

 .
As

f2 − λf1
...
...

fj − λfj−1

 =


−λf1

0
...
0

+


f2

f3 − λf2
...

fj − λfj−1



=


−λf1

0
...
0

+


1

−λ . . .
. . . . . .

−λ 1



f2
...
...
fj

 =


−λf1

0
...
0

+



h1
...
...

hj−1

+


λf1

0
...
0


 =


h1
...
...

hj−1


we conclude f ′− λf = h. Moreover we get with Γ0u = Γ0(A− λ)−1v+ Γ0γ(λ)(kj + λgj) =
kj + λgj

g′ − λg =


g2
...
gj

Γ0u

− λ

g1
...
...
gj

 =


g2 − λg1

...
gj − λgj−1

kj

 .
Due to g1 = 0 and

g2 − λg1
...
...

gj − λgj−1

 =


g2

g3 − λg2
...

gj − λgj−1

 =


1

−λ . . .
. . . . . .

−λ 1



g2

g3
...
gj

 =


k1
...
...

kj−1


we conclude g′ − λg = k. Together with u′ − λu = v and f ′ − λf = h it follows

U ′ − λU = (u′ − λu; f ′ − λf ; g′ − λg) = (v;h; k) = V.

Hence we have shown that for λ ∈ ρ(A) and V ∈ K there exists U,U ′ ∈ K with {U,U ′} ∈ T ,
Γ̃0{U,U ′} = 0 and U ′ − λU = V . As A is a selfadjoint operator semi-bounded from below
the intersection ρ(A) ∩ R is nonempty. Hence item (ii) is satisfied.
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In particular we have shown {U, V } = {U,U ′ − λU} ∈ H0 − λ, i.e. {V, U} ∈ (H0 − λ)−1.
We will show later ρ(A) = ρ(H0). Hence (H0 − λ)−1 is an operator and (H0 − λ)−1V = U
holds. Note that

U =



u
f1

f2
...
fj
g1

g2
...
gj


=



(A− λ)−1v + γ(λ)
∑j

r=1 λ
j−rkr

γ(λ)∗v +M(λ)
∑j

r=1 λ
j−rkr

Jλ



h1
...
...

hj−1

+


λf1

0
...
0




0

Jλ


k1
...
...

kj−1





. (3.8)

Due to

Jλ


λf1

0
...
0

 =


1

λ
. . .

...
. . . . . .

λj−2 · · · λ 1



λ
0
...
0

(γ(λ)∗v +M(λ)

j∑
r=1

λj−rkr

)

=


λ
...
...

λj−1


γ(λ)∗v +M(λ)

[
λj−1 · · · λ 1

]

k1
...
...
kj




=

 λ · γ(λ)∗v
...

λj−1γ(λ)∗v

+M(λ)

 λj · · · λ2 λ
...

...
...

λ2j−2 · · · λj λj−1



k1
...
...
kj
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equation (3.8) can also be written as

U =



(A− λ)−1 0 · · · 0 0 λj−1γ(λ) · · · 1 · γ(λ)

1 · γ
(
λ̄
)∗

0 · · · 0 0

M(λ)Λλ

λ · γ(λ̄)∗ 0
... Jλ

...
λj−1 · γ(λ̄)∗ 0

0 0 · · · 0 0

0
0 0
... Jλ

...
0 0





v
h1

h2
...
hj
k1

k2
...
kj


. (3.9)

Together with (H0 − λ)−1V = U equation (3.9) shows the matrix representation of the
resolvent.
To show item (i) it suffices to note that for arbitrary g1 ∈ G and ϕ ∈ G the element{

(0; 0, . . . , 0; g1, 0 . . . , 0), (0; 0, . . . , 0, ϕ; 0 . . . , 0)
}

belongs to T̃ and that

Γ̃
{

(0; 0, . . . , 0; g1, 0 . . . , 0), (0; 0, . . . , 0, ϕ; 0 . . . , 0)
}

=

[
g1

ϕ

]
.

To show item (iii) let {U,U ′}, {V, V ′} ∈ T be arbitrary. Then

JU ′, V KK =
q(
Tu; f2, . . . , fj, ϕ; g2, . . . , gj,Γ0u

)
,
(
v; Γ1v, h2, . . . , hj; k1, . . . , kj

)y
K

= 〈Tu, v〉H0 + 〈f2, kj〉G + . . .+ 〈fj, k2〉G + 〈ϕ, k1〉G
+ 〈g2, hj〉G + . . .+ 〈gj, h2〉G + 〈Γ0u,Γ1v〉G

= 〈Tu, v〉H0 + 〈Γ0u,Γ1v〉G + 〈ϕ, k1〉G
+ 〈f2, kj〉G + . . .+ 〈fj, k2〉G + 〈g2, hj〉G + . . .+ 〈gj, h2〉G

and analogously

JU, V ′KK =
q(
u; Γ1u, f2, . . . , fj; g1, . . . , gj

)
,
(
Tv;h2, . . . , hj, ψ; k2, . . . , kj,Γ0v

)y
K

= 〈u, Tv〉H0 + 〈Γ1u,Γ0v〉G + 〈f2, kj〉G + . . .+ 〈fj, k2〉G
+ 〈g1, ψ〉G + 〈g2, hj〉G + . . .+ 〈gj, h2〉G

= 〈u, Tv〉H0 + 〈Γ1u,Γ0v〉G + 〈g1, ψ〉G
+ 〈f2, kj〉G + . . .+ 〈fj, k2〉G + 〈g2, hj〉G + . . .+ 〈gj, h2〉G.

Using Green’s identity for the triple (G,Γ0,Γ1) and the definition of Γ̃0 and Γ̃1 we get

JU ′, V KK − JU, V ′KK
= 〈Tu, v〉H0 + 〈Γ0u,Γ1v〉G + 〈ϕ, k1〉G − 〈u, Tv〉H0 − 〈Γ1u,Γ0v〉G − 〈g1, ψ〉G
= 〈ϕ, k1〉G − 〈g1, ψ〉G = 〈Γ̃1{U,U ′}, Γ̃0{V, V ′}〉G − 〈Γ̃0{U,U ′}, Γ̃1{V, V ′}〉G.
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As (i), (ii) and (iii) are satisfied we know due to Lemma 2.10 that S̃ := ker Γ̃ is a closed
symmetric relation in K with S̃+ = T̃ and that (G, Γ̃0, Γ̃1) is an ordinary boundary triple
for S̃+. Hence it follows immediately that H0 := ker Γ̃0 is a selfadjoint linear relation in K,
cf. for example Proposition 2.1 in [Der99] (see also the text before Theorem 2.8).
Next we compare the spectra of A and H0. At first let λ ∈ σp(A) and let u be a corre-
sponding eigenvector. In particular u ∈ domA = ker Γ0. According to the definition of T̃
and Γ̃0 we get{

(u; Γ1u, λΓ1u, . . . , λ
j−1Γ1u; 0, . . . , 0), (Tu;λΓ1u, . . . , λ

jΓ1u; 0, . . . , 0,Γ0u)
}
∈ ker Γ̃0 = H0.

Due to u ∈ domA = ker Γ0 and Au = λu we get

Tu
λΓ1u

...
λj−1Γ1u
λjΓ1u

0
...
0

Γ0u


=



Au
λ · Γ1u

...
λ · λj−2Γ1u
λ · λj−1Γ1u

0
...
0
0


= λ



u
Γ1u

...
λj−2Γ1u
λj−1Γ1u

0
...
0
0


,

i.e. 0 6= (u; Γ1u, λΓ1u, . . . , λ
j−1Γ1u; 0, . . . , 0) ∈ ker(H0 − λ) and therefore λ ∈ σp(H0). On

the other hand, if λ ∈ σp(H0) there exists (u; f ; g) ∈ K \ {0} with (u; f ; g) ∈ ker(H0 − λ).
Therefore u ∈ domT , g1 = 0 and 

Tu
f2
...
fj
ϕ
g2
...
gj

Γ0u


= λ



u
Γ1u
f2
...
fj
0
g2
...
gj


.

Hence Γ0u = λgj = λ2gj−1 = λj−1g2 = λj · 0 = 0, i.e. u ∈ domA and therefore Au = Tu =
λu, i.e. u ∈ ker(A− λ). Note that u = 0 would imply f2 = λΓ1u = 0, hence f3 = λf2 = 0
etc. such that we would finaly get (u; f ; g) = 0, which is a contradiction. Hence u is an
eigenvector of A, i.e. λ ∈ σp(A). Therefore

σp(A) = σp(H0). (3.10)
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3 Selfadjoint operators with singular perturbations

In item (i) we have shown that ran(H0 − λ) = K holds for all λ ∈ ρ(A). Moreover for
all λ ∈ ρ(A) holds ker(H0 − λ) = {0}, cf. (3.10). Hence (H0 − λ)−1 is a closed operator
defined on the whole space K and the closed graph theorem implies (H0 − λ)−1 ∈ L(K),
i.e. λ ∈ ρ(H0). As this is true for all λ ∈ ρ(A) we conclude

ρ(A) ⊆ ρ(H0).

If λ ∈ ρ(H0) then (H0 − λ)−1 ∈ L(K) and ran(H0 − λ) = K. Hence for a given v ∈ H0

exists {U,U ′} ∈ H0 such that U ′−λU = (v; 0; 0), i.e. there exist f2, . . . , fj, ϕ, g2, . . . , gj ∈ G
and u ∈ domT with 

Tu
f2
...
fj
ϕ
g2
...
gj

Γ0u


− λ



u
Γ1u
f2
...
fj
0
g2
...
gj


=



v
0
0
...
0
0
0
...
0


.

Hence Γ0u = λgj = λ2gj−1 = λj−1g2 = λj · 0 = 0, i.e. u ∈ domA and therefore (A− λ)u =
(T−λ)u = v. As v ∈ H0 was arbitrary we get ran(A−λ) = H0. Moreover ker(A−λ) = {0},
cf. (3.10), and (A − λ)−1 is closed. Hence (A − λ)−1 ∈ L(K) and therefore λ ∈ ρ(A). As
this is true for all λ ∈ ρ(H0) we conclude ρ(H0) ⊆ ρ(A) and hence

ρ(A) = ρ(H0). (3.11)

If λ ∈ σc(A) we conclude from (3.11) and (3.10) that λ ∈ σ(H0) \ σp(H0). Furthermore
we know λ ∈ R because A is selfadjoint in the Hilbertspace H0. If λ ∈ σr(H0) then
ran(H0 − λ) 6= K and hence (ran(H0 − λ))⊥ 6= {0}, where ⊥ denotes the orthogonal
complement with respect to the Hilbert space structure of K. Moreover, we have

{0} = ker(H0 − λ) = ker(H+
0 − λ) = ker(H0 − λ)+

= ker
(
J (H0 − λ)∗J

)
= ker(H0 − λ)∗ =

(
ran(H0 − λ)

)⊥ 6= {0},
where (H0−λ)∗ denotes the Hilbert space adjoint of H0−λ and J a fundamental symmetry
of K. Obviously, this is a contradiction and hence λ /∈ σr(H0). Therefore λ ∈ σc(H0) and
hence σc(A) ⊆ σc(H0). As C = ρ(A) ∪̇ σp(A) ∪̇ σc(A) we conclude with (3.11) and (3.10)

σc(A) = σc(H0).

In the next theorem we investigate the connection between the γ-fields and Weyl functions
of (G, Γ̃0, Γ̃1) and (G,Γ0,Γ1).
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Theorem 3.12. The γ-field of the ordinary boundary triple (G, Γ̃0, Γ̃1) for S̃+ is given by

γ̃ : ρ(H0) → L(G,K),

λ 7→ γ̃(λ),
with γ̃(λ)g1 =



λjγ(λ)g1

λjM(λ)g1
...

λ2j−1M(λ)g1

g1
...

λj−1g1


, g1 ∈ G.

For each λ ∈ ρ(H0) the Krein space adjoint γ̃(λ)+ ∈ L(K,G) of γ̃(λ) satisfies

γ̃(λ)+(v;h; k) = λ
j
γ(λ)∗v +

(
j∑
l=1

λ
j−l
hl

)
+ λ

j
M(λ)∗

(
j∑
l=1

λ
j−l
kl

)

for all (v;h; k) ∈ K. Moreover the corresponding Weyl function M̃ : ρ(H0)→ L(G) satisfies
M̃(λ) = λ2jM(λ) for all λ ∈ ρ(H0).

Proof. Recall γ̃(λ) = π1(Γ̃0 � N̂λ)−1 with N̂λ = {{U, λU} : U ∈ ker(S̃+−λ)} for λ ∈ ρ(H0).
Note that U ∈ ker(S̃+ − λ) implies {U, λU} ∈ S̃+ = T̃ and hence

(λu;λΓ1u, λf2, . . . , λfj;λg1, . . . , λgj) = λU = U ′ = (Tu; f2, . . . , fj, ϕ; g2, . . . , gj,Γ0u).

In particular we have λg1 = g2, . . . , λgj−1 = gj, λgj = Γ0u and hence Γ0u = λjg1.
Moreover we have λΓ1u = f2, . . . , λfj−1 = fj. Furthermore u ∈ ker(T − λ) and hence
Γ1u = M(λ)Γ0u = λjM(λ)g1. Due to Γ̃0{U, λU} = g1 we get therefore

γ̃(λ)g1 = π1{U, λU} = U =



u
Γ1u
f2
...
fj
g1
...

gj−1

gj


=



u
Γ1u
λΓ1u

...
λj−1Γ1u

g1

λg1
...

λj−1g1


=



u
λjM(λ)g1

λj+1M(λ)g1
...

λ2j−1M(λ)g1

g1

λg1
...

λj−1g1


.

Due to M̃(λ) = Γ̃1(Γ̃0 � N̂λ)−1 we observe analogously

M̃(λ)g1 = Γ̃1{U, λU} = ϕ = λfj = λ · λ2j−1M(λ)g1 = λ2jM(λ)g1

for all g1 ∈ G.
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3 Selfadjoint operators with singular perturbations

To show the representation of γ̃(λ)+ let g1 ∈ G and (v;h; k) ∈ K be arbitrary. Hence

Jg1, γ̃(λ)+(v;h; k)KG = Jγ̃(λ)g1, (v;h; k)KK =

u

wwwwwwwww
v



λjγ(λ)g1

λjM(λ)g1
...

λ2j−1M(λ)g1

g1
...

λj−1g1


,



v
h1
...
hj
k1
...
kj



}

���������
~

K

= 〈λjγ(λ)g1, v〉H0 + 〈λjM(λ)g1, kj〉G + . . .+ 〈λ2j−1M(λ)g1, k1〉G
+ 〈g1, hj〉G + . . .+ 〈λj−1g1, h1〉G

= 〈g1, λ
j
γ(λ)∗v〉G + 〈g1, λ

j
M(λ)∗kj〉G + . . .+ 〈g1, λ

2j−1
M(λ)∗k1〉G

+ 〈g1, hj〉G + . . .+ 〈g1, λ
j−1
h1〉G

=

〈
g1, λ

j
γ(λ)∗v +

(
j∑
l=1

λ
j−l
hl

)
+ λ

j
M(λ)∗

(
j∑
l=1

λ
j−l
kl

)〉
G

.

As g1 ∈ G and (v;h; k) ∈ K are arbitrary the desired representation of γ̃(λ)+ follows.

As in Lemma 3.7 we define for the following theorem the operator AΓ1 := T � ker Γ1.

Theorem 3.13. Let Θ be a closed linear relation in G × G, λ ∈ ρ(A) = ρ(H0) such that
0 ∈ ρ[Θ − M̃(λ)] and let HΘ := {{U,U ′} ∈ S+ : {Γ̃0{U,U ′}, Γ̃1{U,U ′}} ∈ Θ}. Then
λ ∈ ρ(HΘ) and

(HΘ − λ)−1 = (H0 − λ)−1 + γ̃(λ)
[
Θ− M̃(λ)

]−1
γ̃(λ)+. (3.12)

Furthermore, if we define the operators

PH0 : K → H0, (u; f ; g) 7→ u and EH0 : H0 → K, v 7→ (v; 0; 0),

we get the formula

PH0(HΘ − λ)−1EH0 = (A− λ)−1 + λ2jγ(λ)
[
Θ− λ2jM(λ)

]−1
γ(λ)∗. (3.13)

In particular PH0H−1
Θ EH0 = A−1. Moreover the identity PH0HΘEH0 = AΓ1 holds.

Proof. From Theorem 2.8 and Remark 2.9 we observe λ ∈ ρ(HΘ) and the formula (3.12).
From the matrix representation in Theorem 3.11 we know PH0(HΘ−λ)−1EH0 = (A−λ)−1.
Furtermore we observe from the representations in Theorem 3.12 the identities PH0 γ̃(λ) =
λjγ(λ) and γ̃(λ)+EH0 = λjγ(λ)∗ as well as M̃(λ) = λ2jM(λ). Hence (3.12) implies

PH0(HΘ − λ)−1EH0 = PH0(H0 − λ)−1EH0 + PH0 γ̃(λ)
[
Θ− M̃(λ)

]−1

γ̃(λ)+EH0

= (A− λ)−1 + λjγ(λ)
[
Θ− λ2jM(λ)

]−1

λjγ(λ)∗,
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which yields (3.13). For the special case λ = 0 we get PH0H−1
Θ EH0 = A−1. To show the

last statement note that the linear relation HΘ is given by

HΘ =
{
{U,U ′} ∈ S+ :

{
Γ̃0{U,U ′}, Γ̃1{U,U ′}

}
∈ Θ

}
=

{[
(u; Γ1u, f2, . . . , fj; g1, . . . , gj)

(Tu; f2, . . . , fj, ϕ; g2, . . . , gj,Γ0u)

]
: u ∈ domT, {g1, ϕ} ∈ Θ

}
. (3.14)

Written as a linear relation the operator EH0 has the representation

EH0 =
{(
v, (v; 0; 0)

)
: v ∈ H0

}
. (3.15)

According to the definition of multiplication of linear relations (3.14) and (3.15) imply

HΘEH0 =

{{
u, (Tu; f2, . . . , fj, ϕ; g2, . . . , gj,Γ0u)

}
:

(u, 0, 0) = (u; Γ1u, f2, . . . , fj; g1, . . . , gj), u ∈ domT, {g1, ϕ} ∈ Θ

}
=

{{
u, (Tu; 0, . . . , 0, ϕ; 0, . . . , 0,Γ0u)

}
: u ∈ domT,Γ1u = 0, {0, ϕ} ∈ Θ

}
.

Note that u ∈ domT and Γ1u = 0 implies u ∈ domAΓ1 . Hence we get

PH0HΘEH0 =
{
{u, Tu} : u ∈ domT,Γ1u = 0

}
= T � ker Γ1 = AΓ1 .

As a corollary of the previous theorem we get the following observation about Schatten-von
Neumann classes.

Corollary 3.14. Let Θ be a closed linear relation in G × G, λ ∈ ρ(A) = ρ(H0) such that
0 ∈ ρ[Θ−M̃(λ)] and let HΘ := {{U,U ′} ∈ S+ : {Γ̃0{U,U ′}, Γ̃1{U,U ′}} ∈ Θ}. Furthermore
assume that G∗ : Hk → G is a compact operator in Sp(Hk,G) for some p > 0. Then

PH0(HΘ − λ)−1EH0 − (A− λ)−1 ∈ S p
2
(H).

Proof. With equation (3.13) from Theorem 3.13 we observe

PH0(HΘ − λ)−1EH0 = (A− λ)−1 + λ2jγ(λ)
[
Θ− λ2jM(λ)

]−1
γ(λ)∗.

Note that ran(A− λ)−1 = H2 because λ ∈ ρ(A). Hence we get with Lemma 2.6

γ(λ)∗ = Γ1(A− λ)−1 = G∗0(A− λ)−1 = G∗A−jk−2j+2(A− λ)−1.

As A−jk−2j+2(A−λ)−1 : H0 → H2j+2 ⊆ Hk is continuous and G∗ ∈ Sp(Hk,G) we get γ(λ)∗ ∈
S p

2
(H0,G), cf. Corollary 2.2 in Chapter II of [GK69]. This implies γ(λ) ∈ S p

2
(G,H0). As[

Θ− λ2jM(λ)
]−1

=
[
Θ− M̃(λ)

]−1 ∈ L(G)

because 0 ∈ ρ[Θ− M̃(λ)] we observe again with Corollary 2.2 in Chapter II of [GK69]

λ2jγ(λ)
[
Θ− λ2jM(λ)

]−1
γ(λ)∗ ∈ S p

2
(H).

From this the claimed result follows.
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3 Selfadjoint operators with singular perturbations

3.4.2 Connection of the model space K with the extension space

We have already motivated at the beginning of Section 3.4 that K̃ = H0 +
∑2j

l=1 A
−l ranG

would be a suitable space for an operator associated to the formal expression Aϑ. In this
subsection we motivate how an inner product on this space should be defined and how
the linear relation HΘ corresponds to Aϑ. In order to avoid extensive calculations we just
consider here the case k = 3, the other cases are similar, but more technical.
At first we note that k = 3 implies j = 1, hence the extension space K̃ is given by

K̃ = H3 + A−1 ranG+ A−2 ranG.

Let u+A−1Gf +A−2Gg and v+A−1Gh+A−2Gk two elements in K̃. Assume that J·, ·KK̃
is an inner product on K̃ which is compatible with the scalar product 〈·, ·〉H0 and the dual
pairings 〈·, ·〉H−1,H1 and 〈·, ·〉H−2,H2 . Then

Ju+ A−1Gf + A−2Gg, v + A−1Gh+ A−2GkKK̃
= Ju, vKK̃ + Ju,A−1GhKK̃ + Ju,A−2GkKK̃
+ JA−1Gf, vKK̃ + JA−1Gf,A−1GhKK̃ + JA−1Gf,A−2GkKK̃
+ JA−2Gg, vKK̃ + JA−2Gg,A−1GhKK̃ + JA−2Gg,A−2GkKK̃
= 〈u, v〉H0 + 〈u,A−1Gh〉H1,H−1 + 〈u,A−2Gk〉H0

+ 〈A−1Gf, v〉H−1,H1 + JA−1Gf,A−1GhKK̃ + 〈A−1Gf,A−2Gk〉H−1,H1

+ 〈A−2Gg, v〉H0 + 〈A−2Gg,A−1Gh〉H1,H−1 + 〈A−2Gg,A−2Gk〉H0 .

Note that there is no chance to give a meaning to JA−1Gf,A−1GhKK̃ such that it is compat-
ible with 〈·, ·〉H0 and the corresponding dual pairings because A−1Gf and A−1Gh belong
both to H−1 \ H0 for f, h 6= 0. Hence we get with the adjoint G∗ : H3 → G of G

Ju+ A−1Gf + A−2Gg, v + A−1Gh+ A−2GkKK̃
= 〈u, v〉H0 + 〈G∗A−1u, h〉G + 〈G∗A−2u, k〉G
+ 〈f,G∗A−1v〉G + 0 + 〈G∗A−3Gf, k〉G
+ 〈g,G∗A−2v〉G + 〈g,G∗A−3Gh〉G + 〈A−2Gg,A−2Gk〉H0 .

Regrouping the equation above we get

Ju+ A−1Gf + A−2Gg, v + A−1Gh+ A−2GkKK̃
= 〈u, v〉H0 + 〈G∗A−1u, h〉G +〈f,G∗A−1v〉G (3.16)

+ 〈G∗A−2u, k〉G +〈g,G∗A−2v〉G
+ 〈G∗A−3Gf, k〉G +〈g,G∗A−3Gh〉G + 〈A−2Gg,A−2Gk〉H0 ,

which we will use as our definition for J·, ·KK̃.
We observe

Aϑ
(
u+ A−1Gf + A−2Gg

)
= (A−Gϑ−1G∗)

(
u+ A−1Gf + A−2Gg

)
= Au+Gf + A−1Gg −Gϑ−1G∗u−Gϑ−1G∗

(
A−1Gf + A−2Gg

)
= Au+ A−1Gg +G

(
f − ϑ−1G∗u

)
−Gϑ−1G∗

(
A−1Gf + A−2Gg

)
.
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Note that due to domG∗ = H3 it is not possible to give a reasonable meaning to the last
summand Gϑ−1G∗(A−1Gf + A−2Gg). Therefore we will ignore it in this consideration.
Due to ranG ⊆ H−3 and ranG ∩ H−2 = {0} the expression G(f − ϑ−1G∗u) just belongs
to K̃ if f = ϑ−1G∗u. Hence

{u+ A−1Gf + A−2Gg ∈ K̃ : f = ϑ−1G∗u} ⊆ domAϑ

and

Aϑ(u+ A−1Gf + A−2Gg) = Au+ A−1Gg.

Lemma 3.15. The operator V : K̃ → K defined by

u+ A−1Gf + A−2Gg 7→

 u+ A−2Gg
G∗A−1u+G∗A−3Gg

f

 =

 u+ A−2Gg
G∗0(u+ A−2Gg)

f


is isometric. Moreover, if ϑ is a closed operator in G with 0 ∈ ρ(ϑ) and Hϑ−1 is defined as
in Theorem 3.13, then V −1Hϑ−1V x = Aϑx holds for all x ∈ K̃ ∩ domAϑ.

Proof. Let x = u+ A−1Gf + A−2Gg and y = v + A−1Gh+ A−2Gk be two elements in K̃.

JV x, V yKK =

u

v

 u+ A−2Gg
G∗0(u+ A−2Gg)

f

 ,
 v + A−2Gk
G∗0(v + A−2Gk)

h

}

~

K

= 〈u+ A−2Gg, v + A−2Gk〉H0 +

s[
G∗0(u+ A−2Gg)

f

]
,

[
G∗0(v + A−2Gk)

h

]{
h

= 〈u+ A−2Gg, v + A−2Gk〉H0 +

〈[
f

G∗0(u+ A−2Gg)

]
,

[
G∗0(v + A−2Gk)

h

]〉
G×G

.

Using G∗0 = G∗A−1 and the definition of J·, ·KK̃ in 3.16 we get

JV x, V yKK = 〈u, v〉H0 + 〈u,A−2Gk〉H0 + 〈A−2Gg, v〉H0 + 〈A−2Gg,A−2Gk〉H0

+ 〈f,G∗A−1v〉G + 〈f,G∗A−3Gk〉G + 〈G∗A−1u, h〉G + 〈G∗A−3Gg, h〉G = Jx, yKK̃.

This shows that V : K̃ → K is an isometric operator. To show the second statement let
x := u+ A−1Gf + A−2Gg ∈ K̃ with f = ϑ−1G∗u. Note that u+ A−2Gg ∈ H1 and

A0(u+ A−2Gg)−G0g = A0u+ A−1Gg − A−1Gg = A0u ∈ H0.

This means u+ A−2Gg ∈ domT , T (u+ A−2Gg) = A0u and Γ0(u+ A−2Gg) = g. Hence

V x =

 u+ A−2Gg
G∗0(u+ A−2Gg)

f

 =

 u+ A−2Gg
Γ1(u+ A−2Gg)

ϑ−1G∗u

 ∈ domHϑ−1
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3 Selfadjoint operators with singular perturbations

and therefore

Hϑ−1V x = Hϑ−1

 u+ A−2Gg
Γ1(u+ A−2Gg)

ϑ−1G∗u

 =

T (u+ A−2Gg)
G∗u

Γ0(u+ A−2Gg)

 =

A0u
G∗u
g

 .
Hence

V −1Hϑ−1V x = V −1

A0u
G∗u
g

 = V −1

 A0u+ A−2G0
G∗A−1A0u+ A−3G0

g


= A0u+ A−1Gf + A−2G0 = A0u+ A−1Gf = Aϑx.

3.4.3 An example for supersingular perturbations

Let Σ ⊂ Rd be a C∞-manifold of codimension 4. As in Example 3.8 define in L2(Rd) the
selfadjoint operator

Au := (−∆ + 1)u, domA = H2(Rd).

For h ∈ L2(Σ) define hδΣ via(
hδΣ

)
(ϕ) := (h, tr3

Σ ϕ)L2(Σ), ϕ ∈ H3(Rd).

According to Lemma 2.21 (with ε = 1) the distribution hδΣ belongs to H−3(Rd) and

G : L2(Σ)→ H−3(Rd), h 7→ hδΣ,

is a bounded, injective operator which satisfies ranG ∩ H−2(Rd) = {0}. In particular G
satisfies all conditions required in (3.1) on page 34 for k = 3. Hence the index j from (3.2)
is given by j = 1 and

G0 := A−1
−1G = (−∆ + 1)−1G

is a continuous operator from L2(Σ) to H−1(Rd). Note that the operator G∗0 : H1(Rd) →
L2(Σ) is given by G∗0u = tr3

Σ(−∆ + 1)−1u because

〈h,G∗0u〉L2(Σ) = 〈G0h, u〉H−1(Rd),H1(Rd) = 〈(−∆ + 1)−1Gh, u〉H−1(Rd),H1(Rd)

= 〈Gh, (−∆ + 1)−1u〉H−3(Rd),H3(Rd) = 〈h, tr3
Σ(−∆ + 1)−1u〉L2(Σ)

holds for all u ∈ H1(Rd) and all h ∈ L2(Σ). Hence the operators S and T defined in
Lemma 3.4 are given by

Su = (−∆ + 1)u, domS = {u ∈ H2(Rd) : tr3
Σ(−∆ + 1)−1u = 0}
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and

Tu = (−∆ + 1)u− (−∆ + 1)−1hδΣ

domT = {u ∈ L2(Rd) : ∃h ∈ L2(Σ) with (−∆ + 1)u− (−∆ + 1)−1hδΣ ∈ L2(Rd)}

The corresponding generalized boundary triple from Theorem 3.5 is (L2(Σ),Γ0,Γ1) with

Γ0 : domT → L2(Σ), u 7→ h,

Γ1 : domT → L2(Σ), u 7→ tr3
Σ(−∆ + 1)−1u.

(3.17)

The model space K is hence given by K := L2(Rd)×L2(Σ)×L2(Σ) and equipped with the
inner product

u

v

uf
f ′

 ,
vg
g′

}

~

K

:= 〈u, v〉L2(Rd) + 〈f, g′〉L2(Σ) + 〈f ′, g〉L2(Σ).

The linear relation T̃ in K is given by

T̃ =



 u

Γ1u
g

 ,
Tuf ′

Γ0u

 :
u ∈ domT,
f ′, g ∈ L2(Σ)


=



 u

tr3
Σ(−∆ + 1)−1u

g

 ,
(−∆ + 1)u− (−∆ + 1)−1hδΣ

ϕ
h

 :

u ∈ L2(Rd) : ∃h ∈ L2(Σ) with
(−∆ + 1)u− (−∆ + 1)−1hδΣ ∈ L2(Rd),
ϕ, g ∈ L2(Σ)


and the boundary maps Γ̃ :=

(
Γ̃0

Γ̃1

)
are given by

Γ̃


 u

tr3
Σ(−∆ + 1)−1u

g

 ,
(−∆ + 1)u− (−∆ + 1)−1hδΣ

ϕ
h

 =

[
g
ϕ

]
.

According to Theorem 3.11 the linear relation

H0 = ker Γ̃0 =



 u

tr3
Σ(−∆ + 1)−1u

g

 ,
(−∆ + 1)u− (−∆ + 1)−1hδΣ

ϕ
h

 :

u ∈ L2(Rd) : ∃h ∈ L2(Σ) with
(−∆ + 1)u− (−∆ + 1)−1hδΣ ∈ L2(Rd),
ϕ, g ∈ L2(Σ)
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3 Selfadjoint operators with singular perturbations

is selfadjoint and its spectrum is given by σ(H0) = σc(H0) = [1,∞[. Moreover, with the
γ-field γ and the Weyl function M of the generalized boundary triple (L2(Σ),Γ0,Γ1) in
(3.17) the resolvent of H0 can be written as

(H0 − λ)−1 =

 (A− λ)−1 0 γ(λ)

γ(λ̄)∗ 0 M(λ)

0 0 0

 , λ ∈ C \ [1,∞[,

The Weyl function M̃ of (L2(Σ), Γ̃0, Γ̃1) satisfies M̃(λ) = λ2M(λ) for all λ ∈ C\ [1,∞[ and
the γ-field γ̃ is given by

γ̃(λ)g =

 λγ(λ)g

λM(λ)g

g

 , g ∈ L2(Σ), λ ∈ C \ [1,∞[.

Its adjoint is given by

γ̃(λ)+(v;h; k) = λγ(λ)∗v + h+ λM(λ)∗k

for (v;h; k) ∈ K = L2(Rd)× L2(Σ)× L2(Σ) and λ ∈ C \ [1,∞[.

Analogously as in Corollary 3.14 we can also obtain a Schatten-von Neumann estimate:
Let Θ be a closed linear relation in L2(Σ) and λ ∈ C \ [1,∞[ with 0 ∈ ρ[Θ− M̃(λ)]. With
Lemma 2.6 we obtain γ(λ)∗ ∈ L(L2(Rd), L2(Σ)) and

γ(λ)∗ = Γ1(A− λ)−1 = tr3
Σ(−∆ + 1)−1(−∆ + 1− λ)−1.

In particular ran γ(λ)∗ ⊆ ran tr3
Σ = H1(Σ), cf. Lemma 2.20. As we have assumed that

Σ is a compact C∞-manifold of codimension 4 it follows γ(λ)∗ ∈ Sq(L
2(Rd), L2(Σ)) for

q > d − 4, cf. Lemma 2.23. Hence it follows with Corollary 2.2 in Chapter II of [GK69]
and with equation (3.13) from Theorem 3.13

PH0(HΘ − λ)−1EH0 − (A− λ)−1 = λ2jγ(λ)
[
Θ− λ2jM(λ)

]−1
γ(λ)∗ ∈ Sp

(
L2(Rd)

)
for p := q

2
> d−4

2
.
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4 Schrödinger operators with
δ-interactions on manifolds of
codimension 2

The aim of this chapter is to apply the approaches from Chapter 3 to describe and in-
vestigate Schrödinger operators with δ-interactions supported on compact C2-manifolds of
codimension 2 without boundary. Therefore we construct in the first section a general-
ized boundary triple which is a special case of the one from Theorem 3.5. Moreover we
show some properties of the corresponding γ-field and Weyl function. In Section 4.2 we
investigate the operators AΘ which are parametrized with the generalized boundary triple
from Section 4.1 by linear relations in L2(Σ). Moreover we show that these operators can
also be understood as Schrödinger operators with δ-interactions of singular strength on a
manifold of codimension 1.

A natural question which appears here is how the parameter Θ has to be chosen such
that the operator AΘ coincides with a Schrödinger operator with δ-interaction of a given
strength. For this we have to introduce the concept of the generalized trace which allows
us to define trΣ u also for functions u ∈ L2(Rd) which are not smooth enough to define
their trace in the classical sense. This is done in Section 4.3. Moreover we define in this
section the Schrödinger operator −∆Σ,α with δ-interaction of strength 1

α
supported on Σ

and provide a Schatten–von Neumann property for the resolvent difference with the free
Laplacian. In Section 4.4 we consider the special case of a closed curve in R3. A deeper
analysis of the objects from Section 4.3 for this case allows us to improve the Schatten–von
Neumann property. Moreover we provide estimates on the number of negative eigenvalues
of −∆Σ,α and an isoperimetric inequality for the principal eigenvalues.

Throughout the whole chapter Σ is a compact C2-manifolds of codimension 2 without
boundary (in particular H−s(Σ) is the dual space of Hs(Σ)). If necessary, further restric-
tions on Σ are made before the corresponding statements or sections. Recall that the trace
operator tr2

Σ : H2(Rd)→ H1(Σ) is continuous and bijective, cf. Lemma 2.20.

4.1 The generalized boundary triple

In this section we construct a generalized boundary triple which is a special case of the
one in Theorem 3.5. For this we have to chose at first suitable candidats for the objects
H0, A, G and G appearing in Section 3.1. As in Example 3.8 we set H0 := L2(Rd) and
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4 Schrödinger operators with δ-interactions on manifolds of codimension 2

consider the selfadjoint operator A in L2(Rd) given by by

Au := (−∆ + 1)u, domA := H2(Rd).

Obviously A ≥ 1 and the chain of Hilbert spaces induced by A coincides with the Sobolev
spaces Hs(Rd), s ∈ Z, cf. Example 3.3. Moreover, if we interpret ∆ as distributional
derivatives, we have

〈(−∆ + 1)u, v〉H−s−2(Rd),Hs+2(Rd) = 〈u, (−∆ + 1)v〉H−s(Rd),Hs(Rd)

for all s ∈ Z, u ∈ H−s(Rd) and v ∈ Hs+2(Rd). Hence the operators A−s for s ∈ N0 are
given by

A−s : H−s(Rd)→ H−s−2(Rd), u 7→ (−∆ + 1)u.

Furthermore, we set G := L2(Σ) and define for h ∈ H−1(Σ) the distribution hδΣ via

(hδΣ, ϕ)H−2(Rd),H2(Rd) := (h, tr2
Σ ϕ)H−1(Σ),H1(Σ), ϕ ∈ H2(Rd).

In particular for h ∈ L2(Σ) we get

(hδΣ, ϕ)H−2(Rd),H2(Rd) = (h, tr2
Σ ϕ)H−1(Σ),H1(Σ) = (h, tr2

Σ ϕ)L2(Σ), ϕ ∈ H2(Rd),

Lemma 4.1. The operator

G : L2(Σ)→ H−2(Rd), h 7→ hδΣ,

is a bounded, injective operator and satisfies ranG∩H−1(Rd) = {0}. The adjoint operator
G∗ : H2(Rd) → L2(Σ) is given by G∗u = tr2

Σ u and ran(G∗ � H2(Rd)) = H1(Σ). If we
denote by G~ the operator

G~ : H2(Rd)→ H1(Σ), u 7→ G∗u,

then the adjoint of G~ is given by

(G~)∗ : H−1(Σ)→ H−2(Rd), h 7→ hδΣ,

and satisfies ran(G~)∗ ∩H−1(Rd) = {0}. In particular Gh = (G~)∗h for all h ∈ L2(Σ).

Proof. The fact that G is a bounded, injective operator from L2(Σ) to H−2(Rd) with
ranG ∩ H−1(Rd) = {0} follows from Lemma 2.21 with ε = 1. Furtermore, we get for
arbitrary h ∈ L2(Σ) and u ∈ H2(Rd)

〈h,G∗u〉L2(Σ) = 〈Gh, u〉H−2(Rd),H2(Rd) = 〈h, tr2
Σ u〉L2(Σ),

from which we conclude G∗u = tr2
Σ u. Hence we observe for the space G+ defined in the

proof of Theorem 3.5

G+ := ran(G∗� H2(Rd)) = tr2
ΣH

2(Rd) = H1(Σ).
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4.1 The generalized boundary triple

Moreover we have for all h ∈ H−1(Σ) and all u ∈ H2(Rd)

〈(G~)∗h, u〉H−2(Rd),H2(Rd) = 〈h,G~u〉H−1(Σ),H1(Σ)

= 〈h,G∗u〉H−1(Σ),H1(Σ)

= 〈h, tr2
Σ u〉H−1(Σ),H1(Σ) = 〈hδΣ, u〉H−2(Rd),H2(Rd)

and hence (G~)∗h = hδΣ. To prove ran(G~)∗ ∩ H−1(Rd) = {0} let h ∈ H−1(Σ) with
(G~)∗h ∈ H−1(Rd) and ψ ∈ C∞0 (Rd). Let (ϕn)n ⊂ S (Rd) be again a sequence with
‖ϕn‖H1(Rd)

n→∞−−−→ 0 and ϕn = 1 on Σ, cf. the proof of Lemma 2.21. Hence ‖ψϕn‖H1(Rd)
n→∞−−−→

0 and

〈(G~)∗h, ψ〉−1,1 = 〈(G~)∗h, ψ〉−2,2 = 〈h,G~ψ〉H−1(Σ),H1(Σ) = 〈h,G∗ψ〉H−1(Σ),H1(Σ)

= 〈h, tr2
Σ ψ〉H−1(Σ),H1(Σ) = 〈h, tr2

Σ(ψϕn)〉H−1(Σ),H1(Σ) = 〈(G~)∗h, ψϕn〉−1,1
n→∞−−−→ 0.

As ψ ∈ C∞0 (Rd) was arbitrary we get (G~)∗h = 0. Hence ran(G~)∗ ∩H−1(Rd) = 0.

Due to Lemma 4.1 the operator G satisfies all conditions in (3.1) on page 34 for k = 2 and
j = 0. Analogously as in Lemma 3.4 we define in L2(Rd) the operator

Tu = (−∆ + 1)u− hδΣ,

domT = {u ∈ L2(Rd) : ∃h ∈ L2(Σ) with (−∆ + 1)u− hδΣ ∈ L2(Rd)}.

According to Lemma 2.1 we have domT = domA+̇ kerT = H2(Rd)+̇ kerT . Hence every
u ∈ domT can be written as u = uc + us with uc ∈ H2(Rd) and us ∈ H2(Rd). Using this
decomposition we define the mappings

Γ0 : domT → L2(Σ), u 7→ h,

Γ1 : domT → L2(Σ), u 7→ tr2
Σ uc,

cf. Theorem 3.5. Note that the space G+ := ran(G∗� H2(Rd)) = H1(Σ) is dense in L2(Σ)
and G− := (G+)∗ = H−1(Σ). Hence a direct consequence of Lemma 4.1, Lemma 3.4,
Theorem 3.5 and Theorem 3.6 is the following corollary.

Corollary 4.2. The triple (L2(Σ),Γ0,Γ1) is a generalized boundary triple for T = S∗ with

Su = (−∆ + 1)u, domS = {u ∈ H2(Rd) : tr2
Σ u = 0} = ker Γ0 ∩ ker Γ1.

The operator S∗ is given by

S∗u = (−∆ + 1)u− hδΣ,

domS∗ = {u ∈ L2(Rd) : ∃h ∈ H−1(Σ) with (−∆ + 1)u− hδΣ ∈ L2(Rd)}.
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4 Schrödinger operators with δ-interactions on manifolds of codimension 2

For λ < 0 denote by Gλ the integral kernel of the resolvent of the free Laplacian, i.e.
(−∆− λ)−1u = Gλ ∗ u for all u ∈ L2(Rd). According to [Tes09, Chapter 7.4] we have

Gλ(x) =
1

(2π)d/2

(√
−λ
|x|

)d/2−1

K d
2
−1

(√
−λ|x|

)
, x ∈ Rd \ {0},

where Kν denotes the ν-th modified Bessel function of the second kind. Using (7.44) in
[Tes09, Chapter 7.4] we get

Gλ(x) =
1

(2π)d/2

(√
−λ
|x|

)d/2−1
(

Γ(d
2
− 1)

2

(√
−λ|x|

2

)−d/2+1

+O
(

(
√
−λ|x|)−d/2+3

))

=
Γ(d

2
− 1)

2πd/2|x|d−2
+

1

(2π)d/2
O

(
−λ
|x|d−4

)
for x ∈ Rd \ {0}, d ≥ 3, and λ→ 0. Hence, for d ≥ 3 the function G0 defined by

G0(x) := lim
λ→0

Gλ(x) =
Γ(d

2
− 1)

4πd/2|x|d−2
, x ∈ Rd \ {0},

is the fundamental solution of the Laplace operator. Moreover we can define (by analytic
continuation, cf. [Tes09, Chapter 7.4]) Gλ for all λ ∈ C \ [0,∞[ sucht that (−∆− λ)−1u =
Gλ ∗ u remains true for all u ∈ L2(Rd) and Gλ = Gλ holds.

The next lemma gives an explicit representation of the γ-field and an estimate for its norms.

Lemma 4.3. Let λ ∈ C \ [1,∞[ and h ∈ L2(Σ). Then

(
γ(λ)h

)
(x) =

∫
Σ

h(y)Gλ−1(x− y) dσ(y) (4.1)

holds for almost all x ∈ Rd. Moreover we have for λ < 1 and ε ∈ ]0, 1] the estimate

‖γ(λ)‖ ≤
min{|λ− 1|, 1}−

1+ε
2

|λ− 1| 1−ε2

‖ tr1+ε
Σ ‖.

In particular lim
λ→−∞

‖γ(λ)‖ = 0. If we assume additionally that Σ is a compact C∞-manifold

then γ(λ) ∈ Sp(L
2(Σ), L2(Rd)) for all p > d− 2 and λ ∈ C \ [1,∞[.

Proof. Using ran(A− λ)−1 = H2(Rd), A− λ = −∆− (λ− 1) and γ(λ)∗ = Γ1(A− λ)−1, cf.
Lemma 2.6, we get for all h ∈ L2(Σ) and u ∈ L2(Rd)

〈γ(λ)h, u〉L2(Rd) = 〈h, γ(λ)∗u〉L2(Σ) = 〈h,Γ1(A− λ)−1u〉L2(Σ) = 〈h, tr2
Σ(Gλ−1 ∗ u)〉L2(Σ).
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4.1 The generalized boundary triple

With Fubini’s theorem it follows

〈γ(λ)h, u〉L2(Rd) =

∫
Σ

h(s)(Gλ−1 ∗ u)(y) dσ(y)

=

∫
Σ

h(s)

( ∫
Rd
Gλ−1(x− y)u(x) dx

)
dσ(y)

=

∫
Rd

(∫
Σ

h(y)Gλ−1(x− y) dσ(y)

)
u(x) dx.

In particular

〈γ(λ)|h|,1K〉L2(Rd) =

∫
K

∫
Σ

|h(y)|Gλ−1(x− y) dσ(y) dx ≥
∫
K

∣∣∣∣∣∣
∫
Σ

h(y)Gλ−1(x− y) dσ(y)

∣∣∣∣∣∣ dx
for every compact set K ⊆ Rd. Hence x 7→

∫
Σ
h(y)Gλ−1(x − y) dσ(y) is a function in

L1
loc(Rd) which coincides with γ(λ)h in the distributional sense. Hence they coincide also

in L2(Rd) and equation (4.1) follows.
For λ < 1 and ε ∈ ]0, 1] we have

‖γ(λ)‖L(L2(Σ),L2(Rd)) = ‖γ(λ)∗‖L(L2(Rd),L2(Σ)) ≤ ‖γ(λ)∗‖L(L2(Rd),Hε(Σ)).

Using again γ(λ)∗ = tr2
Σ(A− λ)−1 = tr2

Σ(A− λ)−1 we get with Lemma 2.18

‖γ(λ)‖L(L2(Σ),L2(Rd)) ≤ ‖ tr2
Σ(A− λ)−1‖L(L2(Rd),Hε(Σ))

≤ ‖ trε+1
Σ ‖L(Hε+1(Rd),Hε(Σ))‖(−∆− (λ− 1))−1‖L(L2(Rd),Hε+1(Rd))

≤ ‖ trε+1
Σ ‖L(Hε+1(Rd),Hε(Σ))

min{|λ− 1|, 1}−
1+ε

2

|λ− 1| 1−ε2

.

Choosing for example ε = 1
2

we get

‖γ(λ)‖B(L2(Σ),L2(Rd)) ≤
‖ tr

3/2
Σ ‖B(H3/2(Rd),H1/2(Σ))

|λ− 1|1/4
λ→−∞−−−−→ 0.

According to Lemma 2.6 the operator γ(λ)∗ belongs to L(L2(Rd), L2(Σ)) for all λ ∈ ρ(A) =
C \ [1,∞[ and ran γ(λ)∗ ⊆ H1(Σ). If we assume additionally that Σ is a compact C∞-
manifold then Lemma 2.23 implies γ(λ+ 1)∗ ∈ Sp(L

2(Rd), L2(Σ)) for all p > d − 2. As
the singular values of γ(λ)∗ and γ(λ) coincide also the last statement is proven.

The next lemma provides some properties of the Weyl function.

Lemma 4.4. Let λ ∈ ρ(A) = C \ [1,∞[. Then the operator M(λ) can be written as

M(λ) = λγ(0)∗γ(λ) = tr2
Σ

(
γ(λ)− γ(0)

)
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4 Schrödinger operators with δ-interactions on manifolds of codimension 2

and satisfies

(
M(λ)h

)
(x) =

∫
Σ

h(y)
(
Gλ−1(|x− y|)−G−1(|x− y|)

)
dσ(y) (4.2)

for all h ∈ L2(Σ) and almost all x ∈ R. In particular M(0) = 0. If λ 6= 0 then M(λ)−1

is an unbounded operator in L2(Σ). Furthermore we have for all λ < 1 and ε ∈ ]0, 1] the
estimate

‖M(λ)‖ ≤ |λ| ·
(

min{|λ− 1|, 1}
)− 1+ε

2

|λ− 1| 1−ε2

· ‖ tr1+ε
Σ ‖2

L(H1+ε(Rd),Hε(Σ)).

If we assume additionally that Σ is a compact C∞-manifold then M(λ) ∈ Sp(L
2(Σ)) for

all p > d
2
− 1 and λ ∈ ρ(A).

Proof. Let h ∈ L2(Σ) be arbitrary. As Γ0 is surjective there exists u ∈ domT such that
h = Γ0u = Γ0us, where we have used the decomposition u = uc + us ∈ domAu kerT and
domA = ker Γ0. Hence we get with the definition of γ(λ) in Lemma 2.6

M(0)h = Γ1γ(0)Γ0us = Γ1(Γ0 � kerT )−1Γ0us = Γ1us = tr2
Σ(us)c = tr2

Σ 0 = 0.

As h ∈ L2(Σ) was arbitrary it follows M(0) = 0. Using Lemma 2.7 we obtain now

M(λ) = M(λ)−M(0)∗ = (λ− 0)γ(0)∗γ(λ) = λγ(0)∗γ(λ)

for all λ ∈ ρ(A) = C \ [1,∞[. Furthermore we get with Lemma 2.6 (by interchanging λ
and µ)

γ(0)− γ(λ) = (0− λ)(A− 0)−1γ(λ) = −λA−1γ(λ).

Using γ(0)∗ = tr2
Σ(A− 0)−1 we get hence

M(λ) = λγ(0)∗γ(λ) = tr2
Σ λA

−1γ(λ) = tr2
Σ

(
γ(λ)− γ(0)

)
.

Together with equation (4.1) from Lemma 4.3 we get now (4.2). Furthermore we get with
Lemma 4.3 for λ ∈ ρ(A) ∩ R an estimate for the norm of M(λ):

‖M(λ)‖ = ‖λγ(0)∗γ(λ)‖ ≤ |λ| · ‖γ(0)∗‖ · ‖γ(λ)‖ = |λ| · ‖γ(0)‖ · ‖γ(λ)‖

≤ |λ| · ‖ tr1+ε
Σ ‖

min{|0− 1|, 1}−
1+ε

2

|0− 1| 1−ε2

· ‖ tr1+ε
Σ ‖

min{|λ− 1|, 1}−
1+ε

2

|λ− 1| 1−ε2

= |λ| · ‖ tr1+ε
Σ ‖2 min{|λ− 1|, 1}−

1+ε
2

|λ− 1| 1−ε2

.
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4.1 The generalized boundary triple

Next we show that M(λ)−1 is an unbounded operator if λ ∈ ρ(A) \ {0}. For this let
f ∈ L2(Σ) \ {0}. At first we consider the case λ ∈ R. Using the continuity of the γ-field
on ρ(A), of. Lemma 2.6, we get for µ ∈ ρ(A) ∩ R

〈M(λ)f, f〉L2(Σ) − 〈M(µ)f, f〉L2(Σ)

λ− µ
=
〈[M(λ)−M(µ)]f, f〉L2(Σ)

λ− µ

=
〈(λ− µ)[γ(µ)∗γ(λ)]f, f〉L2(Σ)

λ− µ
= 〈γ(λ)f, γ(µ)f〉L2(Σ)

µ→λ−−→ ‖γ(λ)f‖2
L2(Σ).

Hence d
dλ
〈M(λ)f, f〉L2(Σ) = ‖γ(λ)f‖2

L2(Σ) > 0 because γ(λ) is injective, i.e. the function

R 3 λ 7→ 〈M(λ)f, f〉L2(Σ) is strictly monotone increasing. As M(0) = 0 this means
〈M(λ)f, f〉L2(Σ) 6= 0 if λ 6= 0. In particular M(λ)f 6= 0 for all f 6= 0 and therefore
kerM(λ) = {0}. If λ ∈ C \ R we get with Lemma 2.7 for f 6= 0

Im
(
〈M(λ)f, f〉L2(Σ)

)
=

1

2i

(
〈M(λ)f, f〉L2(Σ) − 〈f,M(λ)f〉L2(Σ)

)
=

1

2i

〈(
M(λ)−M(λ)∗

)
f, f
〉
L2(Σ)

=
1

2i

〈
(λ− λ)γ(λ)∗γ(λ)f, f

〉
L2(Σ)

= Im(λ)‖γ(λ)f‖2
L2(Σ) 6= 0.

Hence also in this case M(λ)f 6= 0 and therefore kerM(λ) = {0}. This means that M(λ)−1

is an operator. Furthermore we have(
domM(λ)−1

)⊥
=
(

ranM(λ)
)⊥

= kerM(λ)∗ = kerM(λ) = {0},

i.e. domM(λ)−1 is dense in L2(Σ). On the other hand we have

domM(λ)−1 = ranM(λ) ⊆ ran Γ1 ⊆ H1(Σ) 6= L2(Σ).

Hence domM(λ)−1 is not closed. As M(λ)−1 is closed (because M(λ) = M(λ)∗ is closed)
it follows that M(λ)−1 is not continous.
It remains to show that M(λ) belongs to Sp(L

2(Σ)) for all p > d
2
−1 if Σ is a compact C∞-

manifold. For this recall that γ(λ) ∈ Sq(L
2(Σ), L2(Rd)) and γ(λ)∗ ∈ Sq(L

2(Rd), L2(Σ))
for all q > d− 2, cf. Lemma 4.3. Hence we get with Corollary 2.2 in Chapter II of [GK69]

M(λ) = λγ(0)γ(λ)∗ ∈ S
q
2 (L2(Σ)).

With p := q
2
> d

2
− 1 the desired result follows.

The following Lemma shows again, that the codimension of Σ plays an important role.
Whereas in the case that Σ is a closed manifold of codimension 1 which separates Rd into
an interior domain Ωi and an exterior domain Ωe the Friedrichs extension of S is given by
the orthogonal sums of the Dirichlet operators on Ωi and on Ωe the situation is different if
the codimension is 2.
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4 Schrödinger operators with δ-interactions on manifolds of codimension 2

Theorem 4.5. The operator A is the Friedrichs extension of S.

Proof. Define the form s by

s(u, v) := 〈Su, v〉, dom s = domS.

Then the domain of s is given by

dom s = {u ∈ L2(Rd) : ∃(uk)k ⊆ domS with ‖uk − u‖L2
k→∞−−−→ 0 and s[uk − ul]

k,l→∞−−−−→ 0}

= {u ∈ L2(Rd) : ∃(uk)k ⊆ domS with ‖uk − u‖H1
k→∞−−−→ 0} = domS

H1(Rd)
.

Let now u ∈ H1(Rd) be arbitrary. Hence there exists a sequence (ϕn)n ⊆ C∞0 (Rd) with
‖u−ϕn‖H1(Rd) ≤ (2n)−1. Note that Σ has codimension 2. Therefore the H1-capacity of Σ is
0, cf. Corollary 3.3.4 and Corollary 5.1.15 in [AH96]. This means in particular that we can
find for every n ∈ N a function ψn ∈ S (Rd) which is equal to 1 on an open neighborhood
of Σ and satisfies ‖ψn‖H1(Rd) ≤ (2n‖ϕn‖C1(Rd))

−1. Defining un := (1 − ψn)ϕn ∈ domS we
get

‖u− un‖H1(Rd) ≤ ‖u− ϕn‖H1(Rd) + ‖ψnϕn‖H1(Rd)

≤ 1

2n
+ ‖ψn‖C1(Rd)‖ϕn‖H1(Rd)

≤ 1

2n
+ ‖ψn‖C1(Rd)

1

2n‖ϕn‖C1(Rd)

=
1

n
.

Hence H1(Rd) ⊆ domS
H1(Rd)

. As the converse inclusion is obvious we get dom s = H1(Rd).
Therefore we have

s(u, v) = lim
k→∞

s(uk, vk) = lim
k→∞
〈Suk, vk〉 = lim

k→∞

n∑
j=1

〈∂juk, ∂jvk〉 =
n∑
j=1

〈∂ju, ∂jv〉

for all u, v ∈ H1(Rd). Hence we get for all u ∈ H2(Rd) = domA and all v ∈ H1(Rd) =
dom s

〈Au, v〉 = 〈−∆u, v〉 =
n∑
j=1

〈∂ju, ∂jv〉 = s(u, v).

According to Corollary 2.4 in [Kat76, Ch.VI] this means that A is contained in the repre-
senting operator of s, i.e. A ⊆ SF . As both operators are selfadjoint they coincide.

4.2 The operators AΘ

In this section we investigate the operators AΘ generated by the generalized boundary triple
constructed in the previous section. We give criteria for selfadjointness of AΘ and estimates
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for the spectrum σ(AΘ) in dependence on the parameter Θ (note that the parameter Θ
might be an operator or even a linear relation in L2(Σ)). Moreover we show that (under
certain conditions) the operators AΘ can also be parametrized within the setting of a
δ-interaction on a manifold of codimension 1.
We start with a first criterion for selfadjointness.

Theorem 4.6. Let Θ be a closed symmetric linear relation in L2(Σ) with H1(Σ) ⊆ ran Θ
and 0 /∈ σp(Θ). Then the operator

AΘu = Tu, domAΘ = {u ∈ domT : Γu ∈ Θ} = {u ∈ domT : Θ−1Γ1u = Γ0u}

is a selfadjoint operator in L2(Rd). If we assume additionally that 0 /∈ σ(Θ) and that Σ is
a compact C∞-manifold then

(AΘ − λ)−1 − (A− λ)−1 ∈ Sp(L
2(Rd))

holds for all λ ∈ ρ(AΘ) ∩ ρ(A) and p > d
2
− 1.

Proof. Keeping in mind ran γ(λ)∗ ⊆ ran tr2
Σ = H1(Σ) the selfadjointness of AΘ follows

directly from Theorem 2.8 for λ = 0. Moreover we get 0 ∈ ρ(AΘ) and

A−1
Θ − A

−1 = γ(0)Θ−1γ(0)∗.

If 0 /∈ σ(Θ) then Θ−1 ∈ L(L2(Σ)). Moreover, if Σ is a compact C∞-manifold then γ(0) ∈
Sq(L

2(Σ), L2(Rd)) and γ(0)∗ ∈ Sq(L
2(Rd), L2(Σ)) for all q > d− 2, cf. Lemma 4.3. Hence

we get with Corollary 2.2 in Chapter II of [GK69] and p := q
2
> d

2
− 1

A−1
Θ − A

−1 = γ(0)Θ−1γ(0)∗ ∈ S
q
2 (L2(Rd)) = Sp(L2(Rd)).

For arbitrary λ ∈ ρ(AΘ) ∩ ρ(A) note that I + λ(AΘ − λ)−1 and I + λ(A − λ)−1 belong
both to L(L2(Rd)) and hence

Sp(L2(Rd)) 3
(
I + λ(AΘ − λ)−1

)(
A−1

Θ − A
−1
)(
I + λ(A− λ)−1

)
=
(
A−1

Θ − A
−1 + (AΘ − λ)−1 − A−1

Θ − λ(AΘ − λ)−1A−1
)(
I + λ(A− λ)−1

)
=
(

(AΘ − λ)−1 − A−1 − λ(AΘ − λ)−1A−1
)(
I + λ(A− λ)−1

)
=
(

(AΘ − λ)−1 − A−1 − λ(AΘ − λ)−1A−1
)

+ λ(AΘ − λ)−1(A− λ)−1

+
(
I + λ(AΘ − λ)−1

)
(−λ)A−1(A− λ)−1

=
(

(AΘ − λ)−1 − A−1 − λ(AΘ − λ)−1A−1
)

+ λ(AΘ − λ)−1(A− λ)−1

+
(
I + λ(AΘ − λ)−1

)(
A−1 − (A− λ)−1

)
=
(

(AΘ − λ)−1 − A−1 − λ(AΘ − λ)−1A−1
)

+ λ(AΘ − λ)−1(A− λ)−1

+ A−1 − (A− λ)−1 + λ(AΘ − λ)−1A−1 − λ(AΘ − λ)−1(A− λ)−1

= (AΘ − λ)−1 − (A− λ)−1,
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4 Schrödinger operators with δ-interactions on manifolds of codimension 2

where we have used the well-known resolvent identity (λ − µ)(AΘ − λ)−1(AΘ − µ)−1 =
(AΘ − λ)−1 − (AΘ − µ)−1 and an analog identity for A.

In the next theorem we show that AΘ is semibounded from below if the parameter Θ is
uniformly positive.

Theorem 4.7. Let Θ be a selfadjoint operator in L2(Σ) with Θ ≥ θ for some θ > 0. Then
AΘ is selfadjoint and σ(AΘ) ⊆ [ θ

θ+c2
,∞[ with c := ‖ tr1+ε

Σ ‖ for ε ∈ ]0, 1].

Proof. As already seen in the proof of Lemma 4.4 the function R 3 λ 7→ 〈M(λ)f, f〉L2(Σ)

is strictly increasing for all f 6= 0. With M(0) = 0, cf. Lemma 4.4, we have therefore
〈M(λ)f, f〉L2(Σ) < 0 for all λ < 0. Hence

〈[Θ−M(λ)]f, f〉L2(Σ) = 〈Θf, f〉L2(Σ) − 〈M(λ)f, f〉L2(Σ)︸ ︷︷ ︸
≤0

≥ θ‖f‖2.

Hence [Θ −M(λ)] ≥ θ and [Θ −M(λ)]−1 ∈ L(L2(Σ)). Therefore AΘ is selfadjoint and
λ ∈ ρ(AΘ) for all λ < 0, cf. Theorem 2.8.
Let now λ ∈ [0, 1[. If ‖M(λ)‖ < θ we have

〈[Θ−M(λ)]f, f〉L2(Σ) = 〈Θf, f〉L2(Σ) − 〈M(λ)f, f〉L2(Σ)

≥ θ‖f‖2 − ‖M(λ)‖ · ‖f‖2 = (θ − ‖M(λ)‖) · ‖f‖2.

Hence [Θ −M(λ)]−1 ∈ L(L2(Σ)) and λ ∈ ρ(AΘ). It remains to verify that ‖M(λ)‖ < θ
holds for 0 ≤ λ < θ

θ+c2
. For λ = 0 this is obvious. Note that 0 < λ < θ

θ+c2
implies

|λ− 1|
|λ|

=
1− λ
λ

=
1

λ
− 1 >

θ + c2

θ
− 1 =

c2

θ
.

Hence we get with Lemma 4.4

‖M(λ)‖ ≤ |λ| ·
(

min{|λ− 1|, 1}
)− 1+ε

2

|λ− 1| 1−ε2

· ‖ tr1+ε
Σ ‖2 ≤ |λ|

|λ− 1|
· c2 <

θ

c2
· c2 = θ.

Consequently ]−∞, θ
θ+c2

[ ⊆ ρ(AΘ) and therefore σ(AΘ) ⊆ [ θ
θ+c2

,∞[.

Next we give an analog of the previous theorem for uniformly negative parameter.

Theorem 4.8. Let Θ be a selfadjoint operator in L2(Σ) with Θ ≤ θ for some θ < 0.
Then AΘ is selfadjoint and ρ(AΘ) ⊇ ] θ

c2
, 1[ with c := ‖ tr1+ε

Σ ‖ for some ε ∈ ]0, 1]. If
Θ
(
H1(Σ)

)
⊆ H1(Σ) then AΘ is unbounded from below.

Proof. As in the proof of the previous theorem we observe for all λ ∈ ]0, 1[

〈
(
Θ−M(λ)

)
f, f〉L2(Σ) = 〈Θf, f〉L2(Σ) − 〈M(λ)f, f〉L2(Σ)︸ ︷︷ ︸

≥0

≤ θ‖f‖2 + 0.
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Hence [Θ −M(λ)] ≤ θ and [Θ −M(λ)]−1 ∈ L(L2(Σ)). Therefore AΘ is selfadjoint and
λ ∈ ρ(AΘ) for all λ ∈ ]0, 1[, cf. Theorem 2.8.
Let now θ

c2
< λ ≤ 0. Then we get with Lemma 4.4

‖M(λ)‖ ≤ |λ| ·
(

min{|λ− 1|, 1}
)− 1+ε

2

|λ− 1| 1−ε2

· ‖ tr1+ε
Σ ‖2 = |λ|c2 < −θ.

Hence θ + ‖M(λ)‖ < 0. Using 〈M(λ)f, f〉L2(Σ) ≥ −‖M(λ)‖ · ‖f‖2 we get

〈[Θ−M(λ)]f, f〉L2(Σ) = 〈Θf, f〉L2(Σ) − 〈M(λ)f, f〉L2(Σ) ≤
(
θ + ‖M(λ)‖

)
‖f‖2.

Hence Θ −M(λ) ≤ θ + ‖M(λ) < 0. Therefore [Θ −M(λ)]−1 ∈ L(L2(Σ)) and λ ∈ ρ(AΘ)
for all λ ∈ ] θ

c2
, 0].

It remains to show that AΘ is unbounded from below under the additional condition
Θ
(
H1(Σ)

)
⊆ H1(Σ). For this assume the converse, i.e. that AΘ is bounded from below.

As A is the Friedrichs extension of S (see Theorem 4.5) we know A ≥ AΘ (cf. Proplem 2.22
in [Kat76, Ch.VI]). Hence

(A− λ)−1 ≤ (AΘ − λ)−1

for all λ < min{1, inf σ(AΘ)}. Using Kreins resolvent formula we get

0 ≤ (AΘ − λ)−1 − (A− λ)−1 = γ(λ)
[
Θ−M(λ)

]−1
γ(λ)∗.

Hence we have for all u ∈ L2(Rd)

0 ≤ 〈γ(λ)
[
Θ−M(λ)

]−1
γ(λ)∗u, u〉L2(Rd) = 〈

[
Θ−M(λ)

]−1
γ(λ)∗u, γ(λ)∗u〉L2(Σ).

As ran γ(λ)∗ = H1(Σ) the above estimate can be written as

0 ≤ 〈
[
Θ−M(λ)

]−1
g, g〉L2(Σ), ∀ g ∈ H1(Σ).

If f ∈ H1(Σ) then g := [Θ −M(λ)]f ∈ H1(Σ), because ranM(λ) ⊆ ran Γ1 = H1(Σ) and
Θ
(
H1(Σ)

)
⊆ H1(Σ). Hence we get

0 ≤ 〈f, [Θ−M(λ)]f〉L2(Σ), ∀ f ∈ H1(Σ),

and therefore

〈M(λ)f, f〉L2(Σ) ≤ 〈Θf, f〉L2(Σ), ∀ f ∈ H1(Σ). (4.3)

Choose a sequence (fn)n ⊆ H1(Σ) with ‖fn‖L2(Σ) = 1 and ‖fn‖H−1(Σ)
n→∞−−−→ 0 (such a

sequence exists because otherwise the norms ‖ · ‖L2(Σ) and ‖ · ‖H−1(Σ) would be equivalent).
Note that M(λ) can be considered as an continuous operator from L2(Σ) to H1(Σ). Hence
we get

|〈M(λ)fn, fn〉L2(Σ)| = |〈M(λ)fn, fn〉H1(Σ),H−1(Σ)| ≤ ‖M(λ)‖ · ‖fn‖L2(Σ)‖fn‖H−1(Σ)
n→∞−−−→ 0.

Therefore (4.3) implies

0 > θ = θ‖fn‖2
L2(Σ) ≥ 〈Θfn, fn〉L2(Σ) ≥ 〈M(λ)fn, fn〉L2(Σ)

n→∞−−−→ 0,

which is a contradiction. Hence AΘ is unbounded from below.
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Finally we will discuss in this section how a δ-interaction supported on Σ can be understood
as a δ-interaction supported on a manifold of codimension 1 with singular strength. For
this we assume that Σ is contained in a compact C2-manifold T of codimension 1 without
boundary. By trT �Σ we denote the trace from H3/2(T ) to H1(Σ). For h ∈ L2(Σ) we define
the distribution hdΣ ∈ H−3/2(T ) via

〈hdΣ, ϕ〉H−3/2(T ),H3/2(T ) = 〈h, trT �Σ ϕ〉L2(Σ), ϕ ∈ H3/2(T ).

Analogousy as for hδΣ one checks that hdΣ belongs in fact to H−3/2(T ):

|〈hdΣ, ϕ〉H−3/2(T ),H3/2(T )| = |〈h, trT �Σ ϕ〉L2(Σ)|
≤ ‖h‖L2(Σ)‖ trT �Σ ϕ‖L2(Σ)

≤ ‖h‖L2(Σ)‖ trT �Σ ϕ‖H1(Σ)

≤ ‖h‖L2(Σ)‖ trT �Σ ‖ · ‖ϕ‖H3/2(T ).

The calculation above shows in particular that the operator

G̃ : L2(Σ)→ H−3/2(T ), h 7→ hdΣ,

is continuous. Its adjoint is given by

G̃∗ : H3/2(T )→ L2(Σ), ϕ 7→ ϕ|Σ.

Recall the definitions of the operators S and T

Su = (−∆ + 1)u, domS = {u ∈ H2(Rd) : tr2
Σ u = 0}

Tu = (−∆ + 1)u− hδΣ, domT = {u ∈ L2(Rd) : ∃h ∈ L2(Σ)

with (−∆ + 1)u− hδΣ ∈ L2(Rd)}

and the definitions of the boundary maps Γ0 and Γ1

Γ0 : domT → L2(Σ), u 7→ h,

Γ1 : domT → L2(Σ), u 7→ tr2
Σ uc, u = uc + us ∈ H2(Rd)u kerT = domT.

The generalized boundary triple for S∗ used in this chapter is (L2(Σ),Γ0,Γ1), cf. Corol-
lary 4.2.
As T is a manifold of codimendion 1 we know by Example 3.8 that

GT : L2(T )→ H−1(Rd), f 7→ fδT

is a continuous operator and that the operator ST := A � ker(GT )∗ is given by

ST u = (−∆ + 1)u, domST = {u ∈ H2(Rd) : tr2
T u = 0}.
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Its adjoint contains the operator TT defined by

TT u = (−∆ + 1)u− fδT ,
domTT = {u ∈ L2(Rd) : ∃f ∈ L2(Σ) with (−∆ + 1)u− fδT ∈ L2(Rd)},

and (L2(Σ),ΓT0 ,Γ
T
1 ) with the boundary maps

ΓT0 : domTT → L2(T ), u 7→ f,

ΓT1 : domTT → L2(T ), u 7→ tr1
T u.

as in (3.6) is a generalized boundary triple for S∗T . Due to ran(G~T )∗ ∩ L2(Rd) = ∅ we can
even construct an ordinary boundary for S∗T as in Theorem 3.6: Let ι− : H−3/2(T )→ L2(T )
and ι+ : H3/2(T )→ L2(T ) be isomorphisms as in (3.4), i.e.

〈u, v〉H3/2(T ),H−3/2(T ) = 〈ι+u, ι−v〉L2(T ) ∀ u ∈ H3/2(T ), v ∈ H−3/2(T ).

Then the triple (L2(T ), Γ̂T0 , Γ̂
T
1 ) with

Γ̂T0 : domS∗T → L2(T ), u 7→ ι−f,

Γ̂T1 : domS∗T → L2(T ), u 7→ ι+ tr2
T uc, u = uc + us ∈ H2(Rd)u kerS∗T = domS∗T

is an ordinary boundary triple for the operator S∗T , which is given by

S∗T u = (−∆ + 1)u− fδT ,
domS∗T = {u ∈ L2(Rd) : ∃f ∈ H−3/2(T ) with (−∆ + 1)u− fδT ∈ L2(Rd)}.

Note that ST ⊆ S and hence T ⊆ S∗ ⊆ S∗T . Therefore kerT ⊆ kerS∗T . This means in
particular that for u ∈ domT the decomposition u = uc + us ∈ H2(Rd)u kerS∗T is also a
decomposition with respect to H2(Rd)u kerT .

As already mentioned in Example 3.8 the operators which are known in the literature
as Schrödinger operators with δ-interactions supported on T are restrictions of TT and
can be parameterized with the generalized boundary triple (L2(Σ),ΓT0 ,Γ

T
1 ). Note that

the representation of S∗T only differs from the representation of TT by the fact that the
functions f can be in H−3/2(T ) and not only in L2(T ). Hence, it is reasonable in a certain
way to call the operators parameterize by the ordinary boundary triple (L2(T ), Γ̂T0 , Γ̂

T
1 )

Schrödinger operators with δ-interactions of singular strengths. We will discuss in the
next section how the parameter ϑ must be chosen such that Aϑ becomes a Schrödinger
operators with δ-interactions supported on Σ. The next theorem shows how both concepts
are connected. Roughly speaking a Schrödinger operator with δ-interaction supported on
the manifold Σ of codimension 2 is a Schrödinger operator with δ-interaction with singular
strength supported on the manifold T of codimension 1. The singular strength is again a
δ-interaction.
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Theorem 4.9. Let ϑ be a symmetric linear relation in L2(Σ) such that Aϑ ⊆ T with

domAϑ =

{
u ∈ domT :

[
Γ0u
Γ1u

]
∈ ϑ
}

is selfadjoint. Define the symmetric linear relation

Θ := ι+
(
G̃ϑ−1G̃∗

)−1
ι−1
− ⊆ L2(T )× L2(T ).

Then the operators Aϑ and AΘ ⊆ S∗T with domAΘ =

{
u ∈ domS∗T :

[
Γ̂T0 u

Γ̂T1 u

]
∈ Θ

}
coincide.

Proof. Due to ι+ = (ι−1
− )∗ the linear relation Θ is symmetric. Hence AΘ is symmetric too.

Let now u ∈ domAϑ with u = uc + us ∈ H2(Rd)u kerT ⊆ H2(Rd)u kerS∗T . Hence[
h

tr2
Σ uc

]
=

[
Γ0u
Γ1u

]
∈ ϑ =⇒

[
tr2

Σ uc
h

]
∈ ϑ−1 =⇒

[
tr2
T uc
h

]
∈ ϑ−1G̃∗

=⇒
[
tr2
T uc
G̃h

]
∈ G̃ϑ−1G̃∗ =⇒

[
G̃h

tr2
T uc

]
∈
(
G̃ϑ−1G̃∗

)−1

=⇒
[
ι−G̃h
ι+ tr2

T uc

]
∈ ι+

(
G̃ϑ−1G̃∗

)−1
ι−1
− .

Note that

〈G̃hδT , ϕ〉H−2(Rd),H2(Rd) = 〈G̃h, tr2
T ϕ〉H−3/2(T ),H3/2(T ) = 〈hdΣ, tr

2
T ϕ〉H−3/2(T ),H3/2(T )

= 〈h, trT �Σ(tr2
T ϕ)〉L2(Σ) = 〈h, tr2

Σ ϕ〉L2(Σ) = 〈hδΣ, ϕ〉H−2(Rd),H2(Rd)

holds for all ϕ ∈ H2(Rd). This implies

(−∆ + 1)u− G̃hδT = (−∆ + 1)u− hδΣ ∈ L2(Rd) (4.4)

and therefore Γ̂T0 u = ι−G̃h. Hence we get[
Γ0u
Γ1u

]
∈ ϑ =⇒

[
ι−G̃h
ι+ tr2

T uc

]
∈ ι+

(
G̃ϑ−1G̃∗

)−1
ι−1
− =⇒

[
Γ̂T0 u

Γ̂T1 u

]
∈ Θ,

i.e. u ∈ domAΘ. Moreover (4.4) implies Aϑu = AΘu. Consequently Aϑ ⊆ AΘ. As Aϑ is
selfadjoint and AΘ is symmetric both operators coincide.

A natural question appearing now is the following: Which parameters Θ lead to Schrödinger
operators with δ-interaction? To answer this question we have to introduce the concept of
the generalized trace, which is done in the following section.

4.3 The generalized trace and δ-interactions on Σ

According to Lemma 2.1 every element u ∈ domT can be written uniquely as u = uc + us
with uc ∈ domA = H2(Rd) and us ∈ kerT . Setting h := Γ0u we have us = γ(0)h.
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Consequently, the trace of u to Σ should be “u|Σ = uc|Σ + (γ(0)h)|Σ”, but a look at (4.1)
shows that there is a problem: Due to the singularity of G−1 it is in general not possible
to evaluate (

γ(0)h
)
(x) =

∫
Σ

h(y)G−1(x− y) dσ(y)

at x ∈ Σ. A possible solution is to “cut out” the singularity, see Definition 4.12 below.

For this we require that Σ is a compact, regular C2-manifold without selfintersections and
without boundary. Furthermore the corresponding parametrizations should satisfy the
following conditions.

(C1) There exist bounded open sets Ωi ⊆ Rd−2, relatively open sets Σi ⊆ Σ and home-
omorphism σi : Ωi → Σi for i ∈ {1, . . . ,m}, such that each σi is C2(Ωi), σ

−1
i is

Lipschitz continuous and
⋃m
i=1 Σi = Σ.

(C2) For each i ∈ {1, . . . ,m} and each ξ ∈ Ωi the Jacobian matrix Dσi(ξ) ∈ Rd,d−2 has
full rank.

(C3) For each i ∈ {1, . . . ,m} exists a continuous function Fi : Ωi×Ωi → Rd and a constant
Ci > 0 such that we have for all s, t ∈ Ωi

σi(s) = σi(t) + [Dσi(t)](s− t) + Fi(s, t) and |Fi(s, t)| ≤ Ci|s− t|2.

As Dσi(ξ) ∈ Rd,d−2 has full rank there exists Pi(ξ) ∈ Rd−2,d−2 with full rank such that
Dσi(ξ) · Pi(ξ) is an isometric matrix, e.g.

Dσi(ξ) · Pi(ξ) =


1

. . .

1
0 · · · 0
0 · · · 0

 .

The construction of the matrix Pi(ξ) can be done with the help of the singular value
decomposition. We require from the matrices Pi(ξ) the following additional condition.

(C4) For each i ∈ {1, . . . ,m} the matrix valued function Pi : Ωi → Rd−2,d−2, ξ 7→ Pi(ξ), is
in C1(Ωi), i.e. each component is in C1(Ωi).

Remark 4.10. We make same definitions and remarks concerning the conditions above.

(i) Condition (C1) implies in particular that also all σi are Lipschitz continuous. We
will denote by L > 1 a common Lipschitz constant of all σi and all σ−1

i .
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(ii) There exists M > 1 such that for all i ∈ {1, . . . ,m} and all s, t ∈ Ωi the estimates

1

M
|t− s| ≤

∣∣[Dσi(t)](s− t)∣∣ ≤M |t− s|

hold.

(iii) For each i ∈ {1, . . . ,m} the function s 7→
√

det ([Dσi(s)]>[Dσi(s)]) belongs to C1(Ωi)
and is hence Lipschitz continuous. Denote by K > 0 a common Lipschitz constant.

(iv) Let Q > 1 be such that ‖Pi(ξ)‖ ≤ Q and ‖Pi(ξ)−1‖ ≤ Q hold for all i ∈ {1, . . . ,m}
and ξ ∈ Ωi. Furthermore set C := max{1, C1, . . . , Cm}.

(v) There exists ε > 0 such that for each x ∈ Σ exists i ∈ {1, . . . ,m} with Bε(x)∩Σ ⊆ Σi.

For δ < ε and x ∈ Σ we define

Σδ(x) := Σ \Bδ(x) = Σ \ {σi(s) : s ∈ Ωi ∧ |σi(s)− x| < δ},

where i ∈ {1, . . . ,m} was chosen as in item (v) of Remark 4.10.

Lemma 4.11. Let λ ≤ 1. The function kλ defined by

kλ(x) : = lim
δ→0

[∫
Σδ(x)

Gλ−1(x− y) dσ(y) +
ln δ

2π

]

is bounded and satisfies supx∈Σ kλ(x)
λ→−∞−−−−→ −∞.

Proof. Let i be as in item (v) of Remark 4.10 and ξ := σ−1
i (x) ∈ Ωi. Define σ̃i : Ω̃i → Σi

by σ̃i := σi ◦ Pi(ξ), where Ω̃i := [Pi(ξ)]
−1Ωi, and set t := σ̃−1

i (x) ∈ Ω̃i. Hence ξ = Pi(ξ)t
because σi(ξ) = x = σ̃i(t) = σi(Pi(ξ)t). The parametrization σ̃i has the important property
that for all s ∈ Rd−2 the identity

|Dσ̃i(t)s| = |Dσi(ξ) · Pi(ξ) · s| = |s|.

holds. Moreover we have with L and Q from Remark 4.10 for all s ∈ Ω̃i the estimate

|σ̃i(t)− σ̃i(s)| = |σi(Pi(ξ)t)− σi(Pi(ξ)s)| ≤ L|Pi(ξ)t− Pi(ξ)s| ≤ LQ|t− s|,

|σ̃i(t)− σ̃i(s)| = |σi(Pi(ξ)t)− σi(Pi(ξ)s)| ≥
1

L
|Pi(ξ)t− Pi(ξ)s| ≥

1

LQ
|t− s|.

(4.5)

Note that (C3) implies for all s ∈ Ω̃i

σ̃i(s) = σi(Pi(ξ)s) = σi(Pi(ξ)t) + [Dσi(t)]
(
Pi(ξ)s− Pi(ξ)t

)
+ Fi

(
Pi(ξ)s, Pi(ξ)t

)
= σ̃i(t) + [Dσ̃i(t)](s− t) + F̃i(s, t) (4.6)
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4.3 The generalized trace and δ-interactions on Σ

with F̃i(s, t) := Fi
(
Pi(ξ)s, Pi(ξ)t

)
. Moreover we get with C̃ := CQ2 > 1

|F̃i(s, t)| = |Fi
(
Pi(ξ)s, Pi(ξ)t

)
| ≤ C|Pi(ξ)s− Pi(ξ)t|2 ≤ CQ2|s− t|2 = C̃|s− t|2.

As Ω̃i is open we can assume without loss of generality that ε from item (v) of Remark 4.10
is so small such that

ε <
1

2C̃QL
and {s ∈ Rd−2 : |s− t| ≤ ε} ⊆ Ω̃i (4.7)

hold.

We split the integral in the definition of kλ into several parts:∫
Σδ(x)

Gλ−1(x− y) dσ(y) +
ln δ

2π

=

∫
Σδ(x)

Gλ−1(x− y)−G0(x− y) dσ(y) +

∫
Σδ(x)\Bε(x)

G0(x− y) dσ(y) (4.8)

−
Γ(d

2
− 1)

4π
d
2

∫
{s∈Ω̃i:ε≥|σ̃i(t)−σ̃i(s)|≥δ}

1

|t− s|d−2
ds +

∫
Σδ(x)∩Bε(x)

G0(x− y) dσ(y) (4.9)

−
Γ(d

2
− 1)

4π
d
2

∫
{s∈Rd−2:1≥|s−t| ∧ (s∈Ω̃ci ∨ |σ̃i(t)−σ̃i(s)|>ε)}

1

|t− s|d−2
ds (4.10)

+
Γ(d

2
− 1)

4π
d
2

∫
{s∈Rd−2:1≥|s−t| ∧ (s∈Ω̃ci ∨ |σ̃i(t)−σ̃i(s)|≥δ)}

1

|t− s|d−2
ds +

ln δ

2π
. (4.11)

We show that the limits of (4.8), (4.9), (4.10), and (4.11) for δ → 0 exist, are finite and
can be estimated by constants independent of x. We start with the first integral in (4.8).
Its integrand can be written as

Gλ−1(x)−G0(x) =
Γ(d−1

2
)

2π
d+1

2 |x|d−2

∫ ∞
0

cos(
√

1− λ|x|t)− 1

(t2 + 1)
d−1

2

dt ≤ 0,

where we have used

G0(x) =
Γ(d

2
− 1)

4π
d
2 |x|d−2

=
Γ(d−1

2
)

2π
d+1

2 |x|d−2
·
√
πΓ(d

2
− 1)

2Γ(d−1
2

)
=

Γ(d−1
2

)

2π
d+1

2 |x|d−2

∫ ∞
0

1

(t2 + 1)
d−1

2

dt
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and

Gλ−1(x) =
1

(2π)
d
2

(√
1− λ
|x|

) d
2
−1

K d
2
−1(
√
−λ|x|)

=
1

(2π)
n
2

(√
1− λ
|x|

) d
2
−1

Γ(d−1
2

)2
d
2
−1

(
√

1− λ|x|) d2−1Γ(1
2
)

∫ ∞
0

cos(
√

1− λ|x|t)
(t2 + 1)

d−1
2

dt

=
Γ(d−1

2
)

2π
d+1

2 |x|d−2

∫ ∞
0

cos(
√

1− λ|x|t)
(t2 + 1)

d−1
2

dt,

cf. the integral representation given in [GR07, 8.432 5.]. Hence

0 ≥
∫

Σδ(x)

Gλ−1(x− y)−G0(x− y) dσ(y)

=

∫
Σδ(x)

Γ(d−1
2

)

2π
d+1

2 |x− y|d−2

∫ ∞
0

cos(
√

1− λ|x− y|q)− 1

(q2 + 1)
d−1

2

dq dσ(y)

= −
Γ(d−1

2
)

π
d+1

2

∫
Σδ(x)

1

|x− y|d−2

∫ ∞
0

sin2
(√

1−λ|x−y|
2

q
)

(q2 + 1)
d−1

2

dq dσ(y),

(4.12)

where we have used 1 − cos a = cos 0 − cos a = 2 sin a+0
2

sin a−0
2

= 2 sin2 a
2
. At first we

consider the case d = 3. For this consider the function f : ]0,∞[ → R defined by f(s) :=
e−s sinh(s)

s
> 0. This function satisfies

f ′(s) =

[
− e−s sinh(s) + e−s cosh(s)

]
s− e−s sinh(s)

s2

= −e
−s

s

[
sinh(s)− cosh(s) +

sinh(s)

s

]
= −e

−s

s

[
es − e−s

2s
− e−s

]
≤ 0

and

lim
s↘0

f(s) = lim
s↘0

e−s sinh(s)

s
= lim

s↘0

−e−s sinh(s) + e−s cosh(s)

1
= 1.

Hence f(s) ≤ 1 for all s > 0. Using this and
∫∞

0
sin2(aq)

(q2+1)
3−1

2
dq = π

2
e−a sinh(a) we observe

from (4.12)

0 ≥
∫

Σδ(x)

Gλ−1(x− y)−G0(x− y) dσ(y)

= −1

2

∫
Σδ(x)

e−
√

1−λ|x−y|
2 sinh

(√1−λ|x−y|
2

)
|x− y|

dσ(y)

≥ −1

2

∫
Σδ(x)

√
1− λ
2

dσ(y) ≥ −
√

1− λ
4
|Σ|.
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As the integrand is nonpositive the above estimates shows that the first integral in (4.8)
converges for δ → 0. Note that the bounds given above are independent of x.
For the case d > 3 we make use of 2 sin2 a

2
≤ a for a ≥ 0. Hence (4.12) implies

0 ≥
∫

Σδ(x)

Gλ−1(x− y)−G0(x− y) dσ(y)

≥
Γ(d−1

2
)

4π
d+1

2

∫ ∞
0

1

(q2 + 1)
d−1

2

∫
Σδ(x)

−
√

1− λ|x− y|q
|x− y|d−2

dσ(y) dq

= −
√

1− λ
Γ(d−1

2
)

4π
d+1

2

(∫ ∞
0

q

(q2 + 1)
d−1

2

dq

)(∫
Σδ(x)

1

|x− y|d−3
dσ(y)

)
. (4.13)

The first integral in (4.13) converges for d > 3 and equals 1
d−3

. We split the remaining
integral again into two parts and use Σδ(x) \Bε(x) = Σ \Bε(x):∫

Σδ(x)

1

|x− y|d−3
dσ(y) =

∫
Σ\Bε(x)

1

|x− y|d−3
dσ(y) +

∫
Σδ(x)∩Bε(x)

1

|x− y|d−3
dσ(y)

≤ |Σ|
εd−3

+

∫
{y∈Σi:ε≥|x−y|≥δ}

1

|x− y|d−3
dσ(y). (4.14)

For s := σ−1(y) we get |s − t| = |σ−1
i (x) − σ−1

i (y)| ≤ L|x − y| = L|σi(s) − σi(t)| with the

Lipschitz constant L from item (i) of Remark 4.10. Hence 1
|x−y|d−3 ≤ Ld−3

|s−t|d−3 and

{s ∈ Ωi : ε ≥ |σi(t)− σi(s)| ≥ δ} ⊆ {s ∈ Rd−2 : Lε ≥ |t− s|}.

With det
(
[Dσi(s)]

>[Dσi(s)]
)
≤ ‖Dσi(s)‖2(d−2) ≤M2(d−2) and polar coordinates we get∫

{y∈Σi:ε≥|x−y|≥δ}

1

|x− y|d−3
dσ(y) =

∫
{s∈Ωi:ε≥|σi(t)−σi(s)|≥δ}

√
det ([Dσi(s)]>[Dσi(s)])

|σi(t)− σi(s)|d−3
ds

≤
∫

{s∈Rd−2:Lε≥|t−s|}

Ld−3Md−2

|t− s|d−3
ds

=
2π

d−2
2

Γ(d
2
− 1)

∫ Lε

0

Ld−3Md−2

rd−3
· rd−3 dr =

2π
d−2

2

Γ(d
2
− 1)

(LM)d−2ε. (4.15)

Hence we observe from (4.14), (4.13) and (4.15)

0 ≥
∫

Σδ(x)

Gλ−1(x− y)−G0(x− y) dσ(y) ≥ −
√

1− λ
d− 3

Γ(d−1
2

)

4π
d+1

2

[
|Σ|
εd−2

+
2π

d−2
2

Γ(d
2
− 1)

(LM)d−2ε

]
.

As the integrand is nonpositive the above estimates shows that the first integral in (4.8)
converges for δ → 0. Note that the bounds given above are independent of x.
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The estimate for the second integral in (4.8) is easier. As δ < ε this integral is in fact
independent of δ. Moreover we get the (x-independent) estimates

0 ≤
∫

Σδ(x)\Bε(x)

G0(x− y) dσ(y) =

∫
Σ\Bε(x)

Γ(d
2
− 1)

4π
d
2 |x− y|d−2

dσ(y) ≤
Γ(d

2
− 1)

4π
d
2 εd−2

|Σ|.

Next we consider (4.9). As {s ∈ Ω̃i : ε = |σ̃i(t)− σ̃i(s)|} is a set of measure zero we get

(4.9) = −
Γ(d

2
− 1)

4π
d
2

∫
{s∈Ω̃i:ε>|σ̃i(t)−σ̃i(s)|≥δ}

1

|t− s|d−2
ds+

∫
Σδ∩Bε(x)

G0(x− y) dσ(y)

=
Γ(d

2
− 1)

4π
d
2

∫
{s∈Ω̃i:ε>|σ̃i(t)−σ̃i(s)|≥δ}

√
det ([Dσ̃i(s)]>[Dσ̃i(s)])

|σ̃i(t)− σ̃i(s)|d−2
− 1

|t− s|d−2
ds. (4.16)

Note that (4.5) and (4.7) imply for all s ∈ Ω̃i with ε > |σ̃i(t)− σ̃i(s)|

|t− s| ≤ LQ|σ̃i(t)− σ̃i(s)| ≤ LQε <
1

2C̃
<

1

2
. (4.17)

It follows from (4.6) that |t−s|− C̃|t−s|2 ≤ |σ̃i(t)− σ̃i(s)|. Hence we get for the integrand
of (4.16) the estimate√

det ([Dσ̃i(s)]>[Dσ̃i(s)])

|σ̃i(t)− σ̃i(s)|d−2
− 1

|t− s|d−2
≤
√

det ([Dσ̃i(s)]>[Dσ̃i(s)])(
|t− s| − C̃|t− s|2

)d−2
− 1

|t− s|d−2

=

[√
det ([Dσ̃i(s)]>[Dσ̃i(s)])(

1− C̃|t− s|
)d−2

− 1

]
1

|t− s|d−2

=

[√
det ([Dσ̃i(s)]>[Dσ̃i(s)])− 1(

1− C̃|t− s|
)d−2

+
1−

(
1− C̃|t− s|

)d−2(
1− C̃|t− s|

)d−2

]
1

|t− s|d−2
.

(4.18)

Note that 1 − C̃|t − s| > 1
2
, cf. (4.17). Therefore all denominators above are positive.

Moreover we have√
det ([Dσ̃i(s)]>[Dσ̃i(s)]) =

√
det ([Dσi(Pi(ξ)s) · Pi(ξ)]>[Dσi(Pi(ξ)s)]Pi(ξ))

=
√

detPi(ξ)>
√

det ([Dσi(Pi(ξ)s)]>[Dσi(Pi(ξ)s)])
√

detPi(ξ)

= | detPi(ξ)|
√

det ([Dσi(Pi(ξ)s)]>[Dσi(Pi(ξ)s)]) (4.19)

and

1 =
√

det ([Dσi(ξ) · Pi(ξ)]>[Dσi(ξ)]Pi(ξ))

=
√

detPi(ξ)>
√

det ([Dσi(ξ)]>[Dσi(ξ)])
√

detPi(ξ)

= | detPi(ξ)|
√

det ([Dσi(ξ)]>[Dσi(ξ)]).
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Hence we get with σi(ξ) = x = σ̃i(t) = σi(Pi(ξ)t), the constants K and Q from item (iii)
and (iv) of Remark 4.10 and with | detPi(ξ)| ≤ ‖Pi(ξ)‖d−s ≤ Qd−2 the estimate√

det ([Dσ̃i(s)]>[Dσ̃i(s)])− 1

= | detPi(ξ)|
[√

det ([Dσi(Pi(ξ)s)]>[Dσi(Pi(ξ)s)])−
√

det ([Dσi(ξ)]>[Dσi(ξ)])
]

≤ Qd−2 ·K|Pi(ξ)s− ξ| = Qd−2 ·K|Pi(ξ)s− Pi(ξ)t| ≤ KQd−1 · |s− t|. (4.20)

Moreover we have for |t− s| ≤ 1

1−
(
1− C̃|t− s|

)d−2
= 1−

d−2∑
k=0

(
d− 2

k

)
1d−2−k(− C̃|t− s|)k

= −
d−2∑
k=1

(
d− 2

k

)
(−1)kC̃k|t− s|k = |t− s|

d−2∑
k=1

(
d− 2

k

)
(−1)k−1C̃k|t− s|k−1

≤ |t− s|
d−2∑
k=1

(
d− 2

k

)
C̃k = |t− s|

(
(1 + C̃)d−2 − 1

)
. (4.21)

Moreover we have due to C̃|t− s| < 1
2(

1− C̃|t− s|
)d−2

>
(
1− 1

2

)d−2
= 2d−2 (4.22)

Hence we get with (4.18), (4.20), (4.21), (4.22) and R := KQd−1+(1+C̃)d−2−1
2d−2√

det ([Dσ̃i(s)]>[Dσ̃i(s)])

|σ̃i(t)− σ̃i(s)|d−2
− 1

|t− s|d−2

≤

[√
det ([Dσ̃i(s)]>[Dσ̃i(s)])− 1(

1− C̃|t− s|
)d−2

+
1−

(
1− C̃|t− s|

)d−2(
1− C̃|t− s|

)d−2

]
1

|t− s|d−2

≤

KQd−1 · |s− t|
2d−2

+
|t− s|

(
(1 + C̃)d−2 − 1

)
2d−2

 1

|t− s|d−2

=
KQd−1 + (1 + C̃)d−2 − 1

2d−2
· 1

|t− s|d−3
=

R

|t− s|d−3
.

Analogously we get√
det ([Dσ̃i(s)]>[Dσ̃i(s)])

|σ̃i(t)− σ̃i(s)|d−2
− 1

|t− s|d−2
≥ − R

|t− s|d−3
.

Note that the constant is independent of x. Hence the absolut value of the integrand in
(4.16) can be estimated by the function s 7→ R

|t−s|d−3 . This function is integrable because
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(4.17) implies {s ∈ Ω̃i : ε > |σ̃i(t)− σ̃i(s)|} ⊆ {s ∈ Rd−2 : 1
2
> |t− s|} and hence∫

{s∈Ω̃i:ε>|σ̃i(t)−σ̃i(s)|}

R

|t− s|d−3
ds ≤

∫
{s∈Rd−2: 1

2
>|t−s|}

R

|t− s|d−3
ds

=
2π

d−2
2

Γ
(
d
2
− 1
)

1
2∫

0

R

rd−3
· rd−3 ds =

π
d−2

2 R

Γ
(
d
2
− 1
) .

By Lebesgue’s dominated convergence theorem the limit of (4.9) for δ → 0 exists and can

be estimated by ± π
d−2

2 R
Γ( d

2
−1)

. Also these bounds are independent of x.

The term in (4.10) is independent of δ. Hence it suffices to show that the integral in (4.10)
converges and can be bounded by a constant independent of t. Note that

{s ∈ Ω̃i : 1 ≥ |s− t| ∧ |σ̃i(t)− σ̃i(s)| > ε} ⊆
{
s ∈ Ω̃i : 1 ≥ |s− t| > ε

LQ

}
,

cf. (4.5). Hence we get with (4.7)

{s ∈ Rd−2 : 1 ≥ |s− t| ∧ (s ∈ Ω̃c
i ∨ |σ̃i(t)− σ̃i(s)| > ε)}

= {s ∈ Ω̃c
i : 1 ≥ |s− t|} ∪ {s ∈ Ω̃i : 1 ≥ |s− t| ∧ |σ̃i(t)− σ̃i(s)| > ε}

⊆
{
s ∈ Ω̃c

i : 1 ≥ |s− t| > ε

LQ

}
∪
{
s ∈ Ω̃i : 1 ≥ |s− t| > ε

LQ

}
=
{
s ∈ Rd−2 : 1 ≥ |s− t| > ε

LQ

}
and therefore

0 ≤
∫

{s∈Rd−2:1≥|s−t| ∧ (s∈Ω̃ci ∨ |σ̃i(t)−σ̃i(s)|>ε)}

1

|t− s|d−2
ds

≤
∫

{s∈Rd−2:1≥|s−t|> ε
LQ
}

1

|t− s|d−2
ds =

2π
d−2

2

Γ(d
2
− 1)

∫ 1

ε
LQ

1

rd−2
· rd−3 ds =

2π
d−2

2

Γ(d
2
− 1)

ln
LQ

ε
.

Note that this estimate is independent of x. Next we consider (4.11). Note at first that

Γ(d
2
− 1)

2π
d−2

2

∫
{s∈Rd−2:1≥|t−s|≥δ}

1

|t− s|d−2
ds =

∫ 1

δ

1

rd−2
· rd−3 ds = − ln δ. (4.23)

Recall that |σ̃i(t) − σ̃i(s)| ≤ |t − s|
(
1 + C̃|t − s|

)
holds for all s ∈ Ω̃i, cf. (4.6). Moreover
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we can assume that δ is so small that {s ∈ Rd−2 : |s− t| < δ} ⊆ Ω̃i. Hence

{s ∈Rd−2 : 1 ≥ |s− t| ∧ (s ∈ Ω̃c
i ∨ |σ̃i(t)− σ̃i(s)| ≥ δ)}

= {s ∈ Ω̃c
i : 1 ≥ |s− t| ≥ δ} ∪ {s ∈ Ω̃i : 1 ≥ |s− t| ∧ |σ̃i(t)− σ̃i(s)| ≥ δ}

⊆
{
s ∈ Ω̃c

i : 1 ≥ |s− t| ≥ δ

1 + C̃|t− s|

}
∪
{
s ∈ Ω̃i : 1 ≥ |s− t| ≥ δ

1 + C̃|t− s|

}
=

{
s ∈ Rd−2 : 1 ≥ |s− t| ≥ δ

1 + C̃|t− s|

}
. (4.24)

With (4.23) and (4.24) we get now

Γ(d
2
− 1)

4π
d
2

∫
{s∈Rd−2:1≥|s−t| ∧ (s∈Ω̃ci ∨ |σ̃i(t)−σ̃i(s)|≥δ)}

1

|t− s|d−2
ds+

ln δ

2π

≤
Γ(d

2
− 1)

4π
d
2

 ∫
{s∈Rd−2:1≥|s−t|≥ δ

1+C̃|t−s|
}

1

|t− s|d−2
ds−

∫
{s∈Rd−2:1≥|t−s|≥δ}

1

|t− s|d−2
ds


=

Γ(d
2
− 1)

4π
d
2

∫
{s∈Rd−2:δ>|s−t|≥ δ

1+C̃|t−s|
}

1

|t− s|d−2
ds ≤

Γ(d
2
− 1)

4π
d
2

∫
{s∈Rd−2:δ>|s−t|≥ δ

1+C̃δ
}

1

|t− s|d−2
ds

=
Γ(d

2
− 1)

4π
d
2

· 2π
d−2

2

Γ(d−2
2

)

∫ δ

δ
1+C̃δ

1

r
dr =

1

2π

(
ln δ − ln

δ

1 + C̃δ

)
=

ln(1 + C̃δ)

2π
. (4.25)

We have |s− t| ≤ LQ|σ̃i(t)− σ̃i(s)| for all s ∈ Ω̃i, cf. equation (4.5). Hence |s− t| > δLQ
implies |σ̃i(t)− σ̃i(s)| > δ for all s ∈ Ω̃i. Hence

{s ∈ Rd−2 : 1 ≥ |s− t| > δLQ ∧ (s ∈ Ω̃c
i ∨ |σ̃i(t)− σ̃i(s)| ≥ δ)}

⊇ {s ∈ Rd−2 : 1 ≥ |s− t| > δLQ}.
(4.26)

As we are just interested in the limit δ → 0 we can assume in the following that δ is so
small that {s ∈ Rd−2 : |s − t| ≤ δLM} ⊆ Ω̃i holds, which is possible because Ω̃i is open.
Moreover recall that |σ̃i(t)− σ̃i(s)| ≥ |t− s| − C̃|t− s|2 holds for all s ∈ Ω̃i. Hence

{s ∈ Rd−2 : δLQ ≥ |s− t| ∧ (s ∈ Ω̃c
i ∨ |σ̃i(t)− σ̃i(s)| ≥ δ)}

= {s ∈ Rd−2 : δLQ ≥ |s− t| ∧ |σ̃i(t)− σ̃i(s)| ≥ δ}
⊇ {s ∈ Rd−2 : δLQ ≥ |s− t| ∧ |t− s| − C̃|t− s|2 ≥ δ}
= {s ∈ Rd−2 : δLQ ≥ |s− t| ≥ δ + C̃|t− s|2}
⊇ {s ∈ Rd−2 : δLQ ≥ |s− t| ≥ δ + C̃(δLQ)2}.

(4.27)
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Combining (4.26) and (4.27) we get for δLQ < 1

{s ∈Rd−2 : 1 ≥ |s− t| ∧ (s ∈ Ω̃c
i ∨ |σ̃i(t)− σ̃i(s)| ≥ δ)}

= {s ∈ Rd−2 : 1 ≥ |s− t| > δLQ ∧ (s ∈ Ω̃c
i ∨ |σ̃i(t)− σ̃i(s)| ≥ δ)}

∪ {s ∈ Rd−2 : δLQ ≥ |s− t| ∧ (s ∈ Ω̃c
i ∨ |σ̃i(t)− σ̃i(s)| ≥ δ)}

⊇ {s ∈ Rd−2 : 1 ≥ |s− t| ≥ δ + C̃(δLQ)2}. (4.28)

With (4.23) and (4.28) we get now

Γ(d
2
− 1)

4π
d
2

∫
{s∈Rd−2:1≥|s−t| ∧ (s∈Ω̃ci ∨ |σ̃i(t)−σ̃i(s)|≥δ)}

1

|t− s|d−2
ds+

ln δ

2π

≥
Γ(d

2
− 1)

4π
d
2

 ∫
{s∈Rd−2:1≥|s−t|≥δ+C̃(δLQ)2}

1

|t− s|d−2
ds−

∫
{s∈Rd−2:1≥|t−s|≥δ}

1

|t− s|d−2
ds


=

Γ(d
2
− 1)

4π
d
2

∫
{s∈Rd−2:δ+C̃(δLQ)2>|s−t|≥δ}

−1

|t− s|d−2
ds

=
1

2π

δ+C̃(δLQ)2∫
δ

−1

r
dr =

−
(

ln
(
δ + C̃(δLQ)2

)
− ln δ

)
2π

= −
ln
(
1 + C̃δ(LQ)2

)
2π

. (4.29)

From (4.25) and (4.29) we conclude that (4.11) tends to 0 if δ → 0. Note that also this
convergence is independent of x.

It remains to show supx∈Σ kλ(x)
λ→−∞−−−−→ −∞. As the first integral in (4.8) is the only

term depending on λ it suffices to consider just this term. For this we use the following
representation resulting from (4.12):∫

Σ

Gλ−1(x− y)−G0(x− y) dσ(y)

= −
Γ(d−1

2
)

π
d+1

2

∫
Σ

1

|x− y|d−2

∫ ∞
0

sin2
(√1−λ|x−y|

2
q
)

(q2 + 1)
d−1

2

dq dσ(y)

= −
Γ(d−1

2
)

π
d+1

2

∫ ∞
0

1

(q2 + 1)
d−1

2

∫
Σ

sin2
(√1−λ|x−y|

2
q
)

|x− y|d−2
dσ(y) dq

≤ −
Γ(d−1

2
)

π
d+1

2

∫ ∞
0

1

(q2 + 1)
d−1

2

∫
Σ∩Bε(x)

sin2
(√

1−λ|x−y|
2

q
)

|x− y|d−2
dσ(y) dq. (4.30)

Due to (4.7) and (4.5) we have{
s ∈ Rd−2 : |s− t| < ε

LQ

}
=
{
s ∈ Ω̃i : |s− t| < ε

LQ

}
⊆ {s ∈ Ω̃i : |σ̃i(t)− σ̃i(s)| < ε}
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and therefore

Σ ∩Bε(x) = σ̃i
(
{s ∈ Ω̃i : |σ̃i(t)− σ̃i(s)| ≤ ε}

)
⊇ σ̃i

({
s ∈ Rd−2 : |s− t| ≤ ε

LQ

})
.

Hence we get for the inner integral in (4.30) the estimate∫
Σ∩Bε(x)

sin2
(√1−λ|x−y|

2
q
)

|x− y|d−2
dσ(y)

≥
∫
{s∈Rd−2:|s−t|< ε

LQ
}

sin2
√

1−λ|σ̃i(t)−σ̃i(s)|q
2

|σ̃i(t)− σ̃i(s)|d−2

√
det ([Dσ̃i(s)]>[Dσ̃i(s)]) ds. (4.31)

According to item (iii) in Remark 4.10 there exists a constant mi ∈ R with√
det ([Dσi(Pi(ξ)s)]>[Dσi(Pi(ξ)s)]) ≥ mi

for all s ∈ Ω̃i. From condition (C2) it follows mi > 0. Set m0 := min{m1, . . . ,mm}. Due
to | detPi(ξ)| = | det[Pi(ξ)]

−1|−1 and | det[Pi(ξ)]
−1| ≤ Qd−2 with the constant Q from item

(iv) in Remark 4.10 we observe hence from equation (4.19)√
det ([Dσ̃i(s)]>[Dσ̃i(s)]) = | detPi(ξ)|

√
det ([Dσi(Pi(ξ)s)]>[Dσi(Pi(ξ)s)]) ≥

m0

Qd−2
.

Therefore we can conclude from (4.31)∫
Σ∩Bε(x)

sin2
(√1−λ|x−y|

2
q
)

|x− y|d−2
dσ(y) ≥ m0

Qd−2

∫
{s∈Rd−2:|s−t|< ε

LQ
}

sin2
√

1−λ|σ̃i(t)−σ̃i(s)|q
2

|σ̃i(t)− σ̃i(s)|d−2
ds. (4.32)

Next we define the function Φλ : Rd−2 → Rd−2 via

Φλ(s) = t+
s− t√
1− λ

.

Note that [DΦλ](s) = 1√
1−λId−2 and det[DΦλ] = 1√

1−λd−2 . Moreover

Φλ

({
s ∈ Rd−2 : |s− t| < ε

√
1− λ
LQ

})
=

{
s ∈ Rd−2 : |s− t| < ε

LQ

}
.

Hence we get for every R > 1 and every sufficiently large λ the estimate∫
{s∈Rd−2:|s−t|< ε

LQ
}

sin2
√

1−λ|σ̃i(t)−σ̃i(s)|q
2

|σ̃i(t)− σ̃i(s)|d−2
ds =

∫
Φλ

({
s∈Rd−2:|s−t|< ε

√
1−λ
LQ

})
sin2

√
1−λ|σ̃i(t)−σ̃i(s)|q

2

|σ̃i(t)− σ̃i(s)|d−2
ds

=

∫
{
s∈Rd−2:|s−t|< ε

√
1−λ
LQ

}
sin2

√
1−λ|σ̃i(t)−σ̃i◦Φλ(s)|q

2

|σ̃i(t)− σ̃i ◦ Φλ(s)|d−2
· 1
√

1− λd−2
ds

≥
∫

{s∈Rd−2: 1
R
≤|s−t|≤R}

sin2
√

1−λ|σ̃i(t)−σ̃i◦Φλ(s)|q
2(√

1− λ|σ̃i(t)− σ̃i ◦ Φλ(s)|
)d−2

ds. (4.33)
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According to (4.6) we get

√
1− λ|σ̃i(t)− σ̃i ◦ Φλ(s)| =

√
1− λ

∣∣∣[Dσ̃i(t)](Φλ(s)− t
)

+ F̃i
(
Φλ(s), t

)∣∣∣
≤
√

1− λ
∣∣∣[Dσ̃i(t)] s− t√

1− λ

∣∣∣+
√

1− λC̃
∣∣∣ s− t√

1− λ

∣∣∣2
= |s− t|+ C̃|s− t|2√

1− λ
and analogously

√
1− λ|σ̃i(t)− σ̃i ◦ Φλ(s)| ≥ |s− t| −

C̃|s− t|2√
1− λ

.

Hence we get for t ∈ {s ∈ Rd−2 : 1
R
≤ |s− t| ≤ R} the estimate∣∣∣√1− λ|σ̃i(t)− σ̃i ◦ Φλ(s)| − |s− t|

∣∣∣ ≤ C̃|s− t|2√
1− λ

≤ C̃R2

√
1− λ

.

Note that this estimate is independent of x. Hence the integrand in (4.33) converges for
λ→ −∞ uniformly against

sin2 |s−t|q
2

|s− t|d−2
.

Note that also this convergence can be estimated independently of x.
As the set {s ∈ Rd−2 : 1

R
≤ |s− t| ≤ R} is compact also the integral converges against∫

{s∈Rd−2: 1
R
≤|s−t|≤R}

sin2 |s−t|q
2

|s− t|d−2
ds =

2π
d−2

2

Γ
(
d
2
− 1
) ∫ R

1
R

sin2 rq
2

rd−2
· rd−3 dr

=
2π

d−2
2

Γ
(
d
2
− 1
) ∫ Rq

2

q
2R

sin2 p
2
q
p
· 2

q
dp =

2π
d−2

2

Γ
(
d
2
− 1
) ∫ Rq

2

q
2R

sin2 p

p
dp

where we have used the substitution p := rq
2

. Again this convergence can be estimated
independently of x. Together with (4.30), (4.32) and (4.33) we get∫

Σ

Gλ−1(x− y)−G0(x− y) dσ(y) ≤

−
Γ(d−1

2
)

π
d+1

2

∞∫
0

1

(q2 + 1)
d−1

2

m0

Qd−2

∫
{s∈Rd−2: 1

R
≤|s−t|≤R}

sin2
√

1−λ|σ̃i(t)−σ̃i◦Φλ(s)|q
2(√

1− λ|σ̃i(t)− σ̃i ◦ Φλ(s)|
)d−2

ds dq

λ→−∞−−−−→ − m0

Qd−2

Γ(d−1
2

)

π
d+1

2

2π
d−2

2

Γ
(
d
2
− 1
) ∞∫

0

1

(q2 + 1)
d−1

2

∫ Rq
2

q
2R

sin2 p

p
dp dq.
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Also this convergence can be estimated independently of x. Hence

lim
λ→−∞

sup
x∈Σ

∫
Σ

Gλ−1(x− y)−G0(x− y) dσ(y) ≤ −Ĉ
∞∫

0

1

(q2 + 1)
d−1

2

∫ Rq
2

q
2R

sin2 p

p
dp dq.

with the corresponding constant Ĉ > 0. As the integral
∫∞

0
sin2 p
p

dp does not converge and
R > 1 was chosen arbitrary we conclude

lim
λ→−∞

sup
x∈Σ

∫
Σ

Gλ−1(x− y)−G0(x− y) dσ(y) = −∞.

Definition 4.12. For x = σ(s0) ∈ Σ let BΣ
δ (x) := {σ(s) : |s− s0| < δ} be the open ball in

Σ with center x and radius δ. For λ ≤ 1, x ∈ Σ and h ∈ C0,1(Σ) define

(Bλh)(x) := lim
δ↘0

[ ∫
Σ\BΣ

δ (x)

h(y)Gλ−1(x− y) dσ(y)− h(x)
ln δ

2π

]
.

Lemma 4.13. The definition above gives rise to a well defined operator Bλ in L2(Σ) with
domain domBλ = C0,1(Σ) ⊆ L2(Σ). The operator Bλ is symmetric and bounded from
above by the finite number supx∈Σ kλ(x).

Proof. Let h ∈ C0,1(Σ). Note that we can write
(
Bλh

)
(x) as

(Bλh)(x) = lim
δ↘0

[ ∫
Σ\BΣ

δ (x)

[
h(y)− h(x)

]
Gλ−1(x− y) dσ(y)

+

∫
Σ\BΣ

δ (x)

h(x)Gλ−1(x− y) dσ(y)− h(x)
Γ(d

2
− 1)ωd−3

4π
d
2

ln δ

]
= lim

δ↘0

[ ∫
Σ\BΣ

δ (x)

[
h(y)− h(x)

]
Gλ−1(x− y) dσ(y)

]
+ h(x)kλ(x) (4.34)

with kλ(x) defined as in Lemma 4.11. Denoting by L a Lipschitz constant of h we get for
the integral in (4.34) the estimate∣∣∣∣∣
∫

Σ\BΣ
δ (x)

[
h(y)− h(x)

]
Gλ−1(x− y) dσ(y)

∣∣∣∣∣
≤
∫

Σ

|h(y)− h(x)| · 1

(2π)
d
2

(√
−(λ− 1)

|x− y|

) d
2
−1

K d
2
−1

(√
−(λ− 1)|x− y|

)
dσ(y)

≤ L
(1− λ)

d−2
4

(2π)
d
2

∫
Σ

K d
2
−1

(√
(1− λ)|x− y|

)
|x− y| d2−2

dσ(y).
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The singularity of the integrand at x is in O(|x−y|−d+3), cf. (7.44) in [Tes09, Chapter 7.4].
As Σ is a compact (d− 2)-dimensional manifold the integral converges. Hence the limit in
(4.34) exists and we get

(Bλh)(x) =

∫
Σ

[
h(y)− h(x)

]
Gλ−1(x− y) dσ(y) + h(x)kλ(x) (4.35)

and the estimate

|(Bλh)(x)| ≤ L
(1− λ)

d−2
4

(2π)
d
2

∫
Σ

K d
2
−1

(√
(1− λ)|x− y|

)
|x− y| d2−2

dσ(y) + |h(x)| · ‖kλ‖∞.

Hence we get the estimate

‖Bλh‖L2(Σ) ≤ L
(1− λ)

d−2
4

(2π)
d
2

√
|Σ|
∫

Σ

K d
2
−1

(√
(1− λ)|x− y|

)
|x− y| d2−2

dσ(y) + ‖h‖L2(Σ) · ‖kλ‖∞.

Thus Bλ is a well defined operator in L2(Σ).
Let now h, g ∈ C0,1(Σ). Then

〈Bλh, g〉L2(Σ) − 〈h,Bλg〉L2(Σ) = 〈[Bλ − kλ]h, g〉L2(Σ) − 〈h, [Bλ − kλ]g〉L2(Σ)

=

∫
Σ

(∫
Σ

[
h(y)− h(x)

]
Gλ−1(x− y) dσ(y)

)
g(x) dσ(x)

−
∫

Σ

h(y)

(∫
Σ

[
g(x)− g(y)

]
Gλ−1(x− y) dσ(x)

)
dσ(y)

=

∫
Σ

∫
Σ

[
h(y)g(y)− h(x)g(x)

]
Gλ−1(x− y) dσ(y) dσ(x) = 0,

where we have used for the last equality that the integrand is skew-symmetric with respect
to s and x. Hence Bλ is symmetric.
Due to the symmetry we observe now

2〈[Bλ − kλ]h, h〉L2(Σ) = 〈[Bλ − kλ]h, h〉L2(Σ) + 〈h, [Bλ − kλ]h〉L2(Σ)

=

∫
Σ

(∫
Σ

[
h(y)− h(x)

]
Gλ−1(x− y) dσ(y)

)
h(x) dσ(x)

+

∫
Σ

h(y)

(∫
Σ

[
h(x)− h(y)

]
Gλ−1(x− y) dσ(x)

)
dσ(y)

=

∫
Σ

∫
Σ

Gλ−1(x− y)
(

2h(y)h(x)− |h(x)|2 − |h(y)|2
)
dσ(y) dσ(x).

Setting u := Re(h) and v := Im(h) we observe

2h(y)h(x)− |h(x)|2 − |h(y)|2

= 2
[
u(y)u(x) + iv(y)u(x)− iu(y)v(x) + v(y)v(x)

]
− u(x)2 − v(x)2 − u(y)2 − v(y)2

= −
[
u(y)− u(x)

]2 − [v(y)− v(x)
]2

+ 2i
[
v(y)u(x)− u(y)v(x)

]
.
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Hence we get

2〈[Bλ − kλ]h, h〉L2(Σ) = −
∫
Σ

∫
Σ

Gλ−1(x− y)
([
u(y)− u(x)

]2
+
[
v(y)− v(x)

]2)
dσ(y) dσ(x)

+

∫
Σ

∫
Σ

2iGλ−1(x− y)
(
v(y)u(x)− u(y)v(x)

)
dσ(y) dσ(x).

Note that 2〈[Bλ−kλ]h, h〉L2(Σ) is real whereas the second integral above is purely imaginary
and thus zero. The integrand of the first integral above is nonnegative which implies 2〈[Bλ−
kλ]h, h〉L2(Σ) ≤ 0 or, equivalently, 〈Bλh, h〉L2(Σ) ≤ 〈kλh, h〉L2(Σ). From this we observe
Bλ ≤ supx∈Σ kλ(x). Recall that supx∈Σ kλ(x) is finite as kλ is bounded, cf. Lemma 4.11.

Define now the operator B̃λ := −F (−Bλ), where F (−Bλ) is the Friedrichs extension of

−Bλ. Note that also B̃λ is bounded from above by supx∈Σ kλ(x).

Lemma 4.14. Let λ < 1. Then B̃λ = B̃0 +M(λ). In particular dom B̃λ is λ-independent.

Proof. For all h ∈ C0,1(Σ) ⊆ L2(Σ) = domM(λ) we have(
Bλh

)
(x)−

(
M(λ)h

)
(x) = lim

δ↘0

[ ∫
Σ\BΣ

δ (x)

h(y)Gλ−1(x− y) dσ(y)− h(x)
Γ(n

2
− 1)ωn−3

4π
n
2

ln δ

]
− lim

δ↘0

∫
Σ\BΣ

δ (x)

h(y)
[
Gλ−1(x− y)−G−1(x− y)

]
dσ(y)

= lim
δ↘0

[ ∫
Σ\BΣ

δ (x)

h(y)G−1(x− y) dσ(y)− h(x)
Γ(n

2
− 1)ωn−3

4π
n
2

ln δ

]
=
(
B0h

)
(x).

Hence Bλ = B0 +M(λ). Recall that M(λ) is bounded and selfadjoint. Hence we can apply
Lemma 2.16 and get

B̃λ = −F (−Bλ) = −F (−B0 −M(λ)) = −F (−B0) +M(λ) = B̃0 +M(λ).

In particular dom B̃λ = dom B̃0 ∩ domM(λ) = dom B̃0 ∩ L2(Σ) = dom B̃0.

Now we are ready to define the generalized trace for a large class of elements in the domain
of T . For this recall that for λ < 1 every element u ∈ domT can be written uniquely as
u = uλc + uλs with uλc ∈ H2(Rd) and uλs ∈ ker(T − λ), cf. Lemma 2.1. Moreover uλs = γ(λ)h
for some h ∈ L2(Σ), cf. the definition of γ(λ) in Lemma 2.6.

Definition 4.15. Let λ < 1. For h ∈ dom B̃λ we define the generalized trace of γ(λ)h via

trΣ (γ(λ)h) := B̃λh.

Hence for an element u = uλc + γ(λ)h ∈ domT with h ∈ dom B̃λ we define

trΣ u := tr2
Σ u

λ
c + B̃λh.
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The definition above has the disadvantage that it seems to depend on λ < 1. However,
this is not the case as we will show in the following lemma.

Lemma 4.16. The definition of trΣ u is independent of the particular choice of λ < 1.

Proof. Let λ, µ < 1 and u = uc + γ(λ)h ∈ domT with uc ∈ H2(R) and h ∈ dom B̃λ =

dom B̃µ, cf. Lemma 4.14. Hence we can write u as u = ũc + γ(µ)h with

ũc := uc + γ(λ)h− γ(µ)h = uc + (λ− µ)(A− λ)−1γ(µ)h ∈ H2(R3),

where we have used the formula γ(λ) = γ(µ) + (λ − µ)(A − λ)−1γ(µ), cf. Lemma 4.14.
Hence u = ũc + γ(µ)h is also a decomposition of u as u = uc + γ(λ)h. Moreover we get
with Lemma 4.4 and Lemma 4.14

trΣ

(
γ(λ)h− γ(µ)h

)
= trΣ

(
γ(λ)h− γ(0)h

)
− trΣ

(
γ(µ)h− γ(0)h

)
= M(λ)h−M(µ)h

=
[
B̃0 +M(λ)

]
h−

[
B̃0 +M(µ)

]
h = B̃λh− B̃µh.

Hence we get

trΣ uc + B̃λh = trΣ

(
u− γ(λ)

)
+ B̃λh = trΣ

(
ũc + γ(µ)h− γ(λ)

)
+ B̃λh = trΣ ũc + B̃µh.

From this we observe that trΣ u is independent of the particular choice of λ < 1.

Next we have to specify an operator Θ in L2(Σ) such that the operator AΘ as defined in
Section 4.2 coincides with a Schrödinger operator with δ-interaction of strength 1

α
on Σ,

i.e. with an operator which acts formally like(
−∆− 1

α
δΣ

)
u = −∆u− 1

α
u|Σ · δΣ.

On the other hand, the action of the operator T − 1 is given by −∆u − hδΣ. Equating
both expressions we get

h =
1

α
u|Σ =

1

α
trΣ

(
uc + γ(0)h

)
=

1

α

(
uc|Σ + B̃0h

)
.

Hence αh − B̃0h = uc|Σ. Using the generalized boundary triple from Corollary 4.2 this

equation is equivalent to (α − B̃0)Γ0u = Γ1u. This heuristic explanation motivates the
following definition.

Definition 4.17. For α ∈ R \ {0} define the Schrödinger operator −∆Σ,α in L2(Rd) with

δ-interaction of strength 1
α

supported on Σ as −∆Σ,α := AΘ − 1 with Θ := α − B̃0. This
means

dom−∆Σ,α = domAΘ = {u ∈ domT : (α− B̃0)Γ0u = Γ1u} = {u ∈ domT : h =
1

α
trΣ u},

−∆Σ,αu = (AΘ − 1)u = −∆u− hδΣ = −∆u− 1

α
trΣ u · δΣ.
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4.3 The generalized trace and δ-interactions on Σ

If α > supx∈Σ k0(x) then Θ ≥ α − supx∈Σ k0(x) > 0, cf. Lemma 4.13. Hence we know
from Theorem 4.6 and Theorem 4.7 that the operator AΘ is selfadjoint and bounded from
below. Moreover, if Σ is a compact C∞-manifold, the resolvent difference with A belongs
to Sp(L

2(Rd)) for p > d
2
− 1. Obviously −∆Σ,α has the same properties. The following

theorem shows that the assumption α > supx∈Σ k0(x) is not necessary for this.

Theorem 4.18. Let λ0 < 1 be such that supx∈Σ kλ(x) < α holds for all λ < λ0, cf.
Lemma 4.11. Then the Schrödinger operator −∆Σ,α is selfadjoint in L2(Rd) and bounded
from below by λ0 − 1. If we assume additionally that Σ is a compact C∞-manifold then

(−∆Σ,α − λ)−1 − (−∆free − λ)−1 ∈ Sp(L
2(Rd))

holds for all λ ∈ ρ(−∆Σ,α)∩ ρ(−∆free) and p > d
2
−1. In particular this resolvent difference

is compact and σess(−∆Σ,α) = [0,∞[.

Proof. As in Definition 4.17 set Θ := α − B̃0. As M(λ) is bounded and selfadjoint for
λ ∈ R, cf. Lemma 2.7, Θ−M(λ) is selfadjoint too. Moreover we have for all λ < λ0

Θ−M(λ) = α−
(
B̃0 +M(λ)

)
= α− B̃λ ≥ α− sup

x∈Σ
kλ(x) > 0,

i.e. 0 ∈ ρ(Θ − M(λ)). By Theorem 2.8 the operator AΘ is selfadjoint in L2(Rd) and
λ ∈ ρ(AΘ). As this is true for all λ < λ0 we get AΘ ≥ λ0. Hence also −∆Σ,α = AΘ − 1 is
selfadjoint and bounded from below by λ0 − 1.
Note that also by Theorem 2.8 Krein’s resolvent formula (2.1) holds for all λ < λ0. Hence

(−∆Σ,α − λ)−1 − (−∆free − λ)−1 = γ(λ+ 1)[Θ−M(λ+ 1)]−1γ(λ+ 1)∗

holds for all λ < λ0− 1. If we assume that Σ is a compact C∞-manifold then Lemma 2.23
implies γ(λ+ 1) ∈ Sq(L

2(Σ), L2(Rd)) and γ(λ+ 1)∗ ∈ Sq(L
2(Rd), L2(Σ)) for all q > d−2.

As [Θ−M(λ + 1)]−1 ∈ L(L2(Σ)) we get with Lemma 2.3 in [BLL13b] (see also III.§7.2.2
in [GK69])

(−∆Σ,α − λ)−1 − (−∆free − λ)−1 = γ(λ+ 1)[Θ−M(λ+ 1)]−1γ(λ+ 1)∗ ∈ Sp(L
2(Rd))

for p := q
2
> d−2

2
and all λ < λ0 − 1. Analogously as in the proof of Theorem 4.6 we get

for an arbitrary µ ∈ ρ(−∆Σ,α) ∩ ρ(−∆free)

(−∆Σ,α − µ)−1 − (−∆free − µ)−1 = U1

(
(−∆Σ,α − λ)−1 − (−∆free − λ)−1

)
U2 ∈ Sp(L

2(Rd))

with the two bounded operators

U1 :=
(
I + (µ− λ)(−∆Σ,α − µ)−1

)
and U2 :=

(
I + (µ− λ)(−∆free − µ)−1

)
.

As the resolvent difference belongs to Sp(L
2(Rd)) it is in particular compact. Hence we

get with Theorem 6.19 from [Tes09] σess(−∆Σ,α) = σess(−∆free) = [0,∞[.

For a better analysis of −∆Σ,α a deeper understanding of the operator B̃λ is needed. In

particular a better knowledge of the eigenvalues of B̃λ is helpful to describe the eigenvalues
of −∆Σ,α more accurate. As the eigenvalues of B̃λ are dependent on the dimension we
restrict ourself to the case that Σ is a closed curve in R3, which is done in the next section.
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4 Schrödinger operators with δ-interactions on manifolds of codimension 2

4.4 Application to δ-interactions on closed curves in R3

Throughout this section Σ is a compact, closed, regular C2-curve in R3 of length L > 0
without self-intersections. Of course it is possible to find a set of parametrizations σi
satisfying the conditions (C1) to (C4) from Section 4.3, but for our purpose it is more
convenient to use a C2-parametrization σ : [0, L] → R3 of Σ with |σ̇(s)| = 1 for all
s ∈ [0, L]. Moreover, we define for x = σ(t) ∈ Σ and δ > 0 the open intervall in Σ

IΣ
δ (x) := {σ(s) : s ∈ ]t− δ, t+ δ[}.

(If t = 0 or t = L we have to replace σ by its L-periodic extension or by a shifted
parametrization. However, this case is not important as it just concerns a set of measure
0.) As σ is Lipschitz-continuous with Lipschitz constant 1 we observe IΣ

δ (x) ⊆ Σ ∩ Bδ(x)
and hence Σ\IΣ

δ (x) ⊇ Σ\Bδ(x). In general, these sets do not coincide, but when δ tends to
0 they become similar. This allows us to give an alternative representation of the function
kλ in the following Lemma.

Lemma 4.19. Let λ < 1 and let kλ be the function defined in Lemma 4.11. Then

kλ(x) = lim
δ→0

[∫
Σ\IΣ

δ (x)

e−
√
−(λ−1)|x−y|

4π|x− y|
dσ(y)− ln δ

2π

]

holds for all x ∈ Σ.

Proof. Let x ∈ Σ and t ∈ [0, L] such that σ(t) = x. As mentioned above we can assume
t 6= 0 and t 6= L. Furthermore we assume in the following that δ is sufficently small such
that δ < min{t, Lt}. Due to Σ \ IΣ

δ (x) = [Σ \Bδ(x)] ∪̇ [(Σ ∩Bδ(x)) \ IΣ
δ (x)] we have

∫
Σ\IΣ

δ (x)

e−
√
−(λ−1)|x−y|

4π|x− y|
dσ(y)

=

∫
Σ\Bδ(x)

e−
√
−(λ−1)|x−y|

4π|x− y|
dσ(y) +

∫
(Σ∩Bδ(x))\IΣ

δ (x)

e−
√
−(λ−1)|x−y|

4π|x− y|
dσ(y)

=

∫
Σ\Bδ(x)

e−
√
−(λ−1)|x−y|

4π|x− y|
dσ(y) +

∫
{s∈[0,L]:|σ(t)−σ(s)|<δ≤|s−t|}

e−
√
−(λ−1)|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
ds.
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Hence we get with the definition of kλ in Lemma 4.11

lim
δ→0

[∫
IΣ
δ (x)

e−
√
−(λ−1)|x−y|

4π|x− y|
dσ(y)− ln δ

2π

]

= lim
δ→0

[∫
(Σ∩Bδ(x))\IΣ

δ (x)

e−
√
−(λ−1)|x−y|

4π|x− y|
dσ(y)− ln δ

2π

+

∫
{s∈[0,L]:|σ(t)−σ(s)|<δ≤|s−t|}

e−
√
−(λ−1)|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
ds

]

= kλ(x) + lim
δ→0

∫
{s∈[0,L]:|σ(t)−σ(s)|<δ≤|s−t|}

e−
√
−(λ−1)|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
ds.

(4.36)

As Σ is a C2-curve we can apply Taylor’s theorem to each component of σ and get for
some suitable ζ1, ζ2 and ζ3

σ(t) =

σ1(t)
σ2(t)
σ3(t)

 = σ(s) + σ′(s)(t− s) +

σ′′1(ζ1)
σ′′2(ζ2)
σ′′3(ζ3)

 (t− s)2

2
.

With the constant Cσ :=
√
‖σ′′1‖2

∞ + ‖σ′′2‖2
∞ + ‖σ′′3‖2

∞ and a local Lipschitz constant L of
σ−1 we get now

|σ(t)− σ(s)| ≥ |σ′(s)| · |t− s| −

∣∣∣∣∣∣
σ′′1(ξ1)
σ′′2(ξ2)
σ′′3(ξ3)

∣∣∣∣∣∣ (t− s)2

2
≥ |t− s| − Cσ

2
|t− s|2

= |t− s|
(

1− Cσ
2
|t− s|

)
≥ |t− s|

(
1− Cσ

2
L|σ(t)− σ(s)|

)
> |t− s|

(
1− Cσ

2
Lδ
)

for all s ∈ [0, L] with |σ(t) − σ(s)| < δ ≤ |t − s|, if we assume that δ is sufficently small
such that 1− Cσ

2
Lδ > 0. Hence

{s ∈ [0, L] : |σ(s)− σ(t)| < δ ≤ |s− t|} ⊆
{
s ∈ [0, L] : |t− s|

(
1− Cσ

2
Lδ
)
< δ ≤ |s− t|

}
=

{
s ∈ [0, L] : δ ≤ |t− s| < δ

1− Cσ
2
Lδ

}
and therefore∫
{s∈[0,L]:|σ(t)−σ(s)|<δ≤|s−t|}

e−
√
−(λ−1)|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
ds

≤
∫
{
s∈[0,L]:δ≤|t−s|< δ

1−Cσ2 Lδ

} e−
√
−(λ−1)|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
ds ≤

∫
{
s∈[0,L]:δ≤|t−s|< δ

1−Cσ2 Lδ

} L

4π|t− s|
ds

=
L

2π

∫ δ

1−Cσ2 Lδ

δ

1

s
ds =

L

2π

(
ln

δ

1− Cσ
2
Lδ
− ln δ

)
= − L

2π
ln
(

1− Cσ
2
Lδ
)

δ→0−−→ 0.
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4 Schrödinger operators with δ-interactions on manifolds of codimension 2

The assertion follows now with (4.36).

Note that with Lemma 4.19 and with equation (4.35) in the proof of Lemma 4.13 we also
get the following alternative representation

(
Bλh

)
(x) = lim

δ→0

[∫
Σ\IΣ

δ (x)

h(y)
e−
√
−(λ−1)|x−y|

4π|x− y|
dσ(y)− h(x)

ln δ

2π

]
(4.37)

of the operator Bλ. We will use in the following this representation of Bλ because it is
easier to handle than the one given in Definition 4.12.
Next we consider at first the case that the closed curve is a circle of radius R > 0 in R3.
In order to distinguish it from a more general closed curve Σ the circle is denoted by T .
Without loss of generality we assume that T is parametrized by the function

τ : [0, 2πR]→ R3, t 7→ R
(

cos(t/R), sin(t/R), 0
)
.

Furthermore we will use the formula

|τ(t)− τ(s)| = 2R sin

(
|s− t|

2R

)
. (4.38)

At first we will show the following Lemma.

Lemma 4.20. The function kλ defined as in Lemma 4.11 is independent of x. In particular
k1(x) = ln(4R)

2π
for all x ∈ T .

Proof. Due to the symmetry of the circle T we observe that k1 in fact is independent of x.
Hence we can choose in the following w.l.o.g. x = τ(0). Moreover we get with formula (4.38)
and the substitution s := t

2R∫
Tδ(x)

G0(x− y) dσ(y) =

∫
Tδ(x)

1

4π|x− y|
dσ(y) =

∫ 2πR−δ

δ

1

4π|τ(t)− τ(0)|
dt

=

∫ 2πR−δ

δ

1

4π · 2R sin
(
t

2R

) dt =

∫ π− δ
2R

δ
2R

1

8πR sin s
· 2R ds

=

∫ π− δ
2R

δ
2R

1

4π sin s
ds =

∫ π
2

δ
2R

1

2π sin s
ds =

1

2π

[
− ln (cos(t/2)) + ln (sin(t/2))

]π
2

δ
2R

=
1

2π

[
− ln (cos(π/4)) + ln (sin(π/4)) + ln (cos(δ/4R))− ln (sin(δ/4R))

]
=

1

2π

[
ln (cos(δ/4R))− ln (sin(δ/4R))

]
=

1

2π

[
ln (cos(δ/4R)) + ln

(
δ

sin(δ/4R)

)
− ln δ

]
.
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Recalling the alternative representation of kλ in Lemma 4.19 we get hence

k1(x) = lim
δ→0

[∫
Tδ(x)

G0(x− y) dσ(y) +
ln δ

2π

]

=
1

2π
lim
δ→0

[
ln (cos(δ/4R)) + ln

(
δ

sin(δ/4R)

)]
=

1

2π
lim
δ→0

ln

(
4Rδ

sin δ

)
=

ln(4R)

2π
+

1

2π
lim
δ→0

ln

(
δ

sin δ

)
=

ln(4R)

2π
.

Next we consider the operator B1 defined by Definition 4.12 or equation (4.37) for the case
of a circle. In order to distinguish it from the case of a general closed curve it is denoted
by BT1 .

Lemma 4.21. The operator BT1 defined by

(BT1 h)(x) = lim
δ→0

[∫
Tδ(x)

h(y)

4π|x− y|
dτ(y) + h(x)

ln δ

2π

]
=

∫
T

h(y)− h(x)

4π|x− y|
dτ(y) + h(x)k1(x)

is essentially selfadjoint in L2(T ). Its closure BT1 is semibounded from above, has a compact
resolvent, and its eigenvalues (ordered nonincreasingly and counted with multiplicity) are
given by

ν1(1) =
ln(4R)

2π
, ν2k(1) = ν2k+1(1) =

ln(4R)

2π
− 1

π

k∑
j=1

1

2j − 1
, k ∈ N.

Proof. At first we calculate the eigenvalues of BT1 . If h is a constant function we get
obviously [BT1 − k0]h = 0. Consider next the function hk defined by hk(x) := sin(kt/R)
with t := τ−1(x) and k ∈ N. With the identity (4.38) and sin(ks/R) − sin(kt/R) =
2 sin

(
ks−kt

2R

)
cos
(
ks+kt

2R

)
we obtain

(
[BT1 − k0]hk

)
(x) =

∫
T

h(y)− h(x)

4π|x− y|
dτ(y) =

∫ 2πR

0

sin(ks/R)− sin(kt/R)

4π · 2R sin
(
|s−t|
2R

) ds

=

∫ 2πR

0

sin
(
k(s−t)

2R

)
cos
(
k(s+t)

2R

)
4πR sin

(
|s−t|
2R

) ds

=

∫ t

0

sin
(
k(s−t)

2R

)
cos
(
k(s+t)

2R

)
4πR sin

(
|s−t|
2R

) ds+

∫ 2πR

t

sin
(
k(s−t)

2R

)
cos
(
k(s+t)

2R

)
4πR sin

(
|s−t|
2R

) ds.

(4.39)
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With the fact, that sin is an odd function, the substitution z := s − t + 2πR and the
formulas sin(α+π) = − sin(α) and cos(α+π) = − cos(α) the first integral in 4.39 becomes

∫ t

0

sin
(
k(s−t)

2R

)
cos
(
k(s+t)

2R

)
4πR sin

(
|s−t|
2R

) ds =

∫ t

0

sin
(
k(s−t)

2R

)
cos
(
k(s+t)

2R

)
−4πR sin

(
s−t
2R

) ds

=

∫ 2πR

2πR−t

sin
(
kz
2R
− kπ

)
cos
(
kt
R

+ kz
2R
− kπ

)
−4πR sin

(
z

2R
− π

) dz =

∫ 2πR

2πR−t

sin
(
kz
2R

)
cos
(
kt
R

+ kz
2R

)
4πR sin

(
z

2R

) dz.

Analogously we get with the substitution z := s− t for the second integral in 4.39

∫ 2πR

t

sin
(
k(s−t)

2R

)
cos
(
k(s+t)

2R

)
4πR sin

(
|s−t|
2R

) ds =

∫ 2πR−t

0

sin
(
kz
2R

)
cos
(
kt
R

+ kz
2R

)
4πR sin

(
z

2R

) dz.

Combining these two resulst we obtain from (4.39) with the substitution s := z
2R

and the
formula cos(α + β) = cos(α) cos(β)− sin(α) sin(β)

(
[BT1 − k0]hk

)
(x) =

∫ 2πR

0

sin
(
kz
2R

)
cos
(
kt
R

+ kz
2R

)
4πR sin

(
z

2R

) dz =

∫ π

0

sin(ks) cos
(
kt
R

+ ks
)

2π sin(s)
ds

=

∫ π

0

sin(ks)

2π sin(s)

[
cos

(
kt

R

)
· cos(ks)− sin

(
kt

R

)
· sin(ks)

]
ds

= cos

(
kt

R

)∫ π

0

sin(ks) cos(ks)

2π sin(s)
ds− sin

(
kt

R

)∫ π

0

sin2(ks)

2π sin(s)
ds

=
−hk(x)

4π

∫ π

0

1− cos(2ks)

sin(s)
ds,

where we have used in the last step the definition of hk, the formula 2 sin2(α) = 1−cos(2α)
and ∫ π

0

sin(ks) cos(ks)

2π sin(s)
ds = 0,

cf. [GR07, 3.612 1.]. With the indefinite integrals [GR07, 2.526 1. and 2.539 4.] we get∫ π

0

1− cos(2ks)

sin(s)
ds =

[
ln
(

tan
s

2

)
− 2

k∑
j=1

cos[(2j − 1)s]

2j − 1
− ln

(
tan

s

2

)]π
0

= 4
k∑
j=1

1

2j − 1
.

Hence

BT1 hk =

(
k0 −

1

π

k∑
j=1

1

2j − 1

)
hk =

(
ln(4R)

2π
− 1

π

k∑
j=1

1

2j − 1

)
hk.
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Analogously we get

BT1 h̃k =

(
ln(4R)

2π
− 1

π

k∑
j=1

1

2j − 1

)
h̃k

for the function h̃k defined by h̃k(x) := cos(kt/R) with t := τ−1(x) and k ∈ N. Therefore

σp
(
BT1
)
⊇

{
ln(4R)

2π
− 1

π

k∑
j=1

1

2j − 1
, k ∈ N0

}
. (4.40)

As the span of the functions hk, h̃k with k ∈ N and the constant function h ≡ 1 is already
dense in L2(T ) and BT1 is symmetric there are no other eigenfunctions and hence no other

eigenvalues, i.e. in (4.40) equality holds. Note that the eigenvalue ln(4R)
2π

has multiplicity
one, while all other eigenvalues have multiplicity two.
Due to

(BT1 ± i)hk =

(
ln(4R)

2π
− 1

π

k∑
j=1

1

2j − 1
± i

)
hk and

(BT1 ± i)h̃k =

(
ln(4R)

2π
− 1

π

k∑
j=1

1

2j − 1
± i

)
h̃k

we observe that ran(BT1 ± i) is dense in L2(T ), hence BT is essentially selfadjoint, cf.
[Wei80, Theorem 5.21].

Next we want to extend the results from Lemma 4.21 to all λ ≤ 1 and to a general closed
C2-curve Σ of length L = 2πR, which is parametrized by its arc length parametrization
σ : [0, L] → R3. This is done by a perturbation of the operator BT1 . As a preparation we
show the following lemma.

Lemma 4.22. Let λ ≤ 1. The operator Dλ : L2(Σ)→ L2(Σ) defined by

(
Dλh

)
(σ(t)) =

∫ L

0

h(σ(s))

[
e−
√
−(λ−1)|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
− e−

√
−(λ−1)|τ(t)−τ(s)|

4π|τ(t)− τ(s)|

]
ds (4.41)

is compact and selfadjoint. Moreover there exists a λ-independent constant C > 0 such
that ‖Dλ‖ ≤ C for all λ ≤ 1.

Proof. In the following we will identify the parametrizations σ and τ of Σ and T , respec-
tively, with their L-periodic continuations on R. Let s, t ∈ R with |s − t| ≤ L

2
. Define

f : (0,∞)→ R via f(z) = e−
√
−(λ−1)z

4πz
for z > 0. Then

|f ′(z)| = 1

4π

∣∣∣∣∣−
√
−(λ− 1)e−

√
−(λ−1)zz − e−

√
−(λ−1)z

z2

∣∣∣∣∣ =
e−
√
−(λ−1)z

4π

[√
−(λ− 1)

z
+

1

z2

]
.

(4.42)
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Note that the functions z 7→ e−
√
−(λ−1)z, z 7→ 1

z
and z 7→ 1

z2 are all monotonously nonin-
creasing on (0,∞), therefore the same is true for |f ′|. Hence it follows∣∣∣∣ e−

√
−λ|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
− e−

√
−λ|τ(t)−τ(s)|

4π|τ(t)− τ(s)|

∣∣∣∣ ≤ |f ′(ζmin)| ·
∣∣|σ(t)− σ(s)| − |τ(t)− τ(s)|

∣∣ (4.43)

with ζmin := min
{
|σ(t)− σ(s)|, |τ(t)− τ(s)|

}
.

Note, that there exist εσ > 0 and ετ > 0 such that for all s, t ∈ R with |s− t| ≤ L
2

|σ(s)− σ(t)| ≥ εσ|s− t| and |τ(s)− τ(t)| ≥ ετ |s− t|

holds. With ε := min{εσ, ετ} > 0 the estimate (4.43) can be simplified to∣∣∣∣ e−
√
−λ|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
− e−

√
−λ|τ(t)−τ(s)|

4π|τ(t)− τ(s)|

∣∣∣∣ ≤ |f ′(ε|s− t|)|∣∣|σ(t)− σ(s)| − |τ(t)− τ(s)|
∣∣. (4.44)

As Σ is a C2-curve we can apply Taylor’s theorem to each component and get for some
suitable ζ1, ζ2 and ζ3

σ(t) =

σ1(t)
σ2(t)
σ3(t)

 = σ(s) + σ′(s)(t− s) +

σ′′1(ζ1)
σ′′2(ζ2)
σ′′3(ζ3)

 (t− s)2

2
.

With Cσ :=
√
‖σ′′1‖2

∞ + ‖σ′′2‖2
∞ + ‖σ′′3‖2

∞ and |σ′(s)| = 1 it follows

|σ(t)− σ(s)| ≤ |σ′(s)| · |t− s|+

∣∣∣∣∣∣
σ′′1(ζ1)
σ′′2(ζ2)
σ′′3(ζ3)

∣∣∣∣∣∣ (t− s)2

2
≤ |t− s|+ Cσ

2
|t− s|2.

Analogously we get with Cτ :=
√
‖τ ′′1 ‖2

∞ + ‖τ ′′2 ‖2
∞ + ‖τ ′′3 ‖2

∞

|τ(t)− τ(s)| ≥ |τ ′(s)| · |t− s| −

∣∣∣∣∣∣
τ ′′1 (ξ1)
τ ′′2 (ξ2)
τ ′′3 (ξ3)

∣∣∣∣∣∣ (t− s)2

2
≥ |t− s| − Cτ

2
|t− s|2

for some suitable ξ1, ξ2 and ξ3. Hence

|σ(t)− σ(s)| − |τ(t)− τ(s)| ≤ Cσ + Cτ
2

|t− s|2.

By changing the roles of σ and τ we observe∣∣∣|σ(t)− σ(s)| − |τ(t)− τ(s)|
∣∣∣ ≤ Cσ + Cτ

2
|t− s|2. (4.45)
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Note that e−x(x + 1) ≤ 1 for x ≥ 0. Together with (4.42), (4.45) and C̃ := Cσ+Cτ
8πε2

the
estimate (4.44) implies∣∣∣∣e−

√
−(λ−1)|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
− e−

√
−(λ−1)|τ(t)−τ(s)|

4π|τ(t)− τ(s)|

∣∣∣∣ ≤ C̃e−
√
−(λ−1)ε|s−t|[√−(λ− 1)ε|s− t|+ 1

]
≤ C̃ (4.46)

for all s, t ∈ R with |s − t| ≤ L
2
. For arbitrary s, t ∈ R there exists k ∈ Z such that

|(s + kL)− t| ≤ L
2
. As σ and τ are L-periodic it follows that (4.46) holds for all s, t ∈ R.

From (4.46) we conclude that the integral kernel given in the definition of Dλ in (4.41) is
bounded and hence square-integrable on [0, L]2. Therefore Dλ is a compact operator, cf.
[RS80, Theorem VI.23]. Since the integral kernel of Dλ is real and symmetric it follows

that Dλ is selfadjoint. Moreover we observe with the λ-independent constant C := C̃L,
the definition of Dλ in (4.41) and estimate (4.46)

‖Dλh‖2
L2(Σ) ≤ ‖h‖2

L2(Σ)

∫ L

0

∫ L

0

∣∣∣∣e−
√
−(λ−1)|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
− e−

√
−(λ−1)|τ(t)−τ(s)|

4π|τ(t)− τ(s)|

∣∣∣∣2ds dt
≤ C2‖h‖2

L2(Σ)

for all h ∈ L2(Σ).

Lemma 4.23. Let λ ≤ 1. The operator Bλ is essentially selfadjoint in L2(Σ). Its clo-
sure Bλ is semibounded from above, has a compact resolvent, and its eigenvalues (ordered
nonincreasingly and counted with multiplicity) satisfy

νk(λ) = − ln k

2π
+O(1) as k →∞.

Moreover for every k ∈ N the function λ 7→ νk(λ) is continuous and strictly increasing on
the interval (−∞, 1] and νk(λ)→ −∞ as λ→ −∞.

Proof. Note that Bλ can be written as

Bλ = Dλ + J∗BTλ J,

where J : L2(Σ)→ L2(T ) is the unitary operator defined by Jh = h◦σ ◦τ−1 for h ∈ L2(Σ)
and the operator Dλ : L2(Σ)→ L2(Σ) is given by (4.41). Recall that BTλ = BT1 +MT (λ),
cf. Lemma 4.14, and that MT (λ) and Dλ are compact and selfadjoint, cf. Lemma 4.4
(together with Remark 2.24) and Lemma 4.22. Hence we get

Bλ = Dλ + J∗
(
BT1 +MT (λ)

)
J = Dλ + J∗

(
BT1 +MT (λ)

)
J

= Dλ + J∗
(
BT1 +MT (λ)

)∗
J = D∗λ +

(
J∗
(
BT1 +MT (λ)

)
J
)∗

= B∗λ,
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i.e. Bλ is essentialy selfadjoint. For every function u ∈ domBλ we have

〈Bλu, u〉L2(Σ) = 〈Dλu, u〉L2(Σ) + 〈J∗
(
BT1 +MT (λ)

)
Ju, u〉L2(Σ)

= 〈Dλu, u〉L2(Σ) + 〈BT1 Ju, Ju〉L2(T ) + 〈MT (λ)Ju, Ju〉L2(T )

≤ ‖Dλ‖ · ‖u‖2
L2(Σ) + kT1 ‖Ju‖2

L2(T ) + ‖MT (λ)‖ · ‖Ju‖2
L2(T )

≤
(
C + kT1 + ‖MT (λ)‖

)
‖u‖2

L2(Σ),

with the constants C from Lemma 4.22 and kT1 = ln(4R)
2π

, cf. Lemma 4.20. Hence Bλ is
bounded from above. Moreover we have with Lemma 2.2

νj(λ) := sup
U⊆domBλ
dimU=j

min
u∈U\{0}

〈Bλu, u〉L2(Σ)

‖u‖L2(Σ)

= sup
U⊆domBλ
dimU=j

min
u∈U\{0}

〈Dλu, u〉L2(Σ) + 〈BT1 Ju, Ju〉L2(T ) + 〈MT (λ)Ju, Ju〉L2(T )

‖u‖L2(Σ)

≤ sup
U⊆domBλ
dimU=j

min
u∈U\{0}

{
〈BT1 Ju, Ju〉L2(T )

‖Ju‖L2(T )

+ C + ||MT (λ)||

}

= sup
V⊆domBT1

dimV=j

min
v∈V \{0}

{
〈BT1 v, v〉L2(T )

‖v‖L2(T )

}
+ C + ||MT (λ)|| = νTj (1) + C + ||MT (λ)||.

Analogously we get νj(λ) ≥ νTj (1)− C − ||MT (λ)|| which implies

νj(λ) = νTj (1) +O(1) as j →∞. (4.47)

Recall that
∑k

j=1
1
j

= ln k +O(1), see e.g. [AS64, Equation 4.1.32]. Hence

k∑
j=1

1

2j − 1
=

2k∑
j=1

1

j
− 1

2

k∑
j=1

1

j
= ln(2k)− ln(k)

2
+O(1) =

ln(2k)

2
+O(1) as k → +∞.

(4.48)

With equation (4.47), (4.48) and Lemma 4.21 we get

ν2k(λ) = νT2k(1) +O(1) =
ln(4R)

2π
− 1

π

k∑
j=1

1

2j − 1
+O(1) = − ln(2k)

2π
+O(1) as k →∞.

Moreover we get

ν2k+1(λ) = ν2k(λ) = − ln(2k)

2π
+O(1) = − ln(2k + 1)

2π
+O(1) as k →∞.
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It remains to show that the eigenvalue functions λ 7→ νk(λ) are continuous and strictly
increasing for each k ∈ N. For this let λ, µ < 1 and define the operator Dλ,µ : L2(Σ) →
L2(Σ) by

(Dλ,µh)(x) =

∫
Σ

h(y)
e−
√
−(λ−1)|x−y| − e−

√
−(µ−1)|x−y|

4π|x− y|
dσ(y).

As |e−α − e−β| ≤ |α− β| for all α, β ≥ 0 we for the integral kernel of Dλ,µ the estimate∣∣∣∣∣e−
√
−(λ−1)|x−y| − e−

√
−(µ−1)|x−y|

4π|x− y|

∣∣∣∣∣ ≤ |
√
−(λ− 1)−

√
−(µ− 1)|

4π
. (4.49)

Hence Dλ,µ is a compact operator and its norm can be estimated by
|
√
−(λ−1)−

√
−(µ−1)|

4π
L,

cf. [RS80, Theorem VI.23]. Since the integral kernel of Dλ,µ is real and symmetric it follows
that Dλ,µ is selfadjoint.
It follows from the definition of Dλ,µ and the definition of Bλ and Bµ, that Bλh− Bµh =
Dλ,µh holds for all h ∈ C0,1(Σ) and hence that

Bλh = Bµh+Dλ,µh

holds for all h ∈ domBλ. With Lemma 2.2 we get

νk(λ) = sup
U⊆domBλ
dimU=k

min
u∈U\{0}

〈Bλu, u〉L2(Σ)

‖u‖L2(Σ)

= sup
U⊆domBµ
dimU=k

min
u∈U\{0}

〈Bµu, u〉L2(Σ) + 〈Dλ,µu, u〉L2(Σ)

‖u‖L2(Σ)

≤ sup
U⊆domBµ
dimU=k

min
u∈U\{0}

{
〈Bµu, u〉L2(Σ)

‖u‖L2(Σ)

+ ||Dλ,µ||

}
= νk(µ) + ||Dλ,µ||

and analogously νk(λ) ≥ νk(µ)− ||Dλ,µ||. Hence

|νk(λ)− νk(µ)| ≤ ||Dλ,µ|| ≤
|
√
−(λ− 1)−

√
−(µ− 1)|

4π
L

λ→µ−−→ 0,

i.e. λ 7→ νk(λ) is continuous.
According to Lemma 4.14 and Lemma 2.7 we have

(Bλ −Bµ)h = (M(λ)−M(µ))h = (λ− µ)γ(λ)∗γ(µ)h

for all h ∈ domBλ = domBµ. Hence we get

d

dλ
〈Bλh, h〉L2(Σ) = lim

µ→λ

〈Bλh, h〉L2(Σ) − 〈Bµh, h〉L2(Σ)

λ− µ
= lim

µ→λ
〈γ(λ)∗γ(µ)h, h〉L2(Σ)

= lim
µ→λ
〈γ(µ)h, γ(λ)h〉L2(Σ) = ‖γ(λ)h‖2

L2(Σ) > 0
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for all h ∈ domBλ \ {0} , i.e. the function λ 7→ 〈Bλh, h〉L2(Σ) is strictly increasing on
(−∞, 1]. Therefore we get with Lemma 2.2 for λ < µ ≤ 1

−νk(λ) = min
U⊆domBλ
dimU=k

max
h∈U
‖h‖=1

〈−Bλh, h〉L2(Σ) > min
U⊆domBµ
dimU=k

max
h∈U
‖h‖=1

〈−Bµh, h〉L2(Σ) = −νk(µ),

where we have used that the operators −Bλ and −Bµ are semibounded from below. Thus
νk(λ) < νk(µ) for λ < µ ≤ 1.

Now we are in the situation to improve the results about the spectrum of −∆Σ,α.

Theorem 4.24. Let λ ∈ ρ(−∆Σ,α) ∩ ρ(−∆free) and s1(λ) ≥ s2(λ) ≥ . . . be the singular
values of the resolvent difference

(−∆Σ,α − λ)−1 − (−∆free − λ)−1, (4.50)

counted with multiplicities. Then

sk(λ) = O
( 1

k2 ln k

)
as k →∞.

Proof. According to Theorem 2.8 the resolvent difference in (4.50) can be written as

(−∆Σ,α − λ)−1 − (−∆free − λ)−1 = γ(λ)
(
α−Bλ

)−1
γ(λ)∗.

With Lemma 4.4 and Remark 2.24) we get γ(λ) ∈ Sp

(
L2(R3), L2(Σ)

)
for p > 1 and

sj
(
γ(λ)

)
= O(1/j) for j →∞. Hence also sj

(
γ(λ)∗

)
= O(1/j) as j →∞, i.e. there exists

a constant C > 0 such that

sj
(
γ(λ)

)
≤ C

j
and sj

(
γ(λ)∗

)
≤ C

j
.

Moreover it follows from Lemma 4.23 that the singular values (which coincide with the
eigenvalues) of the selfadjoint operator (α−Bλ)

−1 satisfy

sj
(
(α−Bλ)

−1
)
≤ C̃

ln j

for some suitable C̃. Without loss of generality we assume in the following C̃ = C. With
[GK69, Corollary 2.2, Chapter II] and ln j = 1

3
ln(j3) ≥ 1

3
ln(3j) for j ≥ 2 we get

s3j−2

(
γ(λ)(α−Bλ)

−1γ(λ)∗
)
≤ s2j−1

(
γ(λ)(α−Bλ)

−1
)
sj
(
γ(λ)∗

)
≤ sj

(
γ(λ)

)
sj
(
(α−Bλ)

−1
)
sj
(
γ(λ)∗

)
≤ C3

ln j
≤ 27C3

(3j)2 ln(3j)

for j ≥ 2. Due to

s3j

(
γλ0(α−Bλ)

−1γ∗λ0

)
≤ s3j−1

(
γλ0(α−Bλ)

−1γ∗λ0

)
≤ s3j−2

(
γλ0(α−Bλ)

−1γ∗λ0

)
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and

27C3

(3j)2 ln(3j)
≤ 27C3

(3j − 1)2 ln(3j − 1)
≤ 27C3

(3j − 2)2 ln(3j − 2)

this implies

sk
(
γλ0(α−Bλ)

−1γ∗λ0

)
≤ 27C3

k2 ln k

for all k ∈ N, k ≥ 4.

A consequence of the compactness of the resolvent difference (4.50) is that the only possible
accumulation point of the negative eigenvalues is 0. Moreover we know that −∆Σ,α is
semibounded from below, cf. Theorem 4.18. The following Theorem shows that there are
even only finitely many negative eigenvalues and gives and estimate for its number. For
this define

dΣ :=

∫ L

0

∫ L

0

∣∣∣∣ 1

4π|σ(t)− σ(s)|
− 1

4π|τ(t)− τ(s)|

∣∣∣∣2 dt ds.
Note that dΣ is the norm of the operator D1 defined in equation (4.41) of Lemma 4.22.
Furthermore define for r ∈ N0 the disjoint intervals

Ir :=

[
ln(4R)

2π
− 1

π

r+1∑
j=1

1

2j − 1
,
ln(4R)

2π
− 1

π

r∑
j=1

1

2j − 1

)
and I−1 :=

[
ln(4R)

2π
,+∞

)
such that R =

⋃∞
r=−1 Ir.

Theorem 4.25. Let α 6= 0 and r, l ∈ N0 ∪ {−1} such that α + dΣ ∈ Ir and α − dΣ ∈ Il.
Denote by Nα the number of negative eigenvalues of −∆Σ,α, counted with multiplicities.
Then

2r + 1 ≤ Nα ≤ max{2l + 1, 0}.

In particular Nα = 0 if α− dΣ ≥ ln(4R)
2π

.

Proof. Denote by νk(λ) the k-th eigenvalue (ordered nonincreasingly and counted with
multiplicity) of Bλ. Let N ∈ N0 be the number of eigenvalues of B1 (counted with multi-
plicity) which are larger than α (note that N =∞ is not possible because the eigenvalues
accumulate to −∞, cf. Lemma 4.23):

ν1(1) ≥ ν2(1) ≥ . . . ≥ νN(1) > α ≥ νN+1(1) ≥ . . . .

Recall that the eigenvalues νk(1) of B1 = D1 + J∗BT1 J can be estimated by

νTk (1)− ‖D1‖ ≤ νk(1) ≤ νTk (1) + ‖D1‖, k ∈ N,
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with the operator D1 as defined in (4.41). By [RS80, Theorem VI.23] the norm of D1

equals the L2-norm of its integral kernel, i.e. ‖D1‖ = dΣ. Hence, if α + dΣ ∈ Ir we have

α + dΣ <
ln(4R)

2π
− 1

π

r∑
j=1

1

2j − 1
= νT2r+1(1)

and therefore α < νT2r+1(1) − dΣ ≤ ν2r+1(1). This means that B1 has at least 2r + 1
eigenvalues larger than α, i.e. 2r + 1 ≤ N .

If α− dΣ ∈ I−1 or, equivalently, α− dΣ ≥ ln(4R)
2π

= νT1 (1) we have ν1(1) ≤ νT1 (1) + dΣ ≤ α.

This means that B1 has no eigenvalues larger than α, i.e. N = 0.

If α− dΣ ∈ Il for some l ∈ N0 we have

α− dΣ ≥
ln(4R)

2π
− 1

π

l+1∑
j=1

1

2j − 1
= νT2l+2(1)

and therefore α ≥ νT2l+2(1) + dΣ ≥ ν2l+2(1). This means that B1 has at most 2l + 1
eigenvalues larger than α, i.e. N ≤ 2l + 1. So far we have shown

2r + 1 ≤ N ≤ max{2l + 1, 0}

and it remains to show Nα = N , i.e. the number of negative eigenvalues of −∆Σ,α coincides
with the number of eigenvalues of B1 larger than α.

As seen in Lemma 4.23 the functions λ 7→ νk(λ) are continuous and strictly increasing on
(−∞, 1] and νk(λ)→ −∞ as λ→ −∞. Hence for each k ∈ {1, . . . , N} there exists λk < 1
such that νk(λk) = α and νj(λ) < α for all j > N and all λ < 1.

As γ(λ) is for every λ < 1 an isomorphism between ker(α−Bλ) and ker(AΘ − λ) we get

dim ker
(
−∆Σ,α − (λk − 1)

)
= dim ker(AΘ − λk)
= dim ker(α−Bλk) = #

{
j ∈ {1, . . . , N} : νj(λk) = α

}
for each k ∈ {1, . . . , N}. In particular λk − 1 is a negative eigenvalue of −∆Σ,α. Moreover
all negative eigenvalues of −∆Σ,α are of the form λj − 1 for some j ∈ {1, . . . , N}.
If λk − 1 has multiplicity s (and λk > λk−1) then νk(λk) = . . . = νk+s−1(λk) = α. Hence
the number of negative eigenvalues of −∆Σ,α counted with multiplicity coincides with the
number of eigenvalues of B1 larger than α: Nα = N . This completes the proof.

The following picture illustrates the proof of Theorem 4.25. Each intersection of an eigen-
value function νj with the constant line α indicates a negative eigenvalue λj of −∆Σ,α.
Note that this picture is just a rough sketch to illustrate the principle idea. In particular
one can not expect that the eigenvalue functions νj are linear.
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λ

ν1(1)
ν2(1)

ν3(1)

ν4(1)

ν5(1)
α

λ1 λ2 = λ3 λ4

In the next corollary we give a more explicit estimate for the number of negative eigenvalues
of −∆Σ,α.

Corollary 4.26. Let α 6= 0. Then the number Nα of negative eigenvalues of −∆Σ,α,
counted with multiplicities, can be estimated by

2Rc−1e−2πα−γ − 1− 2(e
1
23 − 1) < Nα < 2Rce−2πα−γ + 1, (4.51)

where γ ≈ 0.577216 is the Euler–Mascheroni constant and c := e2πdΣ. In particular,
Nα = e−2πα+O(1) as α→ −∞.

Proof. As in Theorem 4.25 let r, l ∈ N0 ∪ {−1} such that α + dΣ ∈ Ir and α − dΣ ∈ Il.
The proof is based on the following estimate for the harmonic sum, which can be found
for example in equation (9.89) in [GKP89]:

ln k + γ +
1

2k
− 1

12k2
<

k∑
j=1

1

j
< ln k + γ +

1

2k
− 1

12k2
+

1

120k4
, k ∈ N. (4.52)

Equation (4.52) and
∑k

j=1
1

2j−1
=
∑2k

j=1
1

2j−1
− 1

2

∑k
j=1

1
2j−1

imply

k∑
j=1

1

2j − 1
> ln(2k) + γ +

1

4k
− 1

48k2
− 1

2

(
ln k + γ +

1

2k
− 1

12k2
+

1

120k4

)
=

ln k + ln 4 + γ

2
+

1

48k2
− 1

240k4
>

ln k + ln 4 + γ

2
.

Hence if l ∈ N then α− dΣ ∈ Il implies with the estimate above

α− dΣ <
ln(4R)

2π
− 1

π

l∑
j=1

1

2j − 1
<

ln(4R)

2π
− ln l + ln 4 + γ

2π
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and therefore ln l < −2π(α − dΣ) + lnR − γ. This implies together with the estimate
Nα ≤ 2l + 1 from Theorem 4.25

Nα ≤ 2l + 1 = 2eln l + 1 < 2e−2π(α−dΣ)+lnR−γ + 1 = 2Rce−2πα−γ + 1,

which is the upper estimate in (4.51). If l = −1 or l = 0 then Nα ≤ 1, cf. Theorem 4.25,
and the upper estimate in (4.51) follows immediately from the fact, that the exponential
function is positive.
For the lower estimate in (4.51) we deduce from (4.52) in the same way as above

k∑
j=1

1

2j − 1
< ln(2k) + γ +

1

4k
− 1

48k2
+

1

1920k4
− 1

2

(
ln k + γ +

1

2k
− 1

12k2

)
=

ln k + ln 4 + γ

2
+

1

48k2
+

1

1920k4
<

ln k + ln 4 + γ + 1
23k2

2
.

Hence if r ∈ N0 then α + dΣ ∈ Ir implies with the estimate above

α + dΣ ≥
ln(4R)

2π
− 1

π

r+1∑
j=1

1

2j − 1
>

ln(4R)

2π
−

ln(r + 1) + ln 4 + γ + 1
23(r+1)2

2π

and therefore

ln(r + 1) +
1

23(r + 1)2
> −2π(α + dΣ) + lnR− γ. (4.53)

Equation (4.53) implies together with the estimate Nα ≥ 2r + 1 from Theorem 4.25

Nα − 2Rc−1e−2πα−γ ≥ 2r + 1− 2e−2π(α+dΣ)+lnR−γ

> 2r + 1− 2e
ln(r+1)+ 1

23(r+1)2

= 2(r + 1)− 2(r + 1)e
1

23(r+1)2 − 1

= 2(r + 1)(1− e
1

23(r+1)2 )− 1 =: g(r).

As g′(r) > 0 for all r > 0, the minimum of g for r ≥ 0 is attained at r = 0. Hence

Nα − 2Rc−1e−2πα−γ > 2
(
1− e

1
23

)
− 1,

which gives the lower estimate in (4.51) for r ∈ N0.

For r = −1 we have α + dΣ ≥ ln(4R)
2π

and hence 2π(α + dΣ) ≥ ln(4R). Therefore

2Rc−1e−2πα−γ − 1− 2(e
1
23 − 1) = 2Re−2π(α+dΣ)−γ − 1− 2(e

1
23 − 1)

≤ 2Re− ln(4R)−γ − 1− 2(e
1
23 − 1)

=
2R

4R
e−γ − 1− 2(e

1
23 − 1) < 0.

Hence the lower estimate in (4.51) is also true for the case r = −1.
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Motivated by [Exn05, EHL06] we prove finally the following theorem.

Theorem 4.27. Let T be a circle in R3 of radius R = L
2π

and assume that Σ is not a

circle. Let α < ln(4R)
2π

. Then

minσ(−∆Σ,α) < minσ(−∆T ,α),

where −∆T ,α denotes the Schrödinger operator with δ-interaction of strength 1
α

supported
on the circle T .

Proof. The proof follows the ideas of [Exn05, EHL06] and is based on the strict inequality∫ L

0

|σ(s+ u)− σ(s)| ds < L2

π
sin

πu

L
, u ∈ (0, L/2], (4.54)

cf. Proposition 2.1 and Theorem 2.2 in [EHL06]. Here σ is again the parametrization of
the curve Σ and is identified with its L-periodic extension to R.
At first we will show that (4.54) holds also for u ∈ (L

2
, L) For this let u ∈ (L

2
, L). With the

substitution t := s+ u and the fact, that σ is L-periodic, is L-periodic we get∫ L

0

|σ(s+ u)− σ(s)| ds =

∫ L+u

u

|σ(t)− σ(t− u)| dt

=

∫ L

u

|σ(t)− σ(t− u)| dt+

∫ L+u

L

|σ(t)− σ(t− u)| dt

=

∫ L

u

|σ(t)− σ(t− u)| dt+

∫ u

0

|σ(t)− σ(t− u)| dt

=

∫ L

0

|σ(t)− σ(t− u)| dt =

∫ L

0

|σ(t+ [L− u])− σ(t)| dt.

(4.55)

As L− u ∈ (0, L
2
) we can use (4.54) to estimate the last integral in (4.55) by∫ L

0

|σ(t+ [L− u])− σ(t)| dt ≤ L2

π
sin

π[L− u]

L
=
L2

π
sin
(
π − πu

L

)
=
L2

π
sin

πu

L
. (4.56)

Combining (4.55) and (4.56) we observe that (4.54) holds for all u ∈ (0, L).
Next we define for λ < 1 the function Gλ : (0,∞)→ R via

Gλ(x) :=
e−
√
−(λ−1)x

x
, x > 0.

It is easy to see, that Gλ is strictly monotonically decreasing and convex. As (4.54) holds
for all u ∈ (0, L) we get with the fact that Gλ is decreasing the inequality

Gλ

(
1

L

∫ L

0

|σ(s+ u)− σ(s)| ds
)
> Gλ

(
L

π
sin

πu

L

)
. (4.57)
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Using Jensen’s Inequality (see e.g. [Rud70, Theorem 3.3]) the convexity of Gλ implies

Gλ

(
1

L

∫ L

0

|σ(s+ u)− σ(s)| ds
)
≤ 1

L

∫ L

0

Gλ(|σ(s+ u)− σ(s)|) ds (4.58)

Combining (4.57) and (4.58) we observe∫ L

0

∫ L

0

Gλ

(
L

π
sin

πu

L

)
du ds < L

∫ L

0

Gλ

(
1

L

∫ L

0

|σ(s+ u)− σ(s)| ds
)
du

≤
∫ L

0

∫ L

0

Gλ(|σ(s+ u)− σ(s)|) ds du.
(4.59)

With the substitution t := s+ u and the formula sinα = sin(π − α) we get∫ L

0

Gλ

(
L

π
sin

πu

L

)
du =

∫ L+s

s

Gλ

(
L

π
sin

π(t− s)
L

)
dt

=

∫ L

s

Gλ

(
L

π
sin

π(t− s)
L

)
dt+

∫ s

0

Gλ

(
L

π
sin

π(t+ L− s)
L

)
dt

=

L∫
s

Gλ

(
L

π
sin

π(t− s)
L

)
dt+

s∫
0

Gλ

(
L

π
sin

π(s− t)
L

)
dt =

L∫
0

Gλ

(
L

π
sin

π|t− s|
L

)
dt

and with the same substitution and the L-periodicity of σ we get∫ L

0

Gλ(|σ(s+ u)− σ(s)|)du =

∫ L+s

s

Gλ(|σ(t)− σ(s)|)dt

=

∫ L

s

Gλ(|σ(t)− σ(s)|)dt+

∫ s

0

Gλ(|σ(t+ L)− σ(s)|)dt

=

∫ L

s

Gλ(|σ(t)− σ(s)|)dt+

∫ s

0

Gλ(|σ(t)− σ(s)|)dt =

∫ L

0

Gλ(|σ(t)− σ(s)|)dt.

With these two equalities we observe from (4.59)

0 <

∫ L

0

∫ L

0

Gλ(|σ(t)− σ(s)|)−Gλ

(
L

π
sin

π|t− s|
L

)
dt ds. (4.60)

Next we recall that the operator Bλ can be written as

Bλ = Dλ + J∗BTλ J,

with the selfadjoint compact operator Dλ : L2(Σ) → L2(Σ) and the unitary operator
J : L2(Σ)→ L2(T ) defined in the proof of Lemma 4.23. According to the definition of Dλ
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in (4.41), equation (4.38) and (4.60) we have

〈Dλ1,1〉L2(Σ) =

∫ L

0

∫ L

0

[
e−
√
−(λ−1)|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
− e−

√
−(λ−1)|τ(t)−τ(s)|

4π|τ(t)− τ(s)|

]
ds dt

=

∫ L

0

∫ L

0

Gλ(|σ(t)− σ(s)|)−Gλ(|τ(t)− τ(s)|) ds dt

=

∫ L

0

∫ L

0

Gλ(|σ(t)− σ(s)|)−Gλ

(
L

π
sin

π|t− s|
L

)
ds dt > 0.

Hence we have with the constant function h = 1√
L

on Σ (which implies ‖h‖L2(Σ) = 1)

ν1(λ) ≥ 〈Bλh, h〉L2(Σ) = 〈Dλh, h〉L2(Σ) + 〈BTλ Jh, Jh〉L2(T ) > 〈BTλ Jh, Jh〉L2(T ) = νT1 (λ).
(4.61)

Denote now by λ1 = minσ(−∆T ,α) < 0 the smallest eigenvalue of −∆T ,α. Due to

dim ker
(
−∆Σ,α − (λ− 1)

)
= dim ker(AΘ − λ) = dim ker(α−Bλ)

this means that α is an eigenvalue of BTλ1+1. As νT1 (λ1 + 1) denotes the largest eigenvalue

of BTλ1+1 and due to (4.61) we get the estimate

α ≤ νT1 (λ1 + 1) < ν1(λ1 + 1).

According to Lemma 4.23 the function λ 7→ ν1(λ) is continuous and strictly increasing on
(−∞, 0]. Hence there exists λ2 < λ1 such that α = ν1(λ2 + 1), i.e. λ2 + 1 is an eigenvalue
of −∆Σ,α. Hence min σ(−∆Σ,α) ≤ λ2 + 1 < λ1 + 1 = minσ(−∆T ,α).

Finally, we will compare our operators −∆Σ,α to the operators defined in [Pos01, Exam-
ple 3.5] and [Tet90, § 3], which we consider as representatives of the class of Schrödinger
operators with δ-interactions defined in the literature.

Lemma 4.28. Let −∆Σ
α be the singular perturbed Laplacian as defined in [Pos01, Exam-

ple 3.5]. Then −∆Σ
α and −∆Σ,α coincide.

Proof. Let ε > 0. As in [Pos01] we define in L2(Σ) the operator Γ̃(λ) by

(
Γ̃(λ)h

)
(x) :=

∫
Σ

[
h(x)− h(y)

]e−√−λ|x−y|
4π|x− y|

dσ(y)

+ h(x)

[
ln(ε−1)

2π
+

∫ L

0

1[0,ε](|t− s|)
4π|t− s|

− e−
√
−λ|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
ds

]
,

dom Γ̃(λ) :={h ∈ C1(Σ) : supph ⊂ Σ \ σ−1(0)} ⊆ domB1+λ.
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Note, that this operator is independent of ε, cf. equation (19) in [Pos01]. Hence we get for
all h ∈ dom Γ̃(λ) and all x ∈ Σ(
B1+λh

)
(x) +

(
Γ̃(λ)h

)
(x) =

∫
Σ

[h(y)− h(x)]
e−
√
−λ|x− y|

4π|x− y|
dσ(y) + h(x)kλ(x) + Γ̃(λ)h(x)

= h(x)

[
kλ(x) +

ln(ε−1)

2π
+

∫ L

0

1[0,ε](|t− s|)
4π|t− s|

− e−
√
−λ|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
ds

]

= h(x) lim
δ→0

[∫
Σδ(x)

e−
√
−λ|x−y|

4π|x− y|
dσ(y) +

ln δ

2π

+
ln(ε−1)

2π
+

∫ L

0

1[0,ε](|t− s|)
4π|t− s|

− e−
√
−λ|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
ds

]

= h(x) lim
δ→0

[∫
Σδ(x)

e−
√
−λ|x−y|

4π|x− y|
dσ(y) +

∫ L

0

1[0,δ](|t− s|)
4π|t− s|

− e−
√
−λ|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
ds

]
,

where we have chosen in the last step ε = δ. Due to∫
Σδ(x)

e−
√
−λ|x−y|

4π|x− y|
dσ(y) +

∫ L

0

1[0,δ](|t− s|)
4π|t− s|

− e−
√
−λ|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
ds

=

∫ L

0

[
1− 1[0,δ](|t− s|)

] e−√−λ|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
ds+

∫ L

0

1[0,δ](|t− s|)
4π|t− s|

− e−
√
−λ|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
ds

=

∫ L

0

1[0,δ](|t− s|)
[

1

4π|t− s|
− e−

√
−λ|σ(t)−σ(s)|

4π|σ(t)− σ(s)|

]
ds

=

∫ t+δ

t−δ

1

4π|t− s|
− e−

√
−λ|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
ds

we observe(
B1+λh

)
(x) +

(
Γ̃(λ)h

)
(x)

= h(x) lim
δ→0

[∫ t+δ

t−δ

1

4π|t− s|
− e−

√
−λ|t−s|

4π|t− s|
ds+

∫ t+δ

t−δ

e−
√
−λ|t−s|

4π|t− s|
− e−

√
−λ|σ(t)−σ(s)|

4π|σ(t)− σ(s)|
ds

]
.

Analogously as in (4.49) on page 103 and in (4.43) on page 100 we see that boths integrands
are bounded. Hence, if we send δ to 0, the integrals converge to 0. Therefore −Γ̃(λ) ⊆ B1+λ

and hence

α + Γ̃(λ) ⊆ α−B1+λ = α−B0 −M(1 + λ) = Θ−M(1 + λ)

with Θ := α−B0, cf. Lemma 4.14. Hence we get for all sufficently small λ < 1

(−∆Σ,α − λ)−1 =
(
AΘ − (1 + λ)

)−1

=
(
A− (1 + λ)

)−1
+ γ(1 + λ)

(
Θ−M(1 + λ)

)−1
γ(1 + λ)∗

⊇
(
−∆free − λ

)−1
+ γ(1 + λ)

(
α + Γ̃(λ)

)−1
γ(1 + λ)∗.
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Keeping in mind γ(1 + λ)∗ = tr2
Σ

(
A − (1 + λ)

)−1
, cf. Lemma 4.3, we observe that the

last expression coincides with (−∆Σ
α − λ)−1, cf. the equation after (19) in [Pos01]. Hence

(−∆Σ,α − λ)−1 ⊇ (−∆Σ
α − λ)−1 and therefore −∆Σ,α ⊇ −∆Σ

α . As both operators are
selfadjoint they coincide.

Lemma 4.29. Denote by −
a
α,Σ the Schrödinger operator with δ-interaction of strength

α ∈ R \ {0} on Σ as defined in [Tet90]. Then −
a
α,Σ and −∆Σ,α− ln 2

2π
coincide.

Proof. Let ε > 0 be sufficently small (in the sense of conditions C-1 and C-2 in [Tet90])
and let λ < 0 be arbitrary. For h ∈ C0,1(Σ) and x ∈ Σ we define

(
Γ̃α,Σ(λ)h

)
(x) :=

∫
Σ

[h(x)− h(y)]
e−
√
−λ|x−y|

4π|x− y|
dσ(y)

+ h(x)

[
α−

∫
Σε(x)

e−
√
−λ|x−y|

4π|x− y|
dσ(y) +

∫ t+ε

t−ε

1

4π|s− t|
− e−

√
−λ|σ(s)−σ(t)|

4π|σ(s)− σ(t)|
ds− ln(2ε)

2π

]
,

cf. (3.2) and (3.9) in [Tet90]. As above, t ∈ [0, L] is chosen such that σ(t) = x ∈ Σ.
Moreover, σ is again identified with its L-periodic continuation on R. As we are interrested
in the limit δ → 0 we can assume in the following δ < ε. At first note

(
B1+λh

)
(x) +

(
Γ̃α,Σ(λ)h

)
(x) = h(x) lim

δ→0

[∫
Σδ(x)

e−
√
−λ|x−y|

4π|x− y|
dσ(y) +

ln δ

2π

]

+ h(x)

[
α−

∫
Σε(x)

e−
√
−λ|x−y|

4π|x− y|
dσ(y) +

∫ t+ε

t−ε

1

4π|s− t|
− e−

√
−λ|σ(s)−σ(t)|

4π|σ(s)− σ(t)|
ds− ln(2ε)

2π

]

= h(x) lim
δ→0

[∫
Σδ(x)

e−
√
−λ|x−y|

4π|x− y|
dσ(y)−

∫
Σε(x)

e−
√
−λ|x−y|

4π|x− y|
dσ(y) + 2

ln δ − ln ε

4π

]

+ h(x)

[∫ t+ε

t−ε

1

4π|s− t|
− e−

√
−λ|σ(s)−σ(t)|

4π|σ(s)− σ(t)|
ds+ α− ln 2

2π

]
.

Due to Σδ(x) \ Σε(x) = {σ(s) : δ ≤ |s − t| < ε} = σ
(
]t − ε, t − δ] ∪ [t + δ, t + ε[

)
and

ln δ − ln ε = −
∫ t−δ
t−ε

1
|s−t| ds = −

∫ t+ε
t+δ

1
|s−t| ds we observe

∫
Σδ(x)

e−
√
−λ|x−y|

4π|x− y|
dσ(y)−

∫
Σε(x)

e−
√
−λ|x−y|

4π|x− y|
dσ(y) + 2

ln δ − ln ε

4π

=

∫ t−δ

t−ε

e−
√
−λ|σ(s)−σ(t)|

4π|σ(s)− σ(t)|
− 1

4π|s− t|
ds+

∫ t+ε

t+δ

e−
√
−λ|σ(s)−σ(t)|

4π|σ(s)− σ(t)|
− 1

4π|s− t|
ds.
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Hence(
B1+λh

)
(x) +

(
Γ̃α,Σ(λ)h

)
(x)

= h(x) lim
δ→0

[∫ t−δ

t−ε

e−
√
−λ|σ(s)−σ(t)|

4π|σ(s)− σ(t)|
− 1

4π|s− t|
ds+

∫ t+ε

t+δ

e−
√
−λ|σ(s)−σ(t)|

4π|σ(s)− σ(t)|
− 1

4π|s− t|
ds

]

+ h(x)

[∫ t+ε

t−ε

1

4π|s− t|
− e−

√
−λ|σ(s)−σ(t)|

4π|σ(s)− σ(t)|
ds+ α− ln 2

2π

]

= h(x) lim
δ→0

[∫ t+δ

t−δ

1

4π|s− t|
− e−

√
−λ|σ(s)−σ(t)|

4π|σ(s)− σ(t)|
ds

]
+ h(x)

[
α− ln 2

2π

]

= h(x) lim
δ→0

[∫ t+δ

t−δ

1

4π|s− t|
− 1

4π|σ(s)− σ(t)|
+

1− e−
√
−λ|σ(s)−σ(t)|

4π|σ(s)− σ(t)|
ds

]
+ h(x)

[
α− ln 2

2π

]
.

Analougously as in (4.43) and (4.49) we see that the integrand in the last line is bounded.
Hence, if we send δ to zero the integral vanishes and we get

(
B1+λh

)
(x) +

(
Γ̃α,Σ(λ)h

)
(x) = h(x)

[
α− ln 2

2π

]

for all x ∈ Σ and all h ∈ C0,1(Σ). In particular we can consider Γ̃α,Σ(λ) as an essentially
selfadjoint operator in L2(Σ) with dom Γ̃α,Σ(λ) = C0,1(Σ) and Γ̃α,Σ(λ) = α− ln 2

2π
−B1+λ.

Let Γα,Σ(λ) be the representing operator of the lower bounded closed symmetric sesquilinear
form Φλ

α,Σ in L2(Σ) defined by

dom Φλ
α,Σ := {h ∈ L2(Σ) : Φλ

α,Σ(h, h) <∞},

Φλ
α,Σ(h, g) :=

1

2

∫
Σ

∫
Σ

[h(x)− h(y)]
e−
√
−λ|x−y|

4π|x− y|
[g(x)− g(y)] dσ(y) dσ(x) +

∫
Σ

h(x)g(x)

[
α−

∫
Σε(x)

e−
√
−λ|x−y|

4π|x− y|
dσ(y) +

t+ε∫
t−ε

1

4π|s− t|
− e−

√
−λ|σ(s)−σ(t)|

4π|σ(s)− σ(t)|
ds− ln(2ε)

2π

]
dσ(x),

cf. (3.7) and (3.8) in [Tet90]. Because of∫
Σ

∫
Σ

[h(x)− h(y)]
e−
√
−λ|x−y|

4π|x− y|
[g(x)− g(y)] dσ(y) dσ(x)

= 2

∫
Σ

(∫
Σ

[h(x)− h(y)]
e−
√
−λ|x−y|

4π|x− y|
dσ(y)

)
g(x) dσ(x)

we get Φλ
α,Σ(h, h) = 〈Γ̃α,Σ(λ)h, h〉L2(Σ) <∞ for all h ∈ dom Γ̃α,Σ(λ). Hence dom Γ̃α,Σ(λ) ⊆

dom Φλ
α,Σ. Moreover we get Φλ

α,Σ(h, g) = 〈Γ̃α,Σ(λ)h, g〉L2(Σ) for all h ∈ dom Γ̃α,Σ(λ) and
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g ∈ dom Φλ
α,Σ. According to Corollary 2.4 in [Kat76, Chapter VI] this means

Γ̃α,Σ(λ) ⊆ Γα,Σ(λ).

As Γ̃α,Σ(λ) is essentially selfadjoint and Γα,Σ(λ) is selfadjoint we conclude with Lemma 4.14

Γα,Σ(λ) = Γ̃α,Σ(λ) = α− ln 2

2π
−B1+λ = Θ +B0 −B1+λ = Θ−M(1 + λ)

for Θ := α− ln 2
2π
−B0. Hence, with Proposition 5 in [Tet90] and Lemma 4.3, we get(

−
i

α,Σ
− λ
)−1

u

= (−∆free − λ)−1u+

∫
Σ

[
Γα,Σ(λ)−1

(
tr2

Σ(−∆free − λ)−1u
)]

(y) ·Gλ(· − y) dσ(y)

=
(
−∆free + 1− (1 + λ)

)−1
u+ γ(1 + λ)

(
Θ−M(1 + λ)

)−1
γ(1 + λ)∗u

=
(
AΘ − (1 + λ)

)−1
u = (−∆Σ,α − λ)−1u.

for all u ∈ L2(R3). Hence
(
−

a
α,Σ−λ

)−1
= (−∆Σ,α − λ)−1 and −

a
α,Σ = −∆Σ,α.
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