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Abstract

Agile methods, such as Scrum and Extreme Programming, have started to replace models like water-
fall, V-model and prototyping. One of the reasons was the old models’ inability to respond to constantly
changing business requirements. Agile development is based on short iteration cycles which allow it to
quickly respond to changes in business requirements. The demands for web application security and in-
formation security in general are rising due to the increasing number of different organizations suffering
from security breaches of their IT infrastructure and applications. However, most of the existing security
processes, frameworks and tools are based on traditional processes. This work presents a proposal of a
secure Scrum process for developing secure web applications. We suggest high level security activities
which extend the Scrum development process.

First, we analysed how the security engineering practices of the Security Engineering Capability
Maturity Model (SSE-CMM) could be integrated into Scrum. The next step was to select the most agile
activities and tools of well-established security engineering processes such as Microsoft SDL and NIST
800-64 and to introduce them into Scrum. In order to rate all activities relatively to each other regarding
their agility we used an existing method and adjusted it slightly. At last, we evaluated the agility of this
new process, which security level it provides and how much more time is needed to complete each of its
activities in comparison to Scrum. In order to measure its agility and additional time effort, we conducted
a survey in which we asked employees of a company which is developing JAVA EE applications using
Scrum how agile each activity is and how long it takes to complete each activity. For evaluating our
process’ provided security, we evaluated this new process with OWASP-SAMM and calculated maturity
levels of several categories.

On the one hand, according to our analysis, this process retains a great amount of the flexibility and
efficiency provided by an agile development process. On the other hand it supports the development of
secure web applications. By “secure” we mean that applications are not vulnerable to the OWASP Top
10 risks and the process fulfils all goals of the SSE-CMM.





Kurzfassung

Agile Methoden, wie Scrum und Extreme Programming (XP), haben damit begonnen die traditionel-
len Softwareentwicklungsprozesse (Vorgehensmodelle) wie das Wasserfall-Modell, V-Modell und Proto-
typing abzulösen. Einer der Gründe dafür war, dass die traditionellen Vorgehensmodelle nicht mit rasch
ändernden Kundenanforderungen an die Software umgehen können. Im Gegensatz zu den traditionellen
Vorgehensmodellen wird Software in agiler Softwareentwicklung in kleinen Iterationszyklen entwick-
elt, wodurch schnell auf Kundenanforderungsänderungen reagiert werden kann. Die Forderung nach
“sicheren” Webapplikationen und Informationssicherheit im Allgemeinen steigt, da immer mehr Organ-
isationen von Cyberattacken betroffen sind. Dennoch sind viele der bestehenden Sicherheitsprozesse,
Frameworks und Tools für die traditionellen Softwareentwicklungsprozesse entworfen worden. Diese
Masterarbeit präsentiert einen sicheren Scrum-Enwticklungsprozessvorschlag für die Entwicklung von
sicheren Webapplikationen. Um dieses Ziel zu erreichen integrieren wir so genannte “Sicherheitsaktiv-
itäten” in einen auf Scrum basierenden Softwareentwicklungsprozess.

Zuerst analysierten wir ob Sicherheitspraktiken von SSE-CMM in Scrum integriert werden können.
Als nächstes untersuchten wir die Agilität von Sicherheitsaktivitäten und Tools von vorhanden sicheren
Softwareentwicklungsprozessen wie Microsoft SDL und NIST 800-64 und integrierten die agilsten in
Scrum. Um die Agilität der einzelnen Sicherheitsaktivitäten zu evaluieren verwendeten wir eine in der
Literatur bereits existierende Methode und modifizierten sie ein wenig. Als letzten Schritt evaluier-
ten wir die Agilität des von uns entwickelten sicheren auf Scrum basierenden Softwareentwicklung-
sprozessvorschlags, wieviel Sicherheit dieser Prozessvorschlag gewährleistet und wieviel Zeit für die
Durchführung der neu eingeführten Sicherheitsaktivitäten schätzungsweise benötigt wird. Für die Eval-
uierung führten wir in einem Unternehmen, welches JAVA EE Applikationen mittels Scrum entwickelt,
eine schriftliche Befragung mit Hilfe eines Fragebogens durch. Wir fragten einige Mitarbeiter wie agil
jede einzelne Sicherheitsaktivität unserers sicheren Softwareentwicklungsprozesses ist und wie hoch sie
den zusätzlichen Zeitaufwand für die Durchführung der einzelnen Sicherheitsaktivitäten schätzen. Um
herauszufinden wieviel Sicherheit dieser Prozessvorschlag gewährleistet, führten wir ein Assessment mit
OWASP-SAMM durch.

Laut unserer Evaluierung behält unser Softwareentwicklungsprozessvorschlag einen großen Teil der
Effizienz und Flexibilität eines agilen Softwareentwicklungsprozesses und bietet Unterstützung für die
Entwicklung von sicheren Webapplikationen. Bei “sicher” meinen wir, dass die Applikation nicht ver-
wundbar gegen die OWASP Top 10 ist und alle Ziele des SSE-CMM erfüllt.
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Chapter 1

Introduction

1.1 Background

Agile software development is a software development process model for managing software projects
[33]. It is an alternative to the traditional models. A famous non-iterative development model is the
waterfall model and its variants, like the V-model [86]. Most of the existing security engineering pro-
cesses are based on the waterfall model, and its variants [86], for example, Microsoft SDL [34], Cigital
Touchpoint [50], NIST 800-64 [47], and Common Criteria [45]. The waterfall model consists of the fol-
lowing phases [83]: requirement, design, implementation, verification and maintenance. These phases
are performed linearly, steadily downwards like a waterfall. This structure poses many disadvantages,
for example, one only knows if the software is working when the testing phase has been completed. This
implies that the software is not shippable until the testing phase has been completed. Hence, the cus-
tomer can only give feedback at the end of the process. If the software does not meet the requirements
of the customer, much development time would have been wasted and changes would then be costly,
because modifications in late stages of the process are more costly than in early stages. Moreover, the
scheduling of a software project in a waterfall model is difficult, because the development team first has
to implement the whole software before they can test their code and thus only know in late phases of
the process if their implementation is actually working. Another problem is that if the money invested is
already expended in the implementation- or the design phase, the software would not have been tested,
which can lead to poor quality or even worse, no code might have been implemented at all. In contrast,
agile development is based on short iteration cycles, early delivery and developing incremental software
which allows users to quickly react to changes in business requirements [19]. Software increments pass
through all waterfall phase in short iteration cycles. Thus, software increments can be delivered early and
the customer can give quick feedback. If the software does not meet the requirements of the customer,
the organization can react to this situation and change their further plans by adopting further software
increments to fit the customer’s needs. Nowadays, many companies have shifted to agile development
processes, because of these advantages [101].

According to National Vulnerability Database (NVD) [67], currently many applications are vulner-
able to cyber-attacks. Enterprise web applications are more vulnerable to such attacks than desktop
applications, because open interfaces can be easily exploited once the software is deployed. Hence,
the development of secure software and therefore the use of security engineering processes should be
the main concern. An agile development process which is capable of efficiently producing secure web
applications would be of interest.

1
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1.2 Problem definition

Security requirements have to be defined and written down at the very beginning, because according
to many authors, it is not possible to add security as an afterthought without immense extra effort and
expense [26], [84], [31], [59]. Furthermore, to develop secure applications, threats have to be assessed,
security requirements have to be defined, and a secure software architecture has to be created [21]. Next,
one has to review the design, review the implemented code whether it contains security flaws, and finally
implement assurance methods, like penetration testing.

The assessing of threats, defining of security requirements, and creating of a secure software ar-
chitecture requires an considerable amount of planning-time and produces much documentation, which
contradicts the principles of agile. In agile development, software is implemented in increments. There-
fore, not all requirements are known beforehand and thus at the beginning of a project one cannot plan
the whole software in regard to security. Agile development accepts the fact that requirements will often
change and hence avoids time-intensive planning phases, because much planning time may be wasted
if requirements change. Agile development also focuses on minimizing the effort for documenting and
modelling. However, the creation of a secure software architecture requires modelling and the assessing
of threats produces an considerable amount of documentation.

Moreover, pressure on time-to-market makes it difficult to take security measurements into account
and to discover potential security flaws during the development of applications. Many automatic tools
can help detecting security flaws but only to a certain degree. Agile development enforces the problem
due to much shorter development iterations. As you can see it is a challenging task to combine the
development of secure software with the principles of agile software development.

1.3 Intent of this Thesis

The intent of this thesis is to create a secure Scrum process, which fulfils all goals of a securiy refernce
model — the SSE-CMM. The System Security Engineering Capability Maturity Model (SSE-CMM) is
an ISO/IEC standard (ISO/IEC 21827) [39] of a model that provides security engineering practices that
an organization should implement to ensure the development of secure software. The SSE-CMM divides
these practices into so-called process areas. Each process area consists of one or more goals and several
security engineering practices (see Section 3.6 for greater details).

This secure Scrum process focuses only on the development of software and not its deployment or
maintenance. We chose Scrum, because it is an increasingly popular agile development framework in
practice. Security and agility is always a trade-off and depends on the level of security which should be
achieved. The aim of this process is to achieve web application security to combat the most common
application attacks regarding the OWASP Top 10 [77]. OWASP [72] is a well-known non-profit organi-
zation focused on web application security and its Top 10 project simply describes many common web
application security flaws in practice (see Section 3.3 for greater details). In our opinion, trying to avoid
these flaws is an effective first step for developing secure web applications.

1.3.1 What has Already Been Done in Literature

Though in literature several partial results exist to integrate security into agile processes [100, 96, 11,
82, 97, 46, 13, 57, 68, 10, 99, 18, 9, 29] (see Chapter 2 for a list of related papers) their is no consen-
sus what the “best” and “most agile” way is and no complete secure agile process has been presented.
Several authors suggested using security-related user stories or attacker stories in order to define security
requirements and that security engineering activities should be added as Product Backlog items. Further
highlights are that security-related user story templates should be used for identifying high risk compo-
nents and Microsoft SDL’s Threat modeling method or brainstorming sessions would offer the possibility
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of identifying vulnerabilities, threats and risks. Moreover, security experts should be involved in each
team, static code analysis tools should be performed for security assurance and the "Definition of Done"
should be extended in such a way that security engineering activities are mandatory.

1.3.2 Our contributions

Only partial results of an agile security process exist. The intent of this thesis is to create a whole agile
security process. We suggest high level security activities which extend the Scrum development process
and explain which Scrum roles are involved and which output of each activity is expected. In our opinion
the following steps have to be performed to create an agile security process:

1. It has to be shown how security requirement engineering can be done in agile software develop-
ment,

2. A method to analyse how agile security engineering practices and tools are has to be defined,

3. One has to incorporate agile-friendly security engineering activities and tools into an agile software
development process to fulfil all goals of the SSE-CMM,

4. Vulnerabilities, threats and risks to an application have to be assessed in an effective and iterative
manner, because software is implemented in increments,

5. Security testing has to be conducted in an efficient way in order to fit into agile.

This thesis mainly focuses on the last four steps. For the first problem we adopt already existing
solutions and no new ones are introduced in this thesis. For the second point we adopt the method of
[46]. Since the authors of [46] only loosely defined how the agility of security activities can be measured
we refine this method in this thesis. For the third and fourth problem we identify the “most” agile
activities and tools of already existing SE processes with the from us refined method of [46]. For the
fourth problem, many authors [97], [57], [68], [97] suggest that Microsoft’s Threat Modeling or sheer
brain storming sessions should be used for identifying threats and risks to the application. However,
in our opinion neither Microsoft’s Threat Modeling nor sheer brain storming sessions should be used
in agile. Microsoft’s Threat Modeling method guides non-security experts to identify threats to the
application in a prescriptive way. Nevertheless, Threat Modeling is a time-intensive method, because
it requires creating several diagrams of the application, so-called data flow diagrams (DFDs), and it
produces a considerable amount of documentation. In contrast, sheer brain storming about possible
threats to the application without using methods or tools which support developers by this task does
on the one hand not produce much documentation, and is more time-efficient than Microsoft’s Threat
Modeling approach. However, on the other hand to identify with sheer brain storming sessions as much
threats as with Microsoft’s approach, in our opinion, a person who actually knows many common attack
patterns, and who is familiar with how software can be created securely is required. Such a person is not
always available in practice. In this thesis we show an agile way of combining these two approaches.
We combine the results of all steps to create a secure Scrum process. In the next Section our approach is
explained in greater detail.

1.4 Our approach in further detail

Our approach is to integrate practices from non-agile secure development lifecycles into Scrum. Our
approach consists of four phases. In the first phase we analyse in what way base practices of the SSE-
CMM, which is a security reference model, can be integrated into Scrum. Secondly, we assess how agile
activities and tools of well-established security engineer processes are and discuss how they can fit into
an agile process. Next, we present an agile-friendly lightweight risk analysis method. The results of all
these steps are then used to define a secure Scrum process. Finally, we evaluate this new process in order
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to display how agile it is and how much security it provides. In the following sections we discuss the
four phases in greater detail.

1.4.1 Integrating SSE-CMM practices into Scrum

The first step of our approach was to get an overview of what practices are needed with the help of the
SSE-CMM to create a secure software lifecycle and to analyse how the base practices of this model can
be integrated into Scrum. We searched in the definition of Scrum [87] for practices and activities which
take any of the SSE-CMM practices into account and conducted a literature research to get ideas of how
practices and activities of Scrum can be used to achieve goals of SSE-CMM process areas. We found out
that Scrum lacks support for many process areas, especially for assessing security vulnerabilities, threats,
their impacts and risks. It also does not describe any activity in order to specify security needs and to
build assurance arguments. However, the coordination of security and the verification and validation of
security can be provided by Scrum. Testing methods and code reviews which are recommended activities
of Scrum [87] promote the verification and validation of security and thus, for example, the coordination
of security can be accomplished with the following Scrum practices: small team communication, self-
organized teams, Daily Standups, Product Backlog Refinement meetings, Sprint Plannings and Sprint
Reviews. They can be used in the following way:
A Product Owner communicates security requirements to their teams and write them down formally in
user stories and security related user stories as described in Section 4.1.3.2. Product backlog refine-
ment meetings, which are ideally performed by more than one developer [14], aim at enumerating and
documenting possible security risks, already defined security requirements and corresponding security
constraints for specific user stories. Therefore, some kind of threat modeling or risk assessment can
be used. In Sprint Plannings every issue is discussed with all other team members. Further, Product
Owners highlight, prioritize and break down security issues. Developers pick the high prioritized secu-
rity problems in daily standups. Because of the small team, self-organization and frequent face-to-face
interactions security related matters will regularly be discussed with all team members.

1.4.2 Evaluation of activities and tools of existing SE-processes

As our second step we evaluated the agility of activities and tools of already existing security engineering
processes in order to know which activities can fit into an agile development process. We evaluated
security activities of the following well-known Security Engineering (SE) processes:

• NIST 800-64,

• Security Requirements Engineering Process (SREP) [52] which is based on Common Criteria,

• Cigital Touchpoint, and

• Microsoft SDL.

whether they can be used in the agile software development lifecycles. For this reason, we used the
method to measure a so called agility degree described in [46]. This value describes the agility of an
activity or tool and the level of an activity’s or tool’s compatibility with agile methodologies. If this
value is high, the activity can be integrated into Scrum, and if not that means integrating it would be
difficult, because one or more of the following agile features are not fulfilled [46]:

• simplicity,

• high customer interaction

• free of modeling and documentation,

• change tolerate,
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• minimal speed of execution,

• people oriented,

• iterative / dividable and

• high flexibility.

Berkun [17] also states that flexibility, simplicity and change tolerance are features of agile methods.

1.4.2.1 Brief overview of the method and our modifications

Keramati and Mirian-Hosseinabadi [46] used the agile manifesto [5] to extract these agile features and
considered the agile features listed above as major characteristics of agile methodologies. Nevertheless,
in our opinion the "high customer interaction" should not be considered, because many activities, for
example, penetration testing, documentation of implemented security controls or static and dynamic code
analysis, do not require customer interactions and would get zero points in the evaluation. This would
not be fair from our point of view. High customer interaction is only important for defining security
requirements or planning tasks, because the requirements should ideally be defined with the customer
[8]. Mandatory high customer interaction would be a bottleneck in practice, because customers do not
always have time for responses. Therefore, we removed this feature in our assessment.

To calculate the agility of an activity a grade in the interval [0, 5] is assigned to every agile feature.
The agility degree of an activity is the sum of all measured feature grades. A low degree means that an
activity is not "agile-friendly" and a high grade states that an activity is "agile-friendly". Since in [46] no
metric has been defined to calculate these grades, we created a metric to make it clearer what a specific
grade means. We state that if the speed of execution is very fast it is not necessary that it is iterative or
dividable. Hence, we also added a second metric which defines the dependence of speed of execution
on iterative-/ dividability. With these metrics we were able to calculate agility degrees for all the above
mentioned SE processes.

For example, a security requirement analysis is no trivial task, because, in our opinion, a security
expert is needed. In order to find security requirements, it does require a lot of documentation effort and
planning, and allows medium tolerance for changes. Furthermore, it can be performed fast in the context
of small user stories and is high informative, due to the fact that without such an analysis the security
requirements are unknown. This activity is also highly people oriented, because it is not method based
and requires an considerable amount of brainstorming, can be performed iteratively and flexibly, due to
the fact that only the high important ones have to be identified in practice.

Regarding the fact that we determine the grades subjectively we decided to use a paper of Baca and
Carlsson [13] to verify the results of our research. In their work, they have also analysed if activities
of Microsoft SDL, Cigital Touchpoint and Common Criteria can be integrated into an agile software
development lifecycle. However, they have chosen a different approach. Their results are based on a
survey in which several employees of the company Ericsson AB were asked if specific activities of the
above described SE processes can be used in their agile projects without losing too much agility.

1.4.2.2 Results

In accordance with our results, only about 25% of all from us analysed security activities are agile-
friendly, such as the identification of security requirements, static- and dynamic code analyses, and
manual code reviews. For 25% of the activities analysed we reached the conclusion that they are medium
agile-friendly, because they fulfil all agile features only slightly more than to the extent of about 50%. An
example for these activities is the defining of abuse cases, an attack surface reduction, and penetration
testing. About half of the analysed activities do not fit into agile. Especially manual security testing-
techniques and methods, and risk analyses.
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1.4.3 Agile-friendly risk analysis

We found out that Microsoft’s Threat Modeling approach [34, p. 101–130] and Cigital Touchpoints’s,
SREP’s, and NIST 800-64’s risk analysis approaches are not agile-friendly. However, these methodolo-
gies are important for the identification of threats, vulnerabilities, risks, their impacts and corresponding
security controls. According to the SSE-CMM, the identification of these points is necessary in order to
build secure software.

Instead of using these risk analysis/threat modeling methods, our approach is to create an agile-
friendly risk analysis method. We therefore take OWASP’s Application Threat Modeling (OATM) [79]
as a reference and modify steps of it by integrating the following security activities: Cigital Touchpoint’s
"Abuse cases" activity, NIST 800-64’s "Critical Assets"- and "Categorize Information System" activity,
and Microsoft SDL’s "Role Matrix"- and "Attack Surface Analysis/Reduction" activity. According to
our results, these activities are medium agile-friendly. Abuse cases are used to identify threats and
abuses to an application. The aim of the "Critical Assets" activity is to analyse what can be of value
for an attacker, and the "Categorize Information System" activity is to prioritize the assets. The goal of
the "Role Matrix" activity is to identify all user roles of the application and to determine their access
restrictions to functionalities and assets of the application. An Attack Surface Analysis/Reduction is
conducted to minimize the amount of possible threats to an application.

We have two highlights in our methodology. The first is that in order to identify threats in the software
we adopt the use of so-called "security-related user story templates" [11] instead of decomposing the
software with data flow diagrams (DFDs) as suggested by OATM and Microsoft’s Threat Modeling
approach. These security-related user story templates contain the following elements:

1. Security-related scenarios that have to be considered when developing applications, such as that
a software architect has to ensure that all users have only access to resources which they are
authorized to use,

2. It provides a list of security tasks which should be conducted in order to achieve the goal of a
security-related scenario, and

3. each security-related user story template contains a link to a Common Weakness Enumeration
(CWE) database entry [24] which is related to the security requirement of a story. This database
enumerates several common weaknesses, and how one can prevent them as well as the most com-
mon failures.

We further combine the idea of abuse cases with these security-related stories. To each story we add
several abuse cases with attack scenarios from the OWASP Top 10 in order to show several attacks which
should be taken into account when a functional user story is implemented. This has the advantage, that
the analysts are able to find threats by considering concrete attack scenarios, and to derive specific test
cases from them. These test cases test whether a security-related user story is fulfilled.

The second highlight is that we introduce a database where a risk analyst performs this agile risk
analysis methodology can quickly look which user is allowed to access a specific asset, sees the impact
on it, and from which entry points an attacker can gain access to it. Furthermore, the risk analyst also
sees which user story implemented the functionality that a user has access to a specific asset through
a concrete entry point. This information should be used to support defining abuse cases. The main
reason why we also add the user story where an asset or entry point was implemented is that the risk
analyst sees which user story or security-related user story has to be revisited. These stories document
the assumptions made, the attack scenarios considered, and further implementation details. In order to
achieve a quick querying of this information we create a database scheme where we combine the listing
of assets from OATM, the idea of rating their impacts from "Categorize Information System", and the
idea of a "Role Matrix", where the access rights from all user to each asset are documented. Additionally,
we also include the main concept of the "Attack Surface Analysis/Reduction" to identify entry points,
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where an attacker can start attacks, such as html input forms. We state that this database is populated
with data when the functionality of the user story defined is implemented which introduces new assets or
which allows users to access an asset. In this way, this database is filled with data in an iterative way.

Moreover, also attack scenarios can be inserted into this database. In order to do so, first a security-
related user story has to be inserted into the database. Secondly, through the access rights of a user on
assets in this database can illustrate which access rights an attacker obtains in the course of a specific
attack on a particular asset. Finally, the concrete abuse case of a security-related user story has to be
attached to this scenario instead of a whole story.

1.4.4 Our evaluation

As a last step we evaluated the agility, cost effectiveness and time effort of our new agile Scrum pro-
posal. In order to evaluate the secure Scrum process’s agility, cost-effectiveness and roughly estimated
additional time effort we conducted a survey in which we asked ten employees of a company which
develops JAVA EE web applications with Scrum how agile friendly, cost-effective and time consuming
the newly introduced practices, activities and tools are. We also performed an security assessment of the
process with the help of the OWASP-SAMM evaluation framework [21]. This framework can be used to
evaluate an organization’s security process by calculating a maturity level which represents the provided
security of software security practices.

1.4.4.1 Results

The results of the survey conducted shows that integrating security into an agile development process is
not as cheap as we thought. The people who participated in the survey estimated that a user story which
takes about 77h to plan, develop, and verify in common Scrum takes by using Secure Scrum about 108,2h
(+45%). We asked for each activity, tool and practice in our process how agile it is by using 1 as very low
agility or very low cost effectiveness and 5 as very high agility or very high cost effectiveness (1=very
low, 2=low, 3=medium, 4=high, 5=very high). The participants hold the opinion that the process is
medium agile and high cost-effective. The extensive search and categorization of threats, identification
of assets, identification of trust levels and documentation of implemented security controls seemed to
be too agile unfriendly and too cost-intensive. In our questionnaire we also asked in our questionnaire,
whether security related user stories should be considered as normal items of the Product Backlog or
whether an own security section should be added to functional user stories, which describes abuse cases
of a normal user story. The results show that high important security requirements should be formalized
as acceptance criteria in a security section of a functional user story and that stories of lower importance
should be defined as security related user story and be linked to the corresponding functional story.

In our last step we performed a security evaluation of our new secure Scrum process by using the
OWASP-SAMM evaluation framework for calculating a maturity level in different security aspects. We
only performed an assessment of the construction and verification categories, due to the fact that our
process only focus on the implementation of new functionality and the assurance that the implemented
functionality is secure against the OWASP Top 10. According to our results, the process only lacks
support for a secure architecture and design analysis.

1.5 Structure of the thesis and the methodology

The main purpose of Chapter 4 is to give the reader a general overview of which steps have to be taken
in order to create a secure Scrum process by using the SSE-CMM. We argue how base practices of the
SSE-CMM can be incorporated into Scrum and discuss on a high-level view which activities or tools can
be used. They are explained in greater detail in the chapters below.
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In Chapter 5 we evaluate whether activities and tools of existing SE-processes are agile-friendly. We
use an already existing method in literature that uses the agile features of the agile manifesto in order to
calculate an agility degree for each activity or tool. However, the authors of this method did not state
how these grades of the features can be calculated, thus we introduce two metrics which can be used.
After presenting the above mentioned method, this chapter presents our modifications to the method and
our two newly introduced metrics. Finally, it illustrates our evaluation results of each activity and tool of
Microsoft SDL, Cigital Touchpoint, SREP and NIST 800-64.

In Chapter 5 we found out that threat modeling and risk assessments are not agile friendly. Neverthe-
less, they have to be performed in some way in order to fulfil all goals of the SSE-CMM. For this reason,
we introduce an agile friendly risk analysis method in Chapter 6. We modify OATM by removing steps
from it that are from our point of view not agile friendly and integrate several agile friendly activities
and tools of Chapter 5 for building a new agile friendly risk assessment. We further explain the database
scheme mentioned in Section 1.4.3 with a simple example.

In Chapter 7 we describe a proposal of a secure Scrum process. However, this chapter does not
describe a whole software development process in greater detail. It suggests high level security engineer-
ing activities and tools that extend the Scrum development process, which Scrum roles are involved and
which output of each activity is expected.

Chapter 8 presents an evaluation of our secure Scrum proposal. First, we display the results of our
survey in which we asked employee of a company, how agile friendly, cost-effective and time consuming
each activity or tool of our Secure Scrum proposal is. This company develops Java EE Business to
Business software and uses Scrum as a development lifecycle. Second, this chapter outlines the results
of our OWASP-SAMM assessment. The outcomes of this assessment illustrate the level of security that
this new secure Scrum provides.



Chapter 2

Related work

Several research papers have proposed approaches to add security to agile development. The first section
of this chapter describes a paper that has focused on analysing whether Extreme Programming (XP) [8]
is able to develop secure software. The second section outlines four papers that show how security re-
quirements can be formulated and integrated into agile software development processes. The next section
explains six papers that show how security engineering practices can be integrated into agile software
development processes. The last section describes two papers that introduced agile risk assessment/threat
modeling methodologies.

2.1 Analysis of Scrum

Our approach of analysing Scrum with SSE-CMM was inspired by Wäyrynen, Bodén, and Boström
[100]. They analysed XP’s suitability for implementing secure software and used the SSE-CMM as a
check-list for evaluating which practices are already taken into account. They also showed some possible
ways of how some SSE-CMM practices can be applied in XP. In the next paragraph we discuss some of
their findings.

They found that XP does obviously not explicitly support any of the process areas of SSE-CMM
except the verification of software and the coordination of security. On the one hand, software can be
validated and verified with the help of the XP practices: test-driven development and following automatic
tests. On the other hand, no security assurance arguments can be designed with XP, because of its lack
of documentation. They state that XP lacks support for the assessment of vulnerabilities, risks, threats,
their impacts and the specification of security needs. In advance security needs can be discussed with
the customer, risks, threats and their impacts to the system must be found first, because without them
the security controls needed are unknown. Security needs are often non-functional requirements, which
cannot easily be broken down into estimable tasks, are not testable and are difficult to find. According
to Wäyrynen, Bodén, and Boström [100], security needs should be defined with the customer, but the
main focus of customers lies on functional requirements and not on non-functional ones. The finding
of risks and the breaking down of non-functional requirements into estimable tasks is a non-trivial task,
therefore, they suggest that a security expert should perform a risk assessment and then help customers
to define security needs of a software system. They further suggest that the security expert should do pair
programming with the development team and that static code analysis should be used to verify whether
the software is secure.

We also think that some sort of security expert is needed for a risk assessment, because without
security knowledge many threats of the attack surface can be uncharted. From our point of view, the
analysts have to think like an attacker and therefore should have knowledge about many attacks, common
vulnerabilities and weaknesses. For example, if the analysts do not know basic attacks, such as a "Man
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In The Middle Attack" or a "SQL Injection", in our opinion, they do not know how they can defend
the software best. However, as stated by Wäyrynen, Bodén, and Boström [100] if only one in the team
performs such a risk assessment only this person knows the threats. This should somehow be prevented.

We also want to integrate practices of the SSE-CMM into an agile development methodology, but
in our case into Scrum. XP [8] and Scrum [87] develop software in increments and have a prioritized
Product Backlog. Teams in both frameworks are self-organizing, which means that they plan on their
own, how items in the Product Backlog are broken down into tasks, and when they tackle which tasks.
In both cases these tasks are performed in time-boxed iterations, so called Sprints. However, in contrast
to Scrum, XP teams have to follow many development practices, such as simple design, testing, refac-
toring, metaphor, collective ownership, coding standard and pair programming. These practices were
very important in the work of Wäyrynen, Bodén, and Boström [100], because they explained how these
practices can be used for security engineering base practices. Another difference between XP and Scrum
is that Scrum has four mandatory meetings, such as Sprint Planning meetings, Sprint Reviews, Daily
Scrum meetings and Product Backlog Refinement meetings. In Sprint Planning meetings the members
discuss the tasks for the next Sprint. In Daily Scrum meetings and Sprint Reviews, backlog items can be
changed, dropped or new prioritized, which keeps the process agile. By contrast, in XP, the planning and
prioritizing of tasks is performed in the planning game. However, XP does not specify any practice to
keep the process agile [30]. Through these differences we decided to perform another analysis, instead
of completely relying on the results of [100].

2.2 Security requirements in agile development processes

Asthana et al. [11] suggests to use security-related user stories in order to identify security threats of
functional user stories and presented a solution of how security requirements can be defined in Scrum.
They defined about 36 general security-related user story templates, which describe non-functional se-
curity requirements and how they can be divided into small manageable tasks. These templates were
created to support the formalization of security requirements in an agile development process.
We adopt the same approach and integrate it into our secure Scrum process.

Tuuli, Camillo, and Antti [96] also proposed a solution for defining security requirements in an agile
project by using security-related user stories. A Product Owner should write specific security related
user stories with the help of so-called security-related user story templates. These stories are then im-
plemented by the development team just like ordinary functional ones. The authors displayed several
templates that help creating stories for cloud-based software systems. The ISF Standard of Good Prac-
tice, secure software development lifecycle models, and ISO/IEC 27002 were used to define them.
This approach is similar to [11]. The templates of [96] mainly focus on cloud-based software develop-
ment, whereas Asthana et al. [11] defined their templates more generally and can therefore also be used
for several software development domains. Thus, we decided us to adopt the approach of [11] instead of
[96].

Pohl and Hof [82] suggested that security concerns of a functional user story should be formulated
as security related user story, misuse story or abuse story. These security concerns should be linked to
the corresponding functional user story in the Product Backlog with a so called S-Tag. Hence, security
concerns of a functional user story are now Product Backlog items and are linked to functional user sto-
ries. The aim of such an S-Tag is to highlight backlog items that contain security critical tasks. They
also suggest to extend the "Definition of Done" in such a way that verification of the security concerns
is mandatory. If problems occur in verification they suggest that a new backlog item that only covers the
verification part should be added to the Product Backlog.
However, in our opinion no additional backlog item should be added, because a user story is not com-
pleted before each part of it is tested. This would result in untested code, which can lead to unsafe code.
Nevertheless, we adopt their approach to create backlog items for security concerns of a functional user
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story and to link them in the Product Backlog. We formulate these security concerns in security-related
user stories as described by Asthana et al. [11]. In this way we are able to formulate non-functional
security requirements into security-related user stories, to break them into small manageable tasks and
to highlight and to track them in the Product Backlog.

Vähä-Sipilä [97] presented how security risk management can be introduced into Scrum and what
tasks should be performed by each role. Their main approach is to perform security requirement engi-
neering with the help of generic "security story" templates and abuse cases and to use threat modeling
to identify threats. In order to identify security requirements of user stories, the Product Owner should
use generic templates, such as "As user my personal site should only be accessible by myself" to think
about “positive” security requirements for specific functional requirements. If they want to define re-
quirements that are not covered by the templates, they should use abuse cases instead, for example, "As
an attacker I should not be able to bruteforce a user’s password and get access to his personal side".
Then, they break them down into estimable tasks and add them to the Product Backlog. Furthermore, the
Scrum teams should use threat modeling of any kind in order to identify threats and risks that can occur
if a functionality is implemented. To identifying which functional user stories require threat modeling,
some kind of filter should be used, but did not state which filter can be used. Threat modeling and other
security engineering tasks should be performed in Sprints and be added as backlog tasks in order to be
visible to the Product Owner. In this way, the Product Owner can measure the costs more easily. In
summary, Vähä-Sipilä [97] described a possible way of how security requirements can be defined in an
agile software development process and how a threat analysis can be incorporated into such a process.
Nevertheless, they did not describe which threat analysis method should be used.
We adopt their approach of formulating security-related user stories to specify security requirements and
also integrate a threat analysis in an agile development process. However, in contrast to their work, in
this thesis we describe an agile risk analysis in greater detail and further integrate several security activ-
ities into the agile software development process Scrum. The aim of this new process is to achieve web
application security to combat the most common application attacks regarding the OWASP Top 10.

2.3 Agile security engineering activities

Keramati and Mirian-Hosseinabadi [46] described an method in order to calculate how agile security
engineering activities are. They used the agile values of the agile manifesto (see Section 3.1 for the
definition) in order to measure the so called agility degree. This agility degree states how agile an
activity is. We use this method to calculate the agility degree of several security engineering practices of
well-established SE processes. Thus, we are able to integrate only the most agile activities in our secure
Scrum process.
However, the authors of Keramati and Mirian-Hosseinabadi [46] did not specify how these agile values
can be measured. In this thesis, we present a possible metric.

Furthermore, Baca and Carlsson [13] conducted a survey at Ericsson, in which several employees
of the company Ericsson AB were interviewed whether security activities of Microsoft SDL, Cigital
Touchpoint and Common Criteria can be integrated into an agile development process. Each role in their
development process has been represented by two or more employees. Questions from two perspectives
were asked: how much would it cost to integrate such an activity and what benefit would it bring. At the
end of their work, they presented a possible secure agile development process. We use their ranking of
agile security engineering activities in order to verify our results. As mentioned above, we also want to
know how agile each activity is.
Our approach is to use the method of Keramati and Mirian-Hosseinabadi [46] combined with our own
metric in order to calculate an agility degree. According to our results, if, an activity is just below our
threshold to be agile, but their results showed that this activity is agile we say that it can be agile, if it
is slightly adjusted in such a way that it supports one or more agile features better. If an activity is said
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to be agile according to our parameters but not theirs, we discuss why they can be agile. In contrast to
our work they only analysed whether activities or tools of the above mentioned SE process are agile and
created without modifying them an high-level agile security process with them.

Microsoft [57] proposed how their Secure Development Lifecycle (SDL) process can be used in
agile development processes by grouping their security activities and tools into three groups: every-
Sprint practices, bucket practices and one-time practices. Every-Sprint practices are performed every
Sprint, bucket practices do not have to be performed every Sprint, but frequently and one-time practices
at the beginning of an agile project. However, they did not remove, add or modify any practice of the
original SDL.
We adopt their approach and also divide the security activities of our secure Scrum process into how
often they should be performed throughout the software development lifecycle.

Othmane et al. [68] introduced a high level agile software development process. They first extended
the agile development process with high level security activities which they thought can fit in agile and
second presented a methodology in order to reassure security of software increments with so called
security assurance cases. The main idea of their first approach is to perform threat modeling or risk
assessments and to use security-related user stories in order to develop secure software.
However, they never mentioned which methods should be used exactly and whether these methods are
agile friendly. In our thesis we show that Microsoft’s Threat Modeling, which is state of the art and risk
assessment methods of Cigital Touchpoint, Common Criteria and NIST-800-64 are not agile friendly.
Nevertheless, these kinds of methodologies should be used to identify threats, vulnerabilities and risks,
because according to the SSE-CMM they are necessary to develop secure software. In this thesis we
present a possible way of how risk assessments can be performed in a more agile way.

Antti [10] presented how security activities can be made visible in agile product management. They
divided them into three main groups. The first are functional features, which represent features that can
be tested with positive test cases, for example, the user should only be allowed to have five fail attempts
for logging in. Engineering tasks, such as threat modeling or a web vulnerability scan, are the second
type of security activities. The third group consists of "ways of working" activities. Tasks of this kind,
such as ensuring the use of secure coding guidelines or security training of employees, are end-less tasks.
The approach of the authors is to add all three types of activities to the Product Backlog. Security features
should be formulated as features or attacker stories and be added to the Product Backlog. Developers
formulate in later phases of the process attacker stories as specific features. "Ways of working" tasks
should be written similar to a checklist. Each task is then defined as a specific security engineering task
with a beginning and an end. Finally, security engineering tasks should be included as acceptance criteria
to user stories or worked out as one-off tasks and pushed on the Product Backlog.
However, in contrast to our work, they did not describe a whole secure agile software development pro-
cess, but rather grouped high-level security activities and how often they should be performed throughout
a software development lifecycle and suggested to add all security activities to the Product Backlog. They
did not describe these high-level security activities in greater detail.

Ville and Marko [99] proposed a solution on how high level security activities and tools can be
integrated into Scrum. They first integrated, security and abuse cases, threat modelling/risk assessment,
approving residual risks and flagging risky features into control points of Scrum, such as Sprint Planning
and Sprint Review. Second, they evaluated with the in [46] described method if their solution is agile. The
authors did not describe the above stated activities and tools in greater detail. The Product Owner should
use security-related user story templates as stated by Vähä-Sipilä [97] and should approve residual risks
in Sprint Reviews. According to their results, the first step is agile friendly, whereas the second is not.
Threat modeling and flagging risky features should be performed in Sprint Plannings. Threat modeling
is in accordance with their results not agile friendly, but necessary to build secure software and flagging
risky features is agile friendly.
Just like in this thesis, Ville and Marko [99] analysed several security activities with the method described
in [46] whether these activities fit into agile. However, they only analysed the following high-level
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activities: threat assessment, high-risky feature flagging, residual risk approval, and security templates.
In contrast, in this thesis we analyse 28 security activities from Cigital Touchpoint, SREP, Microsoft
SDL, and NIST 800-64 whether they fit into agile.

2.4 Agile threat modeling/risk assessment

Antti [9] presented an agile risk assessment methodology. Risks are illustrated on a board in a 3x3
matrix format. The columns illustrate if the impact of a risks is low, medium or high and the rows if
the probability is low, medium or high. A specific risk is calculated by multiplying the impact and the
probability. For every risk a red sticky note is placed on the board. On this note a description of the
risk, an identifier of the feature that is affected by this risk and the person who implements the feature
are written. Yellow sticky notes represent possible mitigations for the risk and are attached to their
corresponding red notes. In the planning phase, security training of employees is performed, security
requirements and polices are defined, and attacker profiles are designed in order to plan against which
attacker types the system should be protected. In the next step, two checklists are used to identify high-
risk components. The first is based on past experiences made with high risk components, while the
second one is founded on the idea of [97], where security and abuse cases are used. Then, in Sprint
Plannings, risks are identified and assessed with the help of STRIDE, DREAD, TRIKE or brainstorming
sessions and risk responses are created. A risk response can be, for example, "accept it", "reduce it" or
"avoid it with security controls". After a response has been conducted, the related note on the board is
crossed out and placed on another place on the board. In this way residual risks are clearly visible. In
Sprint Reviews, the person who owned a risk approves it. If a residual risk is great, the risk owner has to
explain to the Product Owner what the possible impact of this risk can be. Based on this explanation the
Product Owner makes a decision on if this risk can be accepted. If for any reason that should not be the
case, features that are affected by this risk are not shipped.
However, their approach is a high-level risk assessment and does not describe how threats can be found
in greater detail. In this thesis we describe an agile-friendly method to identify threats in greater detail.

Ge et al. [29] illustrated a high level development process for developing secure web applications
based on the Feature-Driven Development (FDD) and state that their approach fulfills all values of the
agile manifesto. The main idea of the process is to create use-case and class/object models and to perform
an iterative risk analysis using these models. In each development iteration a feature is implemented, use
case or class/object models are updated and a risk analysis is performed. The results of the risk analysis
of the previous iteration are used to perform the current risk analysis. In these diagrams assets are identi-
fied, which users are allowed to access an asset and how objects, classes and services interact with each
other. With this knowledge attack paths are identified based on defined security policies.
Our approach is not based on using diagrams, because in our opinion the maintenance of such mod-
els is not cost effective. Instead we use security-related user story templates and steps of the OWASP
Application Threat Modeling without using diagrams of any kind for our agile risk assessment proposal.

2.5 Summary

To integrate security into agile processes, several authors suggested using security-related user stories or
attacker stories in order to define security requirements and that security engineering activities should be
added as Product Backlog items. Further highlights are that security-related user story templates should
be used for identifying high risk components and Microsoft SDL’s Threat modeling method or brain-
storming sessions would offer the possibility of identifying vulnerabilities, threats and risks. Moreover,
security experts should be involved in each team, static code analysis tools should be performed for se-
curity assurance and the "Definition of Done" should be extended in such a way that security engineering
activities are mandatory.
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Though in literature several partial results exist to integrate security into agile processes, their is
no consensus what the “best” and “most agile” way is and no complete secure agile process has been
presented. The aim of this master thesis is to show a possible way of how to derive a Scrum-compatible
secure software development process and to propose a whole agile security process.



Chapter 3

Preliminaries

3.1 Agile Manifesto

The manifesto for agile software development created and defined the term "Agile" [5]. It describes
four values, which are supported by 12 principles. An example of such a value is that individuals and
interactions are more important than processes and tools. Agile methods such as Scrum [88] and XP [8]
approach these values. Alliance [5] defines the four agile values as follows:

“Individuals and interactions over processes and tools
Working software over comprehensive documentation
Customer collaboration over contract negotiation
Responding to change over following a plan”

Figure 3.1 shows the 12 principles.

Figure 3.1: The 12 agile principles behind the agile values. Reprinted from [6].
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3.2 Scrum

To understand further chapters of this work, we summarize Scrum in this Section according to its defi-
nition in Schwaber and Sutherland [88]. Scrum is an agile software development process which follows
the agile manifesto. It is not a prescriptive process, but rather offers a framework and set of practices.
Software is incrementally developed in so called Sprints. A Sprint is a period of time (30 consecu-
tive calendar days or less) in which a software increment is implemented, tested, reviewed, and ready for
shipping. Therefore, during a Sprint, all typical development phases of a waterfall process are performed.
The Scrum team consists of three roles:

• Product owner,

• Scrum Master, and

• Development team.

Product Owner The Product Owner defines the vision of the project, its requirements, the return on
investment (ROI) objectives and the release plan. In a so called Product Backlog all defined requirements
are listed. These requirements can be functional and nonfunctional. This role is responsible for ensuring
that all requirements are prioritized in this list in such a way that the ones with the highest value are
developed first. Additionally, the purpose of this role is to clearly communicate the vision, requirements
and priorities of the software to the development team.

Scrum Master The development team is kept concentrated on its Sprint goals by a Scrum Master.
This role helps the team to follow the Scrum practices and teaches them Scrum. However, a Scrum
Master has no authority over the development team and does not manage it. Another responsibility of
this role is to provide a coordinator for the product owner and the development team.

Development Team The developers are grouped in small self-organising teams. A Development
Team should ideally consist of between three to nine people. Their role is to implement the software.
All members of a team are equal (cross-functional) which means that no strict roles such as testers or
designers exist. Everyone within the team can help testing, designing, and implementing the software.

3.2.1 Definition of Done

All items of the Sprint Backlog have to be completed at the end of the Sprint. What “completed” means
is defined in the so-called "Definition of Done". This definition is a list of requirements which must be
met before a software increment is “completed”. This list varies from company to company and can,
for example, include: the story has to be implemented, tested, reviewed and a documentation has to be
written.

3.2.2 Scrum Events

Sprint Planning The Sprint Planning initiates a Sprint. It consists of two parts: Sprint Planning 1 &
2. Both last about four hours and they should not take longer than eight hours together. In the first the
Product Owner talks with the team about the most important requirements. The team can ask the Product
Owner what the purpose and intent of these requirements is and then selects requirements which they
think they can turn into functionality in a single Sprint. In the second part of the Sprint Planning only the
team takes part. They identify the tasks necessary to transform them into functionality and plan out how
they actually achieve this. The resulting list of tasks is the so called Sprint Backlog. These tasks should
form a potentially shippable product functionality.



3.2. Scrum 17

Daily Scrum Every day in a Sprint, a Daily Scrum is held by the Development Team. It is strictly
time-boxed to 15 minutes. In this meeting, developers discuss about what they have done the day before,
what they are doing on this day and whether problems have occurred so that everybody involved is aware
of the current status of the implementation. Furthermore, they can make adoptions in how to achieve the
Sprint goal.

Product Backlog Refinement The Development Team decides on how and when a so called "Prod-
uct Backlog Refinement" session is performed. The participants are Product Owner and the Development
Team. The aim of this meeting is to create new backlog items, and to refine items which are already in
the Product Backlog as detailed as possible in order to get them “ready”. The Development Team can
question the Product Owner in this meeting about the items in order to obtain a better understanding of
the Product Backlog items. It should not take longer than 10% of the capacity of the Development Team.

Sprint- Review and Retrospective At the end of a Sprint, a Sprint Review meeting is held. The
software increment developed in this Sprint is assessed according to the Sprint goals which are part of
the Sprint Backlog. The participants are the Product Owner, Scrum Master, Development Team and any
other stakeholder. The produced software increment is presented and ideally all planned items in the
Sprint Backlog have been implemented. Items which have not obtained the "Definition of Done" are
returned to the Product Backlog and re-prioritized. After the Sprint Review the Scrum Master holds a
Sprint Retrospective meeting with his team. In this meeting they debate what went wrong in this sprint
and also discuss possible ways of how they can improve their work in the next Sprint.

3.2.3 Scrum Skeleton

Figure 3.2 illustrates the skeleton of Scrum, which we adopted from [87]. First, high-prioritized items of
the Product Backlog are selected from the Development Team and developed in iterations (Sprints). The
result of Sprints are software increments. In 24-hour inspections (Daily Scrum) the whole Development
Team meets and discusses if problems occurred during work, what goes according to plan, and whether
adoptions should be made.

Figure 3.2: Scrum skeleton, which presents the way of how software is developed in Scrum.
Reprinted from [87].
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3.2.4 Further agile practices

The following agile practices are not part of the official Scrum defined by Schwaber and Sutherland [88],
but are used in practice. We use them in our secure Scrum process.

3.2.4.1 User Stories

In this section we summarize the definition of user stories according to their definition in [4]. The
creation of user stories is an agile requirement engineering practice. With the help of the customer or the
Product Owner the Development team defines individual software increments in so called user stories. A
user story consists of a one sentence brief summary of its business value and several acceptance criteria,
which are written on a physical form, such as sticky notes. For defining a user story the INVEST [3]
principle is applied, which is an acronym for:

1. Independent (it is independent of other user stories),

2. Negotiable (There is no specific contract for its outcome, but its details are rather added via col-
laboration),

3. Valuable (it provides a value to the overall product and the customer),

4. Estimable (it is defined in such great detail that a Development Team is capable of approximately
estimate the effort to complete it),

5. Small (it can be implemented in one Sprint), and

6. Testable (Acceptance criteria are defined in such great detail that test-cases can be derived from
them).

3.2.4.2 Definition of Ready

A user story must fulfill the "Definition of Ready" [2] before it can be picked in the Sprint Planning to
be implemented in a Sprint. This definition is a list of criteria which have to be met before a user story is
immediately actionable.

3.2.4.3 Scrum Release Planning

According to [89] a Scrum Release Plan describes a plan for multiple Sprints. This plan is a list of
requirements or user stories which should be shipped in a release. The plan can be date- or feature-
driven. In the first case, functionality can be released frequently in a predefined time span, such as every
three months. In the second case, the time span can vary from release to release depending on how long
it takes to implement a certain functionality. For example, the implementation of a functionality A needs
three Sprints whereas the development of functionality B requires about ten Sprints.

3.3 OWASP Top 10

The Open Web Application Security Project (OWASP) is an open community which was created to
help organizations develop secure applications. This community started many projects to achieve this.
One of its projects was to create a document which states the ten most critical web application security
risks in practice — the OWASP Top 10 [77]. Furthermore, OWASP describes how these security risks
can be prevented, provides several attack scenario examples and code snippets which illustrate security
weaknesses which can be exploited by attackers in order to successfully launch an attack. The OWASP
Top 10 project also display how likely it is for a threat agent to detect a weakness (easy, average, difficult)
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within an application, and how often that is the case in practice (uncommon, common, widespread).
Additionally, OWASP presents how difficult it is for one to exploit them (easy, average, difficult), the
technical impact of such an attack (severe, moderate, and minor), and provides some attacker profiles.
The OWASP Top 10 security risks:

• A1 - Injection: An attacker sends unescaped input to an interpreter. The interpreter is then tricked
from the input to execute code or access data which the attacker normally has no access to.

• A2 - Broken Authentication and Session Management: Security flaws in the session manage-
ment or the authentication allow an attacker to access unintended data.

• A3 - Cross-Site Scripting (XSS) First, unescaped input, such as JavaScript code is sent to a web
application through, for example, a query. Second, this data is then somehow stored on the server.
Finally, a user access the stored data via a web browser and the client’s browser executes this
JavaScript to steal information from the client. Another successful attack scenario is that the web
application sends the untrusted and unescaped input directly to the client’s browser without saving
it.

• A4 - Insecure Direct Object References: If an internal object reference, such as a file, is exposed
and no authentication is required for it and no other security controls are in place for it an attacker
can access unintended data.

• A5 - Security Misconfiguration: If servers or frameworks are not configured securely, they are
vulnerable to several cyber-attacks.

• A6 - Sensitive Data Exposure: If sensitive data is not protected with, for example, encryption an
attacker may be able to steal or modify this data.

• A7 - Missing Function Level Access Control: The access rights of a function have to be checked
every time when it is executed otherwise attacker might be able to forge requests.

• A8 - Cross-Site Request Forgery (CSRF): This attack requires a user who is logged on in an web
application. An attacker forges a request and forces the logged on user to send the forged request
to the web application that trusts the victim. In this way, the web application executes commands
that the attacker wants it to be executed.

• A9 - Using Components with Known Vulnerabilities: By using known insecure libraries, frame-
works, or functions an attacker might be able to exploit the known vulnerabilities within these
components.

• A10 - Unvalidated Redirects and Forwards: Redirects and forwards to other sites have to be
verified each time otherwise attacker might be able to lead clients to untrusted sites.

3.4 Preliminaries regarding risk assessment and threat modeling

In this section the generic approach of a qualitiy risk assessment and threat modeling is described to
obtain an basic understanding of both methodologies. To understand these methodologies we first explain
the following key elements.

Asset

ISO/IEC TR 13335-1:1996 [41] defined assets as:

“anything that has value to the organization”
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Threat ISO/IEC 21827:2008 [39] defined assets as:

“capabilities, intentions and attack methods of adversaries, or any circumstance or event,
whether originating externally or internally, that has the potential to cause harm to informa-
tion or to a program or system, or to cause these to harm others”

Threat agent ISO/IEC 21827:2008 [39] defined threat agent as:

“originator and/or initiator of deliberate or accidental man-made threats”

Vulnerability ISO/IEC TR 13335-1:1996 [41] defined vulnerability as:

“includes a weakness of an asset or group of assets which can be exploited by a threat”

Risk ISO/IEC TR 13335-1:1996 [41] defined risk as:

“potential that a given threat will exploit vulnerabilities of an asset or group of assets to
cause loss or damage to the assets”

Residual risk ISO/IEC TR 13335-1:1996 [41] defined residual risk as:

“risk that remains after safeguards have been implemented”

Risk Model

A risk model defines risk factors, such as threat, impact, and vulnerability and describes how they
relate to each other [64]. For example, that a threat exploits a vulnerability with a certain likelihood,
which then causes an adverse impact.

Impact NIST [64] defined impact as:

“The level of impact from a threat event is the magnitude of harm that can be expected
to result from the consequences of unauthorized disclosure of information, unauthorized
modification of information, unauthorized destruction of information, or loss of information
or information system availability.”

Threat source NIST [64] defined threat source as:

“A threat source is characterized as: (i) the intent and method targeted at the exploitation of a
vulnerability; or (ii) a situation and method that may accidentally exploit a vulnerability. In
general, types of threat sources include: (i) hostile cyber or physical attacks; (ii) human er-
rors of omission or commission; (iii) structural failures of organization-controlled resources
(e.g., hardware, software, environmental controls); and (iv) natural and man-made disasters,
accidents, and failures beyond the control of the organization”

Threat event

A threat event is a sequence of actions, activities, or scenarios which exploits vulnerabilities [64].
They are initiated from threat sources.
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Predisposing Condition NIST [64] defined predisposing condition as:

“A predisposing condition is a condition that exists within an organization, a mission or
business process, enterprise architecture, information system, or environment of operation,
which affects (i.e., increases or decreases) the likelihood that threat events, once initiated,
result in adverse impacts to organizational operations and assets, individuals, other orga-
nizations, or the Nation. Predisposing conditions include, for example, the location of a
facility in a hurricane- or flood-prone region (increasing the likelihood of exposure to hurri-
canes or floods) or a stand-alone information system with no external network connectivity
(decreasing the likelihood of exposure to a network-based cyber attack)”

3.4.1 STRIDE

Microsoft created a threat categorization methodology, which is called STRIDE. In this section, we
present a summary of STRIDE’s definition from Meier et al. [51, p. 16–17]. Its purpose is to categorize
threats according to goals of attackers or particular exploits. STRIDE is an acronym for:

1. Spoofing Identity: Attackers should not be able to pretend to be someone other.

2. Tampering with Data: Attackers should not be able to alter stored data or data in transit.

3. Repudiation: It should be impossible for attackers to successfully deny that they performed illegal
operations in a system.

4. Information Disclosure: It should be impossible for attackers to gain access to stored data or data
in transit.

5. Denial of Service: Only authenticated and authorized users should be able to perform actions
which require a lot of expensive resources like calculation effort or memory.

6. Elevation of Privilege: Attackers should not be allowed to elevate their privileges to perform
actions they are not authorized.

STRIDE can directly be used for identifying threats from data flow diagrams (DFDs) with Mi-
crosoft’s STRIDE-per-interaction method [90]. A DFD is a model of an application that illustrates how
data “flows” through an application. This method illustrates for each interaction between model elements
of a DFD, which threat categories can occur. Microsoft provides with Microsoft Threat Modeling Tool
2016 [54] a tool in which DFD diagrams can be drawn and which automatically identifies threats with
STRIDE-per-interaction.

3.4.2 Application Security Frame (ASF)

The Application Security Frame (ASF) [79] is a vulnerability categorization scheme. Thus, it is used
to divide vulnerabilities of information system into groups. ASF uses the following vulnerability cate-
gories: authentication, authorization, configuration management, data protection in storage and transit,
data validation / parameter validation, error handling and exception management, user and session man-
agement, and auditing and logging. It does not categorize threats from an attacker perspective, such as
STRIDE, but rather from a defensive perspective.

3.4.3 DREAD

DREAD [51, p. 63–65] is a classification scheme for ranking threats. Each threat is ranked using five
categories:
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low=1, medium=2, high=3

Damage Potential
low = leaking

trivial info
medium = sensitive

high = run
as administrator

Reproducibility low = very difficult
medium = requires

timing window
high = very easy

Exploitability
low = extremely

skilled person
medium = can be

automated
high = amateur

programmer

Affected Users
low = few users

or anonymous users
medium = some users high = all users

Discoverability low = unlikely
medium = requires some

thinking
high = very noticeable

Like STRIDE, it is also a method which was proposed by Microsoft and an acronym. In this case,
DREAD is formed from the initial letters of each previously described category. In order to help team
members to agree on risk ratings, this method is used to help calculate a risk value, which can be com-
puted as follows:

risk value = (Damage Potential + Reproducibility + Exploitability + Affected Users + Discoverabil-
ity)

As result, a value between 5 and 15 is obtained and represents the severity. A value between 12-15
is a serious risk, 8-11 a medium risk and 5-7 a low risk.

3.4.4 Threat Modeling

OWASP [79] defined threat modeling as:

“Threat modeling is an approach for analyzing the security of an application. It is a struc-
tured approach that enables you to identify, quantify, and address the security risks asso-
ciated with an application. Threat modeling is not an approach of reviewing code, but it
does complement the security code review process. The inclusion of threat modeling in the
SDLC can help to ensure that applications are being developed with security built-in from
the very beginning.”

3.4.5 Microsoft’s Threat Modeling method

Threat modeling is a risk analysis. In the definition of Microsoft’s SDL Threat Modeling consists of
the following steps [34]: (1) define use scenarios, (2) gather a list of external dependencies, (3) define
security assumptions, (4) create external security notes, (5) create one or more DFDs of the application
being modelled, (6) determine threat types, (7) identify threats to the system, (8) determine risk, and
(9) plan mitigations. Microsoft SDL adopted Threat Modeling from [94]. The goal of this method is to
create a threat model for a specific use scenario. A threat model consists of a Data Flow Diagram (DFD)
[94] model of the application and a list of threats which can occur in the specific use scenario.

In the first step, a specific use scenario of the application is defined. The next three steps are ded-
icated to the purpose of listing in which environment the applications is deployed and which security
assumptions are made, such as relying on TLS to securely transport data over insecure connections. This
information is documented in order that people who deploy and maintain the application are aware of
these assumptions. They should be familiar with these details in order to be able to securely deploy and
maintain the application.
In the next step from the specific use scenario of the application a DFD is modelled. In Microsoft’s
Threat Modeling Tool 2016 [58] a DFD consists of the following elements: processes, external interac-
tors, data stores, data flows, trust line boundaries, and trust border boundaries. Figure 3.3 shows such
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a DFD diagram on hand of a web application. A square represents an external entity, whereas a single
circle illustrates a process. A process is a software component that processes data, such as a web browser
or a web application. External interactors, represent something or someone who interacts with a process,
for example, a user or a third party software. Parallel lines are used to illustrate a data store, for example,
a database or a file. An arrow displays in which direction the data flows and a dotted curve symbolize
how the privilege levels change as the data flows. A dotted rectangle also represents a trust boundary.
All elements in this circle is part of this trust boundary.

Figure 3.3: An example of a DFD for web application Threat Modeling. This picture was created
by the author of this document with Microsoft’s Threat Modeling Tool 2016.

In the sixth and seventh step with the help of STRIDE threats are determined from the DFD. As
already mentioned in Section 3.4.1 Microsoft provides a tool which automatically generates threats from
a DFD with the help of STRIDE-per-interaction, such as that the interaction between a process and a
data store yields threats in the categories spoofing, and denial of service.
The eight step aims to prioritize the threats. For this purpose they suggest to use DREAD or a generic
risk model with the following formula:

Risk = Likelihood(probability that a certain attack is success f ul) × Impact(damage o f this attack).
(3.1)

In the last step they suggest several options how risks can be handled. First, nothing can be done and
therefore the risk is taken. The next option is to inform users about the risk or to transfer it via, for
example, contractual agreements. The fourth possibility is to terminate the risk by removing the asset
which the threat aims for. The last option is to mitigate it with countermeasures. For countering the
threat with technology they provide a list which states for each STRIDE category several mitigation
techniques, such as confidentiality and for each several mitigation technologies. For confidentiality, for
example, they list ACLs and encryption.
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3.4.6 OWASP Application Threat Modeling

In [79] OWASP specified a general threat modeling process which is very similar to Microsoft’s Threat
Modeling method. OWASP’s method consists of three high-level steps. First, the application has to be
decomposed, second threats have to be determined and ranked, and finally countermeasures and mitiga-
tions have to be determined. We summarize the steps from [79] below in more detail. The goal of this
method is also to create a threat model for a specific use scenario.

3.4.6.1 Decompose the Application

In this step the reviewer should get familiar with the application, its assets, entry points (where an hacker
can start an attack), trust levels (which external entities have access to which assets), and its interactions
with external entities. Using this information DFDs, which illustrate how the application processes data
is created. The subsections below describe which data types should be collected.

External Dependencies The aim of this step is to gather information about the dependencies of the
application external to the code, such as on which system the application is deployed or which database
is used. Only external entities which are important in regard to security should be documented. This
information is written down in table format with an id of the external entity and a description of it as
columns.

Assets We already defined them in Section 3.4. They are also documented in a table with four
columns. The first column is dedicated to the purpose to present the id of an asset, whereas the second
column states the name of it. In the third column a description of the asset is given and in the fourth the
trust levels which have access to it are listed. More than one can be listed for an asset in a row. We will
use the term "Assets Table" as abbreviation throughout the rest of this document.

Trust Levels Trust levels are external entities which have access to the application or which should
not have access to it, such as hackers. They can also be web server user processes. These trust levels are
listed in a table, which consists of three columns. The first displays the id of the trust level. The second
illustrates the name of it, whereas the third contains a description of the trust level. We name this table
"Trust-Levels Table" in this thesis.

Entry Points Entry points are interfaces where an attacker can submit data to the application in order
to be able to start an attack, for example, a html input form, or a http port. According to the authors of
[79] without such entry points no attack is possible. This information should also be documented in table
format. The table consists of four columns. In the first an id presents the unique identifier of an entry
point, whereas in the second column the name of it is illustrated. The third displays a description of it
and the last column contains defined trust levels which are allowed to access it. In one row it is allowed
that an infinite number of trust levels are listed. In this thesis we call this table "Entry-Points-Table".

Data Flow Diagrams The information gathered so far is used to design a Data flow Diagram (DFD).
This is a modelling method to present this information more intuitively. DFDs are created exactly as
stated by Microsoft’s methodology which we already explained above.
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3.4.6.2 Determine and Rank Threats

Determine Threats

The first step in order to determine and rank threats is to categorize them with, for example, ASF.
ASF can support identifying threats from the defensive perspective whereas in STRIDE they can be
determined from the attacker perspective. With the help of DFDs reviewers can identify potential targets
of threats from the perspective of a hacker with the help of STRIDE. These targets can be, for example,
data stores, or interactions with users. In order to defend them against attacks so called security controls
have to be developed. ASF categorization can support the process of determining weaknesses of these
safe guards by interpreting these weaknesses as threats. Furthermore, if available, a STRIDE or ASF
categorized threat list with examples can be used to identify threats.

Abuse cases can then further be used to illustrate the vulnerabilities of security controls and show
how they can be bypassed or even where security controls would be needed at all. Figure 3.4 shows how
such an abuse case looks like. In this example, a use scenario is shown where an user enters his username
and password to login to a web server and an abuse case where an hacker is illustrated who aims to attack
the user authentication. Moreover, the use of threat trees is also suggested. According to the authors of
[79], a threat tree is based on a tree structure, where the root node represent a threat goal. Nodes in the
tree display vulnerabilities whereas leaves describe countermeasures.

Figure 3.4: Abuse case which illustrates a user who logins to an application and a hacker who wants
to login as a normal user. Adopted from [79].

Rank Threats After threats are identified they are ranked. For ranking them OWASP suggests to use
rating schemes, such as DREAD.

3.4.6.3 Countermeasure Identification and Mitigation Strategies

The focus of this step is to determine safe guards which can be used to prevent previous identified threats
to exploit vulnerabilities. Due to all threats should have been identified with STRIDE or ASF so far they
suggest that a ASF & Countermeasure List or a STRIDE Threat & Mitigation Techniques List is used for
determining security controls. These lists provide for each category of STRIDE or ASF which high-level
countermeasures should be applied. For example, in the ASF Threat & Mitigation Techniques List is
illustrated that for preventing threats in the authorization threat category strong ACLs and role based
access controls should be used. They state that threats can be either fully mitigated, partially mitigated
or not mitigated. Additionally, they describe the same five ways of how threats can be handled in risk
management as in Microsoft’s method: do nothing, inform about the risk, mitigate it, accept it, transfer
it, or terminate it.
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3.4.7 Risk assessment

According to ISO/IEC 27005:2011 [40], the aim of a risk assessment is to determine assets, and to
identify vulnerabilities and threats which can cause an impact on this asset. Moreover, it focuses on
determining security controls which reduce the resulting risk of vulnerabilities and threats, and it ranks
them. In the next subsection we show an example of an risk assessment methodology in practice.

3.4.7.1 NIST SP 800-30 Guide for Conducting Risk Assessments

The authors of NIST SP 800-30 [64] describe a general risk assessment and how it should be conducted.
Figure 3.5 shows their general risk model which is used throughout this whole methodology. It states that
a threat source initiates with a specific likelihood a particular threat event(s), which further exploits with
a certain likelihood a vulnerability with a specific severity. This vulnerability is exploited in the context
of predisposing conditions with a certain pervasiveness. Furthermore, for determining the likelihood
of the successful exploitation of the threat event the effectiveness of planned or already implemented
security controls are also considered. This exploitation causes with a certain degree an adverse impact.
The combination of the overall likelihood and the impact produces then a organizational risk.

Figure 3.5: Risk model of NIST SP 800-30. Adopted from [64].

They categorize the assessment into three tiers. In the first risk is identified from the organizational
level, which focuses on, for example, management activities whereas the second is the mission/business
process level that concentrates, for example, on the enterprise architecture. The last tier aims to evaluate
risk on the information system level, such as applications, networks, and information system components.
Figure 3.6 shows of which steps this methodology consists. We summarize each step from [64] below:

Prepare for the assessment In the first step the purpose of the assessment is identified in regard
of what the specific outcome should be. As second point, the scope of the analysis (hardware, software,
system interfaces, user, system mission, and data and information) is identified and also in which time-
frames it should be examined. The aim of the next step is to determine on which assumptions and
constraints the assessment should be based on. It consists of points, such as defining risk tolerances,
impacts of attacks, and which threat sources and vulnerabilities are considered. Next, the source inputs
of vulnerabilities, threats and impacts are identified, for example from security reports. NIST provides
exemplary tables which list where they can be taken from. These tables list possible source inputs
for each tier. Finally, the risk model and assessment- and analysis approaches are chosen. For the
risk assessment type they can choose whether it should be based on nonnumerical categories or levels
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Figure 3.6: Risk assessment process of NIST SP 800-30. Adopted from [64].

(qualitative) or based on the use of numbers (quantitative) and for the risk analysis approach they can
select if it should be threat-oriented, asset/impact-oriented, or vulnerability-oriented. The only difference
between these risk analysis approaches is on whether the analysis starts with identifying threats, or
attacks on assets and the resulting adversary impact, or on determining vulnerabilities. Starting from
another order can bias the results.

Identify Threat Sources and Events In this point first threat sources are determined and as second
step threat events which can be initialized from the identified threat sources are analysed. They provide
several tables to support this process. For example, they supply a table which lists several types of
threat sources, such as outsider of the system, trusted insider, fire, hurricane, or an operating system.
They further provide tables which state scales of how adversary- capabilities, intents, and targets can be
assessed with numeric vales from 0-100 and also with grades from very low to very high.

As next step threat events, such as that an adversary inflects the information system by sending
malware via email are identified. Threat events caused from non-adversary are also considered, such as
that an earthquake destroys servers. NIST provides tables which list several exemplary threat events with
a detailed description.

Identify Vulnerabilities and Predisposing Conditions This step aims at analyzing vulnerabilities
and rating them by severity with either a numerical value or with grades from very low - very high. Next,
predisposing conditions are determined and rated by pervasiveness. Pervasiveness states the degree on
which tiers it applies, for example, whether it applies to only few tier(s) or to all of them.

Determine Likelihood of Occurrence In this point the overall likelihood of that a threat occurs is
identified. First, the likelihood of that an adversary initiates a threat event is evaluated, or the likelihood
that non-adversary threats occur. As third step the likelihood that a threat event actually results in an
adverse impact is rated. Finally, the overall likelihood is calculated by combining these likelihoods.
NIST provides again exemplary tables of exemplary assessment scales.
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Determine Magnitude of Impact Based on the threat events, vulnerabilities and predisposing con-
ditions analysed in the previous steps and the effectiveness of planned or already implemented security
controls the level of impact is calculated. The impact of a threat is evaluated, for example, whether
threats harm individuals, assets or operations.

Determine Risk Finally, the risk is calculated as a combination of the overall likelihood of a threat
and its impact. For example, if the likelihood is very low, but the impact is high the resulting risk would
be medium.

3.5 Common Criteria

Common Criteria is a security assurance standard, the ISO/IEC 15408 standard. It consists of three parts
[36, 37, 38]. Its aim is to assure that a system is specified, implemented, and evaluated in an accurate
way. To evaluate whether the developed information system is secure Common Criteria states that first
the Target Of Evaluation (TOE) has to be defined. A TOE represents the product or system which is ver-
ified. Second, in a Protection Profile (PP) common user security requirements are determined by a group
of users (for example consumers). Third, a Security Target (ST) document is specified, which contains
security objectives of the TOE, a description of the TOE and the environment in which it is deployed.
Furthermore, it contains Security Functional Requirements (SFRs), Security Assurance Requirements
(SARs), IT security requirements, and measures to meet these requirements. A SFR can, for example,
describe a class of requirements that a TOE has to met in order that this TOE is capable of protecting
user data. SARs provide measures to ensure that SFRs are fulfilled, such as testing and performing vul-
nerability assessments. CC provides a set of several SFRs and SARs. In so called Evaluation Assurance
Levels (EALs) CC specifies the depth of assurance requirements. These EAL’s specify to which extent
an evaluation is performed. They range from one to seven. The first states that the product is only tested
functionally whereas to obtain EAL 7 the product has to be formally verified. CC states that obtaining an
EAL above EAL 4 is not economically feasible for many companies. Through comparison of evaluated
STs with PPs customers are capable of identifying whether their requirements are fulfilled by the prod-
uct. One ST can meet requirements of several PPs. CC enforces developers to create documentations in
order to provide evidence that the software actually meet user requirements of a PP and SFRs in a ST
document.

3.6 System Security Engineering Capability Maturity Model

The System Security Engineering Capability Maturity Model (SSE-CMM) is an ISO/IEC standard (ISO/IEC
21827:2008) [39] of a model that provides security engineering base practices. These base practices de-
scribe security engineering practices that an organization should implement to ensure the development
of secure software. SSE-CMM is used to introduce security engineering practices into a software devel-
opment lifecycle (SDLC) and to evaluate the capability level of such practices in a SDLC. SSE-CMM
defines the following list of security-related process areas: (1) Administer Security Controls, (2) Assess
Impact, (3) Assess Security Risk, (4) Assess Threat, (5) Assess Vulnerability, (6) Build Assurance Ar-
gument, (7) Coordinate Security, (8) Monitor Security Posture, (9) Provide Security Input, (10) Specify
Security Needs, (11) Verify and Validate Security.

Each process area consists of a number of base practices and one or more goals. The process areas
of SSE-CMM can be divided into three main areas: (1) Engineering Process, (2) Assurance Process, (3)
Risk Process. Figure 3.7 illustrates how these processes work together.
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Figure 3.7: The three main areas of the SSE-CMM. Reprinted from [39].

First, in the risk process risk information are identified. Second, in the engineering- and assurance
process the identified risks are taken into account and together they ensure that the software is developed
in a secure way and mitigates these risks. Finally, the assurance process validates whether all claimed
security- objectives and requirements are met. The engineering process focuses on configuring security
controls, coordinating security, tracking of incidents, and on monitoring and maintaining the application
in regard of security. Additionally, in these process security requirements, policies, and standards are
specified, and possible security implications are identified. The goal is that everyone is aware of them and
can make considerations how to tackle them. The aim of the risk process is the identification of impacts,
risks, and vulnerabilities of an application. The assurance process aims on identifying security assurance
objectives, and on verifying and validating whether all claimed security- objectives, and requirements
are met. Figure 3.8 lists all process areas of the engineering process, their goals and base practices.
Figure 3.9 lists all process areas of the risk process whereas Figure 3.9 illustrates all process areas of the
assurance process. We adopted the process areas and their goals and base practices from [39].
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Figure 3.8: Process Areas of the Engineering Process of the SSE-CMM. Reprinted from [39].
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Figure 3.9: Risk assessment Process of the Engineering Process of the SSE-CMM. Reprinted from
[39].
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Figure 3.10: Assurance Process of the Engineering Process of the SSE-CMM. Reprinted from [39].
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3.7 Preliminaries regarding software testing

In this section we give some definitions of different testing techniques. First, we explain some general
testing techniques and then we focus on security testing methods, tools and techniques.

• In "unit testing" [43, p. 77], developers test small units of code separately, which are no larger than
a class.

• Integration testing [43, p. 229–244] tests the interaction between interfaces or units in the low-level
design.

• System testing [43, p. 253] tests the system end-to-end in a production-like environment in order
to make sure that the business functions defined in the high-level design are working correctly .

• Black box [15] testing means that a tester tests a software system by attacking a system from
outside and has no knowledge about the target system and source code. For example, blackbox
testing can be integration and system testing but not unit testing [60]. For unit testing the code has
to be known.

• Contrary to black box testing, in whitebox testing [60] the code is completely known by the tester.
The tester use this knowledge to design test cases. For example, whitebox testing can be unit
and integration testing, but not system testing [60], because system testing emulates the behaviour
from outsiders such as customers.

• In grey box testing the targeted software is partially known and is a combination of whitebox
testing and blackbox testing [20].

3.7.1 Security Testing

OWASP [78, p. 27] defined security testing as:

“A security test is a method of evaluating the security of a computer system or network by
methodically validating and verifying the effectiveness of application security controls”

Security testing can either be white-box, grey-box, or black-box testing [18]. There are several
special types of it which can be used in practice. We list several of them that are discussed in this thesis,
but we do not provide a full list of methods, tools and techniques that can be used.

3.7.2 Black-box web vulnerability scanner

Black-box web vulnerability scanners [15] are automated testing tools that use common web attacks,
such as SQL Injection (SQLI) and Cross-Site Scripting (XSS) to attack a running system in order to
gain knowledge about its vulnerabilities. They simulate an attacker that does not know the source code
of the target system. At first, webpages of the web application are crawled, then malicious inputs that
can trigger a vulnerability are automatically entered, and finally the behaviour of the application is ob-
served [27]. There are a number of open source and commercial tools available, such as Acunetix Web
Vulnerability Scanner [1] and IBM AppScan [35].

3.7.3 Penetration testing

The aim of this methodology is to attack the software in the same way as a hacker might, namely by
identifying vulnerabilities and then exploiting them. According to Ma, Kupzog, and Paul [49], it can be
used in three variants: blackbox, whitebox, and greybox and can be performed manually by so called
pentester or automatically with the help of tools. By the manual approach, a pentester usually gathers as
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much information as possible of the target system, identifies its vulnerabilities and exploits them. Auto-
matic "all-in-one" penetration testing tools do not require a pentester, such as Metasploit [53]. However,
there is another possibility, for example, web vulnerability scanners such as OWASP ZAP [74] can be
used to first automatically find vulnerabilities and then to help a pentester to manually exploit them.

3.7.4 Static code analysis

Static code analysis tools [23] read source code or compiled code and use some sort of pattern searching
based on "rules" in order to identify security flaws without actually executing code. They can be included
into compilers and are used to detect common coding failures, such as buffer overflows and out-of-scope
memory. Furthermore, web application attacks, such as, SQL Injection can also be tested with these
tools [75]. Many tools first construct some model of the source code and then use control flow analysis
and data-flow analysis for identifying where input values may affect other values in the code at some
point of interest [48]. In this way, only statements or functions which are called, because a certain value
has been submitted from an outside user are taken into account. Furthermore, only variables which have
been affected by the submitted value are considered. On the one hand, if a so called malicious input
is, for example, not escaped until it reaches an unsafe method, a vulnerability is detected by the tool.
On the other hand, if the input value has been validated before an unsafe method has been entered, no
vulnerability is detected. Thus, only functions which can be potentially called, because a user has entered
something, are detected as vulnerabilities. As result, the rate of false positives is minimized. However,
according to [48] these tools are not sound and therefore are not able to deliver any false positives.

3.7.5 Dynamic code analysis

Dynamic code analysis [42] helps to identify subtle coding errors and examines a program in a real or
virtual environment. It is therefore a runtime verification tool and hence differs from static code analysis.
It uses either introspective code or platform emulation in order to understand the program’s current run-
time state. Many tools of this kind, such as Valgrind [98] Microsoft Application Verifier [55] are, for
example, able to detect uninitialized memory, dynamic memory leaks, or race conditions and can be
included into compilers. According to [32], this kind of tool is more precise when it comes to identifying
vulnerabilities in the source code and is also better suited for run-time programming languages, such as
threads and polymorphism than static code analysis tools.

3.7.6 Red team testing

Red Team Testing [81] is a testing method where security specialists that have the expertise and resources
of hackers (read team) perform cyber-attacks in a real-life scenario on a system or network to test whether
it is vulnerable. Additionally, they also test whether the employees are capable of detecting such an
intrusion and how long it takes them to recognize it and if they are able to defend against it. The testing
usually includes penetration testing of some system or network components. The attacks can also include
social engineering, where, for example, phishing mails are sent to employees in order to break into the
system. The team is typically hired from the customer and gets the permission to attack the system or
network. Beforehand, the read team defines with the customer which attacks are performed. It is also
important to mention that the red team must document each successful and unsuccessful attack. If for
any reason the attack is not successful, the customer has proof that the system is not vulnerable to such
an attack. By contrast, in the case of a successful attack, the attack can be reproduced with the help of
the documentation.
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3.7.7 Fuzz Testing

Fuzz testing or fuzzing [69] is a software testing technique that is based on the black box principle. A so
called fuzzer tool automatically executes test cases and aims to cause a system crash, which states that
the software contains vulnerabilities. This tool executes test cases by submitting input values or files,
for example, in forms of web applications. In each test case it either randomly alters input, or mutates
valid input, or generates input that makes sense to the program. Due to the black-box approach, these
tools cannot locate vulnerabilities in the code. Furthermore, one can test with the help of these tools for
a particular set of vulnerabilities whether they can be exploited.

3.8 Security Engineering processes

In this section we give a brief summary of the Software Engineering (SE) processes NIST 800-64, Mi-
crosoft SDL, SREP, and Cigital Touchpoint and describe each of their security activities. In Chapter 5
we analyse the activities of them in regard to their agility and describe the activities in greater detail.

3.8.1 NIST 800-64

Kissel et al. [47] defined a secure system development lifecycle — NIST 800-64. As all of the processes
which we describe in this Section it is based on the waterfall model. It consists of the following phases:
initiation, development and acquisition, implementation and assessment, operations and maintenance,
and disposal. Each phase consists of a set of security activities and control gates. The aim of the control
gates is to ensure that all security activities of a phase are sufficiently accomplished before a new phase
is started. Figure 3.11 illustrates all of its security activities and control gates and also states in which
phase each is located.

Initiation In the initiation phase first security milestones, and the security vision of the information
system are planned in the "Initiate Security Planning" activity. The goal is that all stake holders and
people involved in creating the information system are aware of these points. Second, in the "Catego-
rize the Information System" activity assets of the information system and their impact on availability,
confidentiality, and integrity are assessed. The "Assess Business Impact" activity aims to identify busi-
ness processes and to evaluate their impact on availability, confidentiality, and integrity. Furthermore,
resources which are needed to recover critical systems are identified, backup strategies are determined,
the costs of unavailability are assessed, and roles and responsibilities for these tasks are identified. The
next phase conducts a privacy impact assessment in which components where sensitive information is
processed, or stored is assessed and the severity on loss is conducted. The last activity of this phase
"Ensure Use of Secure Information System Development Processes" focuses on planning and perform-
ing security training sessions for the development team, and to develop and follow coding standards.
Furthermore, it aims to establish a proper quality management, to create and use secure coding patterns,
and to use authentication for code repositories.

Development/Acquisition The aim of the development/acquisition phase is to conduct a risk assess-
ment (Assess Risk to System activity), to select and document proper security controls for the threats
identified in the risk assessment (Select and Document Security Controls activity), to design a secure ar-
chitecture of the application (Design Security Architecture activity), and to proper document these steps
(Develop Security Documentation activity). Moreover, in this phase functional- and security testing is
performed (Conduct testing activity).
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Figure 3.11: The NIST 800-64 secure system development lifecycle. Reprinted from [47].

Implementation/Assessment First, in the implementation/assessment phase the activity "Create
a Detailed Plan for C&A" is performed. In this activity a plan is created which states how security-
certification and accreditation is performed. The involved persons are determined, the scope of testing,
and it is discussed which data are needed to make a decision with respect of which residual risks are
acceptable. Second, in the "Integrate Security into Established Environments or Systems" activity the
application is deployed on an operational environment. Additionally, in this activity all security controls
are enabled and acceptance- and integration testing is performed. Next, in the "Assess System Security"
activity a security certification is conducted in which the focus lies on verifying whether all security- and
privacy requirements are met by the current specified software design, and selected security controls.
Furthermore, the effectiveness of the implemented security controls is periodically tested. Finally, in the
"Authorize the Information System" activity a security accreditation is performed in which based on the
effectiveness of the implemented security controls and the acceptable residual risk a decision is made
whether an information system is authorized to process, store, or transmit information.
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Operation/Maintenance The operation/maintenance phase consists of three activities. The aim of
the first (Review Operational Readiness) is to modify tests of security controls if significant changes
occur to the system. The purpose of the "Perform Configuration Management and Control" activity is to
configure the software, hardware, and firmware of the system, to manage changes on for example, the
hardware of the system, and to determine the security impact of them. The last activity of this phase
"Conduct Continuous Monitoring" focuses on controlling whether the implemented security controls
remain effective over time.

Disposal The initial activity of the last phase disposal, is to create and execute an disposal/transition
plan. This plan focuses on which steps have to be performed when a information system is closed down,
transitioned, or migrated and what has to be done with its stored information. Furthermore, information
preservation is ensured, media are sanitized, and the hardware and software is disposed securely. For
example, storage mediums were private information was saved are destroyed. Finally, the system is
actually shut down.

The control gates of each phase have the purpose to review the above listed activities whether they
were performed properly. The first three phases also include financial reviews.

3.8.2 Microsoft Secure Development Lifecycle (Microsoft SDL)

Microsoft SDL [34] is a software development security assurance process. It states several security
activities that can be incorporated into all phases of a software development lifecycle. It consists of
seven phases: training, requirements, design, implementation, verification, release, and response. Figure
3.12 illustrates all of them and states which security activities are located in which phase.

Figure 3.12: The Secure Development Lifecycle of Microsoft SDL. Reprinted from [56].

Training The first phase of the SDL "Training" consists of only one activity "Core Security Training".
This activity ensures that employees are trained in effectively applying all practices of this process.

Requirement In the requirement phase SDL states that first security- and privacy requirements are
defined. Next, quality gates and bug bars are created. They define the criteria for meeting a minimum
acceptable level of security- and privacy quality. The last activity of this phase performs a security- and
privacy risk assessment. In the security risk assessment the parts of the project which require activities,
such as threat modeling, and penetration testing are identified. In the privacy assessment is analysed
which components of the applications they process, store or transmit information, and to what degree.

Design The third phase of the SDL "Design" focuses on the creation of a secure software design, to
perform an attack surface analysis/reduction, and to apply threat modeling. For creating a secure design,
design requirements are established. The aim of an attack surface analysis/reduction is to minimize
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the opportunity that attacker can exploit vulnerabilities within the application through, for example,
layered defenses, and authorization. In threat modeling the focus lies on identifying assets, threats, and
vulnerabilities in a structured way (we already described their threat modeling in greater detail in Section
3.4.5).

Implementation The implementation phase focuses on implementing the software in a secure way.
In order to achieve this, SDL states that static code analysis tools should be used, approved security tools
should be established, and old and unsafe APIs should be deprecated.

Verification To verify that the application is secure, in the verification phase dynamic program analy-
sis and fuzz testing tools are used to test the application at run-time. Furthermore, threat models and the
attack surface are re-reviewed to ensure that they take changes in the design and implementation phases
into account.

Release In the release phase, an incident response plan is created, a final security review conducted,
and the software is certified and data which is needed to maintain the software is archived. An inci-
dent response plan defines what should be done when an incident, for example, a cyber attack occurs,
and when threats, vulnerabilities or when bugs are found after the software is released. Furthermore,
emergency contacts which should be contacted in incidents are defined. In an final security review all
artefacts which were produced throughout applying security activities are reviewed again. In an security
certification is examined whether all security requirements are met.

Response In the last phase response the incident response plan is actually being performed on a
incident or when vulnerabilities emerge.

3.8.3 Security Requirements Engineering Process (SREP)

Security Requirements Engineering Process (SREP) [52] is a process based on Common Criteria (we
explained Common Criteria and its components in Section 3.5), which describes activities that aid the
integration of security requirements in a software development lifecycle. Furthermore, this process uses
the SSE-CMM and assurance requirements of Common Criteria to evaluate the provided security of an
information system. Figure 3.13 lists all of its activities and how they integrate Common Criteria in their
process.

Figure 3.13: The Security Requirements Engineering Process (SREP). Adopted from [52].
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In the "Agree on Definitions" activity the customer and the organization agree on the security vision
of the project and the security policies. The next one aims to identify assets which are vulnerable to
attacks and for which it would be critical if they were abused. Further, the "Identify Security Objec-
tives & Dependencies" activity focuses on identifying security objectives and dependencies from, for
example, legal requirements, critical assets, likely attacker types, and defined security policies. In the
fourth activity artefacts, such as abuse cases, or attack trees are created to derive further threats from
them. Next, some sort of risk assessment is performed. SREP does not state which exact methodology
should be used. In the next activity "Elicit Security Requirements" security requirements are derived
from the previous performed risk assessment. Next, already determined requirements are categorized
and prioritized. The last two steps are dedicated to the purpose to perform a requirement inspection and
a repository improvement. In the requirement inspection the determined security requirements are vali-
dated whether they are complete and verifiable. Furthermore, all artefacts produced so far are reviewed
and the SSE-CMM, Common Criteria’s assurance requirements and EALs are used to evaluate the secu-
rity of the software. In the repository improvement model elements and threats which are likely to occur
again in further developments are documented.

3.8.4 Cigital Touchpoint

McGraw [50] defined seven touchpoints (set of best practices) that can be applied in software develop-
ment lifecycles in order to achieve the development of secure software. We call them Cigital Touchpoint
throughout this thesis. These touchpoints are: security requirements, abuse cases, architectural risk anal-
ysis, risk-based security tests, code review, penetration testing, and security operations. Figure 3.14
illustrates when these touchpoints should be performed in a software development lifecycle. Throughout
the development of software several artefacts are produced. This Figure outlines to which artefacts which
touchpoints should be applied.

Figure 3.14: The seven Touchpoints for Software Security. Reprinted from [50].

Requirements and Use Cases First, Cigital Touchpoint states that additional to defining require-
ments and use cases also security requirements and abuse cases are defined. Security requirements are
derived from, use cases, laws and regulations, commercial considerations, contractual obligations, and
from results of risk analyses.
Further security requirements are defined through abuse cases, which describe uses cases when the appli-
cation is abused. These scenarios state how security controls can be bypassed and which illustrate where
security controls are missing at all.
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Architecture and Design In the architecture and design phase a risk analysis helps to identify design
flaws in regard of security.

Test Plans Complementary to ordinary functional test plans also test plans which put their focus on
testing the security of the software are created. They test whether the implemented security controls are
working as intended. These tests can consist, for example, of unit and integration tests. Furthermore,
tests which simulate attacks of hackers are developed. All tests are prioritized based on the risks obtained
from risk analyses. Thus, security tests which test high-risky features are executed first.

Code To evaluate whether the code produced is actually secure code reviews with static code analysis
tools are conducted.

Tests and Test Results Next, the planned risk-based security tests are actually executed. Addition-
ally, red team- and penetration testing is performed (we describe these two testing techniques in greater
detail in Section 3.7).

Feedback from the Field In the last touchpoint "security operations" developers should share their
security expertise with security operation employees. The work of security operation employees consist
of deploying the software in an environment, on monitoring it, and to perform, for example, penetration
testing. Developers should come together with security operation employees in order to help them to
deploy the software securely, and also to support them on security incidents.



Chapter 4

Analysis of Scrum

In this Chapter we define which security practices (SSE-CMM security engineering base practices) need
to be integrated into Scrum in order to develop “secure” web applications and we check whether Scrum
supports some of SSE-CMM’s security engineering base practices. If for any reason Scrum does not
support a SSE-CMM security engineering base practice we discuss how it can be integrated into Scrum.
For example, we discuss the necessity to integrate a risk analysis/threat modeling method in Scrum.
However, to integrate several particular security engineering base practices into Scrum it is necessary to
incorporate specific security- activities, methods, techniques, or tools. Therefore, we evaluate in Chapter
5 which concrete security- activities, methods, techniques, and tools of well-established SE processes
can fit into agile.

As discussed in Section 3.6, SSE-CMM is an ISO/IEC standard of a model that consists of several
process areas (PAs). These PAs consist of several security engineering base practices and one or more
goals. A security engineering security engineering base practice describes a high-level security engi-
neering practice that an organization should implement to ensure the development of secure software.

4.1 SSE-CMM’s Processes

The PAs of the SSE-CMM are divided into three main groups: risk, engineering and assurance. In the
following sub-sections we will list all groups and their process areas, briefly summarize all goals and se-
curity engineering base practices of each PA and evaluate which security engineering base practices can
be supported by Scrum. A description of the SSE-CMM and a detailed listing of all security engineering
base practices of each process area can be seen in Section 3.6. The PAs are listed in the order in which
they should be performed according to SSE-CMM. The focus on PA01 and PA08 lies on project man-
agement, staffing and organisational practices, which are not specific security engineering tasks. Thus,
we did not consider these process areas in the sub-sections below.

4.1.1 Risk Process

Summary of SSE-CMM’s risk process

The risk process includes PA 02 ("Assess Impact"), PA 03 ("Assess Security Risk"), PA 04 ("Assess
Threat"), and PA 05 ("Assess Vulnerability"). The main focus in this process is the assessment of threats,
vulnerabilities, their impacts and the resulting risks. All of these steps are related to each other and can
be combined in a threat modeling or a risk assessment (both methodologies are described in Section 3.4).

41
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Discussion of how PAs of the SSE-CMM’s risk process can be integrated into Scrum

A possible way to fulfil the goals of the SSE-CMM risk process’ PAs is to use threat modeling or a
risk assessment [44]. All security engineering base practices of PA two, four and five except the moni-
toring of vulnerabilities, threats and their impacts are addressed by threat modeling. A risk assessment
also includes these steps and additionally rates and prioritizes risks. Both methods are applied in vari-
ous ways in practice. For example, Microsoft’s Threat Modeling, Cigital Touchpoint’s risk analysis and
TRIKE [85] have applied them in different ways. Nevertheless, a considerable amount of time is required
to perform any of them in the planning and design phases, because all possible threats, vulnerabilities
and assets of a piece of software have to be analysed and ranked. After these tasks have been performed,
the analysts should have knowledge about all possible vulnerabilities that can be exploited by an attacker
and how much damage each attack would cause. From our point of view, security expertise and do-
main specific knowledge is needed in order to complete these tasks without leaving a great amount of
the attack surface uncharted. In the opinion of several authors, threat modeling is seen as too difficult
to implement and too costly to integrate it into an agile process [13], [12]. According to our results in
Chapter 5, where we analyse security activities and tools of several well-established SE processes, we
came to the same conclusion. We think that to perform such heavy weight methods for every user story
is too much planning overhead for an agile process. In order to reduce the planning effort there are in our
opinion two naive ways.

Different options to add security engineering base practices of PAs of SSE-CMM’s risk engi-
neering process into Scrum

1. The first possibility would be to integrate it into the "Definition of Ready". This definition can be
extended in such a way that performing this methodology is only mandatory for medium or high
risk features.

2. Another possibility would be to add it as a Product Backlog item for each medium or high-risk
user story.

In both cases, that would require some method to identify security risky components. However, iden-
tifying risky components is the intent of a risk analysis/threat modeling method. Beforehand, only the
obvious high security risky components are known. Therefore, to perform risk analysis/threat modeling
methods for high security risky components only is no option to reduce the effort of these methodologies
in an agile process.

Proposal of how the security engineering base practices of SSE-CMM’s risk process can be
integrated into Scrum

Due to the fact that existing risk analysis- and threat modeling methods are not agile friendly, and
because performing such methods for only high risky components is no option we create in Chapter 6 a
new risk analysis method that fits better into agile.

4.1.2 Engineering Process

Summary of the SSE-CMM’s engineering process

The engineering process focuses on providing security input (PA 09), the specification of security
needs (PA 10) and the coordination of security (PA 07). Security needs describe what security controls
need to be implemented in order to prevent risks to the system. Hence, possible risks to the system have to
be identified before security needs can be defined, which is covered by the above described risk process.
PA 09 defines some security engineering base practices in order to achieve the goal that all people in the
development process have knowledge about all possible risks and how they can be mitigated. Hence, it
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is not enough if one person in the team has knowledge about all possible security information. PA 07
focuses on the coordination of security, how information has to be communicated between the different
parties and that all parties are involved in the security engineering process.

4.1.2.1 PA 09 ("Provide Security Input") and PA 10 ("Specify Security Needs")

Discussion of how PA 09 ("Provide Security Input") and PA 10 ("Specify Security Needs") can
be integrated into Scrum

In this section we discuss how the goals of PA 09 and PA 10 can be achieved in Scrum. Before user
stories are implemented in Scrum the planning and high level design is performed [30]. In this phase
functional security requirements, such as: "As an user I am only allowed to login five times", can be
added as acceptance criteria in user stories, but non-functional requirements are difficult to add, because
they cannot easily be broken down into estimable tasks and are not simply testable [100]. In our opinion,
security requirements have to be defined and written down in user stories at the very beginning, because
according to many authors, it is not possible to add security as an afterthought without immense extra
effort and expense [26], [84], [31], [59]. Before a user story is in Scrum implemented, Product Backlog
Refinement meetings are performed where user stories are analysed by one or more developers [87].
The goal of it is to find a way to implement the requirements specified in a user story. If the developer
or developers are already aware of common weaknesses and have some security related knowledge, we
suggest that they discuss in the Product Backlog Refinement meeting about possible security threats. In
order to identify threats they can perform something like a risk assessment. Nevertheless, this implies
that many developers have some prior security expertise, which can often not be the case in practice. An
obvious solution would be that all developers attend a security training, but we think that there are two
other options in order to solve this problem.

Different options to add security engineering base practices of PA 09 ("Provide Security In-
put") and PA 10 ("Specify Security Needs") into Scrum

The first option is to add a security expert to each Scrum team. His role would be to help the team
to perform security engineering activities such as risk assessments. Every developer, not just a single
person, should be aware of possible risks to the system and how they can be mitigated. A possible way
of how this can be achieved is that several developers perform a risk assessment for each user story.
We suggest that it is performed with the help of a security expert in order to achieve something like
collective ownership. In this way many developers are aware of potential risks and understand which
security controls have to be implemented in order to defend oneself against them. After a few iterations
the developers should be able to perform threat modeling or risk assessments without the help of a
security expert [11].

The second option would be to find agile methods that assist developers with minimal security knowl-
edge to perform a risk assessment or threat modeling and to help them to break non-functional security
requirements down into several estimable tasks. SAFECode templates as stated in Chapter 2 can there-
fore be used. Figure 4.1 shows an example of such a template. The first column illustrates the number
of the template, whereas the second column describes a high level security requirement. The A, D and
T in brackets in column two have the following meaning: A (Architect), D (Developer), T (Test). The
third and fourth column describe possible security controls and the last column highlights a link to the
"Common Weakness Enumeration" database [24]. This database enumerates several common weak-
nesses, and how one can prevent them as well as the most common failures. Additionally, CWE entries
list several code examples according to a specific high level security requirement. They should be used
in the following way [11]:

• Developers use the high level security-related story description (non-functional security require-
ment) in the second column in order to identify whether a specific template can be applied to a
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functional user story or epic.

• Column three lists several tasks how such a requirement can be broken down into estimable tasks.
Developers can use these tasks suggested in order to define their own for a specific user story.

• Furthermore, in order to fulfil these requirements they can perform the fundamental practices
suggested in column four, which describe possible security controls and verification methods.

• For further investigations the link to the "Common Weakness Enumeration" database is provided.
This database contains a detailed description to many common security weaknesses:

– How to mitigate against them with code examples,
– Which testing tools should be used, for example: fuzzy testing or static- and dynamic code

analysis, and
– How to plan to mitigate against them with a formal explanation of what needs to be done in

which software development phase.

Figure 4.1: Example of a security-related user story of SAFECode. Adopted from [11].

Furthermore, [11] proposes that all user stories should have a security debt value and if they are
postponed or skipped, the debt of a Scrum team increases. If this value exceeds a certain predefined
norm, the team has to perform a security Sprint. In this security Sprint all these security-related user
stories must be developed.

Proposal of how PA 09 ("Provide Security Input") and PA 10 ("Specify Security Needs") can
be integrated into Scrum
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From our point of view, both options should be integrated into Scrum. Developers should be trained
in security and one risk modeller should be added to each Scrum team. The risk modeller’s role is to
help the development team to perform security engineering activities such as risk assessments. Fur-
thermore, developers should use SAFECode’s security-related user story templates to identify security
requirements of user stories, because, in our opinion, these templates are powerful tools supporting the
process to enumerate all possible security implications of a functional user story or epic. However, not
every security-related user story should have a security debt value. We claim that tasks of high prioritized
requirements should be mandatory tasks of a functional user story and should be added as acceptance
criteria. Thus, high prioritized security concerns cannot easily be forgotten in the development.

4.1.2.2 PA 07: Coordination of Security

Proposal of how PA 07 ("Coordination of Security") can be integrated into Scrum

As stated in [88], a Scrum team is self-organizing and consists of a maximum of nine people. Team
communication is achieved by Daily Scrum meetings, Sprint Planning meetings, Product Backlog Re-
finement meetings, Sprint Reviews and frequent face-to-face interactions. Hence, we suggest that the
coordination of security issues can be accomplished when considering the following issues:

• A security expert and developers perform a risk assessment for each user user story in backlog
refinement meetings. SAFECode templates and the CWE links included can be used to assist the
risk assessment.

• A product owner and a security expert use the results of the risk assessment and define security
requirements for each user story or epic in cooperation with the customer.

• These security requirements are then formally written down in security-related user stories and
attached to functional ones.

• A product owner or security expert report them informally to the developers and formally with the
help of security related user stories.

• In another backlog refinement meeting the developers break down the user stories in the Scrum
backlog into estimable tasks and think about possible security controls.

• Further, in Sprint planning meetings the whole team prioritizes all security requirements and dis-
cusses which security controls should be implemented.

• Next, developers pick the high prioritized security controls in daily standups and start to implement
them.

• If problems occur when developers are implementing security controls, the issues can be discussed
with the whole team owing to the small team size, self-organization and frequent face-to-face
interactions. Furthermore, if very difficult problems occur another backlog refinement meeting
can be held to re-prioritize the user story.

4.1.3 Assurance Process

Summary of the SSE-CMM’s assurance process

The assurance process consists of two PAs (PA 06 and PA 11). PA 06 ("Build assurance argument")
focuses on providing evidence that all defined security goals are actually accomplished. This process area
should generate security requirements deriving from the goals which ultimately prove that the software
developed is actually secure. PA 11 ("Verify and Validate Security") aims to verify if the implemented
solution is precisely what was planned and to validate that all defined security goals are accomplished.
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4.1.3.1 PA 06 ("Build assurance argument")

Discussion of how PA 06 ("Build assurance argument") can be integrated into Scrum

According to SSE-CMM, it is essential to generate a requirements traceability matrix where require-
ments are mapped to security goals which were defined by the customer [39]. The aim of these methods
is to verify whether all specified security requirements fulfil the defined goals. Unfortunately, most of
these methods directly contradict principles and practices of agile development [18].

Proposal of how PA 06 ("Build assurance argument") can be integrated into Scrum The
customer can be involved in defining all high and low-level requirements, corresponding to acceptance
criteria and test procedures [39]. To be more specific, first, the team should identify security policies,
standards and compliance regulations and should derive requirements from them with the help of the cus-
tomer [78, p. 16–17]. Further, we recommend that requirements should be derived from identified risks
of threat modeling and be discussed with the customer, because they can help to prioritize the threats. As
a second step the requirements should be validated with several different testing techniques. In Scrum,
testing should be done early and often and can therefore fit into agile [87]. For this reason methods have
to be shown that fulfil these requirements. Section 4.1.3.2 discusses some of them elaborately. The in-
volvement of the customer is agile-friendly, as stated in the agile manifesto. Moreover, this would result
in fulfilling the goal partially to generate security requirements, deriving from the goals which prove
the customer that the software being developed is actually secure. The security requirements would re-
flect the customer’s expectations to the software. However, since many customers are almost likely no
security specialists and only have limited knowledge about security, this can be a challenging task.

4.1.3.2 PA 11: Verify and Validate Security

Discussion of how PA 11 ("Verify and Validate Security") can be integrated into Scrum

In this section we discuss several security assurance methods and techniques that Beznosov and
Kruchten [18] suggests possibly fitting into agile.

Internal reviews of design and implementation Beznosov and Kruchten [18] claim that the “agile
friendliest” way is to use internal reviews of design and implementation. In this method a security expert
either reviews the source code manually or with the help of static code analysis tools. However, this
requires that one has to know what to look for in the code. Without security expertise and domain specific
knowledge many failures can be overseen. Automatic tools, such as static analysis, help to first identify
possible code errors, but to filter false positives one has to have security expertise too. Nevertheless,
in the opinion of OWASP [78, p. 13–14] it is a fast and effective way for identifying vulnerabilities.
They also state that in contrast to other methods, such as penetration testing static code analysis tools are
capable of identifying, for example, access control problems, backdoors and cryptographic weaknesses.
According to Schwaber [87], in Scrum, code reviews are important, that is why we also think that this
methodology should be part of an agile development process. Software is developed in increments and
therefore only small units of code have to be reviewed each Sprint. We suggest that a security expert or
software architect reviews the code of each user story in the implementation phase. In this way, many
security flaws can be identified before it is tested.

Testing

According to Schwaber [87], testing should be done early and often in Scrum and hence is an impor-
tant technique of assuring that software is secure. Beznosov and Kruchten [18] propose that the following
testing methods and techniques can help to assure that security requirements of agile projects are fulfilled
in an agile-friendly way (see Section 3.7.1 for their definitions):
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1. Security testing,

2. Vulnerability- and penetration testing, and

3. Security static analysis.

We discuss whether these propositions can be used in agile in the next paragraphs.

Penetration testing Penetration testing of web applications is a special type of security testing and
is typically used in the verification phase of a project [78, p. 16]. It can be performed manually or
automatically. On the one hand, manual penetration testing is very time consuming, because pentesters
often write their own code and scripts to exploit vulnerabilities. They investigate where vulnerabilities
can occur in the code manually or automatically with the use of tools [49], for example, with the help of a
web vulnerability scanner, such as Acunetix. So called, "all-in-one" automatic tools, such as Metasploit
[53] use standard attack patterns of common and publicly-known attacks in order to automatically attack
a system and to consequently exploit vulnerabilities [49]. However, a pentester who performs manual
penetration testing is able to execute many complicated up-to-date attacks which might not be included
in the set of attack patterns of "all-in-one" automatic tools. Unfortunately, this obviously requires a
security expert who knows several attack patterns. The quality of the penetration testing therefore in this
case depends on the hacking skills of the pentester. On the other hand, automatic "all-in-one" utilities,
are much more time efficient than the manual approach. Nevertheless, many hackers can use much more
complicated attacks than already known basic ones. Hence, not all potential assaults on information
systems can be tested with these tools, but it is still vital that the used kind of penetration testing is as
time efficient as possible in order to fit into agile.

Whitebox testing Another kind of security testing is whitebox testing, such as unit and integration
testing. The agile practice, test-driven development [8], focuses on this technique, thus we claim that it
is agile. It is performed in the implementation phase and reveals, for example, side effects of the code
and random typographical errors. However, missing functionality cannot be discovered, because it only
tests existing code as it is. Although in theory it is desirable that all parts of software are tested with this
kind of technique, we reckon that it is hard to achieve in practice to test all parts of the software, because
it obviously needs a considerable amount of time. We believe that it is important to test with whitebox
testing as much as possible in order to assure that the software has no sideffects.

Static code analysis tools Even though static code analysis tools can be helpful to identify coding
errors, they deliver many false positives and thus much security expertise and manual effort is needed
to filter them [78, p. 16]. Moreover, Beznosov and Kruchten [18] suggests obvious high-level security
methods that can be used in agile, such as the use of high level programming languages and tools, use
of secure design principles and adherence to implementation standards. Nevertheless, the first point
depends on the project and the company. In our case, web applications are mainly programmed in high-
level programming languages, such as JAVA, .NET, and PHP. The last two points can be achieved by
training developers with regard to security. We also think that these points are very important, because
if security guidelines are mandatory, then, the developers’ awareness of security is higher and security is
implicitly taken into consideration when programming. Nevertheless, to determine in how far that can
be done is not the aim of this thesis.

Proposal of how PA 11 ("Verify and Validate Security") can be integrated into Scrum

As can be seen above, several methods, techniques and tools exist that can be used to ensure security,
however, many of them require security expertise in order to perform them in an effective way. In our
opinion, it is important to hire security experts that perform them or to train employees so that they would
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be capable of using them in a productive way. We also think that there is no single ideal security testing
approach and that security assurance should be achieved by several methods instead of performing only
one technique. Developers should write as many unit, integration and system tests as possible. Code
reviews should be performed with the help of static code analysis tools for each user story. Next, a
vulnerability scanner should be used each Sprint to scan for vulnerabilities in the code and a pentester
should perform manual penetration tests regularly, but not every Sprint. However, we do not know how
agile friendly our approach is, hence we perform in Chapter 5 an analysis of several techniques and
methods in order to show how agile each is.

4.1.4 Summary of this Chapter

Table 4.1 summarizes the results of our performed analysis in Chapter 4. This table lists every Process
Area of the SSE-CMM and outlines whether Scrum handles a specific PA of the SSE-CMM. The "Process
Area" column describes the process area of SSE-CMM, whereas the "Does standard Scrum support a
specific PA?" column is dedicated to the purpose to check whether Scrum handles a particular PA and
describes how Scrum can handle a concrete PA.
In summary, Scrum does only support one PA, partially supports three PAs, and does not support five
PAs. It is also important to mention here that we do not consider PA 01 ("Administer Security Controls")
and PA 08 ("Monitor Security Posture"). The focus on PA01 and PA08 lies on project management,
staffing and organisational practices, which are not specific security engineering tasks. Thus, we did not
consider these process areas.

In Chapter 5 we evaluate how agile security activities, practices, tools, and methods of Microsoft
SDL, Cigital Touchpoint, SREP, and NIST 800-64 are. We evaluate them in order to know which specific
methods, techniques, and tools can be used to support all PAs of the SSE-CMM which are not or only
partially fulfilled by Scrum.

Process Area (PA) Does standard Scrum support a specific PA?
PA 01: Administer Secu-
rity Controls

Not considered.

PA 02: Assess Impact Scrum does not support this PA.
PA 03: Assess Security
Risk

Scrum does not support this PA.

PA 04: Assess Threat Scrum does not support this PA.
PA 05: Assess Vulnerabil-
ity

Scrum does not support this PA.

PA 06: Build Assurance
Argument

Scrum does not support this PA.
Scrum does not specify that for each software increment security requirements
have to be defined. To ensure that the software meets the expectations of the
customer in regard of security, the customer and a security expert can be in-
volved in defining security requirements and acceptance criteria of a software
increment. With assurance methods of PA11 it has to be assured that all secu-
rity requirements defined are met.

PA 07: Coordinate Secu-
rity

Scrum supports this PA.
Security can be coordinated via small team communication, self-organized
teams, Daily Standup meetings, Product Backlog Refinement meetings, Sprint
Planning meetings, and Sprint Review meetings.

PA 08: Monitor Security
Posture

Not considered.
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PA 09: Provide Security
Input

Scrum partially supports this PA.
If developers have security expertise, security considerations can be included
in user story refinements and in code reviews. Developers can use SAFECode’s
security-related user stories to define security requirements.

PA 10: Specify Security
Needs

Scrum partially supports this PA.
To define security requirements of a user story so-called security-related user
stories can be defined by Product Owner, customer and developers and defined
as acceptance criteria for the corresponding functional user story. SAFECode’s
security related user story templates should be used to split security-related
user stories into estimable tasks.
Furthermore, a security expert should be added in the refinement of user sto-
ries and Sprint Planning meetings to help the developers to perform security
engineering activities, such as risk assessments.

PA 11: Verify and Vali-
date Security

Scrum partially supports this PA.
According to Scrum, testing and code reviews should be performed. In code
reviews security flaws in the source code can be identified by manually re-
viewing it. By writing security tests it can be verified whether the source code
meets the defined security requirements. Security testing methods which can,
from our point of view, be used are: Web vulnerability scanning, and whitebox
testing, such as unit- and system testing

Table 4.1: How Scrum handles SSE-CMM’s PAs
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Chapter 5

Analysis of Existing Well-Established Se-
curity Activities and Tools

In this Chapter we analyse activities of the following SE processes with regard to how “agile-friendly”
they are:

• NIST 800-64 [47],

• Security Requirements Engineering Process (SREP) [52] which is based on Common Criteria,

• Cigital Touchpoint [50], and

• Microsoft SDL [34].

In Chapter 4 we analysed which high-level security practices are necessary to create a secure Scrum
process and we evaluated whether Scrum supports some of these security practices. We performed this
analysis in order to know which practices are required to create a secure Scrum process.

The aim of this Chapter is to identify specific activities, methods, tools, and techniques of well-
established SE processes that we can integrate in our secure Scrum process and which cover SSE-CMM’s
practices. We call these activities, methods, tools, and techniques throughout this document security
activities to simplify the writing. We only analyse security activities with the focus on specifying security
requirements, designing and implementing of secure software, and verifying whether it is actually secure.
Therefore, we do not consider activities which aim to train employee in security or to deploy or release
the software.

First, we outline which method we use, after which we briefly explain the activities which we analyse
and then we present the results. The analysis is in Annex A. Finally, we compare our results with the
results of a related work. To analyse the agility degree of an activity, methodology, technique, tool, or
practice we use the method described in [46]. According to the authors of [46], an activity is "agile
friendly", if all agile features listed below are fulfilled:

• simplicity,

• high customer interaction,

• free of modeling and documentation,

• tolerant to requirement changes (not much work has to be redone on requirement changes),

• minimal speed of execution,

• people oriented,

• informality,

51
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• iterative, and

• high flexibility.

The authors of [46] extracted these agile features from the agile manifesto, but they never stated what
their exact meaning is.

We claim that the meaning of the agile features, simplicity, change tolerance, people orientation, the
ability that it can be performed iterative, high flexibility, and informality is not obvious and has therefore
to be defined. In contrast, the meaning of high customer interaction, minimal speed of execution, and
free of modelling and documentation is, in our opinion, clear. Hence, we defined their meanings our-
selves, which we describe in greater detail below. Furthermore, we decided to remove the high customer
interaction feature, because we interpret that the agile value that customer collaboration should be over
contract negotiations [5] that the customer should only be involved in planning tasks. We reckon that
mandatory customer interaction would be a bottleneck in all other activities, such as static- and dynamic
code analysis, code reviews, develop security documentation and penetration testing, due to the fact that
customers do not always have time for quick responses.

Keramati and Mirian-Hosseinabadi [46] propose that in order to measure how agile an activity is, for
every feature a grade in the interval [0, 5] is assigned. The agility degree of an activity is the sum of all
measured feature grades. If this value is high, the activity can be integrated into Scrum and - if not that
means integrating it would be difficult, because it is not “agile-friendly”. However, the authors of [46]
did not specify the threshold of the agility degree to be “agile-friendly”. The specific meaning of each
feature is needed in order to measure the agility degree.

5.1 Our approach

5.1.1 Our interpretation of agile features

We think that this method is good to start with, but these features have to be defined in greater detail.
Our interpretation of them is as follows:

• simplicity: What kind of security expertise must the person who performs an activity have in order
to complete it in an effective way?

• free of modeling and documentation: Does the work not only consist of documentation and
modelling? Is something implemented or tested?

• tolerant to requirement changes: Is it necessary to wait for the completion of other activities
in order to be able to complete an activity? How much has to be redone on small or medium
changes requirement changes? (Small or medium requirement changes means that requirements
of a software increment that should be implemented do not change completely.)

• minimal speed of execution: How long does it take to perform this activity? In case of a tool:
Can it be performed over-night?

• people oriented: Are people involved who have to think about problems in brain storming ses-
sions? Does an activity require much people interactions? Or is it quite method-based and has to
be strictly performed step by step according to a method.

• informality: Is this activity needed to better understand security requirements of a software incre-
ment? Is it needed to ensure that a software increment is secure?

• iterative: Does this activity consists of several steps? Can the work be divided among several
people? Should it be performed iteratively?
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• high flexibility: Is it possible to skip some steps, without being ineffective, due to, for example,
time reasons? Can steps be replaced by other ones which are more time-efficient as the original
ones? Should all steps be performed strictly as described to be effective?

5.1.2 Our metric

We created a metric in order to define how these grades can be measured. Figure 5.1 and Figure 5.2
illustrate our metric. We defined the grades and use them to roughly estimate the agility degree of
activities. It is essential to mention that the metric is based on the context of a user story or epic which is
implemented in about two weeks. Unfortunately, it is not possible to measure them exactly, nevertheless
we discuss each activity and why we chose a specific grade for the evaluation. We claim that it is not
important that an activity can be divided if it can be quickly performed. We think that the ability that it
can be performed iterative is only necessary if the execution time is high. Hence, we created a second
metric which describes the correlation of the "iterative / dividable" and "speed of execution" feature.
Figure 5.3 displays this correlation.

The maximum points an activity can obtain is 40. If one has more than 21 points (>55% of the
maximal obtainable points) we say that it is ("agile compatible"). We chose 21 points, because then an
activity obtained definitely more than half of the maximal achievable points. If an activity has more than
26 points (>67,5% of the maximal obtainable points) we claim that it is "agile friendly".

5.1.3 Validation of results

In order to make the results more reliable we reinforce them with an existing case study of [13]. This
case study is based on a survey in which several employees of the company Ericsson AB, which develops
telecom products, were interviewed how cost-effective and beneficial an activity of Cigital Touchpoint,
Common Criteria and Microsoft SDL is in an agile project in regard to security. Each role in Ericsson
AB’s development process was represented by two or more employees. For each activity they assigned
either a "-" (-1 for our calculation), " " (0 for our calculation), or "+" (1 for our calculation) on the cost or
benefit. A "-" means that the costs are high and that the benefit is low, whereas a "+" states that the costs
are low and that the benefit is high. The " ", describes that cost or benefit are tolerable. We take their
results of Cigital Touchpoint and Microsoft SDL to validate our results. To reinforce our results of SREP
we take their results of Common Criteria, due to SREP is based on Common Criteria and therefore the
activities are very similar. Unfortunately, they did not evaluate NIST 800-64, thus, we cannot validate
these results. If the sum of the benefit and cost-effectiveness of an activity is at minimum zero our grading
stays the same. However, if for any reason that should not be the case, the activity is considered to be
not "agile friendly". In this case we discuss in this Chapter why they evaluated it as not "agile friendly"
and why we think that it can actually be "agile friendly".
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Figure 5.1: Metric for evaluating the support of agile values (grades 0-2).
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Figure 5.2: Metric for evaluating the support of agile values (grades 3-5).

Figure 5.3: Metric for defining how the speed of execution depends on iterative-/dividability.
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5.2 Activities and tools assessment

In this Section we list all security activities which we extracted from Microsoft SDL, Cigital Touchpoint,
SREP, and NIST 800-64 and explain each. In this Chapter we only list and explain each security activity
and show the results of this analysis. In Annex A we describe for each security activity why we gave it a
specific grade in a particular agile feature.

5.2.1 Microsoft SDL

We extracted the following activities from [34] from the phases requirements, design, implementation,
and verification.

5.2.1.1 Security Requirement Analysis

Howard and Lipner [34] do not specify in detail how a security requirement analysis should be performed.
They stated that use scenarios should be defined and that security experts should conduct a security
and privacy analysis for defining minimal security and privacy requirements and provide therefore a
security requirements questionnaire. Additionally, several security requirements should be derived from
the results of secure code reviews. Thus, this task requires brainstorming about where security- and
privacy requirements and use cases are defined.

5.2.1.2 Role Matrix

The goal of this activity is to identify all user roles of the application and to determine their access
restrictions to functionalities and assets of the application.

5.2.1.3 Design Requirements

The goal of this activity is to model a secure design graphically, which represents the architecture of
the system. UML, class, sequence diagrams, or several other modeling techniques can be used for this
activity.

5.2.1.4 Cost analysis (By conducting a Product Risk Assessment)

According to [34, p. 93–99], the goal of this activity is to roughly estimate the cost, time and effort of a
software project. For this reason, one has to analyse which parts of the project require threat modeling,
security design reviews, and penetration testing. Additionally, the scope of fuzz testing is defined and
whether private information is processed, stored or transmitted by the software. This is achieved by
doing a security risk assessment and a privacy impact rating.

Security Risk Assessment In this step a security team fills out a questionnaire which focuses on
questions regarding possible vulnerabilities of a system and which security components are needed. For
example, a question can be: “Is authentication or authorization needed?”. As next step, the answers are
analysed and based on general defined rules and on the expertise of the analysts decisions are made, for
which components of the software, for example, threat modeling is needed.

Privacy Impact rating In this step a security or privacy team analyses how sensitive the data are
that the software processes, transmits, or stores. They should be categorized into three groups: anony-
mous data, personally identifiable information and sensitive information. This information also helps to
roughly identify how much effort is needed to secure the information.
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5.2.1.5 Threat Modeling

See Section 3.4.5 for a detailed description.

5.2.1.6 Attack Surface Analysis / Reduction

The goal of this activity is to reduce the attack surface of the software [34, p. 78–89]. In order to do so
the principle of least privilege should be applied to all processes and services of the application. Code or
services that are not needed should be shut down or removed and authentication and access restrictions
should be implemented. Further, data flow diagrams and graphic presentations of the code should be
identified that does not require authentication. Finally, access to network endpoints should be limited,
and entry points which are not needed should be removed.

5.2.1.7 Static Analysis

We already described this kind of tool in Section 3.7.

5.2.1.8 Dynamic Analysis

See Section 3.7 for a detailed description.

5.2.1.9 Fuzz Testing

We already explained this kind of testing in Section 3.7.7.

5.2.1.10 Code Review

The aim of this activity is to identify security flaws in the source code by manually reviewing it.

5.2.2 Cigital Touchpoint

We deduced the activities below from [50]:

5.2.2.1 Security Requirement Analysis

The authors of [50] list three possibilities of how security requirements can be identified. In the first
they should be defined through abuse cases, which are described in the activity below. The second
aims to derive them from three different sources: laws and regulations, commercial considerations and
contractual obligations. They should then be prioritized by severity. In the third they are derived from
risk assessment results. In this activity we only consider the second option and we do not take abuse
cases or risk assessments into account since we treat them as separate activities.

5.2.2.2 Abuse Cases

For defining abuse cases the authors of [50] state that four steps are necessary. First, groups of attackers
(threat agents) have to be identified. As second step, so called anti-requirements have to be determined,
which state unacceptable outcomes of the software. The third step consists of identifying specific attack
models that illustrate how an unacceptable outcome can be achieved. Finally, mitigation strategies are
established in order to defend the application against these attack models. An abuse case is a combination
of these steps and describes how one can mitigate that a specific threat agent successfully performs a
particular attack model in order to exploit a vulnerability to cause an unexpected behavior of the software.
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5.2.2.3 Architectural Risk Analysis

An architectural risk analysis is a part of risk analysis and focuses on the identification of design flaws.
It includes the following steps [50, p. 139–170]:

First a one page graphical overview of the system should be drawn and then the following three high
level steps performed:

1. Attack resistance analysis First, security flaws are identified with checklists and historical risks
from previous analyses. Second, attack patterns are mapped to abuse cases. Third, risks are determined
with the help of checklists. At last, attacks are demonstrated with, for example, exploit graphs.

2. Ambiguity analysis (needs at minimum two analysts) Each analyst performs his own risk
analysis and then the findings are discussed with everyone and are “unified”.

3. Weakness analysis Weaknesses in the dependencies of the software, such as frameworks or
browsers or servers are analysed.

5.2.2.4 Manual or semi-automatic Penetration Testing, Automatic Penetration Testing, Static
Analysis, and Red Team Testing

We already described these testing techniques in Section 3.7.

5.2.2.5 Risk Based Testing

The authors of [50] suggest using manual testing based on risks. In risk-based testing [7] test cases are
prioritized by risk, which are determined prior in a risk assessment. In this way the high-risk components
are tested first and the low-risk ones at the end of the testing process.

5.2.3 SREP

From [52] we extrapolated the following activities:

5.2.3.1 Security Requirement Analysis

SREP is a Security Requirements Engineering Process. The aim of such a process is to integrate the
defining of security requirements into a software engineering process. An essential part of it is to elicit
and specify security requirements, which is to goal of this activity. We combined three activities of SREP
into a single activity (Security Requirement Analysis), because each of them focuses on the identification
and specification of security requirements. These activities are (we extracted them from [52]):

Identify security objectives and dependencies In this activity, requirements are derived from the
organizations security policies, legal requirements, critical assets, (can be taken from the results of the
“Critical Assets” activity of SREP which we describe below), and likely attacker types.

Elicit security requirements Here, requirements are derived from the identified threats of the “Risk
analysis” activity of SREP which we describe below.

Categorize and prioritize requirements This activity focuses on categorizing and prioritizing the
already identified security requirements.
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5.2.3.2 Agree on Definitions

In the Agree on Definition activity the customer defines with the organization, which security definitions
and security policies should be established. The policies are mainly taken from ISO/IEC- and IEEE
standards. Additionally, the security vision of the project is documented in a so called Vision Document.
The authors of [52] state that this activity is performed in the inception phase of a project and is not
revisited in later phases.

5.2.3.3 Risk Analyses

The authors of [52] stated that a risk analysis should be performed in their process, however, they did
not specify a particular methodology, but rather listed some existing ones, which can be used. Among
others, they suggested CRAMM [102]. We chose it, because it is a managerial level risk assessment,
which is based on meetings, interviews, and questionnaires. This type of risk assessment does not take
specific vulnerabilities which can be detected through; for example, threat modeling, static code analy-
sis, or penetration testing into account. Thus, we thought that it can be quite light-weight and can be an
alternative to heavy-weight methodologies, such as Microsoft’s Threat Modeling. For this methodology
a tool is provided. This tool contains several structured question in regard of security. Reviewers should
ask employee these structured question and have then to enter the answers into the program. The em-
ployees who are interviewed can be, for example, management personnel, asset owners, or employees
with security expertise in different categories. Based on the answers the program then calculates the risk
of threats and countermeasures. The methodology consists of the following steps:

1. Initiation A meeting with the organization’s management and the CRAMM reviewer are held. The
goal of this meeting is to define the scope of the assessment and to identify the interviewees.

2. Identification and Valuation of Assets Assets are identified. This can be achieved, for example,
through the "Critical Assets" activity, which is described below. As a next step, interviews with data
owners are held in order to measure the importance of each asset.

3. Threat and Vulnerability Assessment Assets are grouped and then only the most important ones
are picked for identifying threats, in order to be time-effective. To support the identification CRAMM
provides threat/asset group and threat/impact tables. Thus, only questions to threats which can harm the
most important assets should be questioned. Threats and vulnerabilities are then assessed by interviewing
support personnel with the help of structured questionnaires. The answers are entered in the program.

4. Risk Calculation The tool calculates the risk for each threat and suggests security controls to
prevent these risks.

5.2.3.4 Critical Assets

The goal of the Critical Asset activity is to identify critical or vulnerable assets. The assets can be
identified through the help of lists of assets, which are grouped by domain or through similar profiles.
Moreover, they can be derived from functional requirements or through interviews with stakeholders.

5.2.3.5 Identify Threats and Develop Artifacts

The aim of this activity is to identify threats, which have not already been determined and also ones
which does not target already identified assets. In order to achieve this, artifacts, such as, UMLSec
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diagrams, attack trees, or abuse cases should be developed for deriving new threats from them. These
identified threats, created artifacts, and assumptions should then be documented in a so called Security
Problem Definition Document.

5.2.3.6 Requirement Inspection

The aim of a Requirement Inspection is to validate the security requirements. For this reason all the
artifacts, which were produced in all the described activities above are reviewed. Furthermore, SSE-
CMM, Common Criteria assurance requirements and the EALs (Evaluation Assurance Level of Common
Criteria) are used to verify whether the software is secure (we already described SSE-CMM and Common
Criteria in Section 3.6 and Section 3.5).

5.2.3.7 Repository Improvement

Repository Improvement focuses on identifying threats or requirements (model elements) which are
likely to occur in future development and to document them.

5.2.4 NIST 800-64

We took activities from the initiation and development/acquisition phases of [47]. We did not consider
the other three phases, because they focus on activities when the software is already released. The authors
of [47] linked for further details of several activities to other NIST Special Publications. Therefore, in
several activities we also cite from other Special Publications.

5.2.4.1 Initiate Project Security Planning

According to [47, p.14–15] this activity consists of the following steps: (1) Identification of key Security
Roles, (2) Stakeholder Security Integration Awareness, (3) Initial Project Planning. First the key security
roles are identified. Second, security requirements, assumptions, testing and assessment techniques, and
also possible implications, and more are explained to all stake holders. The aim is that all stake holders
have a basic understanding of security-related topics of the project. At last, initial security milestones
are identified.

5.2.4.2 Categorize Information System

The goal of this activity is to identify information systems and information (assets), such as financial data,
to categorize them into information types, and to evaluate their impact on cyber-attacks and consists of
the following steps [92, p. 13]:

1. Identify Information Types. With the help of provided lists of several information type cate-
gories, such as, for example, Health Care Administration, the information type of all information
systems and assets are identified.

2. Select Provisional Impact Levels. Next, the impact level (low, moderate, high) on integrity,
availability and confidentiality on information system and assets are evaluated. The authors of
[92] support this evaluation with a predefined metric that explains each impact level on a high-
level.

3. Review Provisional Impact Levels.

4. Adjust/Finalize Information Impact Levels.

5. Assign System Security Category.
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6. Finally, if the impact levels of all information system and assets are calculated the system security
category is evaluated. It is an aggregate of the impact levels of all information system and assets.

5.2.4.3 Assess Business Impact

This activity is dividable into the following steps [93, p. 15–26]:

Determine Business Processes and Recovery Criticality Identify business processes and eval-
uate their impact on availability, integrity and confidentiality. Information systems can have several
business processes. This analysis is executed in order to analyse the impact on information systems
in greater detail. Furthermore, it is calculated how much it would the company cost if an information
system is unavailable for a specific time-span.

Identify Resource Requirements Identify resources, which are needed to recover critical systems.

Identify System Resource Recovery Priorities First, preventive controls, such as frequent sched-
uled backups are identified. Second, availability impact level and corresponding backup strategies are
defined. At last, costs, roles and responsibilities are identified.

5.2.4.4 Assess Privacy Impact

The expected outcome of this activity is a privacy impact assessment, where for every information system
where sensitive information is processed, security controls are documented that mitigate the information
from being exposed [47, p. 18]. In order to achieve this, the analysts should, for example, ask questions
to address privacy considerations, such as “What type of information is collected on this information
system?”, “Why is it stored?”, “Who has access to this information?", “Which security controls can be
used to ensure that this information is not exposed?” and document the answers [62]. Additionally, for
identifying safeguards the activities “Asses risk to system” and “Select and Document Security Controls”
of NIST 800-64 should therefore be used. We describe these activities below.

5.2.4.5 Assess Risk to System

The aim of this activity is to perform a risk assessment. We already described this activity in Section
3.4.7.1.

5.2.4.6 Select and Document Security Controls

As the name suggests, the goal of this activity is to select and document security controls, which consists
according to [47, p. 23–24], of the following steps: (1) Common control identification, (2) Security
baseline selection, (3) Tailoring of security baselines, (4) Supplementation of further security controls to
mitigate threats which were identified in risk assessments. We describe the first three steps below. The
authors of [47] linked for greater details of these steps to other documents and therefore we cite from
these linked documents to explain them.

Common control identification This step is described in NIST SP 800-37 [63]. For each informa-
tion system common controls (are security controls which are inherited from one or more organizational
information systems) of the organization are identified and then documented [63, p. 24].
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Security control selection (Security baseline selection and tailoring of security baselines)
These two steps are specified in the NIST SP 800-53 document [65]. According to NIST [65, p. 28–
45], first, a security control baseline (high-level security control, such as authentication) is selected from
the security control baseline list of the NIST SP 800-53 document based on the impact level of the
information system. Second, based on risk assessment results the baseline security controls are tailored.
The scope of them is defined and then more specific controls are selected from a security control catalog
of the NIST SP 800-53 document. The aim of this step is to specify the selected baseline security controls
on a low-level and to adjust them to fit with the conditions within the organization. They should meet
the security requirements and mitigate against the threats identified from the risk assessment. As a next
step, so called “overlays” can be created if needed. These overlays are tailored security baseline controls
for community-wide use, such as public key infrastructure (PKI) or cloud services. Additionally, these
overlays can be specialized security controls that address special cases, which are not mentioned in the
security controls catalog of the NIST SP 800-53 document. Finally, the control selection process is
documented in a so called System Security Plan. A security plan contains the requirements of a system
and describes the security controls for meeting those requirements.

5.2.4.7 Design security architecture

The aim of this activity is to develop a secure design of the software and consists according to [47,
p. 24–25] of the following steps:

1. Analyzing system security plans and security requirements,

2. Think about a secure design. Several steps which can be performed are:

(a) Built selected security controls of previous activities in,

(b) Cluster functionality together, distribute them, or build a layered structure,

(c) Consider external services and dependencies,

(d) Consider results of security tests, or audits for investigating potential security breaches.

3. Visualize it graphically and document it.

5.2.4.8 Conduct Testing

This activity is described in NIST SP 800-53A [66]. The aim of it is to plan and assess the implemented
security- and privacy controls, which were selected in the "Select and Document Security Controls"
activity described above. According to [66], the testing consists of the following steps:

1. Preparing for security and privacy control assessments In this step preparation steps, such
as defining the scope of the security- and privacy control assessment, specifying time frames for the
assessments, and collecting artifacts of previous activities in order to get an overview of the information
being assessed and the security and privacy controls which are assessed are conducted.

2. Developing security and privacy assessment plans Based on the selected security- and pri-
vacy controls of previous activities appropriate assessment methods are selected from the assessment
procedure catalog of the NIST SP 800-53A document. As a next step, they are tailored for the char-
acteristics of the information system of the organization. We describe their tailoring process in greater
detail below. For each security control selected from security control catalog of NIST SP 800-53 an
appropriate assessment procedure is listed in the NIST SP 800-53A document. Further, the selected
assessment methods are optimized. The optimization can be achieved, for example, through combining
testing procedures which tests the same security controls family.
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Tailoring process

In order to conduct testing the following methods exist: examination, interview and test. The exam-
ination process consists of reviewing specifications, such as system requirements, or mechanisms, such
as software functionality, or activities, for example, system operations. The interview process consists
of interviewing one or more person within the organizations with specialized knowledge in an area. The
testing process consists of testing if a software, hardware, firmware or activity has the expected behaviour
under specified conditions.

All three methods have the attributes depth and coverage. For each of them grades should be as-
signed (basic, focused, or comprehensive). Basic coverage testing uses only a representative sample of
assessments whereas by the comprehensive testing a sufficiently large sample is tested. An example for
basic testing is black box testing with, for example, a vulnerability scanner. Comprehensive testing is
white box testing. NIST provides in [61] a list of best practice assessment cases. These assessment cases
describe tailored (grades for the assessment procedure attributes are assigned) assessment procedures.

3. Conducting security and privacy control assessments In this step the security- and privacy
controls are actually assessed as defined in the security assessment plan developed in the previous step.
For example, penetration or unit testing is performed.

4. Analyzing assessment report results Here the results are analysed whether all requirements are
met and, all risks are reduced or prevented as planned in the risk assessment and security control selection
process. If for any reason that should not be the case, it will be decided whether further security controls
have to be implemented, security controls have to be modified, or if the remaining risk is ignored.

5. Assessing security and privacy capabilities The authors of NIST SP 800-53A state that often
one safeguard alone does not mitigate a threat and therefore a collection of them is needed (a so called
capability). In this step these capabilities are assessed. A security or privacy capability is a set of
mutually reinforcing security controls or respectively a collection of privacy controls. They are selected
and grouped in such a way that they mitigate or reduce risk from a specific threat family, for example,
to achieve secure remote authentication. Normally security controls are assessed one by one. However,
if one or more security control of such a collection does fail to mitigate a threat that does not mandatory
mean that the whole capability does fail. The assessors should know how these controls are working
together and should assess them based on this knowledge. If a whole capability fails they should be able
to analyse which specific controls fail in a so called root cause analysis.

5.3 Results of the evaluation

We analysed how agile all security activities described above are with the help of Metrics 5.1 and 5.2 and
the results of Baca and Carlsson [13]. The results of Microsoft SDL can be seen in Figure 5.5, of Cigital
Touchpoint in Figure 5.4, of NIST 800-64 in Figure 5.6 and of SREP in Figure 5.7. These Figures are
displayed in table format. The rows represent security activities, the first nine columns agile features, the
"Agility Degree" column the agility degree of a specific security activity, the "Evaluation" column if it
can be integrated into Scrum. A 1 or -1 in the last two columns represent the benefit and cost according
to the case study. A "agile compatible" in the last column means that this activity reached >55% of the
maximal obtainable points, whereas a "agile friendly" means that an activity obtained >67,5% of the
maximal obtainable points. We highlighted some rows in dark grey, and did not assign any agile feature
grade. This means that we were not able to evaluate one or more of the agile features of this activity. For
example, for pair programming we were not able to evaluate the speed of execution, change tolerance,
and informality. However, there is one exception. In case of NIST 800-64’s activity "Develop security
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documentation" we highlighted the activity in dark grey and gave it zero points in all agile features, due
to its aim is only to produce documentation, which directly contradicts the agile feature, that the activity
should be free from documentation.

Figure 5.4: Results of security activity analysis of Cigital Touchpoint in regard to how agile they
are. [Image was taken by the author of this document]

Figure 5.5: Results of security activity analysis of Microsoft SDL in regard to how agile they are.
[Image was taken by the author of this document]

Figure 5.6: Results of security activity analysis of NIST 800-64 in regard to how agile they are.
[Image was taken by the author of this document]
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Figure 5.7: Results of security activity analysis of SREP in regard to how agile they are. [Image was
taken by the author of this document]

5.4 Assign security activities to SSE-CMM’s PAs

5.4.1 Summary of the evaluation results

According to the above presented results, the following activities are the most agile ones and marked as
"agile-friendly":

1. Security Requirements Analysis (Cigital Touchpoint, SREP, Microsoft SDL),

2. Role Matrix (Microsoft SDL),

3. Static Analysis (Cigital Touchpoint, Microsoft SDL),

4. Dynamic Analysis (Microsoft SDL),

5. Code Review (Microsoft SDL),

6. Initiate Security Planning (NIST 800-64), and

7. Conduct testing (NIST 800-64).

Activities which we marked as "agile-compatible" are:

1. Attack Surface Analysis/Reduction (Microsoft SDL),

2. Abuse Cases (Cigital Touchpoint),

3. Penetration Testing (Cigital Touchpoint),

4. Critical Assets (SREP),

5. Requirement Inspection (SREP),

6. Repository Improvement (SREP),

7. Categorise Information System (NIST 800-64), and

8. Assess Privacy Impact (NIST 800-64).

We took these security activities from multiple SE process and therefore there is redundancy among
these security activities. Some of these security activities have the same goal, such as the defining of
security requirements. We combined security activities that are very similar in the two listings above.
For example, Cigital Touchpoint, SREP, and Microsoft SDL defined a "Security Requirement Analysis".
We interpret these security activities as one security activity.
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Discussion of results We think that each “agile-friendly” and “agile-compatible” security activity
does fit into agile development except of one — SREP’s "Requirement Inspection" activity. We believe
that it is not cost-effective to review all documents produced in all security activities performed and to
ensure with SSE-CMM, CC assurance requirements and EALs of Common Criteria whether all defined
security requirements take all identified threats into account, and that all security objectives are satisfied.

5.4.2 Assign security activities to SSE-CMM’s PAs

The goal of this thesis is to create a secure Scrum process that fulfils the goals of each PA of the SSE-
CMM except PA 01 and PA 08, because these PAs only focus on the maintenance of the software and
staffing. To achieve this goal, we assign each "agile-friendly" and "agile-compatible" security activity
to a PA of the SSE-CMM and thus we show which security activity takes which PA into account. In
Table 5.1 we illustrate which PAs of the SSE-CMM are taken into account by these "agile-friendly" and
"agile-compatible" security activities. We assigned them ourselves based on our opinion.

Table 5.1 summarizes the results of the analysis performed in Chapter 4 and 5. This table lists every
Process Area of the SSE-CMM and outlines possible ways of how the goals of a PA defined can be
achieved. For this reason we took the solutions identified in Chapter 4 and we further suggest all security
activities evaluated in this Chapter, which we marked as "agile-compatible" or "agile-friendly". The
"Process Area" column describes the PA of SSE-CMM, whereas the "Does standard Scrum support a
specific PA?" column has the purpose to check whether Scrum supports this PA. In this column we also
suggest possible ways of how Scrum can handle a PA. In the "Security activities that focus on a Process
Area" we illustrate which security activities analysed in this Chapter take a particular PA into account.

Process Area (PA) Does standard Scrum support
a specific PA?

Security activities that focus
on a Process Area

PA 01: Administer Secu-
rity Controls

Not considered.

PA 02: Assess Impact Scrum does not support this PA.

• SREPS’s "Critical Assets"
activity,

• Microsoft SDL’s "Role Ma-
trix" activity,

• NIST 800-64’s "Categorise
Information System activity",
and

• NIST 800-64’s "Assess Pri-
vacy Impact" activity.

PA 03: Assess Security
Risk

Scrum does not support this PA. Microsoft’s DREAD method (is
part of Microsoft’s Threat Modeling
method).

PA 04: Assess Threat Scrum does not support this PA. Cigital Touchpoint’s "Abuse Cases"
activity.
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PA 05: Assess Vulnerabil-
ity

Scrum does not support this PA.

• Microsoft SDL’s Dynamic
Analysis activity,

• Static Analysis (is a security
activity of Cigital Touchpoint
and Microsoft SDL), and

• Microsoft SDL’s Attack Sur-
face Analysis/Reduction ac-
tivity.

PA 06: Build Assurance
Argument

Scrum does not support this PA.
Scrum does not specify that for
each software increment security
requirements have to be defined. To
ensure that the software meets the
expectations of the customer in re-
gard of security, the customer and
a security expert can be involved in
defining security requirements and
acceptance criteria of a software in-
crement. With assurance methods
of PA11 it has to be assured that all
security requirements defined are
met.

Assurance methods of PA11.

PA 07: Coordinate Secu-
rity

Scrum supports this PA.
Security can be coordinated via
small team communication, self-
organized teams, Daily Standup
meetings, Product Backlog Refine-
ment meetings, Sprint Planning
meetings, and Sprint Review meet-
ings.

-

PA 08: Monitor Security
Posture

Not considered. -

PA 09: Provide Security
Input

Scrum partially supports this PA.
If developers have security exper-
tise, security considerations can be
included in user story refinements
and in code reviews. Develop-
ers can use SAFECode’s security-
related user stories to define secu-
rity requirements.

SREP’s "Repository Improvement"
activity.
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PA 10: Specify Security
Needs

Scrum partially supports this PA.
To define security requirements of a
user story so-called security-related
user stories can be defined by Prod-
uct Owner, customer and develop-
ers and defined as acceptance crite-
ria for the corresponding functional
user story. SAFECode’s security
related user story templates should
be used to split security-related user
stories into estimable tasks.
Furthermore, a security expert
should be added in the refinement
of user stories and Sprint Planning
meetings to help the developers
to perform security engineering
activities, such as risk assessments.

• A "Security Requirement
Analysis" (is an security ac-
tivity of Cigital Touchpoint,
SREP, and Microsoft SDL),
and

• NIST 800-64’s "Initiate Se-
curity Planning" activity.

PA 11: Verify and Vali-
date Security

Scrum partially supports this PA.
According to Scrum, testing and
code reviews should be performed.
In code reviews security flaws in
the source code can be identified
by manually reviewing it. By writ-
ing security tests it can be verified
whether the source code meets the
defined security requirements. Se-
curity testing methods which can,
from our point of view, be used
are: Web vulnerability scanning,
and whitebox testing, such as unit-
and system testing

• Cigital Touchpoint’s "Pene-
tration Testing" activity,

• Static Analysis (is a security
activity of Cigital Touchpoint
and Microsoft SDL),

• Microsoft SDL’s "Dynamic
Analysis" activity,

• Microsoft SDL’s "Code Re-
view" activity, and

• NIST 800-64’s "Conduct
Testing" activity.

Table 5.1: How Scrum handles SSE-CMM’s PAs and which security activities analysed can be used
to take a Process Area into account.

5.4.3 Integrating security activities into Scrum

Table 5.1 lists for each PA one or more security activities that can be integrated into Scrum. Our goal is to
integrate several of them into Scrum to create a secure Scrum process that takes all PAs of the SSE-CMM
into account without losing too much agility. In the next paragraphs we discuss which security activities
we integrate into Scrum. We discuss for each PA that Scrum does not or does only partially support,
which security activities we integrate into Scrum in order that Scrum takes a particular PA into account.
In Chapter 7 we integrate the suggestions below into Scrum and propose a whole secure Scrum process
and verify it’s provided agility and security in Chapter 8.

5.4.3.1 PA 02–05

PA 02 ("Assess Impact"), PA 03 ("Assess Security Risk"), PA 04 ("Assess Threat"), and PA 05 ("Assess
Vulnerability") are related to each other and can be combined in a threat modeling- or a risk analysis
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method. However, each risk analysis- and threat modeling methodology analysed is agile-unfriendly.
Therefore, an agile-friendly risk analysis/threat modeling method would be of interest. Our approach
is to create with several agile-friendly and agile-compatible security activities that take PA 02–05 into
account an agile-friendly risk analysis method. In Chapter 6 we combine several of the security activities
from Table 5.1 that take PA 02 ("Assess Impact"), PA 03 ("Assess Security"), PA 04 ("Assess Threat"),
and PA 05 ("Assess Vulnerability") into account and combine these security activities into an agile risk
analysis methodology and integrate this methodology in Chapter 7 into Scrum.

5.4.3.2 PA 06

We discussed in Section 4.1.3.1 an agile-friendly way of how PA 06 can be taken into account. In
summary, to fulfil the goal to generate security requirements, deriving from the goals which prove to the
customer that the software being developed is actually secure, we suggest to conduct the following three
steps:

1. A security specialist should identify security policies, standards and compliance regulations and
should derive requirements from them with the help of the customer. The customer should be
involved in defining all high and low-level requirements, corresponding to acceptance criteria and
test procedures.

2. Further, requirements should be derived from threats identified from our agile risk analysis method,
which we describe in Chapter 6, and be prioritized with the help of the customer.

3. As a third step the security requirements defined should be validated with different testing- methods
and techniques, which we describe in the "PA 11" paragraph in this section.

By applying the first- and second point, the security requirements reflect the customer’s expectations
of the software. The involvement of the customer is agile-friendly, as stated in the agile manifesto. By
performing the third point it is assured that the security requirements defined are met.

5.4.3.3 PA 09

The aim of PA 09 is to design and implement security architectures, and specific implementation alterna-
tives to meet the security requirements defined. No security activity analysed that fulfils the goal of PA
09 is agile-friendly or agile-compatible. For example, Microsoft SDL’s "Design Requirements" activity
fulfils this PA, because the aim of this activity is to create a secure architecture, but this activity is not
agile-friendly or agile-compatible. In the next two paragraphs we discuss a possible way of how Scrum
can cover PA 09.

NIST-800-64’s "Select and document security controls" activity To fulfil the goal of PA 09 we
adopt the main idea of NIST 800-64’s "Select and Document Security Controls" activity [47, p. 23–24]
that one selects a security control, tailors it and then document it (we described NIST 800-64’s "Select
and Document Security Controls" activity in Section 5.2). However, we do not adopt the specific steps
to select them from the in NIST SP 800-53A [66] provided security catalogue, to tailor and to document
them as stated by NIST 800-64. We suggest that the developers select one of the in our agile risk analysis’
“Mitigation Strategies” step identified security controls (We explain this agile risk analysis method in
Chapter 6 and we explain this specific step in Section 6.9). The developers should select these security
controls, tailor them in such a way that these security controls fit for a specific user story, and implement
these security controls. In this way, PA 09’s goal to identify and implement solutions to meet security
requirements defined is fulfilled. We name this new security activity "Document Security Controls".
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SREP’s "Repository Improvement" activity We further integrate SREP’s "Repository Improve-
ment" into Scrum, because by integrating this activity into Scrum, the identification of security controls
to meet security requirements defined can be speeded up. In the "Repository Improvement" activity will
be discussed which threats, requirements (model elements) can occur in the future, which will then be
documented to speed up further analyses [52].
In our opinion, SREP’s "Repository Improvement" activity would fit well into Scrum. Scrum has a
meeting, the so called Sprint Retrospective meeting, which focuses on improving the performance in
work. In this meeting all team member discuss what they should continue to do, stop doing, or what they
should start to do to increase the performance or quality of their work [88]. Obviously, documenting
implemented security-related user stories to support further analyses in regard to security can improve
the performance of work and would therefore provide much benefit. Hence, we adopt the idea of SREP’s
"Repository Improvement" and suggest to document all security-related user stories which are likely to
occur on, for example, a Twiki page so that that they can be queried fast in further analyses.

5.4.3.4 PA 10

The goal of PA 10 is to specify the security needs of the system. To specify security needs we integrate
NIST 800-64’s "Initiate Security Planning" activity into Scrum. In NIST 800-64’s "Initiate Security
Planning" activity the company discusses with stake holders of the project about which security policies
should be established, and which high-level security requirements should be taken into account. We
also adopt the idea of Cigital Touchpoint’s, SREP’s, Microsoft SDL’s, and NIST 800-64’s "Security
Requirement Analysis" to specify security requirements by deriving them from functional requirements,
laws, standards and security policies. By integrating these security activities into Scrum PA 10’s goal
that all stake holders of a software project are aware of the security needs of the system is fulfilled.

5.4.3.5 PA 11

As can be seen in the PA 11 row of Table 5.1, several agile-friendly methods, techniques and tools exist
that can be used to ensure that the software developed meets the security requirements defined. We
discuss in the next paragraphs which set of security activities listed in the PA 11 row of Table 5.1 can be
used to fulfil our goal to verify and validate whether the software developed is secure against the OWASP
Top 10.

NIST 800-64’s "Conduct Testing" activity NIST 800-64’s "Conduct Testing" activity does not state
which testing- techniques, methods, or tools should be used to ensure that the software is really what the
customer wants in regard of security. NIST 800-64 defined only that testing should be automated as
much as possible. In our opinion, it is important that testing is as time-efficient as possible to fit into
agile development and we therefore agree that testing should be automated as much as possible. From
our point of view, developers should write as many unit, integration and system tests as possible to
verify that the software is really what the customer wants in regard of security. However, with this kind
of testing only functional security requirement testing can be performed. To test whether the software
implemented meets non-functional security requirements defined code reviews, static code analysis, or
penetration testing can be used.

Microsoft SDL’s "Code Review" activity, Cigital Touchpoint’s and Microsoft SDL’s "Static Anal-
ysis" activity, and Microsoft SDL’s "Dynamic Analysis" activity In Scrum, code reviews should
be regularly conducted [87]. Hence, Microsoft SDL’s "Code Review" activity would fit well in Scrum,
because Microsoft SDL’s "Code Review" activity is a kind of code review. In this activity one reviews
whether the source code contains security flaws. To help the reviewer to identify as much security flaws
as possible static- and dynamic code analysis tools can be used. Static code analysis tools, such as
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Checkmarx’s Static Code Analysis tool (SAST) [22] are capable of testing whether the source code is
vulnerable to the OWASP Top 10. In our opinion, these tools are time-efficient and deliver quick and reli-
able results and speed up the manual code review. We think that especially semi-automatic code reviews
from a security expert with support of static code analysis tools is efficient in regard of time, because in
the context of a single user story it does not take long to analyse the implementation.
Additionally, we recommend performing the XP practice pair programming for high-security critical
software components. One developer should write the code, whereby a security specialist looks for
coding failures or even security flaws in the code. In this way, security flaws can be mitigated early.

Penetration Testing From our point of view, by integrating the following security activities into
Scrum: NIST 800-64’s "Conduct Testing", Microsoft SDL’s "Code Review", Cigital Touchpoint’s and
Microsoft SDL’s "Static Analysis", and Microsoft SDL’s "Dynamic Analysis", our goal to verify and
validate whether the software developed is secure against the OWASP Top 10 is met.

However, we recommend that additionally a pentester conducts manual penetration tests regularly,
but not every Sprint, because conducting it for every user story would result in too much testing effort.
By conducting penetration testing a security expert ensures that the software is not “hackable”, which
provides in our opinion, high evidence that the software is secure. However, penetration testing requires
a security expert, which may not always be available in practice. If no security expert is available, we
argue that especially automatic "all-in-one" penetration testing- or web vulnerability scanning tools (see
Section 3.7.2 for greater details) should be integrated into agile development. These tools deliver quick
and trustworthy results and they do not require a security expert [78, p. 16]. Hence, automatic penetration
testing or web vulnerability scanning can fit well into agile development.

Web vulnerability scanning Conducting web vulnerability scanning is a time-efficient way to iden-
tify software flaws in a piece of software [78, p. 16]. Nevertheless, in contrast to manual penetration
testing, performing only web vulnerability scanning is not sufficient to ensure whether the software is
secure, due to the fact that it is only a black-box testing method. However, by conducting web vulnera-
bility scanning one receives a quick overview of whether the software developed contains security flaws.
We recommend that a Quality Engineer and a developer who developed a certain user story test with
black box web vulnerability scanner, whether the code that the developer implemented contains security
flaws. If possible, only the new implemented functionality should be tested with this tool. For example,
if a new web site was implemented, only this site should be tested with the tool. In the next step the
results of this analysis are triaged whether it contains false positives. If this it the cases, the Quality En-
gineer and the developer write a documentation, which lists all false positives that occurred including an
explanation why they are no security flaws. We call this new security activity "Pair Penetration Testing".

Summary of PA 11

We think that there is no single ideal security testing approach and that security assurance should be
achieved by several security activities instead of conducting only one technique or method. Developers
should write as many unit, integration and system tests as possible. Code reviews should be performed
for each user story with the help of static- and dynamic code analysis tools to ensure that all security
flaws in the source code are identified. Next, pair penetration testing should be used for each Sprint to
scan for vulnerabilities in the code and a pentester should perform manual penetration tests regularly, but
not every Sprint. In this way, our goal to verify and validate whether the software developed is secure
against the OWASP Top 10 is fulfilled.



72 5. Analysis of Existing Well-Established Security Activities and Tools



Chapter 6

Agile Risk Analysis

6.1 Motivation

As can be seen in Chapter 5, existing risk analysis and threat modeling methodologies do not fit into agile
development. Nevertheless, it is essential that some kind of risk analysis/threat modeling is performed.
Hence, we decided to create our own methodology which is based on the ideas of the agile friendly
activities evaluated in the previous Chapter which we listed in Table 5.1 as possibilities to take SSE-
CMM’s PA 02 ("Assess Impact"), PA 03 ("Assess Security Risk"), PA 04 (Assess Threat), and PA 05
("Assess Vulnerability") into account. To be more specific, we take the following activities: "Abuse
cases" (see Section 5.2.2.2), "Role Matrix" (see Section 5.2.1.2), "Critical Assets" (see Section 5.2.3.4),
"Attack Surface Analysis/Reduction" (see Section 5.2.1.6), and "Categorize Information System" (see
Section 5.2.4.2) and combine them into one methodology.

6.2 Intent of this chapter

This Chapter aims to describe an agile risk analysis on a high-level. This agile risk analysis is part of
the secure Scrum process that we describe in Chapter 7. We call this methodology agile risk analysis
(ARA), because it is based on the most agile-friendly security activities analysed in the previous Chapter.
Our approach is to take the steps of OWASP’s Application Threat Modeling (OATM) (see Section 3.4.6
for greater details) as reference, remove activities from their methodology which are not necessary in
our opinion, modify some to fit into agile, and replace steps which have the same goal as some of the
agile activities which we listed in Section 6.1. We assume for this Chapter that the reader is familiar with
OATM and the in Section 6.1 listed agile friendly security activities. Table 6.1 illustrates which activities
of OATM stay the same, which are removed and which are replaced with one of the above described agile
friendly ones. The first column indicates the original name of the step according to OWASP Application
Threat Modeling, whereas the second states our new name of this step. The last column describes if
the step is removed, is modified or stays the same. We do not refer to it as Threat Modeling, because it
does not produce a threat model. The aim of our methodology is to identify threats which can occur if a
user story is implemented. Furthermore, the identified threats are prioritized and mitigation strategies to
tackle them are determined.
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OATM’s original name Our name Our modification of this step

External Dependencies
Determine External Dependencies
and make Security Assumptions

We adopt this step and further recommend to
use dependency checker tools.

Assets Identify assets

We slightly modify this step by using a
database scheme instead of using a table. In
order to identify assets we adopt the idea
of Cigital Touchpoint’s "Critical Asset" ac-
tivity. Furthermore, we add NIST 800-64’s
"Categorize Information System" activity for
analysing the impact on an asset.

Trust Levels
Identify trust levels
(Determine users of the system)

We adopt and combine the idea of OATM’s
Asset Table and the idea of Microsoft SDL’s
"Role Matrix" and integrate it into our
database scheme mentioned above.

Entry Points Determine Entry Points

We adopt Microsoft’s Attack Surface Analy-
sis/Reduction activity in order to determine
entry points. To document them we add the
idea of OATM’s Entry Point table into our
database scheme.

Data Flow Diagrams - We remove this step.

Threat Analysis Identify Threats

Instead of using STRIDE or ASF, this step
is based on the idea of Cigital Touchpoint’s
"Abuse Cases" activity and SAFECode’s
security-related user story templates.

Ranking of Threats Ranking of Threats with DREAD Stays the same.
Countermeasure Identification
and Mitigations Strategies

Mitigations Strategies Is slightly modified.

Table 6.1: Agile risk analysis high-level description.
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Figure 6.1 illustrates all high-level points of our new agile risk analysis (ARA) that we mentioned in
Table 6.1. In the next few sections we describe all steps of Figure 6.1 in greater detail.

Figure 6.1: Our agile risk analysis (ARA).

6.3 Determine External Dependencies and Security Assumption (Ex-
ternal Dependencies)

Discussion of OATM’s step

We adopt this step from OATM, because we think that it is essential to define in which environment
the software will be deployed and on which security assumptions further steps should be taken. For
example, that sensitive data is only sent via TLS or other secure channels, and that the web server restricts
access to the filesystem with the help of operating system access control lists (ACLs). These lists specify
which users are allowed to read, write or execute a particular file on the server. These assumptions help
to determine which security controls are already in place and which would thus be a waste of time to
implement. This can speed up further analyses. However, it is important to mention that further steps
rely on this analysis, hence, it should be performed thoroughly. If, for example, no secure connection is
used for sensitive data communication, the developers have to encrypt the data on their own.
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When this step should be performed

From our point of view, these steps should be performed at the beginning of each agile project and
be adopted if external dependencies or security assumptions change, and do not have to be performed for
each user story, because the system on which the software is deployed is not changed frequently.

Our modification of the step

We recommend to attach a link of user stories that rely on security assumptions and vice versa. In
this way, if the assumptions change one knows which user stories have to be revisited.
Additionally, we add a further step where software dependency checker tools are executed every Sprint
in order to find vulnerabilities in libraries that are used in a project. One example would be the OWASP
Dependency Check [80]. The aim of this tool is to scan the source code for vulnerable libraries and to
display them. This tool can be run on an automation server, like Jenkins [71]. The development team
can then frequently triage the results. If they find a vulnerable library, they should document if this
vulnerability has an effect on their software. If this is the case, they should document it as a threat and
handle it in the "Mitigation Strategies" step of this methodology.

6.4 Identify Assets

Discussion of OATM’s step

According to OATM, in this step all assets of a piece of software and which users have access to it
should be listed in a so called Asset Table. However, OWASP never stated how assets can be determined.

Our modification of the step

A possible way of how assets can be identified and prioritized In order to identify as much
assets as possible, we reckon that the analysts should do interviews with asset owners and stakeholders,
or they should derive assets from functional requirements as stated by SREP’s "Critical Assets" activity
(see Section 5.2.3.4 for greater detail). As next step, in our opinion, it is important to rate the importance
of the assets, because with this information one can determine whether threats which aim to obtain,
alter, or deny access to an asset are relevant. In order to achieve this, we adopt the idea of NIST 800-
64’s "Categorize Information System" activity (see Section 5.2.4 for greater detail) in which the level
of impact of each asset on the security objectives confidentiality, integrity and availability is assessed.
Stine et al. [92] provides a metric which can be used to perform an impact assessment. In Figure 6.2
this metric can be seen. It illustrates how the impact on availability, integrity and confidentiality can be
categorized into low, medium, and high. In summary, we are now able to identify assets, to list them,
and to rate their impact levels.

A possible way of how assets can be documented However, in big projects these tables where
the assets are listed can grow very fast and are not maintainable. Our extension is that a general database
is used in which all assets and information systems of an agile project are stored, instead of using the
tables which OATM suggests. We recommend that if new assets are introduced in a user story, these
assets are rated according to the Metric which can be seen in Table 6.2 and stored in this database.
Furthermore, a link to the user story which implemented this functionality is attached to a database entry
and in the user story a link to this database entry is added. In few words, every user story that impacts
assets is added as a link to database entries and vice versa. In this way, assets are added iteratively to the
project and one knows which user stories impact which assets. Thus, if the impact level of an asset is
changed, one knows which user stories must be revisited.
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Figure 6.2: NIST SP 800-60’s metric for categorizing the impact of information systems on confi-
dentiality, availability, and integrated. Adopted from [92].

In the next section we explain our database scheme in greater detail. In further steps of this method-
ology we add additional data to the database scheme and present the extensions. In the "Determine Entry
Points" step of this methodology, we display the final database scheme.

First iteration of our database scheme

Figure 6.3 illustrates the first iteration of our database scheme. The Figure is based on aspects of
a Database Structure Diagram. Our database scheme consists of three tables. The first shows a User-
Story Table where the user stories are listed, whereas the second presents the assets of the system and
their impact levels. In the last table (RiskAnalysis Table) it is shown which user story implemented a
specific asset. Figure 6.4 illustrates our database scheme with an example. The example shows how such
a database scheme looks like on an minimalistic internal hospital software. The system can display data
of patients and can show an operation timetable. Furthermore, it includes a timestamp system in which
every user has to login when they come to work and has to log out when they go home from work. It
also includes an admin site.

Figure 6.3: Database scheme of our agile risk analysis method (iteration 1).
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Figure 6.4: Example of our final database scheme (iteration 1).

6.5 Identify Trust Levels

Discussion of OATM’s step

OATM claims that a table should be used to list all trust levels of the system. A trust level can be a
user of the system or an attacker. This table should include the id of a user, his name and a description.

Our modification of the step (First extension of our database scheme)

We adopt their approach and extend our database scheme by adding OATM’s table in our database
scheme. We also adopt the idea of Microsoft SDL’s "Role Matrix" activity in which for each asset is
illustrated which user is allowed to create, read, write or execute it. We expand the "RiskAnalysis Table"
of our database scheme with this metadata and extend it in such a way that it includes all users which have
read, write or execute rights to an asset. Additionally, the "RiskAnalysis Table" should hold a link to all
user stories which implemented the functionality that allows the user to access an asset. This data should
be added in each user story. The metadata for access rights is usually only needed for files. However,
an asset can also be the ability to delete users from the system, a login session, or the access right to a
specific site. To clarify why it makes sense to add this metadata for all kinds of asset, we present some
examples. For the first example listed above some kind of procedure has to be called in order to remove
a user. In this case, the asset is this procedure. A user has to have the access right "execute" in order to be
allowed allowed to execute it. In case of the second and third example, a user can only access a specific
site or a login session if the "read" value is set to true.

Second iteration of our database scheme

Figure 6.5 shows the discussed extensions to the database scheme and Figure 6.6 illustrates our
database by the means of the internal hospital software. We added a "User Table" to our database scheme
and we extended the "RiskAnalysis Table" with the "read", "write", and "execute" rights which a user
has on an asset.
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Figure 6.5: Database scheme of our agile risk analysis method (iteration 2).

Figure 6.6: Example of our final database scheme (iteration 2).
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6.6 Determine entry points

Discussion of OATM’s step

In this step OATM aims that entry points where attackers can start their attacks to gain access to an
asset should be identified. An entry point, can be, for example, a login page or a simple html form. To
record them, OATM claims to use a table. Each entry point and who has access to is listed in this table.
The entry point table of OATM consists of four columns. The first represents the id of an entry point.
The second displays its name and the third gives a description of the entry point. The last displays a list
of trust levels, which have access to this entry point. However, this table does not display from which
entry point one can interact to a specific asset. OATM did not explain how these entry points can be
identified.

Discussion of our modifications of the step (Second extension of our database scheme)

We adopt OATMs idea of a table for entry points and add an "Entry Point Table" to our database
scheme. Our table consists of the first three columns of OATMs table. We further add an additional
column to our "RiskAnalysis Table". This column contains the id of an asset. In this way, we are in
contrast to OATMs table able to illustrate through which entry point a user has access to a particular
asset.

When a database entry should be added For each functionality which is implemented in a user
story that allows user to access a particular asset through a specific entry point an entry in our "RiskAnal-
ysis Table" should be added. This database entry consists of the id of the asset, the id of the entry point
through which the asset is accessible, and the id of the user story in which this functionality was im-
plemented. Furthermore, this entry point contains the id of the user who has read, write, and/or execute
rights on this asset.

Advantages This information can speed up the attack surface analysis, due to the fact that the analysts
can quickly look up through which entry point a user has access to a specific asset. If additional entry
points are developed or they are modified in further user stories, the database has to be updated. The goal
of this idea is that the analysts are able to keep track the changes which user stories may cause on assets
and on access restrictions and to have a documentation of it.

A possible way of how entry points can be identified We think that an Attack Surface Analysis
[34, p. 78–90] (see Section 5.2.1 for a detailed description) should be used to determine them. The aim
of an attack surface analysis is to identify the entry points of the software where an attacker can start
their attack [34]. For achieving this, the analysts can evaluate the software design, or they can derive
them from functional requirements. After they identified each entry point, they should ask themselves
whether this functionality is really needed or if a specific user should really have access to a particular
asset.

Third iteration of our database scheme

In Figure 6.7 we display the final database scheme and Figure 6.8 shows how our changes to the
database scheme looks like with an example. The software in the example has four users, which can
be seen on the "User Table", four assets ("Asset Table"), which were implemented in four user stories
("User-Story Table"). The "Asset Table" contains an id, a description and in the last three columns
the level of impact on confidentiality, integrity and availability is shown. The "RiskAnalysis Table"
illustrates the access rights of each user and which user story implemented a specific access right. The
first column highlights the unique identifier of the table entry, whereas the second column presents the
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id of an asset. The third, fourth and fifth column show which user has reading, writing or executing
rights on an assets. The sixth column states the id of the user story which implemented this functionality
and the last column shows from which entry point an asset is accessible. In this example you can see in
the second row of the "RiskAnalysis Table" that the admin user has reading access to the patient data.
That can be, for example, a security flaw. In this case, the analysts should ask themselves whether it is
absolutely necessary that the admin user has access to patient data. If not, a threat has been found and
should be handled taking the steps described in "Mitigation Strategies".

Figure 6.7: Final database scheme of our agile risk analysis method.

Figure 6.8: Example of our final database scheme.
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We recommend to developing a web interface where each asset or user can be searched. This graph-
ical user interface should be capable of displaying which user has access to an specific asset, from where
it is accessible and in which user stories a functionality was implemented that allows accessing it.

6.7 Identify Threats

Discussion of our modifications of the step

We remove the typical decomposing of the software from OWASP’s Application Threat Modeling,
where data flow diagrams (DFD) are drawn in order to analyse the flow of data within a software and to
analyse possible manipulations of attackers on this data. In our opinion, these diagrams are effective to
identify threats, nevertheless, they are not change tolerant, and are too time consuming to draw and to
maintain in practice. Therefore, we remove it. However, STRIDE can still be used, because it is only a
categorization methodology for threats. We think that STRIDE is a great approach and can be used in
addition to our method, which we explain in the next paragraph.

Instead of DFDs, we purpose that brain storming sessions should be held, where threats are identified
with the help of security-related user story templates from SAFECode [11]. We already discussed them
in Section 4.1.2.1, but we quickly summarize them here. These templates were created to support the
formalization of security requirements in an agile development process. They defined 36 templates in
which they describe which non-functional security requirements can arise when implementing a generic
functional user story. Moreover, they illustrated in which tasks these security-related user stories can be
divided, which SAFECode fundamental practices [16], such as using anti-cross site scripting libraries,
should be used and provide links to one or more CWE entries. A CWE entry describes a common
weakness in greater detail and states how likely it is to exploit it, provides code snippets of common
coding failures, and illustrates how the functionality can be implemented in a secure way. We provided
an example of such a security related user story template in Chapter 4 in Figure 4.1.
These security-related user story templates are very generally defined, but from our point of view, more
specific templates can be added over time to obtain a quicker security analysis. We recommend that
common specific security-related user story templates are formalized in new templates to speed up the
identification of threats.

How security-related user stories should be used to identify threats

We divide our approach of using these security-related user story templates in order to support the
identification of threats into four steps.

1. First, the analysts evaluate which security-related user stories are required for a specific functional
user story.

2. As a second step, the analysts determine which vulnerabilities can occur if a user story is imple-
mented. To support this process the from SAFECode provided links to CWE entries should be
used. Furthermore, results from, for example, previous static code analysis scans, code reviews
and penetration tests can also be used to identify common vulnerabilities.

3. In the third step, the analysts formulate security-related user stories into abuse cases, such as "The
attacker is able to get access to the asset XY, which is categorized as high security critical".

4. Furthermore, analysts map specific attack scenarios to abuse cases with the help of attacks de-
scribed in the OWASP Top 10 document. The analysts should ask themselves whether it is possi-
ble to attack the system with attacks described in this document and should then formulate specific
abuse cases. These abuse cases should be formulated either formally or with the help of diagrams,
which can be developed fast and should be attached to the corresponding security-related user
story. This means that a security-related user story can contain one or more abuse cases. The goal
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is to illustrate which abuse cases are possible if this security-related user story is not taken into
account, to identify further threats and to support the writing of specific test cases.

6.8 Ranking of Threats with DREAD

We adopt this step from OATM. After all threats are identified (for example specific abuse cases), risks
are evaluated with DREAD (see Section 3.4.3 for greater details). Threats exploit vulnerabilities to get
access to an asset. According to DREAD, the risk of a threat depends on the following five points:

• importance of the assets attacked,

• the number of users that use these assets,

• the probability of exploiting vulnerabilities to get access to it,

• the probability of discovering vulnerabilities, and

• the difficulty to reproduce an attack.

Our approach to measure the grades for these five points for specific abuse cases

In order to identify the importance of assets and which users use them the second ("Identify assets")
and third step ("Identify trust levels") of this methodology are performed. With the help of the OWASP
Top 10 document for particular abuse cases grades for the remaining three points can be measured. The
OWASP Top 10 document describes, for each of their Top 10 attacks, grades of the attacker vector, weak-
ness prevalence, weakness detectability and technical impact. Abuse cases describe specific scenarios
of how these OWASP Top 10 attacks can be used to abuse an application. Therefore, the grades of the
OWASP Top 10 document can be used to measure grades for the remaining three points of DREAD for
a specific abuse case. However, these values can greatly vary from application to application. Therefore,
the provided grades should only be considered to help rating the abuse cases and the analysts should not
see them as carved in stone.

6.9 Mitigation Strategies

In order to handle threats we adopt the "Mitigation Strategies" step of OATM that states that the fol-
lowing mitigations strategies exist: do nothing, remove the feature, turn off the feature, warn the user,
implement security controls, or transfer the risk, for example by using contractual agreements. All miti-
gation strategies, except the "implement security controls" remains the same. Instead of using STRIDE
Threat & Mitigation Techniques List or an ASF Threat & Countermeasures List for selecting security
controls as stated in OATM, we claim that safeguards of CWE entries, tasks of the security-related user
story templates and security controls that are described in the OWASP Top 10 document are used. For
example, the security-related user story template from the example above references to [25]. This CWE
entry describes that, amongst other issues, JAAS Authorization Framework can be used for implementing
this functionality and that Architecture / Design Review Inspection (IEEE 1028 standard) or Correct-By-
Construction are high effective to make an assurance argument, but are very costly. They also claim that
cheaper ways would be to use Web Application Scanner or Context-configured Source Code Weakness
Analyzer, but are not as effective. After some security controls have been selected, they should be docu-
mented in the corresponding security-related user story. In order to be more effective we claim that the
company should design its own security-related user stories and add them to the already existing ones.
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Chapter 7

Proposal for an Agile Secure Process (Se-
cure Scrum)

In this Chapter we first propose a whole secure Scrum process and discuss in Section 7.4 how this process
proposal takes the PAs of the SSE-CMM into account. We suggest high level security activities which
extend the Scrum development process and explain which Scrum roles are involved and which output of
each activity is expected. In order to achieve this we integrate activities and tools which are agile-friendly
according to our results in Chapter 5 and we also integrate the steps of our agile risk analysis method
that we described in Chapter 6. We integrate all security activities that we discussed in Section 5.4.2. We
further integrate all steps of our agile risk analysis process, which we presented in the previous Chapter.
In this Chapter we only summarize how each step has to be performed and in each phase refer to the
previous Chapter for further details.

In the first Section we illustrate a high level overview of the process. The next Section is dedicated
to activities which are performed in the epic and user story definitions and refinements, whereas the next
Section outlines quality gates that we use to ensure that all activities have been carried out properly. In
Section 7.4 we discuss how this process takes the PAs of the SSE-CMM into account. We assume for
this Chapter that the reader is familiar with the ordinary Scrum process, which we explained in Section
3.2.

7.1 High level description

In this Section we discuss first some preliminaries of the process, such as the required security training
of the developers, which roles we add to Scrum, and how security requirements are documented in this
Secure Scrum proposal. This is then followed by a high-level overview of the process. In order to do so
we present two figures, which illustrate this proposal and also highlight the differences to the ordinary
Scrum process.

7.1.1 Preliminaries

7.1.1.1 Documentation of Security Requirements

In order to integrate security requirements in an agile process it is necessary to define and document
them in some way. In Scrum, epics and user stories are used for defining and documenting functional
requirements. In this proposal we use the idea of security-related user stories from SAFECode, which
we already discussed in Section 4.1.2.1 to specify security requirements. In a few words, SAFECode
defines about 36 general security-related user stories and shows how they can be divided into estimable
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tasks. A company should refine them in such a way that they fit for specific functional user stories. Each
of them receives a security debt value and should then be added to the Product Backlog. If a team does
not develop them in a Sprint, the security debt value of these stories is added to the teams security debt.
If this debt exceeds a certain threshold, they must develop these security-related user stories in a separate
Sprint. However, as we already mentioned in the above stated Section, from our point of view, it is
not necessary to assign a security debt for each story. We claim that high security-critical ones should
be added as acceptance criteria for the corresponding functional user story. In this way, it has to be
developed in order that the functional user story obtains a "Definition of Done". We also use the idea
of [82], which we discussed in Section 2.2, to add a link from every security-related user story to each
corresponding functional user story. Thus, one knows which security-related user story is part of which
functional user story.

In the next paragraph we summarize how security related user stories are specified in this Secure
Scrum proposal. When a technical user story is formalized, one determines which security-related user
stories can be needed for this functional user story. As next step, one tailors them to fit for this specific
technical user story. All defined security-related user stories are then linked to this functional one and
added as Product Backlog item. If it is a high security-critical one, it is added as an acceptance criterion
of the technical user story. Whether it is high-security critical is evaluated in our agile risk analysis
methodology. If the functional user story has been finished in a Sprint, but the attached security-related
user stories have not been completed yet, the security debt value of this story is added to the team’s
security debt. If this value exceeds a certain predefined value, a security Sprint is performed. All security-
related user stories are developed in this security Sprint.

7.1.1.2 Required security training of developers and additional Scrum roles

We require that all developers and Quality Engineers have to be aware of the OWASP Top 10 [77] in
order that they can fulfil their functions in this secure software process. Every developer and Quality
Engineer should therefore attend security related trainings focusing on these guidelines to get a good
understanding of possible attacks and weaknesses.

We add two new roles to this process: a Security Risk Specialist, and a Security Tester. The Secu-
rity Risk Specialist should assist the developers in performing our agile risk analysis methodology. He
should have practical security expertise in performing security risk analyses, such as Microsoft’s Threat
Modeling. The work of the Security Tester consists of testing the software in regard of security and to
help Quality Engineers to perform the "Verification" steps of this proposal. The Security Tester has to
know several attack patterns, should be able to write security tests, and to perform penetration tests.

7.1.2 High-level overview of the proposal

In order to illustrate the process we first group the high-level activities into waterfall-like phases, such
as requirement, design, implementation and verification. Second, we explain our modifications to the
already existing quality gates of Scrum and finally we integrate each phase into Scrum and present our
Secure Scrum proposal.

7.1.3 Modifications to the Sprint Retrospective meeting

According to our results in Chapter 5, the Repository Improvement would fit well into Scrum. In the
Repository Improvement activity will be discussed which threats, requirements (model elements) can
occur in the future, which will then be documented to speed up further analyses [52]. Scrum has a
meeting, the so called retrospective meeting, which focuses on improving the performance in work.
In this meeting all team member discuss what they should continue to do, stop doing, or what they
should start to do to increase the performance or quality of their work [88]. Obviously documenting
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implemented security-related user stories to support further analyses in regard to security can improve
the performance of work. Hence, we adopt the idea of the Repository Improvement and suggest to
document all security-related user stories which are likely to occur on, for example, a Twiki page in
order that they can be queried fast in further analyses. We further recommend to archive test-cases used
to ensure that the security requirements defined in these security-related user stories are met.

7.1.4 Waterfall process

We adopt the idea of dividing activities into how often they should be performed in a project from [57]
as we already mentioned in Chapter 2. We suggest three types: (1) Have to be performed only once per
release, (2) Have to be performed once per Sprint, (3) Have only to be performed at the beginning of a
project and if major changes in requirements occur. Figure 7.1 outlines all waterfall phases and which
security activity is performed in each of them. Furthermore, it also marks the activities according to the
numbering explained above. Section 7.3 describes each activity in greater detail.

Figure 7.1: Waterfall structure of Secure Scrum process.
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7.1.5 Quality Gates

Quality gates describe milestones in a software development process [91]. The aim is to evaluate whether
all obligatory criteria in a software development phase, for example, requirement or design, have been
fulfilled to proceed to the next phase. Therefore, they are located between phases. It is not recommended
to move to the next phase before the requirements of the quality gate are met. All quality gates listed in
this Section already exist in Scrum and are modified by us to aid the implementation of "Secure Scrum".

7.1.5.1 Definition of Ready

We add the risk analysis steps of the "Design" phase to this check-list. In this way, these steps have to be
performed before the user story is implemented.

7.1.5.2 Definition of Done

We integrate all activities of the "Verification" phase to the "Definition of Done". Hence, for each user
story that contains security requirements and for each security-related user story, all activities of the
"Verification" phase have to be performed in order that this story receives the "Definition of Done". We
adopted this idea to incorporate security verification criteria from [82].

7.1.5.3 Product Backlog Refinement

According to Scrum, the goal of this meeting, is that user stories which are not ready for implementation
are refined. We add several risk analysis steps in this meeting in order to refine the user stories in
regard to security. We extend this meeting in such a way that each user story should be refined in this
meeting till such time as that it obtains the "Definition of Ready", which can require several iterations.
If requirements of an user story change, in this meeting should be made a decision whether it still gets
the "Definition of Ready". If it loses it, the story has to be refined again and the risk analysis steps have
to be revisited.

7.2 Secure Scrum

Figure 7.3 shows a high level overview of the Secure Scrum process, where we integrate each activity of
the waterfall process. This process is based on Scrum and the practices that we described in Section 3.2.4.
All elements except the ones which we highlighted in red rectangles are part of the Scrum framework
and these further practices. We modified each Scrum practice (are the green boxes in the Figure) in order
to aid the implementation of Secure Scrum. We also adopt the principle of Release Planning, which we
already explained in Section 3.2. For this process we assume that a company ships about four releases
in one year. Each release consists of six Sprints and each is performed in the time-span of two weeks.
Of course, a company can also ship more or fewer than four releases in a year, and also a Sprint can last
shorter or longer than two weeks, nevertheless to simplify this process we assume it. The Figure is based
on aspects of a system dynamics (SD). Figure 7.2 explains all of its elements:
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Figure 7.2: Components of the Secure Scrum Figure 7.3.
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Figure 7.3: Secure Scrum process.
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In the next few subSections we describe on a high-level our Secure Scrum process and its phases.
First of all, we claim that a Security Risk Specialist performs a rough security requirement analysis with
the help of the customer and Product Owners in the release planning phase. Next, the following phases
are performed:

7.2.1 Requirement

In the current release (release n) the requirement phase of the next release (release n+1) is started,
which means that in the last two Sprints of a release the epics and user stories of the next release are
planned and also the identification of high-level security requirements, trust levels, possible assets and
there entry points is performed. The artefacts of these points are included into a security Section of the
epics or user stories of release n+1.

7.2.2 Design

The starting point of our next phase: "Design" is to define for each technical user story security-
related ones. In normal Scrum the main reason why Product Backlog Refinement meetings are held
is to evaluate whether user stories or epics have been changed and which have to be refined [88]. If
requirements have changed, a decision whether it has to be refined again is performed. Furthermore,
if new user stories or epics should be added to the Product Backlog is also decided in this meeting. In
this process that is also the case and we claim that security requirements are also considered in these
meetings. We further add a specification phase to Scrum in which all security activities of the "Design"
phase, which can be seen in Figure 7.1, are performed. In this phase as many threats as possible, which
can arise when a functional user story is implemented are identified. These threats are then formulated
into security-related user stories. Our quality gate "Definition of Ready", which we explained in the
Section above, makes our added steps mandatory. Thus, only if all activities of the requirement and
design phase for a user story have been completed, this user story is allowed to be added to the Sprint
backlog and the implementation of it can be started.

7.2.3 Implementation

Like in normal Scrum after user stories have been added to a Scrum team’s Sprint backlog, the
stories are implemented. We additionally add security activities of the "Implementation" phase, which
can be seen in Figure 7.1. Moreover, we claim that for each security control, which was developed in
the context of a user story a documentation is written and added in the corresponding security-related
user story. If no security controls have been developed, the reasons are documented in the corresponding
security-related user story.

7.2.4 Verification

In the next step, we claim that stories are tested with pair penetration testing, code reviews, whitebox
security testing, and penetration testing. We describe them in greater detail in Section 7.3.4. After these
activities have been successfully performed, our "Definition of Done" is fulfilled by the user story or
epic. Next, our slightly modified Scrum Retrospective Meeting (see Section 7.1.3) is held and a Sprint
Review. We did not add any steps to the traditional Sprint Review, therefore it is the same as in ordinary
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Scrum. After these meetings, user stories which obtained the "Definition of Done" are shipped to the
customer just like in normal Scrum.

7.3 Activities, tools and quality gates of this proposal

This Section lists and elaborates all activities of this process. We grouped the activities into the following
waterfall-phases:

• Requirement,

• Design,

• Implementation, and

• Verification.

For each of these points we provide a subsection, where we explain all activities of them. We illustrate
each activity in table format. The heading of the table represents the name of the activity. The first row
represents in which phase of the process this activity is performed. The second row states the roles which
are responsible for performing it whereas the third row displays a description of the activity. The last
row states the expected output of this activity.

7.3.1 Requirement

This phase consists of the following activities, which are outlined in further detail in the next few sub-
sections. Every subsection describes one of the following activities:

1. Initiate Security Planning,

2. Agile risk analysis: External Dependencies,

3. Security Requirement Analysis,

4. Agile risk analysis: Identify Trust Levels,

5. Agile risk analysis: Identify Assets, and

6. Agile risk analysis: Entry Points.

7.3.1.1 Initiate Project Security Planning

We adopt this activity from NIST 800-64. Nothing new is introduced to it by us. Therefore, we only
summarize what should be performed in this activity.

Initiate Security Planning
Phase of SDL: Requirement
Responsible Roles: Stake holders of the project, management personnel of the company, Product

Owners, one or several Security Risk Specialists, and one or several software
architects

Description: The aim of this activity is that the company discusses with stake holders of
the project about which security policies should be established, and which
high-level security requirements should be taken into account. Furthermore,
they discuss about the security vision of the project and define which roles are
needed for the project. If major changes occur this activity should be revisited.
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Expected output:

• All participants have obtained a basic knowledge of the security expec-
tations.

• Supporting documents, such as protocols of the topics which have been
discussed in meetings.

• A provisional schedule of security mile stones.

7.3.1.2 Agile risk analysis: External Dependencies

Agile risk analysis: External Dependencies
Phase of SDL: Requirement
Responsible Roles: Security Risk Specialist, Developer
Description: In this activity the "External Dependencies" step of our agile risk analysis

methodology is performed as stated in Section 6.3. The goal is to define in
which environment the software will be deployed and on which security as-
sumption further steps proceed. Moreover, a table is created in which every
assumption is listed

Expected output:

• All security assumptions are listed in a table.

• If a security-related user story depends on a security assumption, the id
of the assumption is documented in the story and vice versa.

7.3.1.3 Security Requirement Analysis

Security Requirement Analysis
Phase of SDL: Requirement
Responsible Roles: Product Owner, Developer, Security Risk Specialist
Description: In this activity security requirements are analysed and written down in the se-

curity Section of user stories or epics. In order to achieve this, we adopt the
approach of [50] to derive them from functional requirements, laws, standards
and security policies. Functional- and non-functional requirements are iden-
tified. Furthermore, also possible attack scenarios can be added to the user
story. They are then used in further steps. Not all security requirements and
attack scenarios can be determined in this phase. Hence, risk analysis steps are
performed in order to elicit more specific security requirements.

Expected output:

• All participants obtained a high level understanding of security require-
ments of the epic or user story and functional- and nonfunctional secu-
rity requirements are written down as acceptance criteria in the func-
tional user story.
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7.3.1.4 Agile risk analysis: Identify Trust Levels

Agile risk analysis: Identify Trust Levels
Phase of SDL: Requirement
Responsible Roles: Quality Engineer, Product Owner, Developer
Description: In this phase all possible users who have access rights to the application are

analysed and also attacker profiles are created. This step is described in greater
detail in Section 6.5

Expected output:

• High level understanding of who has access to the application has been
obtained.

• Database entries have for all users been created.

7.3.1.5 Agile risk analysis: Identify Assets

Agile risk analysis: Identify Assets
Phase of SDL: Requirement
Responsible Roles: Security Risk Specialist, Developer
Description: All possible assets are listed and categorized by trust levels, such as described

in Section 6.4
Expected output:

• High level understanding of possible assets has been obtained.

• All assets which are implemented in a user story are entered into the
database and categorized on their impact levels.

7.3.1.6 Agile risk analysis: Entry Points

Agile risk analysis: Entry Points
Phase of SDL: Requirement
Responsible Roles: Security Risk Specialist, Developer
Description: Each entry point which is implemented in the user story is added into the

database as described in Section 6.6. If anomalies are found in the database,
such as that it does not make sense that a user has access to a specific asset,
a threat is created. This threat is then handled in the “Agile Risk analysis:
Mitigation Strategies” activity.

Expected output:

• High level understanding of possible entry points has been obtained.

• All entry points have been inserted into our risk analysis database.

7.3.2 Design

The goal of this phase is the completion of the agile risk analysis on a low level view. After completing
all activities described in this phase, all high level security details are specified in the user story and the
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implementation can be started. It consists of the following activities, which we describe more elaborately
in the next few Sections. Every Section describes one of the following activities:

1. Agile risk analysis: Identify Threats,

2. Agile risk analysis: Ranking of Threats with DREAD, and

3. Agile risk analysis: Mitigation strategies.

7.3.2.1 Agile risk analysis: Identify Threats

Agile risk analysis: Identify Threats
Phase of SDL: Design
Responsible Roles: Development Team, Security Risk Specialist
Description: In the refinement of a user story, the developers identify as much threats as

possible in the context of a specific user story. In order to achieve this they
perform the in Section 6.7 described steps. High level threats which have
already been defined in previous steps are analysed whether they are specific
enough for a story. If for any reason that should not be the case, they are
defined as specific as possible. The number of involved developers can vary.
We recommend that as much developer as possible should be part of this task.
In this way, all developers are aware of possible threats which can occur when
this user story is implemented. Furthermore, many points of views are included
in the analysis. Security expertise can vary from person to person. It might
be that one knows threats in one category which the other is not aware of.
Discussions of several analysts about possible threats can therefore lead to
better results. The next step is that the analysts define for each identified threat
a security-related user story and attach abuse cases regarding this story into
them.

Expected output:

• Threats which can arise if a user story is implemented are listed.

• For each threat security-related user stories are created and abuse cases
are attached to it. These user stories are then attached to their corre-
sponding functional one.

• Many developers of the team are now aware of which threats can arise
if the user story is implemented.

7.3.2.2 Agile risk analysis: Ranking of Threats with DREAD

Agile risk analysis: Ranking of Threats with DREAD
Phase of SDL: Design
Responsible Roles: Development Team, Product Owner
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Description: In this activity, the results of the analysis of the previous activity are presented
to the whole team in another Product Backlog Refinement meeting. In these
meetings, we claim that the Product Owner discusses with the whole team
about the impact of each threat. For this reason DREAD is used as a supporting
technology as described in Section 6.8. If for any reason the ranking cannot be
completed for a user story, it obtains no “Definition of Ready”. Hence, the user
story has to be refined again in another Product Backlog Refinement meeting.

Expected output:

• Every threat is ranked according to DREAD.

• This rating is included in each security-related user story.

• Many developers of the team are now aware of which threats can arise
if the user story is implemented.

7.3.2.3 Agile risk analysis: Mitigation Strategies

Agile risk analysis: Mitigation Strategies
Phase of SDL: Design
Responsible Roles: Development Team
Description: After all threats have been ranked, for each of them the analysts perform the

“Mitigation strategies” step, as described in Section 6.9 of our agile risk anal-
ysis methodology, in another Product Backlog Refinement meeting. The mit-
igation strategies are then documented in the corresponding security-related
user stories.

Expected output:

• A mitigation strategy for every threat has been determined.

• Every mitigation strategy has been formally written down in the corre-
sponding security-related user story.

7.3.3 Implementation

This phase consists of the following activities, which are described in greater detail in the next few
Sections. Every Section describes one of the following activities (every activity is performed at least
once per Sprint):

• Document Security Controls,

• Static Code Analysis,

• Dynamic Code Analysis,

• Pair Programming, and

• Use of Dependency Checker.
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7.3.3.1 Document Security Controls

Document Security Controls
Phase of SDL: Implementation
Responsible Roles: Development Team
Description: In our case the developers select one of the in “Agile risk analysis: Mitigation

Strategies” identified security controls. These security controls are described
only on a high-level. The developers should select them and tailor them in
such a way that it fits for a specific user story. In the next step, they document
in the corresponding security-related user story why they chose this specific
security control. This documentation should be a short formal description.

Expected output: The developers have identified a proper security control for a specific security-
related user story and documented why it is sufficient.

7.3.3.2 Static Code Analysis

Static Code Analysis
Phase of SDL: Implementation
Responsible Roles: Development Team
Description: Every developer performs frequently security vulnerability scans with static

code analysis tools on their written code. In order to do so the developers use
approved tools. If issues in already existing code have been found, a security
bug is immediately reported to a bug tracking system, such as Jira.

Expected output: Code is approved by static security code analysis tools to be secure.

7.3.3.3 Dynamic Code analysis

Dynamic Code Analysis
Phase of SDL: Implementation
Responsible Roles: Development Team
Description: Approved dynamic code analysis tools are frequently used for testing the soft-

ware.
Expected output: Code is approved by well-established dynamic code analysis tools to be secure.

7.3.3.4 Pair Programming

Pair Programming
Phase of SDL: Implementation
Responsible Roles: Development Team
Description: We recommend performing pair programming for high-security critical soft-

ware components. One developer should write the code, whereby the other
one looks for coding failures or even security flaws in the code. In this way,
security flaws can be mitigated early. Nevertheless, this requires that at mini-
mum one has to have security expertise, since without it one does not recognize
security flaws.

Expected output: High-security critical code has been developed via pair programming.
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7.3.3.5 Use of Dependency Checker

Use of Dependency Checker
Phase of SDL: Implementation
Responsible Roles: Developer or Quality Engineer
Description: In every Sprint a dependency checker tool is executed in order to check if

libraries contain publicly-known security vulnerabilities. In case of unsecure
libraries, a security bug is reported to a bug tracking system. If libraries with
known issues are used, it is documented why it is not possible to use another
library or whether the known issues are relevant. They can be irrelevant, due
to, for example, the insecure functions of this library are not used in the project.

Expected output: All possible security issues of used libraries are listed and documented on a
central place like a TWIKI or Confluence page.

7.3.4 Verification

This is the last phase of the process. The verification process includes several testing and review steps.
In the next few Sections we present the following activities:

• Pair Penetration Testing,

• Penetration Testing, and

• Code Review.

We claim that the verification process should be risk-based. Thus, the results of our agile risk analysis
should be used to prioritize the test cases and reviews with regard to their risks. In this way, the security-
critical parts of the software are tested first. This has the advantage that if time-issues occur, the high-
critical parts have been tested first. We adopted this idea from Cigital Touchpoint. Additional to these
activities, as we already discussed in Section 4.1.3.2, white-box testing, such as unit- and integration
testing should be used as much as possible in order to assure that the software has no side-effects and
security flaws. We recommend using the XP practice test-driven development to test the functionality of
the whole software in an agile way. However, to test the functionality concerning security we claim that
the Security Tester in the team writes these kind of tests, due to the fact that he has the most experience
in security and knows common attack patterns, which he can test. We also recommend that these tests
are automated as much as possible in order to be time-effective.

7.3.4.1 Pair Penetration Testing

This activity is a new one and introduced by us.

Pair Penetration Testing
Phase of SDL: Verification
Responsible Roles: Quality Engineer, Developer
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Description: A Quality Engineer and a developer who developed a certain user story test
with black box web vulnerability scanner (see Section 3.7.2 for greater details),
whether the code that the developer wrote contains security flaws. If possible,
only the new implemented functionality should be tested with this tool. For
example, if a new site was implemented, only this site should be tested with the
tool. In the next step the results of this analysis are triaged whether it contains
false positives. If it contains false positives, both write a documentation, which
lists all false positives that occurred and explain why they are no security flaws.
The result is used to speed up testing in penetration testing, which is performed
by a Security Tester.

Expected output:

• A Quality Engineer and the developer who implemented a user story
conduct a vulnerability scan with the help of web-vulnerability scanner
in order to approve that no security flaws have been inflected.

• Furthermore, they triage the results whether the code contains false pos-
itives and document them.

7.3.4.2 Penetration testing

Penetration Testing
Phase of SDL: Verification
Responsible Roles: Security Tester
Description: A penetration tester test either manually or automatically with all-in-one pen-

etration testing tools attack scenarios. In order to first identify vulnerabilities
that he can exploit to successfully perform an attack scenario, he can also use
web-vulnerability scanner, such as in the previous activity "Pair Penetration
Testing". However, this is not a mandatory step. The pen tester should use the
list of false positives from the previous activity in order to be aware of which
vulnerabilities he must not try to exploit. Issues detected are prioritized with
DREAD and handled in the "Agile risk analysis: Mitigation Strategies" step.

Expected output: Code which was implemented in the context of a user story is approved from
a pen tester to be secure.

7.3.4.3 Code review

Code Review
Phase of SDL: Verification
Responsible Roles: Developer, Security Tester or Security Risk Specialist
Description: A Security Tester performs with the developer who developed a user story a

secure code review. In this review they manually review the source code to
identify whether the source code contains security flaws.

Expected output: Soure code is approved by a Security Tester to be secure.
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7.4 How this process handles the PAs of the SSE-CMM

In this Section we elaborately discuss how this process takes the PAs of the SSE-CMM into account. This
process proposal has a good coverage of every PA. Table 7.18 illustrates how our Secure Scrum process
handles the different PAs. In the first row the PAs are listed, whereas in the second column we briefly
explain how Secure Scrum conducts them. We do not consider PA 01 and 08, due to the fact they do not
focus on the implementation and verification of secure software. To coordinate security we use the events
of Scrum, as can be seen in Figure 7.3, and the frequent face-to-face interactions. We use our agile risk
analysis to achieve the goals of PA 02–05. In this methodology we identify threats and vulnerabilities
of the implemented software, assess the impact on assets and calculate the actual security risk with
DREAD. Static- and dynamic code analysis as well as code reviews detect further vulnerabilities. In
order to assure that the software meets the requirements of the customer (part of PA 06 and PA 10) in
regard of security we involve the customer in defining the security milestones in the "Initiate Security
Planning" activity and in the "Security Requirement Analysis" activity. In this way, it is assured that
the requirements reflect the customer’s wishes. In order to identify proper security control alternatives to
satisfy the security requirements defined (PA 09) we conduct our agile risk analysis and use SAFECode’s
security-related user story templates, which list several tasks that have to be considered if a functionality
is implemented. In the "Document Security Controls" activity we select specific security controls and
implement them. Finally, in order to assure that the selected security controls actually fulfil the security
requirements defined (PA 06 and PA 11) we perform Pair Penetration Testing, Penetration Testing, Static
Code Analysis, Code Review, and whitebox security testing. Additionally, we add one Security Risk
Specialist and a Security Tester to each Scrum team and involve them in several security engineering
activities in order to spread security knowledge among all developers.

Process Area (PA) How Secure Scrum handles these PAs
PA 01: Administer Secu-
rity Controls

Not considered.

PA 02: Assess Impact Agile risk analysis method.
PA 03: Assess Security
Risk

Agile risk analysis method.

PA 04: Assess Threat Agile risk analysis method.
PA 05: Assess Vulnerabil-
ity

• Agile risk analysis method,

• "Static Code Analysis" activity,

• "Dynamic Code Analysis" activity, and

• "Code Review" activity,

PA 06: Build Assurance
Argument

• The Customer and a security expert are involved in defining security
requirements, acceptance criteria and security-related user stories.

• "Security Requirement Analysis" activity,

• "Initiate Security Planning" activity, and

• Assurance methods of PA 11.

PA 07: Coordinate Secu-
rity

The coordination of security is performed with Scrum events, and with face-
to-face interactions.
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PA 08: Monitor Security
Posture

Not considered.

PA 09: Provide Security
Input

• Developers are trained in security.

• One security expert is added to each Scrum team.

• Security-related user story templates are used to define for each func-
tional user story security-related user stories.

• "Document Security Controls" activity.

PA 10: Specify Security
Needs

• "Initiate Security Planning" activity.

• "Security Requirement Analysis" activity.

PA 11: Verify and Vali-
date Security

• "Pair Penetration Testing" activity,

• "Penetration Testing" activity,

• "Static Code Analysis" activity,

• "Dynamic Code Analysis" activity,

• "Code Review" activity,

• "Pair Programming" activity, and

• Whitebox security tests, such as unit-, and system testing

Table 7.18: How Secure Scrum handles the Process Areas of the SSE-CMM.
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Chapter 8

Evaluation

In this Chapter we perform two evaluations of our secure Scrum process. In the first we perform an
evaluation with regard to the agile- and cost-effectiveness of secure Scrum, and how much additional
time is needed to complete this process in contrast to ordinary Scrum. The aim of the second evaluation
is to analyse which level of security it provides.

8.1 Evaluation of agility, cost-effectiveness, and additional time-effort

We conducted a survey in which we asked employees of a company with the help of a questionnaire
how agile- and cost-effective each activity of our process they think it is, and how much time they would
invest for completing each activity in the context of a user story. This company develops Java EE web
applications for telecommunication companies and follows the Scrum process.

Interviewees

We explained the interviewees in a one hour presentation the whole secure Scrum process and de-
scribed each of its activities. After the presentation, we answered participants’ questions on subjects
they were not familiar with and then ten employees filled out our questionnaire. Four developers, two
Scrum Masters, one Software Architect, one Project Manager, one Quality manager, and one Product
Owner participated in this survey. We involved people with different software engineering roles to cover
as many viewpoints to a software development lifecycle as possible. We only selected employee who
held the belief that they are able to estimate the time, cost, and agility of our secure Scrum process.

Brief description of the asked questions

First, we asked them which experiences they have already made regarding security in IT. Five em-
ployees stated that they have low security expertise, three claimed that they have medium knowledge of
security and two said that they have high skills in security. We also asked them how much additional
time effort would be acceptable for security in practice. From their point of view, the additional time-
effort should not be more than 20%. Hence, our goal of this process is that it needs only about +20%
time-effort.

We assume the following conditions in this questionnaire:

• A web-application is developed,

• It should be developed in such a way that it is secure concerning the OWASP Top 10,

• All interfaces of the web-application are publicly available and they are deployed on a public
server,
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• Only user stories which produce code are considered. Hence, user stories which focus, for exam-
ple, on deploying the software or on the infrastructure are not taken into account,

• The time needed for planning, implementing, and testing a user story is about two weeks in or-
dinary Scrum. The employees in this company work 38,5 hours per week. Thus, 77 hours are
needed to complete a user story. This criterion is especially important so that the participants can
make rough time estimations for each activity of our secure Scrum process.

We asked how much time they would invest to perform each activity of the secure Scrum process.
We also questioned how agile friendly, in their opinion, each activity is from a scale from one to five,
whereby one is not agile-friendly. Furthermore, we asked how cost-effective each activity is. For these
questions we provided the following selection criteria: very low, low, medium, high, and very high. Next,
we questioned which activities are not needed, from their point of view. The main focus of the second
section is to evaluate whether security related user story templates are a suitable concept for defining
security requirements in an agile project. Finally, we were also interested in whether security-related
user stories are accepted by them as good agile construct. Thus, we asked them whether security-related
user stories should be backlog items like normal user stories with the answer possibilities yes or no.
On the other hand, we also questioned whether instead of using security-related user stories security
requirements should be added as acceptance criteria of normal user stories and a security section should
be included in each functional user story, which describes abuse cases of this story. The next sections
have the purpose to illustrate statistics of the results of our survey.

8.1.1 Results of first subsection of our questionnaire

8.1.1.1 Results of questions regarding security activities and tools

Figure 8.1 shows the estimate of time, cost, and agility that people in different software engineering roles
gave. Figure 8.2 shows how the different security expertises answered our questions, whereas in Figure
8.3 we show the median scores of all participants’ answers. The first two Figures either list the different
software engineering roles or interviewees grouped by their security expertise. Each security expertise
group and software engineering role contains three columns, such as time, cost, and agility. In the last
figure we show the time, cost and agility column, as they present the overall results. The time column
displays how much time in hours the participants would spent in average to complete an activity. The
cost and agility columns illustrate the participants’ median scores in regard to cost and agility. The max-
imum value in these columns is five, which represents that all participants have agreed that the activity
is very agile. However, in contrast, if the value is one, all participants hold the belief that this activity is
not agile-friendly. We use the following scale:

(1–1.49=very low, 1.5–2.49=low, 2.5–3.49=medium, 3.5–4.49=high, 4.5–5 = very high)

According to our results among all participants secure Scrum is on the scale of very low, low,
medium, high, and very high, regarded as medium agile and cost-effective. In accordance with our
results among all participants to complete each activity of secure Scrum about 34,7 (+45%) additional
hours are needed in the context of a user story which needs in ordinary Scrum about 77 hours to plan,
implement, and verify.

How the different software engineering roles evaluated the activities of secure Scrum Figure
8.4 states how the different software engineering roles evaluated all activities of secure Scrum in average
in regard of agility, cost, and time whereas Figure 8.5 displays how the different security expertise groups
rated them. The Software Architect holds the opinion that the process is “high” agile and “medium” cost-
effective. The software developers, Product Owners, Scrum Masters, Quality Managers, and Project
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Managers believe that the process is “medium” agile. By contrast, the software developers, Software
Architects, Product Owners, Scrum Masters, and Quality Managers reckon that our secure Scrum process
is “medium” cost-effective. The Project Manager holds the belief that our secure Scrum process is “low”
cost effective. The employees with low, medium, and high security expertise agree that the process is
“medium” agile and cost-effective.

Additionally, we asked the employees which activities should be removed from the process and
further questioned the reason behind their answers. Several share the view that "Agile risk analysis:
Identify trust levels" and "Dynamic Code Analysis" add no significant value compared to other activities.
Furthermore, they believe that removing "Agile risk analysis: Identify Threats", "Agile risk analysis:
Ranking of threats with DREAD" and "Document Security Controls" would simplify the process. On
the other hand, some are of the opinion that pair penetration testing is a good approach and would thus
remove penetration testing. They think that pair penetration testing is sufficient and is better than doing
it alone.
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Figure 8.1: Evaluation results of each security activity of secure Scrum grouped by SE role.
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Figure 8.2: Evaluation results of each security activity of secure Scrum grouped by security exper-
tise.
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Figure 8.3: Evaluation results of each security activity of secure Scrum in average.
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Figure 8.4: Evaluation results of all security activities of secure Scrum in average grouped by role.
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Figure 8.5: Evaluation results of all security activities of secure Scrum in average grouped by se-
curity expertise.
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8.1.1.2 Results of questions regarding security-related user stories

Except one participant all agreed that security-related user stories should be added as Product- and Scrum
backlog items. The one who does not agree stated that security-related user stories would allow for
security measurements to be decoupled from their origin, reduced in priority and deferred until they are
not realistic anymore.

8.1.2 Discussion of the results

We were surprised when evaluating the questionnaire, because everyone also ticked that in normal user
stories security sections should be included where abuse cases are described and that security require-
ments should be added as acceptance criteria of normal user stories. We made a mistake in creating the
question catalogue, since these two questions were supposed to be exclusive. We asked them why both
ways should be used. They answered that on the one hand high security-critical requirements should be
added as acceptance criteria and that abuse cases should be added in these stories. On the other hand,
medium and small prioritized requirements should be formulated as security-related user stories and be
attached to the normal user stories.

In the average opinion of the participants, the additional time needed for this new process is about
45% in contrast to ordinary Scrum. However, it is important to mention that those are only rough estima-
tions and that +45% are only needed if this process is compared with an software development lifecycle
based on Scrum where no time for security is invested at all, which is hopefully not the case in practice.

In summary, based on the evaluation of a group of developers, Scrum Masters, Software Architects,
Project Managers, Quality Managers, and Product Owners on the scale of “very low”, “low”, “medium”,
“high”, and “very high”, our secure Scrum process is regarded as “medium” agile and “medium” cost-
effective. However, this is just the opinion of people who have seen our secure Scrum process proposal
on paper. To receive more reliable evaluation results our secure Scrum process has to be tried out in
practice.

8.2 Evaluation of Secure Scrum in regard of security with OWASP-
SAMM

In this Section we perform an assessment of the SSE-CMM with the help of the OWASP-SAMM evalu-
ation framework in order to evaluate the provided security of this process.

8.2.1 Brief description of OWASP-SAMM

OWASP SAMM [21] is a framework that can be used to evaluate an organization’s security process by
calculating a maturity level which represents the provided security of software security practices. The
outcome of this assessment is a maturity level (a grading from 0–3) for several categories with regard
to security. An interview where several yes-no questions in the categories: governance, construction,
verification, and operations are asked serve as the basis of this assessment. For each question OWASP
gave some guidance in what steps the process should be perform in order that the answer can be yes.
The governance category focuses on questions with respect to whether developers are trained in security,
whether all parties are aware of the compliance requirements, and whether assurance programs are in
place. (The governance category consists of the following subcategories: Strategy & Metrics, Policy &
Compliance, and Education & Guidance)
The construction category aims on questions regarding whether threat assessments are performed, if se-
curity requirements are specified, and whether a secure architecture is built. (The construction category
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consists of the following subcategories: Threat Assessment, Security Requirements, and Secure Archi-
tecture)
The verification category focuses on questions with respect to whether design- and implementations re-
views are performed, and how the security is tested. (The verification category consists of the following
subcategories: Design Review, Implementation Review, and Security Testing)
The operations category aims on questions regarding whether issues are handled, if an incident response
plan is in place, and whether the applications is securely deployed and maintained. (The operations
category consists of the following subcategories: Issue Management, Environment Hardening, and Op-
erational Enablement)

We do not evaluate the process in the categories governance and operation, due to our process only
focus on the development and the verification of secure software. The categories’ construction and
verification have both three sub categories. Each sub category can receive 0-3 points, where zero states
that the process does not support this category and three that it provides full support. There are also half
points, which is presented with a "+", for example, "2+" means 2,5.

8.2.2 Evaluation with OWASP-SAMM

We conducted this assessment and filled out the questionnaire. Figure 8.7 shows our security assessment
of secure Scrum with OWASP SAMM in the Threat Assessment subcategory, Figure 8.8 in the Security
Requirements subcategory, Figure 8.9 in the Security Architecture subcategory, Figure 8.10 in the Design
Review subcategory, Figure 8.11 in the Implementation Review subcategory, and Figure 8.12 in the
Security Testing category. The first column contains OWASP SAMM’s assessment questions of each
subcategory. For each question OWASP gives some guidance in what steps should be performed in the
process in order that the answer can be yes. The second column shows our answers to the question. In
the third column we describe why we answered a question with yes.

8.2.3 Results and discussion of results

As can be seen in Figure 8.6 our process reaches full support in almost all subcategories, except in Secure
Architecture and Design Review. Therefore, this process is capable of developing secure software. Our
process lacks support in two out of six sub-areas. Both categories focus on a secure software design.
The aim of the secure architecture subcategory is to give the team guidance in how a secure design of an
information system should look like with, for example, design patterns. On the other hand, the focus on
the design analysis is to perform secure design reviews in order to validate whether the architecture of
the software is secure.

We intentionally did not include any activity which focuses on this area, because in our process,
writing each user story developers have to think which threats can occur when they implement a certain
functionality and how these threats can be mitigated. Thus, they actually have to think about how they
design it to be secure and therefore we think that a separate activity where explicitly a secure design is
created and reviewed is not necessary. We think that the process would then have too much planning
overhead.
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Figure 8.6: Security assessment of secure Scrum with OWASP SAMM.
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Figure 8.7: Security assessment of secure Scrum with OWASP SAMM (threat assessment cate-
gory).
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Figure 8.8: Security assessment of secure Scrum with OWASP SAMM (security requirements cat-
egory).
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Figure 8.9: Security assessment of secure Scrum with OWASP SAMM (security architecture cate-
gory).
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Figure 8.10: Security assessment of secure Scrum with OWASP SAMM (design review category).
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Figure 8.11: Security assessment of secure Scrum with OWASP SAMM (implementation review
category).
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Figure 8.12: Security assessment of secure Scrum with OWASP SAMM (security testing category).
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Chapter 9

Summary and Conclusion

The aim of this master thesis was to show a possible way of how to derive a Scrum-compatible secure
software development process and to propose a secure Scrum process that has a good coverage of all
PAs of the SSE-CMM while maintaining the flexibility and efficiency provided by an agile software
development process. We achieved both goals by analysing security activities of well-established non-
agile SE processes in regard of agility and by integrating the most agile-friendly security activities into
Scrum.

9.1 Summary of methodology

In this thesis we first reviewed the SSE-CMM to identify which tools, methodologies, techniques, and
practices can be integrated into Scrum in order to ensure that all process areas of the SSE-CMM are
fulfilled. Second, we analysed which ones can fit into an agile development process and we evaluated for
this reason how agile security activities of NIST 800-64, SREP, Cigital Touchpoint, and Microsoft SDL
are with the method described in [46]. In this method Keramati and Mirian-Hosseinabadi [46] stated
that nine agile features, including features such as speed of execution, people orientation, and change
tolerance should be used to evaluate how agile security activities are. However, Keramati and Mirian-
Hosseinabadi [46] never stated what the exact meaning of a agile features. Therefore, we specified the
meaning of these agile features and defined a rough metric which helped us to evaluate how agile friendly
these activities are. As a next step, we assessed the agility of each activity and discussed why we chose
a specific grade in a particular agile feature.

After we analysed these activities, we recognized that all of the threat modeling-, and risk analysis
activities assessed are not agile-friendly. These activities cover exactly the PA 02 ("Assess Impact"),
PA 03 ("Assess Security Risk"), PA 04 ("Assess Threat"), and PA 05 ("Assess Vulnerability") of the
SSE-CMM, which no other activity analysed does. Therefore, we proposed a more agile risk analysis
method by combining ideas of several agile friendly activities and by using OWASP’s Application Threat
Modeling as reference. Next, we integrated all agile friendly activities and our agile risk analysis into
Scrum, created a secure Scrum process, and illustrated each of its phases. Finally, we conducted an
evaluation of how agile our secure Scrum process is and how much security it provides. In order to
evaluate the secure Scrum process’s agility, cost-effectiveness and roughly estimated additional time
effort we conducted a survey in which we asked ten employees of a company which develops JAVA EE
web applications with Scrum how agile friendly, cost-effective and time consuming the newly introduced
practices, activities and tools are. In order to evaluate the security provided for our process we assessed
it with OWASP-SAMM. We will discuss each of the contributions in the following subsections.
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9.1.1 Analysis of already existing security activities

By analyzing the security activities of SREP, Microsoft SDL, Cigital Touchpoint, and NIST 800-64,
we reached the conclusion that threat modeling, and risk analyses are not agile-friendly. Furthermore,
manual testing techniques, such as risk based- and red team testing are not agile-friendly. In summary,
about half of the activities analysed do not fit into agile. For many other activities (about 25%), such as
Abuse Cases, Attack Surface Reduction, and Penetration Testing we actually found no real conclusion
whether they are agile friendly, because they did not reach our desired threshold of about 67,5%, but had
more than 50% of all agile features, which can be interpreted in the way that most of the agile values are
fulfilled. We decided to categorize them as activities that can fit into agile if they are slightly tailored. In
further steps of this thesis we modified several of them to fit into Scrum or we only took several parts of
it or only the main idea of them. For example, we integrated Abuse Cases, the idea of an Attack Surface
Analysis, Critical Assets, and Categorize Information System into our agile risk analysis method. As
further example, we added manual Penetration Testing into our secure Scrum process without modifying
it. However, we decided that it should not be performed for every user story, but rather frequently
throughout the software development lifecycle. On the other hand, we actually found activities which fit
well into agile. The highlights are, Security Requirement Analysis, Static and Dynamic Analysis, and
Code Reviews. In summary, only about 25% analysed security activities actually fit into agile. Without
the other ones we were not able to create a secure Scrum process which takes all PAs of the SSE-CMM
into account.

9.1.2 Novel proposal for agile risk analysis (ARA)

Our agile risk analysis aims to aid the nature of agile that software is implemented in iterations. We
created this methodology that it should be performed for each user story, rather than performing it just
once at the beginning of a project, because in each user story assets, trust levels, and entry points can
be added, modified, or removed. In our methodology, before a user story is implemented the developers
have to identify assets, trust levels, and entry points which this user story adds, modifies, or removes
and they have to insert them into a database described by us. We presented how this database scheme
looks like using the following example. It shows which trust levels have which access restrictions on
each asset and from which entry point they can access it. Furthermore, it illustrates which user story
implemented this functionality. This information is needed in order that the analysts know which user
stories they have to revisit for changes on assets, trust levels, or entry points. We claim that this analysis
helps developers recognize which assets they have to protect. Second, it supports that they realize from
which entry points assets are accessible and to get them familiar with whether several entry points are
really necessary to add. For example, during assessing the impact on assets they realize which assets
they have to lay an eye on. Further, while identifying entry points of assets they see whether it would be
better to unify several entry points or to remove some to reduce the attack surface. We decided to use
a database scheme, because we wanted that this information can be quickly queried in further analyses
in order that everyone stays on top of changes on assets, entry points and trust levels which occur when
user stories are developed.

As next step, threats are analysed in our methodology, from our point of view, in a light weight way,
because no DFDs have to be drawn in contrast to Microsoft’s Threat Modeling or OWASPs solution.
We decided to adopt the solution of using security-related user story templates of SAFECode, since we
think that with these many threats can be analysed with minimal time effort. These templates describe
what developers, testers, and quality engineers should do to defend against the OWASP Top 10. They
are written in a defender’s viewpoint, because they describe what should be done to develop a secure
application in order that common security issues (threats can here be seen as weaknesses of security
controls) do not occur in the first place. However, in our opinion, also the attacker’s viewpoint of threats
should be considered in order that the analysts know against which concrete attack scenarios they have
the application to defend against. Thus, we claim that the analysts get more familiar with how they can
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design specific test scenarios and it is easier for them to rate these threats, because they actually know
how a hacker can attack the system and what the impact is. Therefore, we suggest describing abuse cases
for each security-related user story template, to map attacks of the OWASP Top 10 document to them, and
to include them into the corresponding security-related user story. In the sixth step of our methodology
we claim that threats are rated with DREAD of Microsoft in order that the analysts know the most critical
ones and are able to decide which threats or weaknesses they have to consider. Of course, they can also
decide to not act, for example, because the impact of a threat is minimal or the likelihood of concurrence
is low. If they decide to actually mitigate an identified threat, the specified fundamental practices of
SAFECode in their security-related user story templates are used, the from SAFECode provided CWE
links and also the security controls which are described in the OWASP Top 10 document.

9.1.3 Our secure Scrum process

We achieved our goal to propose a secure Scrum process that covers all PAs of the SSE-CMM while
maintaining the flexibility and efficiency provided by an agile software development process.

We evaluated the agility of security activities of existing non-agile security engineering processes in
order to know which activities can fit into an agile development process. We integrated only the most
agile-friendly ones into Scrum. If we have not found any agile-friendly activity which takes a PA of the
SSE-CMM into account, we chose activities which we were not sure of whether they are actually agile-
friendly and modified them to better fit into agile. As discussed in the Section above, in order to take the
PAs of the risk process of the SSE-CMM into account we created our own agile risk analysis method. In
this way our secure Scrum proposal fulfils all PA goals of the SSE-CMM while maintaining the flexibility
and efficiency provided by an agile software development process. As can be seen in Section 8.2, our
process also supports many categories of the OWASP-SAMM evaluation framework for secure software
life cycles. It only lacks support for a secure architecture and reviewing this secure architecture. We
intentionally did not include any activity which focus on this area, because in our process, writing each
user story developers have to think which threats can occur when they implement a certain functionality
and how these threats can be mitigated. Thus, they actually have to think about how they design it to
be secure and therefore we think that a separate activity where explicitly a secure design is created and
reviewed is not necessary. We think that the process would then have too much planning overhead.

We think we showed a quite useful way of what a secure Scrum process can look like and we showed
that security can be integrated into Scrum without losing too much agility and without extensively addi-
tional time-effort.
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Chapter 10

Further work

Although we think that we created a useful and secure Scrum process there is still much work in this
area.

10.1 Analysis of SE processes in regard of agility

In further work, security activities of other SE processes, such as OWASP CLASP [76], can also be
evaluated in regard of agility. Maybe activities of other SE processes are more agile than the ones we
analysed.

Our approach to assess the agility of security activities was to evaluate the grade of which they
support agile features by using our introduced metric in Chapter 5. However, for several agile features,
such as change tolerance and speed of execution, a better approach would have been if a Scrum team had
tried these activities out in practice. For example, the agile feature change tolerance was hard for us to
evaluate, due to the fact that we did not try these activities out in practice, but rather analysed it from a
theoretical perspective. In this case, we evaluated how many subtasks of a security activity have to be
redone on small or medium software requirement changes and whether it depends on other activities. We
tried to specify in greater detail what small or medium software requirement changes actually are which
means that at maximum 50% of the software requirements can change. Nevertheless, we think that
these changes should be specified in much greater detail. We could have received more reliable results
if a Scrum team had tried all security activities out when developing a web application by following
the Scrum framework. Beforehand, user stories and security requirements would be formulated and
discussed with the Scrum team, which they would have to implement. Next, concrete changes would
have to be defined at the beginning, but should only be discussed with the team during different phases
of the software development lifecycle to simulate software requirement changes in practice. Finally, the
time to start over security activities can have been measured. Additionally, the speed of execution of
each activity could be measured if a team tried the activities out.

10.2 Agile Risk Analysis (ARA)

The main reason why our secure Scrum process has a quite high planning overhead is, because we
integrated our agile risk analysis into it. However, we think that we have achieved a quite agile way
of addressing the identification of threats, vulnerabilities, risks, and impacts, because our methodology
mainly consists of agile-friendly security activities. We have three points which can be done in further
work.

• The first is to create a tool which provides a graphical user interface for our database scheme.

125



126 10. Further work

• The second is to evaluate this methodology and the tool in practice, to see whether the time needed
to perform it.

• Furthermore, our method can be evaluated in how much threats can be found with it compared
to other methods, such as Microsoft’s Threat Modeling. To evaluate how many threats can be
identified and mitigated with it two teams with approximately equal security expertise can be
setup to develop the same web application with the same functional- and security requirements.
The first develops the software with, for example, Microsoft’s Threat Modeling and the second
with ARA. For evaluating the provided security of the web applications, for example, a red team
can test for both how many vulnerabilities they find and how much attacks would be successful.

10.3 Secure Scrum Process

The same principle as in the section above can also be used to evaluate our whole secure Scrum process.
The first team can follow, for example, the Cigital Touchpoint SE process instead of just using threat
modeling. The second should then apply our secure Scrum process. The evaluation would be exactly the
same as explained in the section above for evaluating how long it takes to develop the application and
how secure it is.



Appendix A

Evaluation of security activities of SE pro-
cesses

In this Chapter we analyse each security activity which we explained in Section 5.2 with respect to how
agile they are in greater detail. Therefore, in this Chapter we only analyse these security activities. A
description of each activity can be found in Section 5.2. The order of the activities listed in this chapter
is the same as in Section 5.2. We assume for this chapter that the reader is familiar with each security
activity. Furthermore, we discuss each and why it got a specific grade concerning a particular agile
feature. In order to make it more readable we use a table-format for the evaluation of each activity. The
headline of the table represents the name of the activity. In the next seven rows we discuss each agile
feature and why we give it a concrete grade. We assign for each agile feature a grade in the interval [0,
5]. The agility degree of an activity is the sum of all measured agile feature grades. If this value is high,
the activity can be integrated into Scrum and - if not that means integrating it would be difficult, because
it is not “agile-friendly”. In each row we added a rating column which displays which grade we gave this
activity. The last row displays the agility degree of an activity in a red font.

A.1 Security activities of Microsoft SDL

Security Requirement Analysis Rating
Simplicity: In our opinion, the one who conducts this analysis must at minimum have an

elementary overview over the basic security principles, such as confidentiality,
integrity and availability. Moreover, one has to have domain specific knowl-
edge in order to define use scenarios and has to know about some security
policies, common threats and vulnerabilities.

2

Free of Mod-
eling and
Documenta-
tion:

In this activity nothing is implemented or tested. 0

Change Toler-
ate:

At most 50% of all security requirements are changed, according to our speci-
fication.

3

Speed of Exe-
cution:

- 4

Informality: Without performing this activity the actual security needs of the customer are
not known, such as security policies or security standards.

5

People Orien-
tation:

Most of the work consists of brainstorming about security requirements in use
scenarios.

4
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Iterative / Di-
vidable

Security requirements are derived from the answers of the provided security
requirements questionnaire, from use scenarios, and from secure code reviews.
Secure code reviews can be conducted iteratively and also use scenarios can
be defined one by one.
Another method for identifying more specific security requirements in the SDL
is by performing threat modeling. Use scenarios are first formulated in the first
step of the threat modeling process and then in further steps of this process
vulnerabilities and threats are identified and prioritized. From the results of
threat modeling more specific security requirements can be derived.

5

Flexibility: Only the high important security requirements could be defined. 4
Agility Degree: 27

Role Matrix Rating
Simplicity: The work consists of identifying all user roles of the application. Furthermore,

in this activity the users’ access level to the application is determined. From
our point of view, this analysis does not need a person with expertise in IT-
security.

5

Free of Mod-
eling and
Documenta-
tion:

In this activity nothing is implemented or tested. 0

Change Toler-
ate:

According to our definition of change tolerance, at maximum, about 50% of
the functionality the users have access to can change. This implies that only
about 50% of the users and their access restrictions can be dropped or changed.
Furthermore, this activity does not depend on other activities of the SDL.

3

Speed of Exe-
cution:

In our opinion, new user roles are not added in every user story. Therefore, in
average only several users are added in the context of a user story.

4

Informality: With this knowledge threats can be categorized more effectively, because one
knows which users would be affected if a specific asset would be attacked.

4

People Orien-
tation:

We think that user roles and their access level to the application should be
discussed with the customer and derived from functional requirements. Thus,
people interactions is needed for this activity.

4

Iterative / Di-
vidable

User roles and functionality is added iteratively in agile development. There-
fore, this activity should be conducted iteratively.

5

Flexibility: User roles can be grouped to minimize the documentation effort. Furthermore,
only the access restrictions to security critical assets could be determined.

4

Agility Degree: 29

Design Requirements Rating
Simplicity: We reckon that the person who performs this activity should have practical

knowledge about how secure software should be designed.
1

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0
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Change Toler-
ate:

If security- or functional requirements change, in our opinion, the design may
change dramatically. For example, if in an e-shop web application a new re-
quirement is added that credit card data has to be stored according to the PCI
DSS standard the design has to be changed dramatically. Moreover, if the de-
sign has already been implemented the source code has to be modified too,
which causes much additional work.

2

Speed of Exe-
cution:

Designing secure software may need a considerable amount of time to be com-
pleted, nevertheless, this could vary from user story to user story.

2

Informality: The authors of [34] state that by conducting this activity many security flaws
can be prevented. According to OWASP-SAMM, which is a reference frame-
work for an secure software development lifecycle, a secure design is one of
the most important points to consider for the development of a secure software.

4

People Orien-
tation:

To create a secure software design secure design principles should be followed.
To illustrate this secure design, several diagrams, such as UML and class di-
agrams have to be modelled. These steps are in our opinion rather method
based. However, we think that also brain storming with other software devel-
opers about a secure software design is required to complete this activity.

3

Iterative / Di-
vidable

From our point of view, it does not make sense to perform this activity for each
user story, because in the context of a single user story only a small amount of
functionality is implemented. We think that a secure software design should be
rather modelled for large software components (user stories which are belong-
ing together) in order that the designer has a bigger view of the functionality
and thus can model security controls which fit for several other user stories as
well. With this bigger view, the designer is also capable of designing layered
defences. To summarize, we think that the work can be divided, but should not
be performed for each user story. A secure software design should be modelled
for several user stories which are belonging together.

4

Flexibility: The creation of a secure software design could be conducted only for high-risk
functionality.

4

Agility Degree: 20

Cost Analysis (By conducting a Product Risk Assessment) Rating
Simplicity: This activity does require a security and privacy team which perform security

risk assessments and privacy impact ratings. We think that they should have
practical security knowledge on what security controls are needed for the soft-
ware which they want to develop. Furthermore, they should know the system’s
level of vulnerability in regard of security.

2

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0

Change Toler-
ate:

In this activity decisions are made whether and to which degree activities, such
as threat modeling, security design review, penetration- and fuzz testing are
conducted. Thus, the decisions made in this activity have impact on many
other activities.

0

Speed of Exe-
cution:

The analysis is, in our opinion, rather light-weight, due to only questions are
asked and analysed.

4

Informality: This activity helps to roughly identify the effort, time and cost needed for the
security related part of a user story. However, no threats, vulnerabilities or
requirements are identified in the course of this activity.

3
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People Orien-
tation:

The work consists of asking questions regarding possible vulnerabilities of a
system and which security components are needed. These questions are taken
from a predefined question catalogue. The answers are then analysed by apply-
ing general defined rules and based on the expertise of the analysts. Based on
these answers the effort for securely designing, and implementing the software
is roughly estimated.

4

Iterative / Di-
vidable

In our opinion, this activity can be performed for each user story to identify,
for example, whether threat modeling is necessary for a user story.

4

Flexibility: The aim of this activity is to determine on a high-level how much effort should
be investigated in securing parts of the software. In agile software components
are developed in increments (user stories). To achieve the goal to determine
which security activities are required for which software components this cost
analysis has to be performed for each user story.

However, the analysts are rather flexible in deciding how much effort should
be investigated to secure a portion of software.

2

Agility Degree: 14

Threat Modeling Rating
Simplicity: The one who conducts Threat Modeling has to model a DFD with the help of

Microsoft’s Threat Modeling tool. The tool automatically displays threats on
a high-level based on the DFD with STRIDE-per-interaction, such as that the
interaction between a process and a data store yields threats in the categories
spoofing, and denial of service. In order to identify further threats and vulner-
abilities, we think that one has to have practical security expertise and has to
know about many common vulnerabilities, threats and attacks.

1

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0

Change Toler-
ate:

Changes in security- and functional requirements may require reviewing many
threat models and reviewing decisions made from the threats identified. It may
be necessary to update DFDs and to address further attack scenarios which
could now occur, because of the changes in security- and functional require-
ments. For example, if a requirement is added to store credit card numbers
securely a lot of new threats would arise. Furthermore, these changes may also
require to implement further security controls, and to prioritize some threats
again with DREAD.

2

Speed of Exe-
cution:

The decomposition of the software, drawing of diagrams, identifying of threats
with STRIDE, finding of security controls, and rating them with DREAD re-
quires in our opinion an considerable amount of time even in the context of a
single user story.

2

Informality: If it is performed properly one knows the high-risk threats and vulnerabilities
of the software and knows how to mitigate them.

4
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People Orien-
tation:

The using of Microsoft’s Threat Modeling Tool to draw DFDs and to generate
high-level threats from these diagrams is from our point of view method-
based. Also DREAD is rather method based, because specific questions are
asked.

However, to identify further threats, to determine attack patterns, to prioritize
threats with DREAD requires, in our opinion, brain storming sessions with
other developers.

2

Iterative / Di-
vidable

Threat Modeling can be divided into the following steps: (1) Define use
scenarios, (2) Gather a list of external dependencies, (3) Define security
assumptions, (4) Create external security notes, (5) Create one or more DFDs
of the application being modeled, (6) Determine threat types, (7) Identify the
threats to the system, (8) Determine risk, (9) Plan mitigations.

We reckon that each step is rather heavy-weight, therefore we give this activity
only four points in this category.

4

Flexibility: Threat Modeling could be used only for high-critical security components
which were identified in the Product Risk Assessment of Microsoft SDL.
However, this requires that a Product Risk Assessment was conducted,
otherwise only the obvious high-critical security components are known.

DFDs can be modelled on a high-level or in great detail with Microsoft’s
Threat Modeling tool. In order that the tool can generate as specific threats
as possible the DFD has to be drawn in as much detail as possible.

3

Agility Degree: 18

Attack Surface Analysis / Reduction Rating
Simplicity: We reckon that the person who performs this activity has to know common

attacks, where the software can be attacked, has to know the principle of least
privilege, and how layered defenses and access restrictions can be applied.

2

Free of Mod-
eling and
Documenta-
tion:

Documentation tasks of this activity:

• Design software for minimal attack surface with models, such as DFDs.

• Review data flow diagrams and graphic presentations of the code in or-
der to identify paths that does not require authentication.

This activity includes the following configuration/implementation points:

• Use the least privilege principle for privilege of processes and services,

• Code or services that are not needed should be shut down or removed,

• Entry points which are not needed should be removed,

• Authentication and access restrictions should be implemented,

• The access to network endpoints should be limited (authentication
should be used).

3
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Change Toler-
ate:

Software has already been implemented:
In this case, if requirements change only the design has to be changed and
eventually remodeled if some graphical representation has already been
created. We assume that only small or medium changes occur, therefore only
several parts of the design has to be remodeled.

Software has not been implemented yet:
In this case, the same as in the case above has to be done and additionally it may
be necessary to add authentication or access control mechanism, reconfigure
software components or to rewrite some code, which causes much additional
effort.

3

Speed of Exe-
cution:

- 3

Informality: By performing this activity the attack surface is reduced and one knows where
the vulnerable entry points to the software are located. The principle of least
privilege is used and therefore entry points are limited and access restrictions
are implemented.

3

People Orien-
tation:

As can be seen in row two, the main work of this activity consists of methods
and principles that should be applied. However, from our point of view, some
brain storming sessions with other people are also needed to identify the attack
surface.

2

Iterative / Di-
vidable

This activity can be divided in several steps which can be seen in the second
row.

In agile, software is implemented in increments (user stories). In each user
story new user roles and entry points can be added and the attack surface can
grow, hence it does make sense to conduct this activity for each user story.

4

Flexibility: We reckon that at minimum this activity should be performed for components
or modules of the software that have open interfaces to be effective, due to a
single vulnerable entry point is enough for an attacker to launch successfully
perform a cyber-attack. However, in agile projects it does not have to be per-
formed for every user story. Only for those which create, for example, new
entry points or add new paths that are not protected by authentication.

3

Agility Degree: 23

Static Analysis Rating
Simplicity: The analysis is usually performed by normal developers. In order to filter false

positives basic security knowledge is required, due to the fact that the analyst
has to know whether the vulnerability identified from the tool is actually a real
security flaw. Therefore, we reckon that the analyst has to have at minimum
basic security knowledge.

3

Free of Mod-
eling and
Documenta-
tion:

The analysis is performed automatically. However, the results have to be re-
viewed manually and the findings have to be marked as false or true positives.

3
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Change Toler-
ate:

Only if code changes, the tool has to be performed again. Many of these
tools perform dataflow and controlflow analyses in order to minimize the false
positive rate. In this case, the whole code base has to be analysed in order that it
recognizes where, for example, malicious input has already been escaped [48].
If only several parts of the software are scanned with the tool it cannot detect
whether malicious input has already been escaped in other classes and might
therefore detect a false positive. This means that the entire code base has to be
scanned in order that the tool is able to recognize all implemented safeguards.
However, tools such as, Coverity SAST [95] allow to perform an incremental
analysis of the code [28]. This means that the tool is able to analyse several
parts of the software in increments. It is able to save results of previous runs
and uses them to recognize the code in, for example, other modules. With this
knowledge it can perform a dataflow- and controlflow analysis of the full code,
which has already been analysed. For example, if the complete software is
analysed in a nightly full-scan, then, when a developer makes changes in only
several parts of the software the tool is able to use the results of the nightly full-
build to recognize all implemented security controls in the whole code base.
In this way, developers only have to scan files where they actually performed
changes instead of analyzing the entire source code.

5

Speed of Exe-
cution:

According to [28], the analysis of several millions lines of code need only
about as long as to build it, which is actually quick. In the case of tools which
are capable of performing iterative analyses the execution time is drastically
reduced, due to the fact that only several parts of the software have to be anal-
ysed.

5

Informality: According to [73], these tools are able detect security flaws, such as XSS,
XPATH Injection, SQL Injection, Path Traversal, and Command Injection. The
authors of [73] evaluated several state-of-the-art static code analysis in how
effectively these tools identify vulnerabilities in the source code. They state
that tools which identify a high amount of true positives (>80%) unfortunately
also detect about 50% false positives, which is quite high. Therefore, much
additional effort is needed to filter these false positives manually.

2

People Orien-
tation:

The analysis is performed automatically, but the results have to be reviewed
manually.

3

Iterative / Di-
vidable

Due to the fast speed of execution and the fact that this kind of tool can be
run repeatedly in nightly builds, we give this activity five points in this agile
feature.

5

Flexibility: First, the source code has to be analysed with a source code analysis tool and
then false positives have to be filtered manually. Furthermore, a full scan has to
be performed frequently in order to resolve the dependencies of single classes
that have changed for the dataflow- and control flow analysis. In our opinion,
none of these steps can be skipped; otherwise the analysis cannot be com-
pleted. For example, if false positives are not filtered the real security flaws are
not known.

1

Agility Degree: 27

For this evaluation we only consider the tool “Application Verifier” of Microsoft, due to the authors of
[34] explicitly mentioned this dynamic analysis tool.

Dynamic Analysis Rating
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Simplicity: In our opinion, a normal developer is sufficient for this analysis, because only
subtle programming errors, such as synchronization-, buffer overflow errors,
and memory leaks can be detected with this kind of tool and no web vulnera-
bilities, such as SQL Injection, or XSS are discoverable [34, p. 265–268]. By
contrast, static code analysis tools as mentioned in the “Static Analysis” activ-
ity are additionally able to detect web vulnerabilities, such as SQL Injection,
and XSS. For these tools the analyst has to be aware of these attacks in order
that he is capable of recognizing whether the vulnerability found by the tool is
a false positive.

4

Free of Mod-
eling and
Documenta-
tion:

First, this tool has to be executed on a running system either manually or auto-
matically on hand of some test-cases. It then displays at runtime, for example,
synchronization problems when they occur. As next step, a human has to triage
the results and eventually fix them immediately or he could also, for example,
report the flaws as bugs. The reporting process would require some documen-
tation.

4

Change Toler-
ate:

As mentioned above, these tools are capable of running with automatic test-
suites. Thus, if requirements change and test-cases are rewritten nothing else
has to be done on the part of this tool. If new tests are written it has to be
configured to run automatically when they are executed. Nevertheless, if tests
are modified or some new ones are added a tester has to analyse if new flaws
occurred.

5

Speed of Exe-
cution:

Since these tools can be integrated into automatic tests the execution time is
minimal, because of the fact that they can be run over night. However, an
analyst has to analyse the results of it, which could require some time. For
only several classes the effort should be reasonable. We estimate that about
1-2 hours are needed in the context of a user story to test the flaws, which the
tool identified. In this time estimation we do not consider the time required to
fix all determined bugs.

5

Informality: This tool identifies only subtle programming flaws, such as buffer overflows,
synchronization failures and memory corruptions. Hence, for example, web
vulnerabilities, such as Cross-Site Request Forgery, or Path Traversal are not
detectable with it.

2

People Orien-
tation:

Coding errors can be found automatically with the help of this tool, but a hu-
man has to analyse the flaws in greater detail and has then to fix it.

2

Iterative / Di-
vidable

In regard of the fact that it can be integrated into automatic test-suites the
analysis can be divided into several parts.

5

Flexibility: As mentioned in the “Change Tolerate” row this kind of tool can be config-
ured to be executed automatically when automatic test-cases are performed.
Therefore, one could argue that it provides much flexibility; due to it can be
run on single test-cases. However, the disadvantage of this tool is that in or-
der to be able to detect all flaws in the source code the program has to be run
on every possible path, which needs a lot of testing time. This means that in
order that it can detect as much defects as possible the tools have to be run on
as much test-cases as possible. If, for example, only tests are written for the
good behavior, these tools would not detect possible flaws in bad-paths, which
an attacker might use to attack the system. Thus, in our opinion it provides
not much flexibility, because many test cases have to be generated to test all
possible paths.

1

Agility Degree: 29
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Fuzz Testing Rating
Simplicity: These tools can be executed automatically, but one with some security knowl-

edge has to identify the vulnerability in the code which causes the system
crashes.

3

Free of Mod-
eling and
Documenta-
tion:

The crashed test cases have to be analysed and the vulnerabilities which have
been found have to be documented, prioritized and reported.

3

Change Toler-
ate:

Only if code has changed the tool has to be run again. 5

Speed of Exe-
cution:

Can vary greatly. The run-time depends on the number of test cases that are
executed and on the complexity of the system. However, this tool can be run
automatically therefore it can be run over night or on weekends.

3

Informality: By using such kind of tool one knows whether a web application is robust and
is vulnerable to malformed input or known-to-be-dangerous values or files.
Identifying the vulnerability in the code is out of the scope of black-box fuzzy
testing tools.

3

People Orien-
tation:

For example, the fuzzing tool JBroFuzz [70] of OWASP can be used automati-
cally or semi-automated. In the semi-automated case, one has to select certain
payloads in order to test against a particular set of vulnerabilities, such as SQL
Injections.

2

Iterative / Di-
vidable

Can be performed site per site, or for single requests, urls, forms, user-
generated content, RPC requests, and more.

5

Flexibility: This tool can be used, for example, for single requests, or urls therefore one is
rather flexible in using this tool.

4

Agility Degree: 28

Code Review (Manual Approach) Rating
Simplicity: In order to analyse code whether it is secure one has to know what to look for.

In our opinion, this person should have practical experience in security, has to
know common attacks, vulnerabilities and code failures.

2

Free of Mod-
eling and
Documenta-
tion:

The code is tested (reviewed). Identified vulnerabilities have to be fixed im-
mediately or be documented and eventually but not necessarily be prioritized.

4

Change Toler-
ate:

If security requirements change assumptions that the reviewer made when he
reviewed the code could be incorrect. If these assumptions were documented
only the list of assumptions has to be reviewed again. Otherwise, the analyst
has to review the code again.

3

Speed of Exe-
cution:

From our point of view, in the context of a single user story the source code
can be reviewed fast, because only several classes and methods have to be
reviewed.

5

Informality: One knows whether the source code is secure (depends on the security exper-
tise of the reviewer).

4

People Orien-
tation:

One or more person reviews the source code manually. A list of common
failures and mitigations could be used to help the reviewer identifying vulner-
abilities.

4

Iterative / Di-
vidable

Method per method can be reviewed. 5
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Flexibility: Only high-risk components, classes, or methods could be reviewed. 5
Agility Degree: 32

A.2 Security activities of Cigital Touchpoint

Security Requirement Analysis Rating
Simplicity: Similar to Microsoft’s Security Requirement Analysis. 2
Free of Mod-
eling and
Documenta-
tion:

Similar to Microsoft’s Security Requirement Analysis. 0

Change Toler-
ate:

Similar to Microsoft’s Security Requirement Analysis. 3

Speed of Exe-
cution:

- 4

Informality: Similar to Microsoft’s Security Requirement Analysis. 5
People Orien-
tation:

The works consists only of brain storming about security requirements and
deriving them from several sources.

5

Iterative / Di-
vidable

For each user story or epic, security requirements can be analysed. If a user
story has impact on other ones it may require updating security requirements of
previous user stories. It could also be the case that a new user story depends on
previous ones and can inherit some requirements from them. Thus, we think
that security requirement analyses can be performed iteratively.

5

Flexibility: Similar to Microsoft’s Security Requirement Analysis. 4
Agility Degree: 28

Abuse Cases Rating
Simplicity: We reckon that the analyst has to know common attacks and vulnerabilities

in order to identify abuse cases. One should also have practical experience in
how the software could be attacked and how these attacks can be mitigated.

2

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0

Change Toler-
ate:

If requirements models have to be updated, removed or eventually new ones
have to be added.

2

Speed of Exe-
cution:

Thinking about possible attacks and modeling and documenting them requires,
in our opinion, some time even in the context of a single user story. For exam-
ple, if a user story adds functionality that the credit limit of customers can be
edited, many abuse cases can emerge.

3

Informality: By conducting this activity one knows what an attacker could attack and how
it could be mitigated. Furthermore, one has a graphical representation of these
attacks.

4

People Orien-
tation:

The work consists of thinking about how the system could be attacked and to
model and document these cases.

2

Iterative / Di-
vidable

Abuse cases can be added for each user story one by one (iteratively). How-
ever, prior to the implementation phase the developers should be aware of the
abuse cases in order that they can plan mitigations to these attack scenarios.

5
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Flexibility: This activity could be performed only for high-risk components where user
stories add functionality that has access to critical assets.

4

Agility Degree: 22

Architectural Risk Analysis Rating
Simplicity: The authors of [50, p. 147–148] stated that this activity is knowledge intensive

and requires being familiar in using of attack patterns, and exploit graphs. Fur-
thermore, the analyst should know about weaknesses in famous frameworks.

1

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0

Change Toler-
ate:

Similar to Threat Modeling of Microsoft. 2

Speed of Exe-
cution:

- 2

Informality: Similar to Threat Modeling of Microsoft. 4
People Orien-
tation:

This approach is, in our opinion, method based, because diagrams have to be
drawn, exploit graphs should be modeled and abuse cases have to be mapped.
However, several steps also contain thinking about vulnerabilities and threats
by using checklists. Furthermore, especially the ambiguity analysis phase re-
quires people interaction, because two or more people should analyse possible
threats with their own methods and should then together discuss their findings.

3

Iterative / Di-
vidable

This methodology can be divided into three steps: (1) attack resistance analy-
sis, (2) ambiguity analysis, and (3) a weakness analysis.

4

Flexibility: In contrast to Microsoft’s Threat Modeling we reckon that this approach of-
fers more flexibility, because the authors of [50] mentioned several ways of
how the above listed points could be performed. For example, security flaws
could be detected with either checklists or historical knowledge or methods
like STRIDE. A further example is that only high risk abuse cases could be
mapped, which are known beforehand, due to the activity: “Abuse Cases”.

4

Agility Degree: 20

Manual or semi-automatic Penetration Testing Rating
Simplicity: A security expert is needed who can hack a system [49]. 1
Free of Mod-
eling and
Documenta-
tion:

The main work of this activity consists of hacking an application and to iden-
tify vulnerabilities of it. However, the identified vulnerabilities have to be
documented in some way and therefore this activity also requires some docu-
mentation work.

4

Change Toler-
ate:

If code changes we reckon that the software has to be tested again. For ex-
ample, if a single method of a web application was changed which is used in
many sites all these sites have to be tested again, because of the black box
nature. This modified code could have side effects.

2

Speed of Exe-
cution:

Attacking a system and finding of vulnerabilities needs, in our opinion, some
time.

2

Informality: By conducting this activity one knows the weaknesses of the software. (De-
pends on the expertise of the pen tester)

4

People Orien-
tation:

One or more people can conduct penetration testing of a single target appli-
cation. The work consists of identifying vulnerabilities with tools or writing
exploitation code and to think about attacks.

3
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Iterative / Di-
vidable

We reckon that several pen testers could attack the system on different entry
points. Hence, the work can be divided.

4

Flexibility: We reckon that penetration testing is rather flexible. For example, in case of
testing a web application, the pen tester could only test several sites of a web
application, which contains entry points to critical assets. Hence, the pen tester
could only test the high-security critical components of the software.

4

Agility Degree: 24

Automatic Penetration Testing Rating
Simplicity: From our point of view, the analyst who executes the penetration testing tool

must have knowledge about the vulnerabilities and attacks that the tool identi-
fied in order that he is capable of interpreting the results.

3

Free of Mod-
eling and
Documenta-
tion:

Same as in “Manual or semi-automatic Penetration Testing”. 4

Change Toler-
ate:

Full automatic tools use a fix set of attack pattern. They execute every time
the same attacks until the set of attack pattern is updated. If new security
requirements require testing new attack scenarios, which are not included in
the set of the tool, these tools cannot test them.
In case of testing a web application, if code has changed which is used on
several sites, all these sites have to be tested again, because the modified or
new code could have side effects.

3

Speed of Exe-
cution:

These tools can be run automatically over night or on weekends. 5

Informality: By using such a kind of tool one knows whether the system is vulnerable to
already known attacks.

3

People Orien-
tation:

Since the work of this activity mainly consists of executing a tool it is com-
pletely method/tool based.

0

Iterative / Di-
vidable

Tool could be used to attack specific entry points one by one. 5

Flexibility: With this kind of tool one is capable of testing specific entry points whether
they are vulnerable to publicly-known cyber-attack patterns.

4

Agility Degree: 27

Static Analysis Rating
Simplicity: Similar to Microsoft’s static analysis. 3
Free of Mod-
eling and
Documenta-
tion:

Similar to Microsoft’s static analysis. 3

Change Toler-
ate:

Similar to Microsoft’s static analysis. 5

Speed of Exe-
cution:

Similar to Microsoft’s static analysis. 5

Informality: Similar to Microsoft’s static analysis. 3
People Orien-
tation:

Similar to Microsoft’s static analysis. 3
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Iterative / Di-
vidable

Similar to Microsoft’s static analysis. 5

Flexibility: Similar to Microsoft’s static analysis. 1
Agility Degree: 28

Red Team Testing Rating
Simplicity: Needs per definition security experts, which have the knowledge of hackers

[81].
0

Free of Mod-
eling and
Documenta-
tion:

The main work consists of analyzing whether the system is secure by hacking
the system. After hacking the system, the red team documents the identified
vulnerabilities, successful attacks and not successful attacks which they con-
ducted and report them to the management of the company.

4

Change Toler-
ate:

The goal is to identify vulnerabilities in the software, to determine how they
could be exploited and to analyse whether the organization recognize these
attacks.

If requirements are added or changed:
In this case new attacks, which have not been considered before may be
important to test now. We reckon that a new red team testing has to be
performed to test these requirements.

If requirements are removed:
In this case successful attacks of the previous red team testing may be
unnecessary, because requirements were tested that are not in place anymore.
In our opinion, no new testing is needed.

If code is modified:
In this case the result of the performed attacks may not be as representative
as before, because new vulnerabilities could have been inserted. The doc-
umentation of the successful attacks can be used to perform them again in
order to test whether the detected vulnerabilities are fixed now. Furthermore,
the documentation of the unsuccessful ones can also be used to execute them
again in order to know if no new vulnerabilities were inserted so that attacks
are now successful. However, in either way, new or modified code could
always lead to new vulnerabilities. In order to ensure that the tested system
component is still secure we think that a new red team testing has to be
performed.

Nevertheless, even if code has changed or new code has been written, or the
requirements have changed, the management knows now if their employees
are capable of handling such incidents.

3

Speed of Exe-
cution:

Can last long, due to the fact that the red team may use, for example, social
engineering, such as phishing. Furthermore, the organization’s detection and
response capabilities are tested. If it takes the employees of the company long
to recognize the incident the speed of execution of this activity is obviously
also long.

1

Informality: By conducting this activity one knows if the system or network is vulnerable
to predefined attacks. (Depends on the expertise of the red team, however they
should be per definition high security experts)

5
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People Orien-
tation:

This activity is performed in team work, therefore in our opinion much people
interaction is required.

4

Iterative / Di-
vidable

Each member of the red team could attack the system on different entry points
and each of them may conduct their own attacks hence, from our point of view,
the work can be divided.

4

Flexibility: The red team is rather flexible in testing the software. They plan themselves
how they attack the system to exploit security flaws in the target application.
For example, they can write their own exploitation code, can use pen tester
tools to identify vulnerabilities in the target application, or they may use social
engineering. With this kind of testing one can test every component of the
system or network whether it is vulnerable to cyber-attacks.

5

Agility Degree: 26

Risk Based Testing Rating
Simplicity: We reckon that manual security testing requires much expertise in IT-security,

because testers have to know several up-to-date attack patterns and should be
capable of attacking an application.

2

Free of Mod-
eling and
Documenta-
tion:

This testing method needs some sort of risk assessment, which usually creates
a high amount of documentation.

2

Change Toler-
ate:

The test-cases have to be prioritized by risk. Hence, this activity depends on
a risk assessment. If requirements or code changes, a risk assessment must be
revisited prior of retesting the functionality. In this risk assessment, new threats
could appear and risks may be reprioritized. Based on this new knowledge it
might be possible that new security controls have to be implemented and that
software components have to be retested.

2

Speed of Exe-
cution:

- 2

Informality: By conducting this activity one knows if the software is secure against several
attack patterns. (Depends on the used attack patterns and the experience of the
tester.)

4

People Orien-
tation:

One or several person perform this activity manually. From our point of view,
it is more people oriented than method-based.

4

Iterative / Di-
vidable

The testing starts with test cases that have the highest risk and ends with the
lowest one. The work of writing and executing test cases can be divided up
among testers.

4

Flexibility: Only high-risk functionality could be tested, due to the fact that the risks are
known beforehand.

4

Agility Degree: 24

A.3 Security activities of SREP

Security Requirement Analysis Rating
Simplicity: Similar to Microsoft’s Security Requirement Analysis. 2
Free of Mod-
eling and
Documenta-
tion:

In this activity nothing is implemented or tested. 0
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Change Toler-
ate:

This activity depends on two activities, such as “Critical Assets” and “Risk
Analysis” of SREP. Security requirements are derived from the results of these
two activities.

2

Speed of Exe-
cution:

This analysis consists of several steps that can be seen in the “Iterative / Divid-
able” column below. However,
This activity assumes that critical assets, likely attacker types and likely threats
are already identified in other activities of SREP. This activity aims to derive
security requirements from already existing documents in, for example, brain
storming sessions with the customer. How these requirements are derived is
not described in greater detail in [52].

4

Informality: Without performing this activity the actual security needs of the customer are
not known, such as security policies or security standards.

5

People Orien-
tation:

The work consists of people who are brain storming about requirements, de-
riving them from already existing risk/threat models and documents, and pri-
oritizing them.

4

Iterative / Di-
vidable

This activity is performed in an iterative way. First, requirements are derived
from, for example, legal requirements, then, further ones are derived from
the results of the “Critical Assets” and “Risk Analysis” activity. Finally, the
requirements are prioritized.

5

Flexibility: Similar to Microsoft’s Security Requirement Analysis. 4
Agility Degree: 27

Agree on Definitions Rating
Simplicity: The goal of this activity is that the stake holders of the project and the company

agrees on security policies, and ISO standards. Hence, to conduct this activity
requires someone who has knowledge about several security ISO standards
and policies.

2

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0

Change Toler-
ate:

According to our definition of change tolerance we measure what impact the
change of requirements (functional- and security requirements) has on an ac-
tivity. The aim of this activity is to agree on standards and policies. To comply
to these security- standards and policies is some kind of requirement.

3

Speed of Exe-
cution:

- 2

Informality: By conducting this activity one knows which standards and security definitions
should be complied through the lifetime of the project.

5

People Orien-
tation:

The work consists mainly on discussing with the customer and stakeholders
about the security standards and policies.

4
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Iterative / Di-
vidable

This activity is usually performed at the beginning of a project and not revisited
in later phases. However, agile development revisits the inception or analysis
phase several times in the lifetime of a project. In agile development processes
not all requirements are known when the project starts, therefore this activity
has to be performed several times, because it could happen that new function-
alities require new security policies and additional security visions. Hence,
this activity should be performed in an iterative manner, because of the itera-
tive nature of agile development processes. From our point of view, it should
be performed in the context of an epic or several epics, which are belonging
together. When epics are defined, the functionality, which should be imple-
mented, is already known and security policies can be defined. They can then
be refined in the context of user stories. In this way, they are defined when the
functionality is actually known and therefore early in the development process.
In each iteration, the work can heavily be divided into subtasks, because the
work consists only of defining the stake holders and on agreeing on standards
and policies. Hence, we give this activity only four points instead of five in
this agile feature.

4

Flexibility: Which security- policies, and standards should be complied throughout the
lifecycle of a software project depend, in our opinion, on the wishes of the
stake holders and do not allow much tolerance.

1

Agility Degree: 21

Risk Analyses (CRAMM) Rating
Simplicity: Most of the work consists only of asking structured questions to employees,

for example, asset owners, or employees with security expertise in different
categories. The answers are then entered in the program and based on the an-
swers the tool presents risks and security controls that can be used to prevent
these risks.
We reckon that the analyst should have basic knowledge about IT-security in
order to guide employees on answering the questions and to explain the inter-
viewees some security terms.

2

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0

Change Toler-
ate:

If security- or functional requirements change new assets may be added, modi-
fied or removed. Therefore, we reckon that a new analysis has to be conducted
and several questions of the tool should be asked again.

3

Speed of Exe-
cution:

Several meetings have to be held. We think that it could be quite complicated
to arrange meetings with all the participants. This could take some time.

2

Informality: By conducting this activity one knows vulnerabilities and threats of an appli-
cation and how to mitigate these threats on a rather high-level. However, this
information is only based on the answers of several employees which have not
to be security experts.

3

People Orien-
tation:

Risks are calculated with the help of a tool, nevertheless, many people are
involved in this analysis, because several interviews are held.

4

Iterative / Di-
vidable

This methodology consists of several steps. 5
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Flexibility: The tool has a strict set of questions. Based on the answers to these questions it
calculates risks and suggests security controls to prevent these risks. Therefore,
the analysts have to strictly ask the questions which the tool provides.

1

Agility Degree: 20

Critical Assets Rating
Simplicity: To identify assets which are vulnerable to attacks we reckon that the analyst

should have domain specific knowledge and has obviously to know the system.
An employee of the management should also be involved in order to rate the
impact on loss of an asset.

3

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0

Change Toler-
ate:

If requirements change assets could be modified, removed are new ones added.
In our opinion, in the context of a user story only several assets may be modi-
fied, removed are new ones added. The removing or modifying of assets from
the critical assets list is not time intensive, because they are already known.
However, the identification of new ones, because some functionality was added
may takes some time.

4

Speed of Exe-
cution:

This is, in our opinion, a lightweight activity and in the context of a user story
only few assets can be added or modified, thus we think that the analysis is
quick.

4

Informality: By conducting this activity one knows what could be of value for an attacker. 4
People Orien-
tation:

The work mainly consists of identifying assets with methods, such as inter-
views with stakeholders, and selecting them with the help of lists of assets.

4

Iterative / Di-
vidable

In each user story new assets may be added, modified, or removed. Hence, it
does make sense to perform this activity for each user story.

5

Flexibility: In our opinion, it is important to identify as much assets possible in order to
know what could be of value for an attacker.

1

Agility Degree: 25

Identify Threats and Develop Artifacts Rating
Simplicity: The aim of this activity is to develop artifacts, such as UMLsec diagrams,

attack trees, or abuse cases of an application and to derive threats from them.
Therefore, the one who conducts this activity should be aware of some of these
modeling techniques and should know how threats can be derived from these
artifacts.

1

Free of Mod-
eling and
Documenta-
tion:

The creation of artifacts produces much documentation. 0

Change Toler-
ate:

The change of functional requirements or code may require updating, dia-
grams, abuse cases or attack trees.

2

Speed of Exe-
cution:

- 3

Informality: By conducting this activity one knows the threats, which could arise when a
user story is implemented. (Depends on the knowledge of the analyst)

4

People Orien-
tation:

To develop artifacts, such as UMLsec diagrams is, in our opinion, method-
based.

1
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Iterative / Di-
vidable

UMLSec diagrams and sequence diagrams can be modelled for specific soft-
ware components and be updated if new functionality is added in new user
stories. For each new software increment, attack trees or abuse cases can be
modelled to illustrate how this new functionality can be abused.

4

Flexibility: The one who conducts this activity is rather flexible in deciding which artifact
he creates, because the authors of [52] did not specify which specific technique
should used, but rather listed several which could be used.
For the identification of threats only threats which could harm critical assets,
which were identified in the "Critical Assets" activity could be considered.

3

Agility Degree: 18

Requirement Inspection Rating
Simplicity: The analyst should be familiar in using EALs and assurance requirements of

the Common Criteria, and SSE-CMM in order to assure that the defined se-
curity requirements take all identified threats into account, that all security
objectives are satisfied, and each security requirement is met.

2

Free of Mod-
eling and
Documenta-
tion:

This activity aims to verify that the application developed is secure. SSE-
CMM and the EALs of the Common Criteria are used to conform that all
requirements are met. The verification process has to be documented in a
report, which produces much documentation.

3

Change Toler-
ate:

If security requirements change or new ones are added it must be verified with
Common Criteria whether the application meet these requirements. If func-
tional requirements change it may be necessary to update several documents,
such as UMLSec diagrams. These diagrams have also to be reviewed again.

3

Speed of Exe-
cution:

In our opinion, it could take some time to review all requirements and produced
documents. We reckon that the most time intensive part is to assure with the
help of EALs of the Common Criteria and the PAs of the SSE-CMM whether
all threats are countered, security policies are enforced, and assumptions are
upheld.

3

Informality: By conducting this activity one knows if all steps of SREP have been per-
formed properly and whether all security requirements are complete and each
security objective is achieved.

4

People Orien-
tation:

In our opinion, verifying an application with Common Criteria and SSE-CMM
to ensure that all defined security requirements are met and reviewing all pro-
duced documents and artifacts is rather method-based.

2

Iterative / Di-
vidable

Scrum produces iteratively software increments and artifacts. By integrating
security activities, security artifacts are also developed iteratively, which could
be reviewed.

5

Flexibility: The work consists of reviewing all produced artifacts from previous steps,
which obviously means that all artifacts must be reviewed. The methods which
are used for the verification are strictly method based and do not allow much
flexibility.

0

Agility Degree: 22

Repository Improvement Rating
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Simplicity: The one who conducts this activity has to know which threats are likely to
occur in further development. In our opinion, in order to achieve this in an
effective way, the analyst should be aware of what functionalities are already
in discussion with the customer, and should frequently review several security
test and code review results.

3

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0

Change Toler-
ate:

The intent of this activity is to document all artifacts which were developed by
conducting activities of SREP, which may be needed for further developments.
In our opinion, the change of requirements has no impact on this activity.

5

Speed of Exe-
cution:

The artifacts have already been already created. Only the ones which could be
of use in further development should be chosen. In our opinion, this does not
requirement much time.

5

Informality: These selected artifacts can speed up further threat analysis. 3
People Orien-
tation:

The work consists of documenting threats which could occur in further devel-
opment.

1

Iterative / Di-
vidable

Threats are added iteratively into a database. 5

Flexibility: From our point of view, it is hard to decide, which artifacts are needed in the
future, because no one can divine the future. Therefore, the one who performs
this activity has much flexibility in deciding which should be documented.

3

Agility Degree: 25

A.4 Security activities of NIST 800-64

Initiate Project Security Planning Rating
Simplicity: We think that for conducting this activity one has to know where to look for se-

curity sources and has to understand them. One has to understand the security
objectives, requirements and has to know which tools and technologies should
be used. The analyst has also to have some basic security knowledge in order
that he can explain security implications to stake holders.

1

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0

Change Toler-
ate:

The aim of this activity is to initiate the project security planning. We reckon
that it does not make sense to perform it for every user story, because it should
obviously one be performed when a project is initiated. Our definition of
change tolerance is that the activity should be tolerant to small changes in
requirements and therefore not much additional work should be required on
small requirement changes. The security requirements are in this activity de-
fined on a rather high-level, because the focus of this activity is to give the
stakeholders an initial overview of the complexity and impacts. In our opin-
ion, on small security requirements changes this activity should not be per-
formed again. However, on dramatic requirement changes it may be necessary
to update the current security vision and security milestones.

4
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Speed of Exe-
cution:

The identification of high-level security requirements, stake holders, and tools
and technologies which should be used throughout the lifecycle of the soft-
ware development could take some time. However, if they are chosen at the
beginning of an agile project we think that in later epics and user stories only
several changes are needed.

5

Informality: Standards and policies are defined and a high-level overview of the security
requirements and the key milestones are given.

5

People Orien-
tation:

Many people are involved, because we think stake holders, security experts,
software architects, and management personnel should be involved in defin-
ing the security policies, standards, requirements, used tools and security key
milestones. The aim of this activity is to give all stakeholders a basic overview
of the security objectives, requirements, used tools, and technologies.

5

Iterative / Di-
vidable

In Scrum software is implemented in increments and therefore the identifica-
tion of security milestones and security requirements should also be performed
iteratively. However, in our opinion, it does not make sense to perform this ac-
tivity for every user story, but rather for several epics, which are belonging
together and implement a certain software component.

5

Flexibility: The security requirements and key milestones depend on the wishes of the
customer. From our point of view, the used tools or technologies and security
roles can be chosen freely by the company and therefore the company is rather
flexible in choosing them.

3

Agility Degree: 28

Categorize Information System Rating
Simplicity: The authors of [47] stated that personnel with responsibilities on security man-

agement, with interest on assets, such as information owners, developers,
project managers and also employee with responsibilities in security imple-
mentations should be involved in this activity.

2

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0

Change Toler-
ate:

Similar to Critical Assets. 4

Speed of Exe-
cution:

Similar to Critical Assets. 4

Informality: By conducting this activity one knows what could be of value for an attacker
and also knows the application’s impact on availability, integrity and confiden-
tiality.

4

People Orien-
tation:

The authors of [92] provide much support in form of lists, metrics and exam-
ples for this activity, therefore we reckon that an essential part of the work is
method based. However, as stated in the “Simplicity” column several roles
are involved in performing this activity. They have to identify the information
types and also have to discuss which impact levels should be assigned for each
of them, because these impact levels are not defined in great detail and allow
in our opinion much room for debating. Furthermore, the provisional impact
levels are reviewed, which we think is quite people-oriented.

3

Iterative / Di-
vidable

In every user story assets or information systems could be added or modified,
therefore, in our opinion, this activity can be performed every Sprint.

4

Flexibility: Similar to Critical Assets. 1
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Agility Degree: 22

Assess Business Impact Rating
Simplicity: According to [93, p. 15] a person who manages resources, such as server

hardware should perform this activity with the help of management person-
nel. Hence, no employee with security expertise is needed for this activity.

5

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0

Change Toler-
ate:

The availability impact on the information system from the “Categorize In-
formation System” activity have to be considered here, therefore it depends
on this activity. Requirement changes may add, remove or modify business
processes, which have then to be considered on this activity.

2

Speed of Exe-
cution:

Identification of business processes, impact analysis, identification of recov-
ery strategies, resource identification, and cost balancing needs in our opinion
some time even in the context of a single user story.

3

Informality: By conducting this activity one knows the impact of business processes on
availability, integrity and confidentiality and also knows the costs of specific
downtimes, which resources are needed to recover, and is aware of several
backup strategies.

4

People Orien-
tation:

This activity is, from our point of view, rather method based, because cost
analysis, down time calculations have to be conducted.

1

Iterative / Di-
vidable

This activity should be revisited periodically if, for example, new resources are
added or modified [93, p. 17].

4

Flexibility: Only high-security critical business processes could be considered in this ac-
tivity. However, beforehand the high-critical ones are not known. The aim of
this activity is to identify them.

1

Agility Degree: 21

Assess Privacy Impact Rating
Simplicity: The aim of this activity is to determine which components of the application

stores, transmit or creates sensitive information. From our point of view, do-
main specific knowledge and basic security knowledge is required to complete
this task.

3

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0

Change Toler-
ate:

If new functionality is added it has to be reviewed whether it processes, or
stores private information. However, in our opinion, if security requirement
changes that does not have any impact on whether software components store,
or process private information.

4

Speed of Exe-
cution:

We reckon that this activity is rather light-weight, because only questions to
address privacy information of information systems are asked. The selection
of proper security controls is performed in other activities of this process.

4

Informality: By conducting this activity one knows which system processes private infor-
mation.

4
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People Orien-
tation:

The analysts ask questions, such as “Why is the information being collected?”,
“With whom will the information be shared?”, “How will the information be
secured?” and document the answers. Therefore, the main work of this activity
is to ask questions with respect to whether the system processes privacy infor-
mation, which could be done with the help of several other people in brain
storming sessions. Therefore, we reckon that most of the work is more people-
oriented than method-based.

4

Iterative / Di-
vidable

As described in the row above, the main work consists of asking questions.
This work can be, from our point of view, divided among several person.

5

Flexibility: We reckon that in order that this activity is effective a privacy assessment has to
be performed for each information system where it is not obvious that no pri-
vacy information is transmitted, stored or created. In our opinion, it is impor-
tant to be familiar with which software components create, store, and process
private information, because this information helps to define security require-
ments.

1

Agility Degree: 25

The "Assess Risk to System" activity is described in NIST SP 800-30 [64]. The authors of this document
described this activity on a rather high-level and did not state, for example, how threats or vulnerabilities
can be identified in detail. They only provide several tables which list, for example, input sources for
identifying threats, and vulnerabilities, a table which states various threat-, impact-, and predisposing
condition types. Furthermore, they provide a table that lists various threat events, and several metrics
for assessment scales for evaluating, for example, the impact of an threat event, the pervasiveness of
predisposing conditions, and the likelihood of threat events. However, they stated that these metrics
and tables are not mandatory for this method. For analyzing this activity in regard of how agile it is
we assume that all steps described in Section 5.2.4.5 are conducted in brain storming sessions with the
support of the provided tables and metrics.

Assess Risk to System Rating
Simplicity: This activity aims to perform a risk assessment without tool support, hence,

according to our metric it is complex.
2

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0

Change Toler-
ate:

Similar to Threat Modeling. 2

Speed of Exe-
cution:

- 2

Informality: By conducting this activity one knows the risks, threats, and vulnerabilities
of an information system. However, this depends on the exact method used
for identifying threats and vulnerabilities and the expertise of the one who
conducts it.

4
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People Orien-
tation:

This methodology consists of several steps. The steps that are used throughout
the method are: (1) Evaluating organizational risks with the help of provided
metrics for assessing various scales for, for example, the likelihood of that a
threat event results in adverse impacts and the possible impact of a threat event.
(2) In brain storming sessions threats, vulnerabilities and predisposing condi-
tions are assessed with the help of tables which list several threat sources-,
vulnerability-, and predisposing types. Additionally, to support the identifica-
tion of threat events the NIST SP 800-30 provides several examples.
In our opinion, the first point is rather method based whereas the second point
requires people interactions, due to brain storming sessions are conducted. We
reckon that it is more method-based than people oriented, because the goal of
this assessment is to determine organizational risks, which depends on several
risk factors that have to be graded either qualitative, quantitative, or semi-
qualitative.

2

Iterative / Di-
vidable

This activity consists of several steps, hence it is dividable. The authors of
NIST SP 800-30 state that this method should be performed iteratively, first
on a high-level and then in greater detail in later phases of the development
lifecycle. However, in our opinion, this activity is quite heavy-weight, due
to many steps have to be performed. Therefore, we only give it four points
instead of five in this agile feature.

4

Flexibility: From our point of view, in order to assess organizational risks all steps de-
scribed in the "People Orientation" row have to be performed, due to they
depend on each other. For example, risk cannot be determined if the likelihood
of that an adversary threat successfully exploits a vulnerability or the scale of
the impact of this threat is missing. Obviously, for these grades threats have
to be assessed first, which on the other hand require the identification of threat
sources which initiate threat events. Next, also vulnerabilities and predispos-
ing conditions in which the vulnerability that a threat exploits which finally
produces risk must be analysed. However, the authors of [64] did not describe
a strict way in how these steps and to which degree they have to be performed
and therefore provide much flexibility. For example, only obvious high-risky
threat sources and threat events could be considered.

3

Agility Degree: 19

Select and Document Security Controls Rating
Simplicity: The authors of [63, p. 24–27] suggest that amongst other supporting roles with

low security expertise someone who has expertise in making risk-related and
organization-wide decisions should perform this activity. Due to the fact that
the controls are selected from catalogs, in our opinion, the complexity is not
as great as for example in designing secure architectures.

2

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0
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Change Toler-
ate:

If requirements change it might be necessary to perform a so called gap anal-
ysis [65, p. 44–45], which consists of the following steps:

• Update the security category of the information system,

• Review the existing security plan,

• Reassess the risk,

• Select further security controls if needed,

• Implement the security controls

This activity depends therefore on the results of other activities of the NIST
800-64 process, such as “Categorize Information System” and “Assess Risk to
System”. If changes occur these activities must be revisited first, thus much
additional effort is needed.

1

Speed of Exe-
cution:

- 3

Informality: By conducting this activity one knows which security controls can be used to
reduce or prevent risks.

4

People Orien-
tation:

The main work consists of selecting basic security controls of a predefined
catalog, to tailor them, and to select further security controls which reduce or
prevent risks identified from risk assessments. In our opinion, the selection of
basic security controls and corresponding more specific security controls from
catalogs is method-based. However, the tailoring process and the selection of
more security controls for reducing or preventing risks of risk assessment re-
quires, from our point of view, brain storming sessions, which requires people
interactions.

2

Iterative / Di-
vidable

The process consists of several steps, which are performed iteratively and are,
from our point of view, quite light-weight.

5

Flexibility: In our opinion, all steps of this activity should be performed to be effective,
because without selecting and implementing security controls a security pro-
cess does, from our point of view, not make any sense. However, we reckon
that the company has much flexibility in tailoring the selected base security
controls and in deciding whether security controls are necessary for specific
cases.

3

Agility Degree: 20

Design Security Architecture Rating
Simplicity: From our point of view, much security expertise is necessary to design secure soft-

ware architectures.
1

Free of Mod-
eling and
Documenta-
tion:

Nothing is implemented or tested. 0
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Change Toler-
ate:

In our opinion, the change tolerance of this activity depends on whether the security
architecture is designed for a legacy system or a new development.

For new development (no code has been implemented yet)
For a new development the architecture can be changed, for example, if new risks
were identified, new security controls were selected, or requirements have changed.
In this case only the documentation has to be revisited and obviously no code has to
be changed. This activity depends therefore on the “Select and document security
controls” activity.

For legacy systems (code has been already implemented)
In this case, we reckon that the change tolerance depends on the designed security
architecture. If only the minimal security requirements were considered for the de-
sign a lot of effort may be needed to redesign the system. If requirements change in
a way that the architecture has to be changed, obviously not only the documentation
has to be revisited, but also steps such as, identifying new security controls and /

or modifying and implementing them. Hence, this activity depends on the “Select
and document security controls” activity and has an impact on the implementation of
security controls.

1

Speed of Exe-
cution:

We suggest that this activity should not be performed in the context of a single user
story, but rather in the context of an epic or several epics, which are belonging to-
gether. For simplicity we say that several epics which are belonging together are
a big epic. In this way, the security architect has a bigger view of the functionality
which should be implemented. With this bigger view he is capable of zoning the func-
tionality of the separate user stories together or distribute them. He can also consider
common external dependencies for these functionalities and can design epic-wide or
even big epic-wide security controls. We assume for this analysis that the require-
ments are known and that security controls were already selected in other activities.

5

Informality: By conducting this activity one knows a secure architecture of the system. 4
People Orien-
tation:

Similar to "Design Requirements" activity of Microsoft SDL. 3

Iterative / Di-
vidable

In Scrum, software is developed in increments; therefore, we reckon that the security
architecture has also to be developed in increments. If a new functionality has to be
implemented the already existing security architecture could be adopted and several
security controls could be reused.

4

Flexibility:
The authors of [47, p. 24] stated that this activity provides the most value for the sys-
tem in regard of costs, therefore we reckon that it should be performed thoroughly.
However, the designers have much flexibility in deciding how they design the soft-
ware, because security flaws can be prevented in more than one way.

2

Agility Degree: 20

Conduct Testing Rating
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Simplicity: The assessment methods are selected with the help of a catalog. Furthermore,
best practice assessment cases are also provided. We reckon that for this step
not much security expertise is needed, due to the fact that controls are only
selected from a catalog. However, for performing the individual security test-
ing techniques we think that security expertise is required. NIST SP 800-53A
defined this activity very general, because they describe various testing tech-
niques and tools which could be used for testing specific security controls. The
complexity depends on the individual testing method which is used. For ex-
ample, manual penetration testing requires hacking skills, whereas automatic
“all-in-one” penetration testing tools do not require much security expertise.

1-2

Free of Mod-
eling and
Documenta-
tion:

This activity mainly consists of testing the system, but it is also necessary to
document the results.

4

Change Toler-
ate:

The authors of [47, p. 27] stated that based on the results of this activity other
security activities of this process may require to be revisited. It may require
changing security requirements, modifying of the security architecture, and it
may also require updating of risk assessments in order to reflect the current
security controls.

According to the authors of [66, p. 14], a risk assessment has to be performed
prior to this activity and obviously the assessment methods can only be chosen
from the assessment catalog when the security controls were identified. Thus,
we reckon that if requirements change it may be needed to first update the
risk assessment, to re-select security controls, and to update the secure design.
Only after all these steps have been performed, safeguards are implemented
and can be tested.

0-1

Speed of Exe-
cution:

We reckon that the speed of execution largely depends on the chosen testing
method, as mentioned in the “Simplicity” row.

2-5

Informality: The goal of this activity is to assure that all implemented security controls
meet the security requirements. However, to which degree it can be verified
whether the defined security requirements are met depends on the concrete
chosen testing method.

4

People Orien-
tation:

As stated in the row below testing should be automated as much as possible.
The use of automated testing tools is purely method-based, whereas the writing
of, for example, unit or integration tests requires people interaction, due to the
fact that developers have to write these test-cases first.

3

Iterative / Di-
vidable

According to the authors of [47, p. 26–27] this process should focus on speci-
ficity, repeatability, and iteration. This means that the software should be tested
in the environment in which the system is later deployed, the tests must be able
to be performed several times, and should deliver successful results multiple
times. Thus, we give this activity five points for being iterative.

5

Flexibility: On the one hand, in this activity, security assessment procedures should be se-
lected from a predefined security assessment procedure catalog for assessing
security controls, which does, from our point of view, not provide much flexi-
bility. On the other hand, we reckon that there is much flexibility in deciding
which depth or coverage degree the organization chooses for assessing security
controls.

3

Agility Degree: 22-27
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