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Abstract

This work deals with the application of models of electricalmachines in a multi-body
simulation environment. The coverage of harmonic effects caused by slotting or saturation,
as well as a low calculation cost are the most important requirements for this application
case.

Therefore, this work starts with a short summary of the most common machine model
approaches. Further, a comparison of these models with respect to their application in
multi-body dynamics simulations has been carried out. The finite element (FE-) based
model approach has been identified as best suited for this field of application. This model
approach uses characteristic curves created by FE simulations. Thus, this approach com-
bines the model depth of FE models with a very low calculationeffort.

For that reason, the FE-based model approach and several implementation issues are dis-
cussed in more detail. Further, the characteristic curve generation process using FE simu-
lations has been investigated. This leads to an algorithm that decreases the simulation time
of the preprocessing step by the way the simulation input data is permutated. In addition,
the used interpolation method has been analyzed. From this study an effective algorithm
for determining the interpolation parameters has been developed and implemented.

Next in this work, the FE-based model approach has been applied to several machine
types. The resulting models and their implementation have been validated by comparisons
with corresponding FE simulations.

Finally, the extension potential of the FE-based model approach is demonstrated. This is
done by two extended models. The first model takes rotor skewing into account. This has
been achieved by applying the multi-slice technique to the FE-based model approach. The
second model takes rotor eccentricity into account. For that purpose an extended parameter
space and the multi-slice technique are used.



Zusammenfassung

Diese Arbeit beschäftigt sich mit der Bereitstellung von Modellen elektrischer Maschinen
in einer Mehrkörper-Dynamik Simulationsumgebung. Als Anforderungen an die verwen-
deten Modelle müssen hier vor allem die Berücksichtigung von Oberwelleneffekten sowie
eine geringer Berechnungsaufwand angeführt werden.

Daher beginnt diese Arbeit mit der Vorstellung der bekanntesten Modellansätze und be-
wertet ihre Vor- bzw. Nachteile in Bezug auf die Anwendung ineiner Mehrkörperdynamik-
Simulationssoftware. Aus dieser Vorstudie ging der Finite-Elemente (FE-) basierte Model-
lansatz als für diese Anwendung am Besten geeignet hervor. Dieser Modelansatz basiert
auf Kennlinien, welche durch Finite-Elemente Simulationen erzeugt werden. Daher kom-
biniert dieser Ansatz die Modeltiefe von FE Modellen mit einem sehr geringen Berech-
nungsaufwand.

Der FE-basierte Modelansatz und die verschiedene Varianten für dessen Umsetzung
werden daher im Weiteren genauer beschrieben. Hierfür wurde unter anderem die Daten-
generierung mittels FE Simulationen näher untersucht. Es entstand ein effizienter Algo-
rithmus zur Permutation der Eingangsgrößen welcher die benötigte Simulationszeit für die
Kennliniengenerierung reduziert. Des Weiteren wurde die Interpolationsmethode näher
untersucht und ein sehr effizienter Algorithmus zur Berechnung der Interpolationsparame-
tern aus der abgetasteten Kennlinie implementiert.

Anschließend werden für verschiedene Maschinentypen entsprechende FE-basierte Mo-
delle präsentiert und im Detail beschrieben. Deren korrekte Funktionsweise bzw. Imple-
mentierung wurde durch entsprechende Simulationen verifiziert.

Zuletzt wird das Erweiterungspotential des FE-basierten Modellansatzes anhand von
zwei Erweiterungen demonstriert. Hierbei handelt es sich zum Einem um die Berücksich-
tigung von Schrägung durch einen Multi-Slice Ansatz. Zum Anderen wird durch einen
erweiterten Parameterraum Rotorexzentrizität berücksichtigt.
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1 INTRODUCTION

1.1 Motivation

Simulation tools became the most important design tools fortechnical systems in the past.
Nowadays, many simulation tasks are performed during the design stage. The used mod-
els cover the whole system or single components. Such simulation tasks are for exam-
ple component dynamics (e.g. displacement-, deformation-or material stress analysis),
electromagnetic analysis (e.g. field analysis, power loss calculation), noise and vibration
harshness (NVH) investigations (low frequency vibration analysis, structure born noise
investigations) or elastohydrodynamics (e.g. contact analysis, lubricant pressure and dis-
tribution analysis). These state of the art simulation tasks utilize simulation techniques
as for instance finite element method (FEM), multibody dynamics (MBD), finite volume
method (FVM) or computational fluid dynamics (CFD).

However, increasing system complexity and the need of more accurate simulations for
optimization purposes lead to a continuous further development of these simulation tech-
niques. This trend is enforced by the constantly increasingcalculation power. Especially,
the coupling of different physical domains is subject of ongoing research activities. This
class of simulations is characterized by high complexity, strong nonlinearity, typical weak
convergence behavior and high calculation cost. Therefore, multiphysics simulations are
at the edge of available calculation power and allocatable memory.

The consideration of electrical machines in MBD simulations belongs to the family of
multiphysical problems. Within this work a suitable model approach has been investigated
and further developed.

1.1.1 Finite element models and multibody dynamics

The finite element method (FEM) subdivides the problem domain into many small frag-
ments so called finite elements (FE). Each FE is described by aset of equations. These
equations describe an approximate solution of the boundaryvalue problem inside the fi-
nite element by considering continuity conditions at the FEboundary as well as excitation
terms. Thus, the boundary value problem of the real world becomes discretized in space,
see section 2.2. The coverage of effects (a.k.a. model depth) depends on the used physical
equations. This very common approach can be applied to structural mechanical problems
as well as to electromagnetic problems and many others. Thissimulation technique is well
suited for determining integral quantities as for example flux or power loss. Furthermore,
it provides a deep insight into the problem domain and allowsinvestigations of local phe-
nomena like stress or magnetic flux distributions. A lot of literature can be found about the
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2 1 Introduction

finite element method, e.g. [33], [81], [38].
Multibody dynamics on the other hand divides the problem domain into several bodies.

They represent the mechanical components of the system. Each body can be rigid or
flexible and is defined by several nodes. For each node a set of degrees of freedom (DOF) is
defined representing the translational and rotational motion data of the node. The bodies, or
more precisely their nodes, are coupled by connections. These connections are commonly
called links or joints. They describe additional constraints for the DOFs of the involved
nodes. Thus, this simulation technique is well suited for determining global motion as
well as deformation of bodies. Due to the smaller number of DOFs per body, MBD allows
simulation of more complex systems than FEM is able to. For determining the properties of
the bodies, analytical methods or structural mechanic FEM can be used. Using FE models
require a reduction of the DOFs that is done by mathematical methods (see [40]), for
example static (Guyan) or dynamic condensation. These methods require linear material
properties, a prerequisite that is typically fulfilled for many mechanical designs. However,
these methods cannot be applied in case of nonlinear material properties, as for example in
the presence of ferromagnetic materials. There is also extensive literature available about
multi body dynamics, e.g. [93],[24],[85].

1.1.2 Model requirements

The requirements for an electrical machine model within an MBD simulation environment
are difficult to define because they depend on the planned simulation task. However, from
the mechanical point of view each electrical machine is somekind of link within the MBD
model that couples nodes of the rotor body with nodes of the stator body. The mechanical
input variables of this link are the speed and position of therotor nodes with respect to the
stator. The output variables are the forces and torques acting on the rotor and stator nodes.

During the pre-design stage simple force or torque sources representing an idealized
model of the whole electrical power train might be sufficient. In contrast for shaft dynam-
ics or NVH investigations, models of the electrical power train with a better coverage of
harmonics effects are required. This includes electrical models for the machine as well as
for the inverter, the power supply and the controller. Especially the controller mainly in-
fluences the behavior of the electrical powertrain and must not be ignored. Therefore, the
link representing the electrical machine model needs additional electrical input and out-
put quantities and has to be connected with an electrical circuit too. Furthermore, torque
ripple, saturation and slotting effects of the back electro-motive force (EMF) need to be
considered by the electrical machine model. Additionally,and in conflict with a large
model depth, fast model evaluation is required.
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1.2 Review of literature

This work deals with the combination of different model approaches and simulation tech-
niques to achieve a fast multiphysical system simulation. For that purpose, a comprehen-
sive study of model approaches and simulation techniques was necessary. The fundamen-
tals of electrical machines build the basis of this study. Many good technical books can be
found on this topic. Especially, the book trilogy of Germar Müller et al. [67], [69] and [68]
as well as the reference book of Andreas Binder [7] can be regarded as standard literature
for the German-speaking region (reference books in englishare for example [90] and [17]).
The basics of the fundamental wave model approach (FWMA) as well as of the Park trans-
formation and Clarke transformation are described in detail in [68] and [7]. A further good
introduction for the FWMA can be found e.g. in [90], [78]. Many publications dealing
with fundamental wave models can be found in literature, within this work [18], [95] and
[6] should be explicitly mentioned. These papers deal with the parameter determination
using FEM simulations as described in subsection 3.5.7. However, the FWMA considers
only the fundamental wave of the magneto motive force (MMF).Saturation is also only
considered by its effect to the fundamental wave. Any harmonic effects caused by slotting,
cogging torque and saturation are neglected. The FWMA can beregarded as a simplified
variant of the more general field harmonic approach (FHA).

The FHA considers the effects of slotting by using analytical functions for describing
the electric loading and permeance of the air gap in circumferential direction. A very
detailed description of this approach is given by Seinsch [84]. Here a detailed derivation
of the corresponding Fourier series, the interplay of the resulting spatial waves in the air
gap and the effect to the machine behavior (radial forces, losses and noise) can be found.
Furthermore, the work of Oberretl [70], [71], [72], [73] andthat of Lach [42] should be
mentioned. In these works the effect of harmonics to power loss and noise generation are
investigated. In addition, the papers of Zhu et al. [100], [97], [98] and [99] for permanent
magnet synchronous machines should be mentioned because the FHA is also well suited
for cogging torque minimization and magnet shape optimization in permanent magnet
machines as demonstrated e.g. in [96], [101].

The winding function approach (WHA) represents a very similar approach to the FHA.
The FHA describes the magnetic field in the air gap whereas theWFA describes the cou-
pling of windings by winding functions. Fudeh [21], [22], [23] has presented this coupled-
circuit approach in the early eigthies. Moreira et al. in [66] present a WFA model for
saturated induction machines and Luo et al. in [46] use this approach for detecting asym-
metries in squirrel cage induction machines. The WFA has been further used for instance
for torque optimization [34] or for the calculation of harmonic emission [28]. Furthermore,
the modified WFA allows the consideration of eccentricity effects by a modulated air gap,
as shown e.g. in [2], [35] and [31].

The magnetic equivalent circuit (MEC) approach for modelling electrical machines is
also an old approach. Carpenter [11] described this technique already in 1968. This was
before FEM was developed and sufficient calculation power was available. Twenty years
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later Ostovíc presented a model for a squirrel cage induction machine [74]. Further he
wrote a very detailed reference book [75]. Already within this work, he presented models
for taking skewing and eccentricity into account. Later he also applied the MEC approach
to claw-pole generators [76], a pure 3D problem caused by theclaw-pole construction.
Nowadays, this approach is still in the focus of interest as an alternative to 3D FEM simu-
lations, e.g. [47], [87], [15], [90]. The MEC approach can bealso used for calculating eddy
currents as shown in [12], [14]. Furthermore, iron and magnet losses [88] or eccentricity
[37], [94] can be modelled using MECs.

The FE-based model approach uses FE simulations for creating characteristic curves.
Mohammed et al. did extensive work on this topic and presented various physical variable
models for electrical machines [50], [49], [58], [52], [82]and transformers [59]. They
presented several improvements [53], [44], considered iron losses [54] or winding faults
[56]. Furthermore, they used these models in several applications [51], [57], [55], for
optimization tasks [83] or extended it for high frequency capabilities [48]. However, there
are also other researches working on this topic, e.g. [19], [36], [80].
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1.3 Contribution of this work to science

The FE-based model approach has been analyzed and all implementation issues have been
discussed in this work. Based on this study an extendable implementation for this model
approach has been worked out. This includes, on the one hand,the implementation of the
model itself and on the other hand the work flow that is necessary for using such models.
The workflow consists of three issues: the required FEM simulations, the interpolation
parameter preprocessing and the transient MBD simulation.

The scientific contributions of this work have been published by the author in [60]-[65].
These publications are briefly reviewed below.

The most important requirement for the workflow is simplicity. This is achieved by
using only state of the art simulation techniques and FEM post processing techniques. In
this context an improved algorithm for the variation of the input parameters for the FEM
simulations has been presented in [64]. Due to the fact that the memory demand and the
calculation effort for determining interpolation parameters for multi-dimensional look-up
tables increases exponentially with the number of dimensions, an efficient algorithm for
determining multi-dimensional cubic spline parameters has been also presented in [64].

The developed FE-based model of a permanent magnet synchronous machine (PMSM)
has been presented in [61]. This model differs from already presented models by the choice
of the quantities that are applied to the model by characteristic curves as well as by the used
interpolation method. These changes make the model easier to use and simplify the FEM
preprocessing. In [62] a FE-based model for a wound rotor induction machine has been
presented.

The extension potential of the FE-based model approach has been shown in [65]. In this
work skewing has been taken into account by applying the multi-slice technique for 2D
FEM simulations to the FE-based model approach. Due to the chosen parameter values
for the characteristic curves this extension is very easy toimplement and the additional
calculation effort is very low.

Finally, an extended FE-based model for a PMSM for taking rotor eccentricity into ac-
count has been presented in [63]. This was achieved by addingtwo additional parameter
values for the characteristic curves. This expands the parameter space of the model and
enables the consideration of a rotor displacement. Furthermore, two additional look-up
tables have been added for taking the magnetic drag caused byrotor displacement into ac-
count. In combination with the multi-slice technique any kind of rotor eccentricity as well
as rotor bending could be approximated. The validation of this model has been presented
in [60].
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1.4 Outline of this work

In chapter 1 the motivation for the work and the location of the work within the field of
simulation techniques is presented. Furthermore, a reviewof literature shows the current
state of simulation techniques and gives an overview of already developed machine mod-
els.

Chapter 2 goes more in detail and presents all mathematical and technical fundamentals
used in this work. This includes further the theoretical background for the relevant simula-
tion methods. A brief introduction of several machine modelapproaches is carried out in
chapter 3. A concluding comparison is done for finding the model approach that best fits
the needed requirements.

In chapter 4 the finite element based circuit model approach is explained in more detail.
All improvements of this model approach that have been carried out by this work are
presented there. This includes the FE modeling process, algorithms developed for the
parameter determination and data pre-processing as well assome implementation details.
The used assumptions and consequential limitations are discussed. An explanation of the
validation workflow concludes this chapter.

The next chapter 5 presents the implementation and validation of various electrical ma-
chine models. This includes detailed derivations for each machine model type, a descrip-
tion of the used FE-machine model and several comparisons for errors, calculation times
and memory demand between the new models and the according transient reference FE-
model simulation.

In chapter 6 the extension potential of the FE-based model approach is shown. This
includes the consideration of skewing and an approximationfor dynamic rotor eccentricity
for permanent magnet synchronous machines.

The final chapter 7 concludes the work and shows open issues for further research and
development activities.



2 FUNDAMENTALS

2.1 Electromagnetic fundamentals

From the physical point of view almost all electromagnetic effects are described by Max-
well’s equations presented in subsection 2.1.2. However, these equations cannot be solved
analytically for general problems and are not suited very well for solving engineering
tasks fast. Therefore, the circuit theory, a more practicalapproach, is widely used for
engineering purposes.

2.1.1 Circuit theory for lumped elements

In this subsection the circuit theory for lumped elements issummarized. This includes
Kirchhoff’s laws for describing the network as well as the equations for the lumped el-
ements including Ohm’s law. Furthermore, all lumped elements used in this work for
modeling electrical machines are described.

Methods and tools used for solving such electric network problems, such as nodal anal-
ysis andBerkeley SPICEare not in the focus of this work but can be found in literature,
e.g. [89].

Lumped circuits consist of lumped elements and ideal wires.The ideal wires are just
used to define the element interconnection and can be assumedas stretched nodes. Thus,
they have no representation in real world and any energy conversion occurs only within the
lumped elements. These lumped elements like resistors, inductances or voltage sources
describe the whole electromagnetic behavior of the circuit. This means that no external
phenomena or parasitic effects exist. For all lumped elements and thus for the whole
lumped circuit a negligible physical dimension is assumed [1]. Under these assumptions
both Kirchhoff’s laws [16] are valid:

Kirchhoff’s current law (K1). For any lumped electric circuit, for any of its nodes, and
for any time, the algebraic sum of all branch currents leaving the node is zero.

Kirchhoff’s voltage law (K2). For any lumped electric circuit, for any of its loops, and
for any time, the algebraic sum of the branch voltages aroundthe loop is zero.

For modeling electrical machines, only a small set of circuit elements is necessary.
These are, on the one hand, the passive elements resistor, inductor and mutual inductor.
Furthermore, voltage source elements are used for modelingpower supplies or voltages
induced due to motion.

A simple example of such an electric circuit is shown in Fig. 2.1 with the voltage source
S1, the resistorsR1, R2 and the inductanceL1.

7



8 2 Fundamentals

S1

R1

R2 L1

i1 i2

i3

vS1

vR1

vR2 vL1CI CII

NI

Figure 2.1: Example of a simple circuit with lumped elements. The voltage sourceS1 and
the resistorsR1 andR2 build the voltage loopCI , the inductorL1 andR2 build
CII . In the nodeNI the currenti1 is divided intoi2 andi3. The corresponding
equations are shown in (2.1) to (2.3).

The equations for the loops CI, CII and the node NI are

CI : −vS1+vR1+vR2 = 0 (2.1)

CII : −vR2+vL1 = 0 (2.2)

NI : −i1+ i2+ i3 = 0 (2.3)

The resistor represents the conversion of electrical energy to thermal energy. For elec-
trical machines, this is the power loss in the copper and iron. For transient processes the
resistor acts as a damping element. Ohm’s law (2.4) describes the relationship between the
voltage dropv over the resistor, the currenti flowing through the resistor and the resistance
R of the resistor:

v= i ·R (Ohm’s law). (2.4)

Using (2.4), the instantaneous electrical powerp can be written as

p= v· i = i2 ·R=
v2

R
. (2.5)

The inductor element represents the self-inductanceL of a coil. This is the ratio between
the magnetic flux linkageΨ linked with the coil and the currenti in the coil

L =
Ψ
i
= N

Φ
i
, (2.6)

with the magnetic fluxΦ and the number of windingsN for the case that all windings are
linked with the same magnetic flux. The inductance takes the geometric dimensions of the
coil, the number of windings and the material properties into account. For linear materials
the magnetic flux is proportional to the current, leading to aconstant inductance. However,
for coils that are made of ferromagnetic materials saturation occurs. This is caused by the
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nonlinear permeability of such materials. Hence, the inductance is a nonlinear function of
the current in general:

L = f (i) . (2.7)

The element equation for an inductor in time domain is definedby Faraday’s law

v=
dψ
dt

=
d
dt

(L · i) = L
di
dt

for constantL, (2.8)

and can be rewritten for time harmonic signals as

V = j2π f L · I = jωL · I = jXL · I , (2.9)

with the imaginary unitj, the frequencyf , the angular frequencyω, the inductive reac-
tanceXL and the phasors for the voltageV and the currentI .

Using (2.7) and (2.8), the instantaneous power for inductances can be written as

p= v· i = d
dt

(L · i) · i = dL
dt

· i2+L · di
dt

· i = L · di
dt

· i
∣
∣
∣
∣
L=constant

. (2.10)

The mutual inductor element represents the mutual inductanceM between two coils and
describes the magnetic coupling between them. It is defined as

M = M12=
Ψ12

i2

!
= M21 =

Ψ21

i1
. (2.11)

The equivalence betweenM12 andM21 is due to the reciprocity theorem [29]. The voltage
equations for two coupled coils as shown in Fig.2.2 can be written as

v1 =
dΨ1

dt
=

d
dt

(L1 · i1+M · i2) = L1
di1
dt

+M
di2
dt

∣
∣
∣
∣
L1,M=constant

, (2.12)

v2 =
dΨ2

dt
=

d
dt

(L2 · i2+M · i1) = L2
di2
dt

+M
di1
dt

∣
∣
∣
∣
L2,M=constant

. (2.13)

i1 i2

v1 v2L1 L2

M

Figure 2.2: Two coupled coils

The total instantaneous power for constant inductances hasthe form

p= v1 · i1+v2 · i2 = L1
di1
dt

i1+M
di2
dt

i1+L2
di2
dt

i2+M
di1
dt

i2. (2.14)
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For non-linear materials all inductancesL1, L2 andM12 depend on all coils currents:

L1 = f (i1, i2) , L2 = f (i1, i2) , M = f (i1, i2) . (2.15)

In electrical machines an electro-mechanical energy conversion takes place. This re-
quires induced voltages due to motion and thus rotor position dependent inductances as
presented in subsection 2.4.2. However, within the theory of lumped elements, induc-
tances are only energy storage elements. Thus any energy conversation must be modeled
with additional controlled voltage sources or resistances.

2.1.2 Electromagnetic field equations

The electromagnetic field equations, also called Maxwell’sequations, describe the electro-
magnetic phenomena by field quantities. These equations [39] are written as

∇×H = J+
∂D
∂ t

(Ampére’s law), (2.16)

∇×E =−∂B
∂ t

(Faraday’s law), (2.17)

∇ ·B = 0 (Gauss’ law for magnetism), (2.18)

∇ ·D = ρV (Gauss’ law), (2.19)

with the Nabla operator∇, the magnetic field intensity vectorH, the current density vector
J, the electric flux density vectorD, the electric field intensity vectorE, the magnetic
flux density vectorB and the electric volume charge densityρV . Ampére’s law implies
furthermore the principle of charge conversation [39]:

∇ · (∇×H)≡ 0= ∇ ·
(

J+
∂D
∂ t

)

= ∇ ·J+ ∂ρV

∂ t
. (2.20)

This set of differential equations describes the sources and whirls of the electromagnetic
field quantities. These field quantities are defined uniquelyfrom a mathematical point of
view provided suitable boundary conditions are also specified. However, for a physical in-
terpretation of these relations an integral form is better suited. The transformation utilizes
the Gauss’ theorem (2.21) and the Stokes’ theorem (2.22).

Gauss’ theorem [39] describes the equivalence of a volume integral for the divergence
of a vector fieldX over a volumeV and the surface integral ofX over the volume’s surface
∂V: y

V
∇ ·X dV =

{
∂V

X ·ds. (2.21)

From a physical point of view, the volume integral accumulates all sources within the
volume and the surface integral determines the flux flowing through the volume surface.
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Stokes’ theorem [39] represents the equivalence of a surface integral for the curl of a
vector fieldX over a surfaceSand the closed line integral ofX over the surface’s boundary
∂S: x

S
(∇×X) ·ds=

z
∂S

X ·dl. (2.22)

Using (2.21) and (2.22), Maxwell’s equations can be rewritten in their integral form [39]
as

z
∂S

H ·dl =
x

S

(

J+
∂D
∂ t

)

·ds (Ampére’s law), (2.23)

z
∂S

E ·dl =−
x

S

∂B
∂ t

·ds (Faraday’s law), (2.24)
{

∂V
B ·ds= 0 (Gauss’ law for magnetism), (2.25)

{
∂V

D ·ds=
y

V
ρVdV = Q (Gauss’ law), (2.26)

with the total volume chargeQ.
Additionally to Maxwell’s equations, three tensorial equations are used to describe the

influence of material, as shown in [32]. These are

B = µ H, D = ε E andJ = σ E, (2.27)

with the magnetic permeability tensorµ , the electric permittivity tensorε and the electric
conductivity tensorσ . All material tensors are not constant in general. They varywith
the position in space, the temperature, the frequency or thefield quantities. For isotropic
materials these tensors become scalars leading to

B = µH = µ0µrH, (2.28)

D = εE = ε0εrE, (2.29)

J = σE, (2.30)

with the relative permeabilityµr and the permeability of free spaceµ0 = 4π ×10−7H/m,
the relative permittivityεr and the permittivity of free spaceε0

∼= 8.8541×10−12F/m. For
ferromagnetic materials, saturation needs to be considered. This implies the decrease of
the relative permeability at higher field strengths. Saturation is a nonlinear effect and is
typically considered in electromagnetic simulations by characteristic B-H curves.

For electrical machines, Maxwell’s equations can be simplified. There are no free vol-
ume chargesρV present, thus Gauss’ law (2.19) becomes a homogeneous equation. Fur-
thermore, any wave propagation effects can be neglected dueto the different scales of the
material parametersσ andωε in the conducting domain and the small geometric machine
dimensions compared with the wave length in the non-conducting domain. Writing Am-
pére’s law (2.16) for the conducting domain under consideration of the material equations
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(2.29) and (2.30) in time harmonic notation leads to

∇×H = J+ jωD = σE+ jωεE = σ̂E, (2.31)

σ̂ := σ + jωε, (2.32)

with the complex conductivitŷσ . The conducting materials used in electrical machines
are copper and aluminum for the electrical conductors and iron or steel for the magnetic
flux conducting parts and the complementary construction parts. In every case, a conduc-
tivity of σ > 106S/m can be assumed for those materials. In the conducting domain the
permittivity is in the scale ofε0. Thus, the real part of the conductivity is dominant and the
permittivity can be neglected within conductors. In the non-conducting domain a relative
permittivity of εr < 10 and a relative permeability ofµr ≈ 1 can be assumed. This leads to
a wave lengthλ of

λ =
c
f
=

1√µε · f
=

1√µrεrµ0ε0 · f
=

c0√µrεr · f
(2.33)

with the speed of electromagnetic waves in materialsc and in the vacuumc0. For typical
frequencies that appear in electrical machines the wave length is much larger than the
geometric dimensions and thus the influence ofD can be neglected. Hence Gauss’ law can
also be disregarded. This leads finally to the quasi-static Maxwell equations

∇×H = J, (2.34)

∇×E =−∂B
∂ t

, (2.35)

∇ ·B = 0, (2.36)

(2.37)

including the solenoidality ofJ

∇ ·J = 0, (2.38)

derived from equation (2.34). The quasi-static Maxwell equations describe all effects of
magnetic induction including skin effect and eddy currentsin conductors but neglect any
capacitive effects.

2.1.3 Electromagnetic forces

Electromagnetic forces are body forces. They act throughout the whole volume of a body.
The Lorentz force law, the Maxwell stress tensor or the virtual displacement can be used
to calculate them. In this subsection, a short summary of these methods is presented.
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The Lorentz force law

In physical experiments electrostatic forces on charged particles and electromagnetic forces
on moving charged particles can be observed. These forces are combined by the Lorentz
force law. The forceF acting on a charged particle with the chargeq is

F = q(E+v×B) , (2.39)

with the particle velocityv. The force densityf of a body with distributed charges can be
derived from (2.39) as

f = ρV (E+v×B) = ρVE+J×B, (2.40)

with the charge velocityv in every point of space and the relationshipJ = ρVv. The total
body force acting on an object can be determined by a volume integral off over the object’s
volume

F =
y

V
fdV. (2.41)

Neglecting the electrostatic force, the force on a straightcurrent-carrying conductor fila-
ment of length vectorl in a homogeneous magnetic fieldB can be written as

F = i (l×B) , (2.42)

with the charge velocity in (2.40) defined in a reference system of the conductor.

The Maxwell stress tensor

In continuum mechanics a force density can be written as the divergence of a second order
stress tensor field. This approach leads to the Maxwell stress tensorT and

f = divT− ε0µ0
∂S
∂ t

, (2.43)

with the Poynting vectorS, representing the electromagnetic power flux. The Maxwell
stress tensor in vacuum can be derived from (2.40) using Ampére’s law (2.16) and Gauss’s
law (2.19)

f = (∇ ·D)E+

(

∇×H− ∂D
∂ t

)

×B

= ε0(∇ ·E)E+
1
µ0

(∇×B)×B− ε0
∂E
∂ t

×B.
(2.44)

This equation can be rewritten as

f =ε0((∇ ·E)E−E× (∇×E))

+
1
µ0

((∇ ·B)B−B× (∇×B))

− ε0
∂
∂ t

(E×B) ,

(2.45)
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using
∂E
∂ t

×B =
∂
∂ t

(E×B)−E× ∂B
∂ t

, (2.46)

and Faraday’s law (2.17) as well as Gauss’ law for magnetism (2.18). Finally, the force
density can be written as

f =ε0 [(∇ ·E)E+(E ·∇)E]+
1
µ0

[(∇ ·B)B+(B ·∇)B]

− ε0

2
∇(E ·E)− 1

2µ0
∇(B ·B)− ε0

∂
∂ t

(E×B)
︸ ︷︷ ︸

=ε0µ0
∂S
∂ t

, (2.47)

using the vector calculus identity [29]

X × (∇×X) =
1
2

∇(X ·X)− (X ·∇)X (2.48)

for E andB to eliminate the curls in (2.45). The first four terms on the right side of (2.47)
are equal to the divergence of the Maxwell stress tensor while the last term describes the
force density due to radiation as shown in (2.43). Indeed, writing thex-component of the
force density and neglecting the radiation term (which can be done at low frequencies)
leads to:

fx =ε0

[
∂Ex

∂x
Ex+

∂Ey

∂y
Ex+

∂Ez

∂z
Ex+Ex

∂Ex

∂x
+Ey

∂Ex

∂y
+Ez

∂Ex

∂z

]

+

1
µ0

[
∂Bx

∂x
Bx+

∂By

∂y
Bx+

∂Bz

∂z
Bx+Bx

∂Bx

∂x
+By

∂Bx

∂y
+Bz

∂Bx

∂z

]

−

ε0

(

Ex
∂Ex

∂x
+Ey

∂Ey

∂x
+Ez

∂Ez

∂x

)

− 1
µ0

(

Bx
∂Bx

∂x
+By

∂By

∂x
+Bz

∂Bz

∂x

)

.

(2.49)

The divergence of a second order tensor fieldT is defined as

divT =
3

∑
i=1

3

∑
j=1

∂Ti j

∂x j
ei =

3

∑
i=1

(
∂Ti1

∂x1
+

∂Ti2

∂x2
+

∂Ti3

∂x3

)

ei , (2.50)

with the basis vectorsei . For e1 = ex the tensor elementsT11, T12 andT13 are used for
calculating the x-component off. These tensor elements can be found by a comparison of
(2.49) and (2.50) fori = 1. For example, all terms with a partial derivative with respect to
x in (2.49) corresponds to the term∂T11

∂x1
in (2.50):

∂T11

∂x1
= ε0

(
∂Ex

∂x
Ex+Ex

∂Ex

∂x

)

+
1
µ0

(
∂Bx

∂x
Bx+Bx

∂Bx

∂x

)

−

ε0

(

Ex
∂Ex

∂x
+Ey

∂Ey

∂x
+Ez

∂Ez

∂x

)

− 1
µ0

(

Bx
∂Bx

∂x
+By

∂By

∂x
+Bz

∂Bz

∂x

)

.

(2.51)



2.1 Electromagnetic fundamentals 15

This leads finally forT11 to

T11 = ε0

(

E1E1−
1
2
(E ·E)

)

+
1
µ0

(

B1B1−
1
2
(B ·B)

)

. (2.52)

The identification ofT12 andT13 can be done in a similar manner. Furthermore, all remain-
ing tensor elements can be found usingfy, they-component of the force density and its
z-componentfz. This leads finally to the definition of the Maxwell stress tensor

Ti j = ε0

(

EiE j −
1
2
(E ·E)δi j

)

+
1
µ0

(

BiB j −
1
2
(B ·B)δi j

)

, (2.53)

with the Kronecker symbolδi j defined as

δi j =

{

1 if i = j,

0 otherwise.
(2.54)

The resulting electromagnetic forceF acting on an object can be determined as

F =
y

V
divTdV =

{
∂V

T ·ds, (2.55)

using the Maxwell stress tensor and the tensorial Gauss’ theorem (2.21). The advantage
of the Maxwell stress tensor is that it needs to be evaluated only at the objects surface.
Furthermore, for an object in free space (or air) any surfacethat envelops the object can be
used. For example, the air gap of an electrical machine is a suitable surface to determine
the force acting on the rotor. Therefore, the assumption of vacuum (or air) during the
derivation of the Maxwell stress tensor is no restriction toits application. In quasi-static
case, as assumed for electrical machines, the Maxwell stress tensor can be simplified [68].
All terms including the electric field intensityE can be neglected and the Maxwell stress
tensor can be rewritten as

Ti j =
1
µ0

(

BiB j −
1
2
(B ·B)δi j

)

. (2.56)

Method of virtual displacement

The third method commonly used to determine electromagnetic forces is the method of
virtual displacement (or virtual work principle). This method is based on the conservation
of energy in isolated systems [29]. Let us assume an electromagnetic system consisting of
N coils, the corresponding power supplies for these coils andferromagnetic components.
Furthermore, no power dissipation due to resistive or hysteresis losses shall occur. This
means that, for constant coil currentsik, all supply voltagesvk are zero and the power
supplies deliver no output. Thus, the stored energyWmag is constant:

Wmag=
y

V

w B

0
H ·dB̃ dV = const. (2.57)
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A displacementr of any component of this system (coil or ferromagnetic component) leads
to a mechanical workWmech:

Wmech=
w r

0
F ·dr̃ , (2.58)

and to a change of the stored magnetic energy∆Wmag:

∆Wmag=W(r)
mag−W(0)

mag=
y

V

w B(r)

0
H ·dB̃ dV−

y
V

w B(0)

0
H ·dB̃ dV (2.59)

where the superscripts(0) and (r) denote the quantity before and after the displacement.
Furthermore, the power supplies have to do additional workWsource to keep the currents
constant. This is caused by induced voltagesvk in the coils due to a change of the flux
linkagesψk in the coils:

vk =−dψk

dt
=−∂ψk

∂ r
dr
dt

, (2.60)

and leads forWsourceto

Wsource=
N

∑
k=1

w t

0
ikvkdτ =

N

∑
k=1

ik
w t

0
vkdτ =

N

∑
k=1

ik
w t

0

(

−∂ψk

∂ r
dr
dτ

)

dτ

=−
N

∑
k=1

ik
w r

0

∂ψk

∂ r̃
·dr̃ =−

N

∑
k=1

ik
w ψ(r)

k

ψ(0)
k

dψ̃k =−
N

∑
k=1

ik
(

ψ(r)
k −ψ(0)

k

)

=
N

∑
k=1

ikψ(0)
k −

N

∑
k=1

ikψ(r)
k .

(2.61)

The expression∑N
k=1 ikψk can be transformed into a corresponding volume integral by

freezing the permeability in the whole domain. Thus linearity is enforced and a decompo-
sition ofB andH into coil related componentsBk andHk is possible:

B =
N

∑
k=1

Bk; H =
N

∑
k=1

Hk. (2.62)

The magnetic energy of thekth coil with constant inductance (linear case) is defined as

Wk
mag=

Lki2k
2

=
ψkik

2
, (2.63)

or written with field quantities:

Wk
mag=

1
2

y
V

Hk ·BkdV. (2.64)

Thus, the expressionikψk is equal to the volume integral ofHk ·Bk and (2.61) can be
rewritten as

Wsource=
N

∑
k=1

y
V

H(0)
k ·B(0)

k dV−
N

∑
k=1

y
V

H(r)
k ·B(r)

k dV (2.65)
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Due to the conservation of energy in an isolated system, the total energy is constant:

Wsource+∆Wmag+Wmech= 0. (2.66)

Using (2.59) and (2.65) leads to

Wmech=−
(y

V

w B(r)

0
H ·dB̃ dV−

y
V

w B(0)

0
H ·dB̃ dV

)

−
(

N

∑
k=1

y
V

H(0)
k ·B(0)

k dV−
N

∑
k=1

y
V

H(r)
k ·B(r)

k dV

)

=
y

V
H(r) ·B(r)dV−

y
V

w B(r)

0
H ·dB̃ dV

−
(y

V
H(0) ·B(0)dV−

y
V

w B(0)

0
H ·dB̃ dV

)

(2.67)

The expressions on the right side are equal to the magnetic co-energyWco defined as

Wco :=
y

V
H ·BdV−

y
V

w B

0
H ·dB̃ dV. (2.68)

Thus, (2.67) can be rewritten as
w r

0
F ·dr̃ =W(r)

co −W(0)
co =

w r

0
∇Wco ·dr̃ , (2.69)

using (2.58) for the mechanical work. Finally, the force canbe identified as the gradient of
the magnetic co-energy

F = ∇Wco. (2.70)
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2.2 Finite element method

The history of the finite element method (FEM) started in the middle of the 20th century
and it was primarily introduced in mechanical engineering.The application in electrical
engineering started in the 1970s. Nowadays, the finite element method is used in almost
all fields of engineering. This fast deployment is mainly caused by the rapid development
of computer systems and thus the rise of available computingpower.

This section summarizes the finite element method, especially its application for elec-
tromagnetic simulations. Furthermore, the typically usedformulations for solving electro-
magnetic problems are presented. The focus thereby is on problems that typically occur in
the simulation of electrical machines.

2.2.1 Basics of the finite element method

The finite element method is a numerical method for approximately solving boundary
value problems [33]. This family of problems occurs in many technical fields where the
problem is described by differential equations within a problem domainΩ. Additionally,
a set of explicitly given boundary conditions at the domain boundaryΓ := ∂Ω is required
to make the solution unique. In mathematical notation this problem can be written as

L(φ) = f , (2.71)

with the differential operatorL(.), the excitation functionf and the unknown quantity
φ in Ω. At the domain boundary several constraints can be used. These mean in the
simplest case prescribing of the solution itself (Dirichlet condition) or the derivative of
the solution with respect to the boundary’s normal direction vectors (Neumann condition).
In addition, more complicated conditions can be formulated, for example impedance or
absorbing conditions.

However, instead of solving the boundary value problem exactly, an alternative formu-
lation of the problem can be used. Thereby, the solutionφ is approximated byN expansion
(or basis) functionsvi as

φ̃ =
N

∑
i=1

civi , (2.72)

with the approximated solutioñφ and the corresponding coefficientsci . These coefficients
are unknown and have to be determined during the solution process. Under the assumption
that the chosen basis functionsvi are able to describe the solution exactly in the whole
domain, the exact solution will be found. However, this is not the case in general and
thus the solution found is only an approximation. The most commonly used technique for
determining the unknown coefficients is the Galerkin method.
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Galerkin method

The Galerkin method [33] is a weighted residual method. Thatmeans that the residualr
defined as

r = L
(
φ̃
)
− f = L

(
N

∑
i=1

civi

)

− f (2.73)

is minimized for the approximated solutioñφ of the boundary-value problem given in
(2.71). For the exact solution the residual vanishes in the whole domain leading tow

Ω
rdΩ = 0. (2.74)

Without doubt, this equation cannot be satisfied forφ̃ in general. However, it can be
assumed that for some weighting functionswi the weighted residual integral vanishes:w

Ω
wir dΩ = 0. (2.75)

This approach leads to the general formulation of the weighted residual method. For the
Galerkin method the expansion functionsvi for calculatingφ̃ are also used as weighting
functionsw j := v j . This leads finally toN equations

w
Ω

v jL
(

N

∑
i=1

civi

)

−v j f dΩ = 0 for 1≤ j ≤ N, (2.76)

for all N unknown coefficientsci .

Domain discretization

The support of a function is defined as the subset of the domainwhere the function is not
zero. For the Galerkin method, the expansion functionsvi for the trial functionφ̃ in (2.72)
can be freely chosen with respect to the support of those functions. Thus, the support of the
expansion functions covers the whole domain in general. Fora good approximation of the
real solution these expansion functions need to be able to roughly approximate the solution
itself. Therefore, they can become very complex and thus difficult to find. However, if
the support of these expansion functions is reduced to subdomains, eachvi needs only
to approximate the solution in the supported subdomain only. This requirement is much
easier to achieve and leads to simpler expansion functions.This approach is illustrated for
the one-dimensional case in Fig. 2.3. The expansion functions

vi (x) =







1− x−xi−1
xi−xi−1

if xi−1 < x< xi ,

1− x−xi
xi+1−xi

if xi ≤ x< xi+1,

0 otherwise,

(2.77)

with a support reduced toΩi = [xi−1, xi+1] are utilized to approximate the solution for the
complete domainΩ = [x0, x4]. The boundary conditionsφ(x0) andφ(x4) are the coeffi-
cients of the corresponding approximation functionsv0 andv4.
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φ(x0)

φ(x4)

1

x0 x1 x2 x3 x4 x

v0 v1 v2 v3

v4

φ(x0)v0

c1v1 c2v2
c3v3

φ(x4)v4

φ(x)

φ̃(x)

Figure 2.3: Solution and approximated solution using hat function for each subdomain

Finite elements

The example shown in Fig. 2.3 illustrates the finite element method although no finite
elements have been defined yet. This definition is given in this subsection. Obviously, all
subdomains defined in subsection 2.2.1 are overlapping, caused by the definition of the
expansion functions and their support. However, the subdomainsΩi can be also defined
as intervals[xi−1, xi ] and allvi can be split atxi . This leads finally to four subdomains and
eight expansion functions for the example shown in Fig. 2.3.For each subdomain two basis
functions are defined . These non-overlapping subdomains with the corresponding basis
functions are called finite elements (FE). In case of the example these are one-dimensional
(1D), linear finite elements.

The finite elements can be also higher dimensional. Triangular- and quadrilateral- ele-
ments are mainly used in two-dimensional (2D) space and tetrahedral-, triangular prism-
and hexahedral elements are mostly used for three-dimensional (3D) problems. The finite
elements comprise several nodes, the corresponding basis functions and shape functions.
The shape functions describe the shape of the FE and thus the subdomain boundaries by
the edges and facets of the FE. Typically, linear or quadratic shape functions are used. If
the shape functions and basis functions are polynomials of the same order the elements are
called isoparametric. Fig. 2.4 shows several examples of 2Dand 3D elements.

The expansion functions defined in (2.77) are node based. This approach works well
for the approximation of scalar fields like potentials or temperature in 2D or 3D case.
For the approximation of vectorial fields, edge based expansion functions are commonly
used. This approach assigns each edge of the finite element the value of the line integral
of the vectorial field quantity along the corresponding edge[8]. Therefore, the continuity
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of the tangential component of the field between adjacent elements is fulfilled exactly. An
example element is shown in Fig. 2.4.d.

(a) (b) (c) (d)

Figure 2.4: Examples of finite elements [33]: (a) 2D: Linear triangular nodal element with
3 nodes. (b) 3D: Linear tetrahedral nodal element with 4 nodes. (c) 3D:
Quadratic hexahedral nodal element with 20 nodes. (d) 3D: Quadratic hexa-
hedral edge element with 20 nodes and 36 edges.

2.2.2 FEM formulations of quasi-static electromagnetic fields

The differential operator in (2.71) was defined generally and thus abstract in the sense of
engineering. In this subsection the boundary value problems that occur when modeling
electrical machines are discussed. The system of differential equations is defined by the
quasi-static Maxwell’s equations (2.34)-(2.38), leadingto eddy current problems. Such
problems involve two domain groups, the group of conductingdomainsΩC and the group
of non-conducting domainsΩN. Current fed coils and voltage fed coils are included in
ΩN. Permanent magnets can be modelled in the whole domain usingappropriate material
properties. This is a boundary value problem forEC, JC, BC, HC in ΩC andBN, HN in ΩN.
The complete set of differential equations is given as:

in ΩC: in ΩN:
∇×HC = JC, ∇×HN = JN,

∇×EC =−∂BC
∂ t ,

∇ ·BC = 0, ∇ ·BN = 0,
BC = µHC, BN = µHN,
JC = σEC,

(2.78)

with the boundary conditions

in ΩC: onΓi : in ΩN:
HC×n = 0 onΓHC, HC×n−HN ×n = 0, HN ×n = K onΓHN,
EC×n = 0 onΓEC, BC ·n−BN ·n = 0, BN ·n =−b onΓBN

(2.79)

whereΓi is the interface betweenΩC andΩN, n is the surface normal vector,K is an im-
pressed vector field andb is an impressed scalar field. The topology of such problems is
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ΓHC:

ΓHN:ΓEC:

ΓBN:

Γi

σ > 0 σ = 0ΩC: ΩN:

JNBC ·n = BN ·n
HC×n = HN ×n

H×n = 0
B ·n =−b

H×n = KE×n = 0

Figure 2.5: General topology of an eddy current problem.

shown in Fig. 2.5. The solution consists of the magnetic fielddistribution in the whole do-
main as well as the eddy current distribution in the conducting domain. Two formulations
are commonly used to describe such 3D eddy current problems.These are theA,V-A-
formulation and theT,Φ-Φ-formulation briefly described in the following subsections.

A,V-A-formulation

The A,V-A-formulation utilizes the magnetic vector potentialA and the electric scalar
potentialV in ΩC andA in ΩN for describing the eddy current problem. The introduction
of A is justified by Gauss’s law for magnetism (2.36). Due to the fact that the divergence
of the curl of any vector fieldX in R

3 is identically zero:

∇ · (∇×X)≡ 0, (2.80)

the magnetic flux densityB can be assumed to be the curl ofA:

B = ∇×A. (2.81)

The quasi-static Ampére’s law (2.34) leads to

∇×
(
µ−1∇×A

)
= J, (2.82)

and the quasi-static Faraday’s law (2.35) to

∇×E =−∇× ∂A
∂ t

. (2.83)

Note thatA is not unique, since its divergence has not been defined. Taking into account
that the curl of the gradient of any scalar functionX is identically zero:

∇× (∇X)≡ 0, (2.84)
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the electric field intensity vectorE can be written as

E =−∂A
∂ t

−∇V =− ∂
∂ t

(A +∇v) , (2.85)

with the modified electric scalar potentialv. The current density vectorJ can be rewritten
as

J =−σ
(

∂A
∂ t

+∇V

)

=−σ
∂
∂ t

(A+∇v) . (2.86)

The introduction ofA andV (or v) satisfies (2.35) and (2.36) implicitly and leads with
(2.27) and (2.38) finally to

∇×
(
µ−1∇×A

)
+σ

∂A
∂ t

+σ∇V = 0 in ΩC, (2.87)

∇ ·
(

σ
∂A
∂ t

+σ∇V

)

= 0 in ΩC, (2.88)

∇×
(
µ−1∇×A

)
= JN in ΩN (2.89)

whereJN is the impressed current density for modeling coils inΩN. The boundary condi-
tions are:

(
µ−1∇×A

)
×n = 0 on ΓHC, (2.90)

σ
(

∂A
∂ t

+∇V

)

·n = 0 onΓHC, (2.91)

n×A = 0 andV = const onΓEC, (2.92)
(
µ−1∇×A

)
×n = K onΓHN, (2.93)

n×A =ααα onΓBN. (2.94)

Equation (2.91) is a consequence of (2.87) and (2.90). Due tothe vanishing tangential
components ofH, both the normal component of∇×H and the normal component of
J are zero. It is pointed out that,A andV (or v) are not unique. Their uniqueness can
be achieved by gauging (i.e. specifying the divergence ofA), but this is not necessary to
describe the field quantities uniquely.

T,Φ-Φ-formulation

TheT,Φ-Φ-formulation utilizes the current vector potentialT and the magnetic scalar po-
tentialΦ in ΩC andΦ in ΩN for describing the eddy current problem [8]. The introduction
of T is motivated by the solenoidality ofJ in the quasi-static case, see (2.38). Due to
(2.80), the current densityJ can be assumed to be the curl ofT:

J = ∇×T. (2.95)
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The quasi-static Ampére’s law (2.34) leads to

∇×H = ∇× (T +T0) , (2.96)

with the reduced current vector potentialT to describe the eddy currents inΩC and the
impressed current vector potentialT0 prescribing the total current in current fed coils in
the whole problem domain:

∇×T0 = JN. (2.97)

Using (2.84) leads to

H = T+T0−∇ ·Φ in ΩC, (2.98)

H = T0−∇ ·Φ in ΩN. (2.99)

Using Faraday’s law (2.35) and Gauss’ law for magnetism (2.36), the differential equations
for theT,Φ-Φ-formulation are

∇×
(
σ−1∇×T

)
+

∂
∂ t

(µ (T−∇Φ)) =−∇×
(
σ−1∇×T0

)
− ∂

∂ t
(µT0) in ΩC, (2.100)

∇ · (µT −µ∇Φ) =−∇ · (µT0) in ΩC, (2.101)

∇ · (µ∇Φ) = ∇ · (µT0) in ΩN. (2.102)

The corresponding boundary conditions are

n×T = n×T0 andΦ = const onΓHC, (2.103)
(
σ−1∇×T

)
×n =−

(
σ−1∇×T0

)
×n on ΓEC, (2.104)

µ (T −∇Φ) ·n = µT0 ·n onΓEC, (2.105)

Φ = const onΓHN, (2.106)

µ
∂Φ
∂n

= b+µT0 ·n on ΓBN. (2.107)

None of the introduced quantitiesT, T0 and Φ are defined uniquely. Furthermore, for
multiply connected domainsΩC, additional constraints are required. It is mentioned that
the benefit of this formulation is the lower number of unknowns compared with theA,V-A-
formulation. This is due to the fact that only a scalar field isused in the non-conducting
domain to describe the problem instead of a vector field.
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2.3 Interpolation methods

In this section, a brief overview of interpolation methods is given and the cubic spline
interpolation method is explained in detail. Interpolation is a technique for the approxima-
tion of a function defined by sampling points. Such sampled functions are typically created
by series of measurements or simulations. The sampled quantities and the corresponding
test parameters are stored in look-up tables. For test parameter values not sampled, the
continuity of the sampled quantity is assumed. In most relevant cases, this is fulfilled for
physical quantities. The quality of the interpolation in the sense of accuracy, stability and
calculation cost depends on the used interpolation method and the number of sampling
points.

Interpolation methods can be classified into two main categories. The first category uses
interpolation functions with a support in the whole parameter space. This method is well
suited if the function to interpolate is known very well. In such cases, a few sampling
points are sufficient to determine the interpolation function parameters. Examples of this
category are polynomial interpolation (Lagrange polynomials), exponential interpolation
or trigonometric interpolation.

The second category uses functions with a support reduced toa subdomain of the pa-
rameter space. Thus, this approach employs simpler interpolation functions and leads to
a faster evaluation. Polynomials of a low degree are widely used for the interpolation due
to the simplicity of their evaluation. For example, the piecewise constant (zero-degree) in-
terpolation method (Fig. 2.6a) and the piecewise linear (first degree) interpolation method
(Fig. 2.6b) belong to this family. The use of polynomials with a degree of three leads to
the cubic spline interpolation method (Fig. 2.6c) described in the next subsection. The
main advantage of a cubic spline technique is that it leads toa continuous and smooth
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Figure 2.6: Examples of piecewise polynomial interpolation methods: (a) Piecewise con-
stant interpolation: The function value is not continuous.(b) Piecewise linear
interpolation: The function value is continuous , the first derivative is discon-
tinuous (C0-continuity). (c) Cubic spline interpolation: The function value, the
first derivative and the second derivative are continuous (C2-continuity).
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interpolation function even in higher dimensional case.

2.3.1 Cubic spline interpolation method in one dimension

The cubic spline interpolation method utilizes cubic polynomials for a piecewise interpo-
lation. For a dataset ofM sampled data points(x, y), the interpolation polynomialpκ (x)
for theκ th of theM−1 segments is defined as:

pκ (x) = aκ
0 +aκ

1 (x−xκ)+aκ
2 (x−xκ)

2+aκ
3 (x−xκ )

3 , (2.108)

with the spline coefficientsaκ
0 , aκ

1 , aκ
2 , aκ

3 and

xκ ≤ x< xκ+1, (2.109)

1≤ κ ≤ M−1. (2.110)

All 4(M−1) spline coefficients are defined by four constraints per segment. These are:

pκ (xκ) = yκ and pκ (xκ+1) = yκ+1, (2.111)

p′κ (xκ+1) = p′κ+1 (xκ+1) , (2.112)

p′′κ (xκ+1) = p′′κ+1 (xκ+1) , (2.113)

with the first derivatep′ (x) and the second derivativep′′ (x). The constraints defined in
(2.111) enforce continuity of the function to interpolate.Obviously, allM−1 coefficients
aκ

0 are identified asaκ
0 = yκ . The constraints in (2.112) and (2.113) enforce a smooth

connection of the segments at allM−2 intermediate sampling points. Thus, this approach
leads to a continuous and smooth interpolation of the function value. Furthermore, the
first order derivatives are smooth and the second order derivatives are still continuous (C2-
continuity) [10].

Taking into account that all coefficientsaκ
0 have already been determined, the resulting

system of equations can be written as:

















s1 s2
1 s3

1 0 0 0 · · · 0 0 0

1 2s1 3s2
1 −1 0 0 · · · 0 0 0

0 2 6s1 0 −2 0 · · · 0 0 0

0 0 0 s2 s2
2 s3

2 · · · 0 0 0

0 0 0 1 2s2 3s2
2 · · · 0 0 0

0 0 0 0 2 6s2 · · · 0 0 0
...

...
...

...
...

...
. . .

...
...

...

0 0 0 0 0 0 · · · sM−1 s2
M−1 s3

M−1



































a1
1

a1
2

a1
3

a1
1

a1
2
...

aM
2

aM
3


















=
















y2−y1

0
0

y3−y2

0
...
0

yM −yM−1
















,

(2.114)
with the segment widthsκ := xκ+1− xκ and a system matrix with 3(M−1) columns and
3(M−1)−2 rows.
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For a unique solution, two additional equations are required. They can be freely chosen
but in many cases they are used to define the behavior of the spline at the boundaries. This
is done by specifyingp′ (x) or p′′ (x) at the first and last sampling points.

A natural choice is to force the second order derivativesp′′1 (x1) andp′′M−1 (xM) to vanish:

p′′1 (x1) = 0 and p′′M−1(xM) = 0. (2.115)

This ansatz will be referred to as natural boundary condition. It allows a smooth contact
with a straight line for linear extrapolation.

For periodic functions, periodicity can be enforced by

p′1(x1) = p′M−1(xM) andp′′1 (x1) = p′′M−1 (xM) , (2.116)

with the constrainty1 = yM.
The resulting cubic spline interpolation for a dataset withfour sampling points and natu-

ral boundary conditions is shown in Fig. 2.7. Furthermore, all used third order polynomials
and the linear functions for extrapolation in both outer segments are shown.
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Cubic spline in segment 1
Cubic spline in segment 2
Cubic spline in segment 3
Linear extrapolation

Lower outer
segment Segment 1 Segment 2 Segment 3

Upper outer
segment

Figure 2.7: Example for a cubic spline interpolation with a dataset of four sampling points
and with natural boundary conditions. A linear extrapolation is shown in the
lower and upper outer segment.
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2.3.2 Higher dimensional cubic spline interpolation

Under the assumption of a rectangular sampling grid, the cubic spline interpolation method
can be easily extended for higher dimensional interpolation tasks. Such a sampling grid
leads for each segment to a rectangle in 2D or a rectangular cuboid in 3D. The interpolation
polynomial in each segment becomes multivariate. For a function in 3D parameter space
with the parametersx, y andz and for theιth segment inx-direction, theκ th segment in
y-direction and theλ th segment inz-direction, the tri-cubic polynomial can be written as

pι ,κ,λ (x,y,z) =
3

∑
k=0

3

∑
j=0

3

∑
i=0

aι ,κ,λ
k, j ,i (x−xι)

i (y−yκ)
j (z−zλ )

k , (2.117)

with xι ≤ x < xι+1, yκ ≤ y < yκ+1 andzλ ≤ z< zλ+1. This polynomial is defined by
43 = 64 coefficientsa0,0,0 to a3,3,3. Thus 64 equations per segment are required for a
unique representation. As proven in [43], forC1-continuity at the segment boundaries of
adjacent segments, continuity of the function value (F), the first order partial derivatives
( fx, fy, fz), the second order mixed partial derivatives (fxy, fxz, fyz) and the third order
mixed partial derivative (fxyz) at all sampling points have to be enforced. This leads to 8
equations for each of the 8 vertices of the rectangular cuboid shaped segment.

2.3.3 Evaluation of polynomials

The evaluation of polynomials can be done very efficiently using Horner’s method

p(x) =
N

∑
i=0

ai xi = a0+a1x1+a2x2+ · · ·+aNxN (2.118)

= a0+x(a1+x(a2+ · · ·+x(aN−1+x aN) · · ·)) (2.119)

wherep(x) is a polynomial of degreeN. Compared with the direct evaluation of the mono-
mial form (2.118) of the polynomial which requires at least 2N−1 floating point multipli-
cations, Horner’s method (2.119) requires onlyN floating point multiplications. This is the
absolute minimum for the evaluation of a polynomial with a degree ofN. Furthermore, the
numerical errors occurring using Horner’s method are less than evaluating the monomials
directly [30].

Horner’s method can be also applied to multivariate polynomials, e.g. for a polynomial
in two variablesx andy it has the form:

p(x,y) =
M

∑
j=0

N

∑
i=0

a j ,i xi y j =
M

∑
j=0

p j (x)y j =

= p0(x)+y(p1(x)+y(p2(x)+ · · ·+y(pM−1(x)+y pM (x)) · · ·)) ,
(2.120)

with the sub-polynomialsp j (x) again evaluated by Horner’s method. This cascaded ap-
proach also gets by with the minimum number of floating point operations.
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2.4 Electrical machines

In this section a short overview of electrical machines is given. An electrical machine in
this sense is a rotating machine that converts electrical energy into mechanical energy and
vice versa. Therefore, an electrical machine consists of (at least) two components: the
fixed stator and the movable (typically pivot-mounted) rotor. Both components are part of
the magnetic circuit.

From the electrical point of view, an electrical machine consists of at least two magneti-
cally coupled coil systems. One coil system is typically called excitation coil system and is
responsible for the main flux generation. For machine types with a direct current (DC) fed
excitation coil system, this coil system can be replaced by permanent magnets. The second
coil system is called armature coil system. Within this coilsystem voltages are induced
due to motion. This nomenclature is historically based on the mode of operation of DC-
machines. Thus, it is only reasonably for DC machines and synchronous machines (SM),
for induction machines (IM) this classification is not applicable. Commonly, one coil sys-
tem is located on the stator, the other one on the rotor. However, reluctance machines, for
instance, combine both coil systems on the stator.

2.4.1 Classification of electrical machines

Due to the high number of different machine designs any classification can only be done
in very general terms [67]. A very simple classification for electrical machines can be
carried out depending on the kind of energy conversation, i.e. one can distinguish between
generators and motors. A generator transforms mechanical energy into electrical energy,
a motor, in contrast, converts energy in the opposite direction. However, every electrical
machine can work in motor mode as well as in generator mode. The working mode only
depends on the external operating conditions and is thus independent of machine design.

Another classification can be done based on the configurationof the magnetic flux paths
within the machine. For a cylindrical coordinate system with the axis of rotation along the
z-axis (Fig. 2.8a) three main 2D configurations can be found.

The first configuration has the magnetic flux paths in therφ -plane. This leads to the
conventional machine design with cylindrical rotor as shown in Fig. 2.8b. The air gap is
of the shape of a cylinder barrel.

In contrast, the second configuration has the flux paths in thezϕ-plane. This results in
a machine with disc rotor (Fig. 2.8c). The air gap in this caseis shaped as an annulus.
In both configurations a hetero-polar magnetic field in rotational direction (ϕ-direction)
occurs.

The third configuration is characterized by flux paths in therz-plane. This leads to a
homo-polar magnetic field inϕ-direction as shown in Fig. 2.8d. For this configuration
both cylinder barrel shaped and annular shaped air gaps are possible. It leads, for instance,
to unipolar machines and transversal flux machines.

The magnetic flux paths in a machine could also have a more complex three dimensional
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Figure 2.8: Machine classification based on the flux path (green) configuration [67]: (a)
Definition of the reference system in polar coordinates: Theaxis of rotation is
thez-axis. (b) Flux path configuration inrϕ-plane: This leads to a cylindrical
rotor with cylinder barrel shaped air gap (gray) and az-directional current feed
(red), i.e. the traditional machine design. (c) Flux path configuration inzϕ-
plane: This leads to a disc shaped rotor with a circular ring shaped air gap
and ar-directional current feed. (d) Flux path configuration inrz-plane: This
leads to a homo-polar magnetic field in rotational direction. For this flux path
configuration both, cylindrical and disc shaped rotors are possible.

shape in general. The claw pole machine for instance belongsto this category. However,
this classification mainly influences the structural form ofthe machine and allows the
machine designer to customize the electrical machine to theavailable shape and amount
of space. Note, that the electrical properties of the machine are not determined by this
classification.

The next classification to be discussed in this work is based on the torque generation
mechanism. The machine torque can be calculated using the Maxwell stress tensor as
shown in (2.55). Using a cylinder barrel shaped surfaceS andT in cylinder coordinates
leads to

F =
{

S
T ·ds=

{
S






Trr Tϕr Tzr

Tϕr Tϕϕ Tzϕ

Tzr Tzϕ Tzz




 ·erds=

{
S






Trr

Tϕr

Tzr




ds, (2.121)

with the tensor elements

Trr =
1
µ0

(

B2
r −

1
2
|B|
)

, (2.122)

Tϕr =
1
µ0

BϕBr , (2.123)

Tzr =
1
µ0

BzBr , (2.124)

as shown in (2.56). This leads to the machine torque as

τττ = rS×F = rSer ×F = rSFϕ = rS

{
S

1
µ0

BϕBrds, (2.125)
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with the radiusrS of S. Only the interaction between the normal componentBr and the
tangential componentBϕ of the magnetic flux density leads to a tangential force component
Fϕ and thus to a torque. Furthermore,Br andBϕ are periodical in circumferential direction.
Therefore, a spatial Fourier decomposition for both components can be performed. This
leads finally to the result that for any torque generationBr -waves andBϕ-waves of the same
ordinal number are required, else the integral in (2.125) vanishes. Furthermore, the phase
shift between the correspondingBr - andBϕ-waves must not be 90°, otherwise the integral
in (2.125) vanishes, too. Depending on how these waves are generated, four mechanisms
for the torque generation can be distinguished:

• Synchronous electro-dynamic torque

• Asynchronous electro-dynamic torque

• Reluctance torque

• Hysteresis torque

For this classification, DC machines and synchronous machines belong to the same cate-
gory. DC machines use a commutator to keep the relative position between the rotor field
and the stator field constant. Synchronous machines use a poly-phase armature coil system
to generate a rotating field. This field rotates with the same speed as the rotor field and
thus the relative position between the two fields is kept constant. Hence, a synchronous
electro-dynamic torque is generated in both cases.

Induction machines (IM) belong to the second category. One poly-phase coil system
generates a rotating magnetic field. This field induces voltages in the second poly-phase
coil system. This leads to a current flow in the second coil system. The interaction between
the fields of the two coil system finally leads to a torque generation. However, the induction
process in the second coil system requires a relative movement between the rotating field
and the rotor. Therefore, this torque generation is called asynchronous. Depending on the
rotor design, induction machines can be further sub-classified into machines with a slip
ring rotor and machines with a squirrel cage rotor.

Reluctance torque and hysteresis torque utilize material properties to generate torque.
Thus the rotor of such machines is designed to be magnetically anisotropic in circumfer-
ential direction and includes no coil system.

It should be mentioned that more than one of these mechanismstypically occur in elec-
trical machines simultaneously. However, for every machine, a primary mechanism can
be found which is mainly responsible for the torque generation. All other mechanisms
that occur are typically unwanted because they mainly produce torque harmonics and thus
deteriorate the machine behavior.

2.4.2 Mode of operation

In this subsection, the general requirements for an electro-mechanical energy conversion
are discussed. Therefore, a machine of only two coupled coils is assumed as shown in Fig.
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2.9. This system can be assumed as isolated and an analysis ofthe power balance leads to

StatorRotor

αRot

L1

L2

M

R1

R2

i1

i2

v1

v2

S1

S2

Figure 2.9: Electrical machine with two coupled coil systems, one is located on the stator
and the other on the rotor. The electric network for a power balance analysis is
shown.

Pmech+Psource+
dWmag

dt
+Ploss= 0, (2.126)

with the mechanical powerPmechat the shaft

Pmech= τ
dαRot

dt
(2.127)

whereτ denotes the machine torque, the electrical powerPsource applied from the two
voltage sourcesS1, S2

Psource=−v1i1−v2i2, (2.128)

the rate of change of the magnetic energydWmag
dt in the two coils of the machine

dWmag

dt
=

d
dt

2

∑
i=1

2

∑
j=1

1
2

Li j i i i j =
d
dt

(
1
2

L1i21+
1
2

L2i22+Mi1i2

)

=
1
2

dL1

dt
i21+L1i1

di1
dt

+
1
2

dL2

dt
i22+L2i2

di2
dt

+
dM
dt

i1i2+M
di1
dt

i2+Mi1
di2
dt

,

(2.129)

and finally the lossesPloss that occur in the system

Ploss= PCu+Pskin+Peddy+Physt+Pf rict +Pexcess, (2.130)

with the copper lossesPCu and the skin effect lossesPskin in the coils, the eddy current
lossesPeddyand hysteresis lossesPhyst in the iron, the friction lossesPf rict (e.g.: bearings,



2.4 Electrical machines 33

air drag, . . . ) and finally the excess lossesPexcessthat combine all other losses (e.g.: de-
formation due to magnetostriction, radiated acoustic noise, . . . ). For simplicity only the
copper losses

PCu=
2

∑
i=1

Ri i
2
i = R1i21+R2i22 (2.131)

in the two coils shall be considered.
According to circuit theory, the voltage equations for the two electric circuits can be

written as

−v1+R1i1+
d
dt

(L1i1+Mi2) = 0, (2.132)

−v2+R2i2+
d
dt

(L2i2+Mi1) = 0 (2.133)

where it has been taken into account that the inductances canbe time dependent due to the
relative motion of the two coils. Multiplying the first equation with i1 and the second one
with i2 leads further to

−v1i1+R1i21+
dL1

dt
i21+L1

di1
dt

i1+
dM
dt

i2i1+M
di2
dt

i1 = 0, (2.134)

−v2i2+R2i22+
dL2

dt
i22+L2

di2
dt

i2+
dM
dt

i1i2+M
di1
dt

i2 = 0. (2.135)

Adding the two equations and using (2.126), (2.128), (2.129) leads to

Pmech=
1
2

dL1

dt
i21+

1
2

dL2

dt
i22+

dM
dt

i1i2, (2.136)

and finally (2.127) can be rewritten as

τ =
1
2

(
dL1

dαRot
i21+

dL2

dαRot
i22

)

+
dM

dαRot
i1i2. (2.137)

Therefore, the generation of an electromechanical torque requires at least one inductance
that depends on the rotor position. This leads further to theconclusion that any electro-
mechanical energy conversion requires voltages induced due to motion.

Furthermore it is mentioned that the analysis of the power balance is the most common
description of electrical machines. It is valid for all electrical machines and describes all
effects that occur. The problem with this approach is the difficulty in determining the
machine parameters (inductances, resistances and loss terms). All these parameters are
functions of the machine currents and the rotor position. Furthermore, they also depend on
continuum phenomena like eddy currents, hysteresis and so on. Therefore, this approach
is not generally applicable.

However, under the assumption that most continuum phenomena are negligible, only
a finite number of state variables is sufficient to describe the machine behavior. Thus,
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the infinite dimensional parameter space collapses to a low-dimensional one. This finally
allows a very general classification of electrical machinesonly depending on the number
of required state variables. This classification is used forthe finite element based circuit
machine model approach as shown in chapter 4.

Although the focus of this subsection was on rotating machines, most statements can be
applied to linear motors or inductive actuators too.



3 MODELING ELECTRICAL MACHINES

Many different model approaches for electrical machines can be found in literature. How-
ever, most of these model approaches can be classified into:

• Analytical models

• Magnetic equivalent circuit models

• Numerical models

In this context, analytical models are models that reduce the electrical machine to its air
gap. Thus, any iron is assumed to be infinitely permeable and non-conductive. Analytical
functions are used to describe the slotting and the electricloading of the windings. Math-
ematical superposition, for instance using Fourier decomposition, is often utilized. Thus
linearity is assumed, that is only approximately fulfilled in steady state. Nevertheless,
analytical models are very fast to evaluate and cover harmonic effects. Furthermore, the
interplay of the system parameters and their effect to the operation can be distinguished.
This allows a deep insight in the behavior of electrical machines. Therefore, these model
approaches are well suited for design, optimization and control tasks. Fundamental wave
models (FWM) are the most elementary representatives. Further, field harmonics approach
(FHA) and winding functions approach (WFA) belong to this class of models.

Magnetic equivalent circuit (MEC) models describe the magnetic circuit of an electrical
machine with a lumped network. Thus, the iron in the machine is considered. These mod-
els can be evaluated very fast and nonlinearity can be considered with nonlinear element
equations or characteristic curves. However, the parameterization of these models requires
detailed knowledge of the machine design and could become very extensive. Nevertheless,
these models are well suited for design and optimization tasks.

Numerical models utilize discretization methods as finite element, finite volume or finite
difference method for solving the electromagnetic field equations. A detailed knowledge
of the machine design is required and the modeling effort is typically high. Furthermore,
these models are computationally very demanding, but the coverage of effects caused by
slotting, saturation or eddy currents is very high. Therefore, this approach can be used for
local design optimization or problem analysis. Furthermore, this approach can be used for
determining machine parameters for other model approaches.

In the next subsections a brief introduction into the commonly used model approaches
is given.

35
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3.1 Fundamental wave model approach (FWMA)

This well-known model approach assumes several simplifications as sketched for a perma-
nent magnet synchronous machine in Fig. 3.1. A detailed description of all assumptions
and derivations for various machine types can be found in literature, for instance in [68],
[7], [90] or [17]. Within this section only a brief summary shall be presented.
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Figure 3.1: Comparison between a real machine (left) and thesimplified machine for the
fundamental wave model approach (right). The real machine consists of slots,
a 3-phase coil system (ABC) located in these slots resulting in a discrete dis-
tributed electric loading in circumferential direction, specially shaped perma-
nent magnets (PM) with a defined pole covering factor and ferromagnetic ma-
terial with a nonlinear permeabilityµr = f (B). The simplified machine is
characterized by a homogenized geometry without any slots and infinite per-
meable material for rotor and stator. The distributed three-phase coil system
on the stator is replaced by an equivalent two-phase coil system in the rotor
relateddq-reference system (electrically orthogonal). The resulting coil sys-
tem is characterized by the inductances for thed-directionLd and for theq-
directionLq. The magnets are replaced by the main flux linkageΨM. This
quantity describes the magnetic flux that interacts with thesurface current den-
sity JS (electric loading) in the air gap. All quantities in the air gap are assumed
to be sinusoidally distributed in circumferential direction.

This model approach replaces the complete machine by its airgap and considers only
the fundamental wave in circumferential direction of the spatial electric loading wave and
spatial flux waves assumed in the air gap [7]. The fundamentalwave in this context is
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related to a full electrical period, i.e. a magnetic pole pair. The spatial wave for the elec-
tric loading is further decomposed into its corresponding components in a freely chosen
orthogonal reference system (e.g. stator relatedαβ -system, rotor relateddq-system). For
both components of this two-phase system corresponding inductances (e.g.Ld andLq)
are introduced. Further, all quantities of the three-phasesystem are transformed into this
system. For example, the voltage equations for a PMSM ([78])can be written as

vd = RCuid+Ld
did
dt

−ωelLqiq, (3.1)

vq = RCuiq+Lq
diq
dt

+ωel (Ldid+ΨM) , (3.2)

with the voltagevd and currentid in direct direction, the voltagevq and currentiq in quadra-
ture direction, the stator copper resistanceRCu and the electrical machine speedωel. The
machine torqueτ can be written as

τ =
3
2

nmp
[
ΨM iq+

(
Ld−Lq

)
idiq
]
, (3.3)

with the number of magnetic pole pairsnmp, as shown in [78].
The stator relatedαβ -reference system and the rotor relateddq-reference system are

the mostly used reference systems. Both system are geometrically orthogonal with respect
to an electrical period. Theαβ -system is orientated with the magnetic axis of the coil of
phaseA, thedq-system is orientated with the axis of the magnetic north pole of the rotor,
as shown in Fig. 3.1. For the transformation of the three phaseABC-system into theαβ0-
system the Clarke transformation described by the matrixC is used, e.g. for the machine
currents:

iαβ0 = CiABC. (3.4)

Under the assumption that the magnetic axis of phaseA coincides with theα-direction (as
shown in Fig. 3.1) this linear transformation is defined as

C =





cos0 cos2π
3 cos4π

3
sin0 sin2π

3 sin4π
3

1
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√

3
2 −

√
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3



 , (3.5)

and its inverse is

C−1 =






2
3 0 1
−1

3
1√
3

1

−1
3 − 1√

3
1




 . (3.6)

Several versions of this transform with various scale factors can be found in literature, e.g.:

C =
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
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√
3

2 1
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
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for preserving the amplitude. For a balanced three phase system the 0-component vanishes,
thus the transformation can be simplified:

C =

[
cos0 cos120 cos240
sin0 sin120 sin240

]

=

[

1 −1
2 −1

2

0
√

3
2 −

√
3

2

]

, C−1 :=






2
3 0
−1

3
1√
3

−1
3 − 1√

3




 . (3.8)

Theαβ0-system (orαβ -system) can be further transformed into the rotor relateddq0-
system (ordq-system). This system has the advantage for synchronous machines that all
alternating quantities of the stator become direct quantities in this reference system. For
this purpose the Park transformationP(αRot) is used. From a mathematical point of view
this transformation is a rotational transformation for theα andβ components. It is defined
as

P(αRot) =





cosαRot sinαRot 0
−sinαRot cosαRot 0

0 0 1



 (3.9)

with the rotor positionαRot in electrical degrees. The inverse transformation is defined as

P(αRot)
−1 = P(−αRot) , (3.10)

and is similar to a counter clock wise rotation. Note, the Park transformation is additive:

P(αRot+βRot) = P(αRot)P(βRot) . (3.11)

3.2 Field harmonics approach (FHA)

The field harmonics approach substitutes the complete machine by its air gap (or a notion-
ally increased air gap for taking the effects of slotting or saturation into account). Further,
analytical functions are used for describing the current loading distributionJS(ϕ, t) and
the permeance of the air gapΛ(ϕ, t) in circmferential direction. These functions are de-
composed into spatial waves using a Fourier analysis. The interplay of these spatial waves
leads to magnetic fields in the air gap. These fields can be further classified by their cause
[84] and a detailed analysis of harmonics in the magnetic field can be carried out (e.g. [70],
[72]). This approach is widely used for loss determinations(e.g. [71], [73]) or noise and
vibration (NVH) investigations of induction machines (e.g. [42]). The FHA can be also
applied to permanent magnet synchronous machines (e.g. [100], [97], [98], [99]) and used
for optimizing the magnet shape or minimizing cogging torque ([96], [101]).

For example, the electric loadingJS as shown in Fig. 3.2 can be assumed as a Fourier
series

JS(ϕ, t) = ∑
ν

JS,ν cos(νϕ −ωt −φ) (3.12)
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Figure 3.2: Field harmonics approach: (a) Overview of a machine with one magnetic pole
pair and a winding with six sectors. An infinite number of slots are assumed.
Thus the electric loadingJS for each winding sector is constant. Rotor and
stator iron is assumed to be infinite-permeable, slotting and saturation effects
are considered by a notional increased air gapδ ′′. (b) Diagrams for electric
loadingJS at different times.

with the spatial ordinal numberν. For integer-slot windings only odd ordinal numbers can
occur. Furthermore, anyν that is divisible by three cannot occur in three-phase systems.
Therefore, all occurringν can be written using

ν = nmp(1+6g) with g= 0,±1,±2,±3, . . . (3.13)

where negative values represent spatial waves that move in mathematical negative (clock-
wise) direction along the air gap in circumferential direction. The corresponding MMF
distributionΘ(ϕ, t) can be calculated using (3.12) as

Θ(ϕ, t) = rc

w
JS(ϕ, t)dϕ (3.14)

with the radius of the air gaprc. This ansatz requires infinitely permeable iron for rotor and
stator, thus any MMF drop in the iron has to be considered by a notionally increased air
gapδ ′′. The resulting radial magnetic field density in the air gapB(ϕ, t) can be determined
by multiplication ofΘ(ϕ, t) with the permeance of the air gap in radial directionΛ(ϕ, t)

B(ϕ, t) = Λ(ϕ, t)Θ(ϕ, t). (3.15)

The permeance functionΛ(ϕ, t) is used for taking slotting and saturation effects into ac-
count. For that purpose a spatial Fourier transformation ofthe permeance function is done
leading to

Λ(ϕ, t) =
µ0

δ (ϕ, t)
= Λ0+∑

λ
Λλ sin(λϕ −ωλ t −φλ ) with Λ0 =

µ0

δ ′′ (3.16)
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with Λ0 representing the permeance of the notionally increased airgap and the spatial
ordinal numberλ for the permeance waves caused by slotting and saturation.

3.3 Winding function approach (WFA)

The winding function approach replaces the complete machine by its air gap (or a notion-
ally increased air gap for taking the effects of slotting or saturation into account) in the
same manner as the FHA. However, the WFA describes the coupling of the windings by
analytical functions, as shown in [21]. A winding in that sense is defined as allN loops
that share the same two slots. Further, it is assumed that allwindings are located in the
center of the air gap and its copper cross section is negligible. Thus the electric loading
can be modelled by two Dirac delta functions, as shown in Fig.3.3.
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Figure 3.3: Winding function approach: (a) Overview of two coupled coils. Both coils are
assumed to be located in the center of the air gap (with the radius rc) with van-
ishing copper cross section. Rotor and stator iron is assumed to be infinitely
permeable, slotting and saturation effects are consideredby a notionally in-
creased air gapδ ′′. (b) Diagrams for electric loadingJS (top) and magneto-
motive forceΘ over the air gap (bottom) for thejth-coil.

Each winding is defined by its winding distribution functionw= f (ϕ) and its normal-
ized MMF distribution functionW = f (ϕ). In the simplest case, these functions can be
written for the jth-coil as

w j(ϕ) =

{

1 if ϕ j1 ≤ ϕ ≤ ϕ j2,

0 otherwise,
(3.17)
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with the starting angleϕ j1 and the ending angleϕ j2 of the jth-coil and

Wj(ϕ) =

{

1− α j
2π if ϕ j1 ≤ ϕ ≤ ϕ j2,

−α j
2π otherwise,

(3.18)

with the angular coil widthα j , as shown in Fig. 3.3.a. Using (3.18), the MMF distribution
Θ j(ϕ) for the jth coil in circumferential direction can be written as

Θ j(ϕ) = Nj i jWj(ϕ) (3.19)

with the number of windingsNj and the currenti j of the jth coil, as shown in Fig. 3.3.b.
Thus, the flux density distribution in the air gapB j(ϕ) can be written as

B j(ϕ) =
µ0

δ ′′Θ j(ϕ) =
µ0

δ ′′Nj i jWj(ϕ) (3.20)

with the notional increased air gap lengthδ ′′. The magnetic fluxΨi, j that is linked with
the ith-coil can be written as

Ψi, j = NirclFe

w ϕi,2

ϕi,1
B jdϕ = NiNj i j

µ0rclFe

δ ′′

w 2π

0
wiWjdϕ (3.21)

with the effective iron lengthlFe and the radius of the air gaprc. Finally, the resulting
mutual inductanceMi, j can be written as

Mi, j =
Ψi, j

i j
= NiNj

µ0rclFe

δ ′′

w 2π

0
wiWjdϕ. (3.22)

By taking the connection of all windings, the coil resistances and leakage inductances into
account, the voltage equations for the machine can be written, as shown in [21]. This
approach can be extended using modified functions forw(ϕ) andW(ϕ). For instance, the
linear increase of the electric loading in the slot opening can be modeled in that way [25] or
[28]. Furthermore, saturation effects can be considered bya modulated air gapδ ′′ = f (ϕ),
leading for (3.22) to

Mi, j =
Ψi, j

i j
= NiNj µ0rclFe

w 2π

0

wiW̃j

δ ′′ dϕ. (3.23)

Additional constraints are required in this case to ensure the solenoidality of the magnetic
field. A modified normalized MMF distributioñW(ϕ) is required too, leading to the mod-
ified winding function approach (MWFA), as described in [2],[35] or [31]. The torque
calculation can be done using the magnetic co-energy as presented in [34].
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3.4 Magnetic equivalent circuit (MEC) approach

The circuit theory for electrical circuits described in subsection 2.1.1 can be also applied to
magnetic circuits as presented e.g. in [11]. This approach is motivated by a segmentation
of the magnetic problem domain into flux tubes, see e.g. [75],[90]. Each flux tube can be
modeled by an equivalent circuit in form of a loop with magnetic resistances and sources.
These loops can be finally merged and simplified using techniques of circuit theory. This
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leads to a magnetic equivalent circuit for the magnetic problem domain. A detail of an
MEC model of a machine is shown in Fig. 3.4. The magnetic flux through each element
is assumed to be homogeneous and unidirectional, e.g.[75].Thus, this method can be seen
as a very coarse 1D finite element method approach.

Similar to electrical circuits, this approach can be used for transient as well as harmonic
simulations. However, all magnetic resistors representing flux paths in ferromagnetic ma-
terials have a strong nonlinear behavior. Therefore, any harmonic simulations can be done
only for a predefined operating point (i.e. small signal analysis). Furthermore, all parasitic
flux paths over air have to be taken into account because they are mainly responsible for
the stray flux and thus influence the behavior of the electrical machine.

Modeling electrical machines using the MEC approach is a well-known technique that
is still used as seen in [76],[47],[87],[15]. Motion is considered by changing the circuit
interconnection of the air gap elements. Eddy current effects can be taken into account
[12] as well as iron and magnet losses calculated [88]. Furthermore, many approaches
about modelling skewing or eccentricity can be found in literature, e.g. [75], [37], [94].

However, the model creation of a machine requires detailed information of its design
and parameterization of the MEC is typically very costly. Analytical calculations or the
finite element method is used for that purpose.

3.5 Finite element models

These models utilize the finite element method to solve the electromagnetic field equations
within electrical machines. For this purpose, a detailed knowledge of the machine design
is required. This includes appropriate material models forthe used materials, too. Thus,
a very high coverage of effects caused by saturation, slot harmonics, eddy currents or
losses can be achieved. Furthermore, a deep view inside the electrical machine becomes
possible. This allows local optimization of the machine design. However, the simulation
cost for such models is typically very high compared with analytical model approaches.
In this section several issues and hints for modeling electrical machines with FEM are
presented. These are:

• Comparison between 2D and 3D models

• Utilization of symmetry planes

• Consideration of motion

• Initialization of transient simulations

• Interconnection of coils and voltage sources

• Force and torque determination

• Flux determination
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Many of those issues mainly depend on the available featuresof the FEM-software pack-
age used. Within this workANSYS 14.5was mainly employed. Therefore, this subsection
relates to this software package. Further information about ANSYS 14.5, the suggested
methods and used commands can be found in theANSYS 14.5manual [4].
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Figure 3.5: 2D FE model of a permanent magnet synchronous machine. This model uses
circuit elements for connecting the machine coils and voltage sources. The
symmetry planes of the machine are utilized to minimize the model size. Pe-
riodic boundary conditions (green) are used for coupling the resulting cutting
planes. The sliding interface (magenta) allows a movement between rotor and
stator.

3.5.1 Comparison between 2D models and 3D models

The most important difference between 2D models and 3D models is the model size. 2D
FEM models are typically small problems, i.e. the number of finite elements and thus the
number of degrees of freedoms (DOFs) is much smaller than for3D models. This leads to a
much smaller simulation cost for 2D models (typically in therange of seconds to minutes)
than for 3D models (typically in the range of hours to days or weeks). Furthermore, the
use of 3D models comes along with a much higher modeling effort.

Due to the fact that many electrical machine topologies can be assumed to be homoge-
neous in the axial direction, 2D models are sufficient for many simulation tasks during the
design phase of electrical machines. Even slight changes inaxial direction (e.g. caused
by skewing of the rotor or rotor eccentricity) can be approximated by 2D models. For this
purpose, the 2D FE multi-slice technique is available, as described in e.g. [77] [92], [20],
[27] and [65].
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However, the consideration of end winding effects or eddy currents in conducting ma-
chine parts (e.g. permanent magnets, press fingers, housing, ...) usually necessitate 3D
models.

The choice of the FE model to be used mainly depends on the effects that should be
covered by the simulation. Due to the lower modeling effort and the smaller computation
effort, 2D models should be preferred if applicable. Note that the model depth should
always be kept as high as necessary but as low as possible.

3.5.2 Utilization of symmetry planes

To accomplish short simulation times, the FE model should have as few finite elements as
possible. For this purpose, symmetry planes in the machine can be utilized. For machines
with a number of magnetic pole pairsnmp> 1, modeling of only one magnetic pole pair
is in many cases sufficient. However, modeling of such a machine segment requires a
periodic boundary condition at the cutting planes. This canbe realized by coupling the
corresponding nodes or edges of the cutting planes. Many FEMtools provide such a
periodic boundary condition. InANSYS 14.5the CP-command (see [4]) can be used for
that purpose, as shown in Fig. 3.5.

Modeling of only one magnetic pole would be sufficient, too, but then an anti-periodic
boundary condition is required. The consideration of the reversed magnetic flux condition
between the cutting planes could be realized by constraint equations. InANSYS 14.5the
CE-command can be used for this purpose.

3.5.3 Consideration of motion

For magnetostatic or harmonic simulations no movement between rotor and stator is re-
quired. Thus, rotor and stator can be simply meshed as one connected problem domain.
In contrast, transient simulations require a relative movement between rotor and stator.
Therefore, rotor and stator need to be meshed as two separateproblem domains leading to
two disconnected components. Therefore, an additional interface between these compo-
nents is required.

The simplest approach for such an interface is using the same, uniformly distributed
mesh for the surfaces of both components. Thus, the mesh on both sides of the interface
is identical even if one of the components is rotated throughan angle that corresponds
to a multiple of the mesh size in circumferential direction.This clicking-mesh-approach
allows a direct coupling of nodes or edges without any interpolation. However, additional
requirements for the mesh lead to a higher modeling effort (e.g. an additional layer in
the air gap is typically used to make the mesh uniformly distributed). Furthermore, only
discrete angles for the rotation are possible and thus a variable time step size depending
on the rotational speed is required. Both constraints limitthe practicability of this method.
Nevertheless, no interpolation is required and thus no interpolation error occurs. InANSYS
14.5theCE-command (see [4]) can be used for this coupling technique. TheCP-command



46 3 Modeling electrical machines

would not work in this case, because the nodal coupling needsto be changed in every time
step.

Another approach that gets along without any interpolationis themoving-band-technique.
This method re-meshes a defined region (the moving band) between the components in
every time step of the simulation. Therefore, an arbitrarily movement without any interpo-
lation could be achieved. However, all elements of the moving band must be re-created in
every time step. Therefore, the system matrix of the FE modelneeds to be re-assembled
in every time step slowing down the simulation. Additionally, an appropriate software de-
sign for handling the changing node and element numbers of the moving band is required.
Furthermore, it has been shown in [13] that spatial harmonics caused by the changing
aspect ratio of the elements occur. The effect of this numerical error can be only mini-
mized by increasing the number of the finite elements in circumferential direction.ANSYS
14.5 does not provide any built-in macro for supporting themoving-band-technique for
transient electromagnetic simulations.

If a uniform mesh density is not applicable or an arbitrary movement between rotor and
stator is required, the field quantities at the interface need to be interpolated. For scalar field
quantities this approach is straight forward as shown below. However, any interpolation
of vectorial DOFs has to fulfill the properties of the vector field quantity specified by its
curl and divergence. For edge elements this becomes even more complex because the
corresponding DOFs are integral values of the vector field quantity evaluated along the
edge as shown in [26]. However, coupling of vectorial quantities is still object of current
research activities, as illustrated in [3], [5], [79].

The coupling of scalar fields could be achieved by constraintequations. In this sense,
one side of the interface is called the master and the other the slave. The constraints
describe a calculation rule between the DOFs of the slave nodes and the DOFs of the
master nodes. Polynomials, shape or expansion functions ofthe FE or more complex
functions can be used for the interpolation. This is typically achieved by the use of special
interface elements, for example contact or mortar elements. In ANSYS 14.5 contact- and
target-elements can be used for this purpose, see [4]. However, mesh related harmonics in
the air gap field caused by interpolation errors could occur.Therefore, a sufficient mesh
density for the chosen interpolation method is required. Furthermore, it is suggested to
locate the interface in the center of the air gap. Additionally, a layer of at least two air
elements on both sides of the interface should be modeled. However, a generally valid
criterion could not be given. To ensure the proper function of the coupling interface, an
investigation of the resulting field quantities in the air gap is required.

For a linear interpolation theCE-command can be used inANSYS 14.5. This method
is illustrated in Fig. 3.5. Furthermore,ANSYS 14.5provides the macroCEINTF (see [4])
that performs this coupling for the nodes of a selected interface automatically. Note that
the CE-command models movement only by coupling nodes. Thus, a real movement of
the components is not necessary and neither rotor nor statorneeds to be rotated.
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3.5.4 Initialization of transient simulations

An important issue of transient simulations is the initialization of the model. The transient
effect after the start up could need many simulation steps toaccomplish the steady state.
This behavior is mainly influenced by the time constants of the system. Thus, the simu-
lation time is increased needlessly. However, using the correct initial values for the field
quantities will prevent any transient effects after start up. If the steady state currents of the
machine are known, a magnetostatic simulation in advance can be carried out to initialize
the transient simulation. However, eddy current effects cannot be considered by this ap-
proach. In such a case, a harmonic simulation could be carried out. This approach leads to
a good initial guess for the field quantities and further to a marked decrease of simulation
steps during start up, as described in [86].

3.5.5 Interconnection of coils and coupling with circuits

The interconnection of different coils and the coupling with circuit elements is another
important issue for transient simulations of electrical machines. InANSYS 14.5several
circuit elements are available for this purpose. TheCIRCU124-elements allow the cou-
pling of stranded coils or massive conductors with other circuit elements. Furthermore,
resistors and independent as well as controlled voltage andcurrent sources are available,
see [4] for more details. A circuit coupled FE model is shown in Fig. 3.5.

3.5.6 Force and torque determination

The methods used for force and torque calculation are the method of virtual displacement
and the Maxwell stress tensor as presented in subsection 2.1.3. The method of virtual
displacement allows the determination of the force and torque acting on a component.
This is done by determining the gradient of the magnetic co-energy of the component. It is
known that electromagnetic FEM simulations calculate the magnetic energy in the problem
domain very exactly even if the local solution is not exact. This is caused by the fact that
the functional that is minimized for the solution corresponds to the magnetic energy. Thus,
the method of virtual displacement leads to good results even at coarser meshes.

For the Maxwell stress tensor, the surface integral (2.55) need to be evaluated. This re-
quires a very exact local solution of the field quantities on the integral’s surface. Therefore,
the Maxwell stress tensor requires a finer mesh than the method of virtual displacement
does. Furthermore, the component’s surface should be smooth because high numerical
errors could occur at corners and edges of the surface. However, the Maxwell stress tensor
allows an evaluation of the mechanical stress density. Thus, local forces (e.g. force acting
on a single stator tooth) can be calculated, as shown in [91].This is an advantage compared
to the method of virtual displacement.

The force and torque calculation inANSYS 14.5is done in the post processing stage.
Therefore, so calledForce Flagsmust be set on the surface of the component during the



48 3 Modeling electrical machines

modeling stage. The built-in macroFMAGBCcan be used for this purpose. The evaluation
of the force and torque can be done with the macrosFMAGSUMandTORQSUM. These
macros use both of the above described methods for the evaluation of force and torque,
see [4]. Thus, a direct comparison between these methods canbe done. In this context, a
bad agreement typically indicates a too coarse mesh in the air gap region. Note that the
TORQSUMmacro can be only used for 2D models.

3.5.7 Flux linkage and inductance determination

For determining flux linkages and inductances of electricalmachines, FEM simulations
are widely used. In this subsection the equations used for this purpose are summarized.
The focus is on FEM tools using theA,V-A-formulation because almost all commercial
2D FEM tools use this or a modified version of this formulation.

The magnetic fluxΦ through any surfaceS can be calculated with the magnetic vector
potentialA as

Φ =
x

S
B ·ds=

x
S
(∇×A) ·ds=

z
∂S

A ·dl, (3.24)

using Stokes’ theorem (2.22). Note that (3.24) assumes a well-defined boundary for the
surfaceS. For real coils with a conducting cross sectionΓ > 0, both the coil’s surface and
its contour∂S are ambiguous. However, a generally valid equation for determining the
flux that is linked with any coil could be derived from (3.24).For this purpose, the whole
conductive domain of a coil is divided inN sub-coils. Thus, the whole coil can be assumed
as circuit of parallel connected sub-coils. Thekth sub-coil is defined by the currentik

ik =
x

Γk
J ·ds (3.25)

constant along the sub-coils contour∂Sk. Note that this sectioning leads in general to a
conducting cross sectionΓk that is not constant along∂Sk. However, the volume of the
whole conductive domain of the coil is not changed by this sectioning

y
Ω

dV ≡
N

∑
k=1

y
Ωk

dV. (3.26)

This construction leads forN → ∞ to a vanishingΓk. Thus, (3.24) can be used for calcu-
latingΦk of each sub-coil. Considering thatΦk is linked only with theik/itot -th part of the
total currentitot, the flux linkageΨ of the whole coil can be determined by summing up
all Φk weighted with the corresponding fractional amount of the coil current. This leads to

Ψ = lim
N→∞

N

∑
k=1

ik
itot

z
∂Sk

A ·dl =
1

itot
lim

N→∞
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∑
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∂Sk
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∂Sk
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∂Sk
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(J ·A)ds·dl =

1
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lim
N→∞

N

∑
k=1

y
Ωk

J ·AdV =
1

itot

y
Ω

J ·AdV,

(3.27)
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as detailed in [45].
In the 2D case, (3.27) needs to be adapted. Only thez-components ofA andJ need to

be considered and the conductor cross section inz-direction is constant. The contour has
to be split into the positive coil side (Γ+, current flow in+z-direction) and negative coil
side (Γ−, current flow in−z-direction). This becomes necessary, because in (3.27)ds has
the same direction as the current flow whereas in 2D caseds is +z-directed. Finally, the
integration along the contour is simplified to a multiplication with the lengthlz and the
number of turnsNC. This leads to

Ψ =
1

itot
lim

N→∞

N

∑
i=1

z
∂Si

x
Γi
(J ·A)ds·dl =

1
itot

lim
N→∞

N

∑
i=1

NClz

(x
Γ+

i

JzAzds−
x

Γ−
i

JzAzds
)

= NC
lz

itot

(x
Γ+

JzAzds−
x

Γ− JzAzds
)

.

(3.28)

For constant current densitiesJ+z and J−z within the corresponding conducting cross
sections of the positive coil sideΓ+ and the negative coil sideΓ−, (3.28) can be simplified
to

Ψ = NC
lz

itot

(

J+z
x

Γ+
Azds−J−z

x
Γ− Azds

)

= NClz

(
1

Γ+

x
Γ+

Azds− 1
Γ−

x
Γ− Azds

)

,

(3.29)

usingΓ+ =
J+z
itot

andΓ− =
J−z
itot

.
The corresponding inductance of the coil can be determined by (2.6). In case of more

than one coil an induction matrix including all self and mutual inductances needs to be
determined. For linear materials this can be achieved by impressing a test current into one
coil and determining the resulting fluxes in all coils. This procedure is repeated for every
coil. Alternatively, the magnetic energy can be used to determine the inductances

L =
2Wmag

i2
. (3.30)

In the nonlinear case, this method needs to be adapted because the correct saturation state
of the material needs to be considered. One method to achievethis can be found in [6].
In a first step, a nonlinear simulation with the actual coil currents has to be carried out.
In a second step the actual permeability for every finite element needs to be determined.
In a third step, these values are used as linear material parameters and the required linear
simulations are carried out. Obviously, this method is verycostly in terms of simulation
time.

3.6 Finite element based model approach

The finite element based model approach combines the benefitsof the circuit model ap-
proach (fast evaluation) and the finite element model approach (high coverage of effects
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caused by e.g. slotting or saturation). This is achieved by describing the behavior of the
elements of the circuit model by characteristic curves. Theparameterization of these char-
acteristic curves is done by several finite element simulations in advance. One approach
for the implementation is to utilize magnetostatic FEM-simulations, as e.g. in [49]. Here-
with, the characteristic curves become sampled by variation of the FE simulation input
parameters like rotor position or machine currents. The sampled data are stored in look-up
tables and are evaluated by a suitable interpolation technique. This implementation will be
described in full length in the next chapter 4. Other implementations use time harmonic or
transient FEM-simulations for this purpose, as shown e.g. in [9]. Many effects like cog-
ging torque, slot harmonics and saturation but also rotor eccentricity can be covered by the
FE-based model approach. Finally it should be mentioned that every change of the mag-
netic circuit or the coil design necessitates a new look-up table determination. Therefore,
this approach is not suited for electromagnetic machine design purposes.

3.7 Conclusion

All discussed machine model approaches have several benefits but also disadvantages that
limit their application. Thus, the model requirements for multibody dynamics simulations
have to be defined first as already done in subsection 1.1.2. These requirements necessitate
a model in the time domain that is fast to evaluate and covers torque ripple and saturation
effects. However, these requirements can be fulfilled by almost all model approaches.
Only the finite element models have to be excluded because of their high simulation costs.

However, there are also some additional requirements because the machine models
should become part of a MBD-simulation tool. Therefore, allmodels must be generic.
Furthermore, the focus of MBD simulations is on modeling whole systems. The electrical
machine is only one part and it has to be assumed that the user of the MBD-tool is not fa-
miliar with electrical machines. Thus, all models must be easy to use and fast configurable.
This is a first restriction because the configuration of a generic MEC or WFA model is dif-
ficult due to the high number of parameters and requires at least a basic electromagnetic
knowledge. Furthermore, most of these parameters are more abstract and calculation rules
have to be defined for their determination. Finally, it has tobe considered that practically
no manufacturer of electrical machines is willing to give design data of the machine to
the customer. Such data are typically confidential because they would allow everyone to
copy the machine. Thus, this is a restriction to all model approaches that require detailed
knowledge of the electrical machine design.

Taking all these additional requirements into account leads to the conclusion that the
finite element based circuit model approach is best suited for the application within a
MBD-simulation. This model approach is easy to configure because only the correct set of
look-up tables for the corresponding machine has to be selected. Furthermore, it is the only
approach that is able to hide the whole machine design because the whole look-up table
generation can be done by the manufacturer of the machine. Thus no geometric or material
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specifications have to be made public. Depending on the chosen model implementation, as
shown in chapter 4, the parameter calculation for the look-up tables can be done without
defining new calculation methods.





4 FINITE ELEMENT BASED CIRCUIT MODELING

The conclusions of the last chapter show that the FE based circuit modeling approach is
best suited for modeling electrical machines in multi-bodydynamics simulations. There-
fore, this approach is presented in more detail. It is based on characteristic curves stored in
look-up tables. The whole information of the machine behavior is stored in these look-up
tables. Thus, they are used to evaluate the quantities needed during the transient MBD
simulation. Nevertheless, there are many implementation issues to be solved to get an
applicable model. This chapter focuses mainly on rotating machines but almost all consid-
erations are also valid for instance for linear motors or actuators like inductive valves.

The results of this chapter have been published in [60] and [64].

4.1 Parameter variables and look-up table quantities

The choice of the model parameter variables and the choice ofthe physical quantities
stored in the look-up tables are the most important implementation decisions. These de-
cisions mainly influence the preprocessing effort of the model approach, the memory de-
mand for the look-up tables and the accuracy and convergencebehavior of the transient
simulation.

It has been shown in subsection 2.4.2 that for an electro-mechanical energy conversion
at least one inductance has to depend on rotor position. Thus, the angular rotor position
αRot can be identified as a necessary parameter. Due to symmetry reasons, it is sufficient to
vary this variable only in an interval of 180°E (electrical degrees). In case of a symmetric
three-phase design, this interval can be further reduced to60°E.

Additionally to the mechanical parameter, the electromagnetic state of the machine
needs to be defined by parameter variables. For this purpose,the currents or flux link-
ages of the coils can be used in general. The use of currents leads to flux linkages (or
inductances) stored in the look-up tables whereas the use ofthe flux linkages leads to
currents (or inductances) stored in the look-up tables:

v= Ri+
dψ (i)

dt
= Ri+

dL(i) i
dt

= Ri(ψ)+
dψ
dt

= R
ψ

L(ψ)
+

dψ
dt

. (4.1)

In principle, the two approaches are equivalent. However, the use of currents has several
advantages compared to that of using flux linkages:

• The look-up table generation during preprocessing becomes simpler. Using the flux
linkages directly as input for a 2D-FE simulation can be achieved for one coil by pre-
setting of the magnetic vector potentialAz (see subsection 3.5.7). However, this re-
quires knowledge about the exact current density distribution within the copper cross

53
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section of the coil. In case of more than one coil, the coupling between them has
to be also known. Therefore, this approach is hardly applicable. Thus, coil currents
have to be used as input for the magnetostatic FE simulations. This leads to char-
acteristic curves for the flux linkages parameterized by themachine currents. For
getting flux linkage parameter variables an inversion of these characteristic curves
is required leading to a non-rectangular sampling grid. Thestorage scheme and the
evaluation of the interpolation function for such data tables become more extensive.

• Impressing machine currents to the FE based machine model requires currents as
parameter variables. Taking into account that the look-up tables store the whole
machine behavior, the 2D FE multi-slice technique can be simply emulated by the
FE based model approach. This extension of the FE based modelapproach is pre-
sented in chapter 6. However, impressing the machine currents is necessary for this
approach.

• A variation of the machine length can be realized easier. This is for example required
in the design stage of an electrical drive. By changing the machine length, the out-
put power and torque of the machine can be scaled. During thisscaling process
the machine currents stay constant whereas the machine fluxes change. This can be
easily realized for electric current parameters by a simplescaling of the flux link-
ages, inductances and torque. For flux linkage parameter variables the look-up table
evaluation has to be modified. In case of pre-calculated interpolation parameters as
suggested in section 4.3 even new look-up tables are required.

Furthermore, and independent of currents or flux linkages being used, any linear com-
bination of them can be also used as parameter variables. This linear transformation also
influences the look-up table generation process and its evaluation. For instance, the Clarke-
and Park-transformation (described in section 3.1) can be used to transform a stator related
three-phase system into a rotor relateddq0-system. This leads to three advantages com-
pared to the use of phase quantities:

• The saturation state of the machine becomes nearly independent of the rotor position.
This can be utilized to design a more effective parameter variation algorithm during
look-up table generation, as described in subsection 4.2.1.

• The components in thedq0-system do not change significantly in steady state. Thus,
transient simulations can be carried out with larger time steps.

• In addition to the last item, it is not necessary to load the whole data table into
memory. Only the segments for all rotor positions with the actual current state have
to be loaded.

It is pointed out that the use of transformed parameter variables has no influence on the
ability of the FE based model approach to take account of saturation as well as of the non-
sinusoidal variation of the variables both in space and time. Contrary to fundamental wave
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models, no additional simplifications are required or assumed. From a mathematical point
of view only a change of the basis of the parameter space is done.

In the following, electric currents are used for describingthe state of electrical machines.
Due to this implementation decision, flux linkages or inductances can be used as model
parameters and have to be given by look-up tables.
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Figure 4.1: Hypothetical machine with a three-phase coil system on the stator and a rotor
without coils. (a) Machine topology with the stator relatedαβ -system and
the rotor relateddq-system. (b) Equivalent circuit diagram for the stator coil
system with independent coils. (c) Equivalent circuit diagram for the stator coil
system in Y-connection with isolated star point.

Let us assume a hypothetical machine for all further considerations in this section, as
shown in Fig. 4.1a. This machine has a three-phase coil system on the stator and a rotation-
ally asymmetric rotor without any coils. Thus, it represents a crude reluctance machine.
For this machine with independent stator coils (Fig. 4.1b),the voltage equations using
inductances can be written as
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(4.2)

usingdq0-components for the current feed state. All inductances are functions ofαRot, id,
iq andi0. Due to symmetry of the inductance matrixL this approach requires no more than
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six look-up tables. Furthermore, the function value as wellas all four partial derivatives of
each look-up table quantity has to be evaluated in general. Thus, an appropriate interpola-
tion method is required. Alternatively, 18 additional look-up tables with the corresponding
partial derivatives can be used.

In contrast, using flux linkages for describing this system leads to
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(4.3)

Without any additional constraints or simplifications thisansatz requires three look-up
tables for the phase flux linkages and the evaluation of all four partial derivatives. Alterna-
tively, 12 look-up tables with the corresponding partial derivatives can be used.

Obviously, both the calculation cost and the memory demand of the second approach
is lower. Furthermore, the determination of flux linkages with FEM is simpler than the
determination of the inductance matrix in nonlinear case asshown in subsection 3.5.7.
Finally, it should be mentioned that the consideration of permanent magnets requires no
additional actions in the second case. In the first case an additional look-up table is required
because the flux due to permanent magnets is not included inL .

Many publications in the literature can be found using inductances, e.g. [58], [19], [36].
This seems to be mainly caused by the fact that inductances are more popular and easier
to measure. Furthermore, many FEM tools include an automated determination of the
inductance matrix implemented. However, the use of flux linkages is the better choice for
FE based machine models and is used in the following.

In many cases, additional constraints allow a simplification of (4.3) or (4.2). Typically,
all coils on both the stator and the rotor are interconnectedand build two poly-phase coil
systems. Furthermore, these systems are symmetric too and several look-up tables can be
saved. For the machine in Fig. 4.1 one look-up table for all flux linkages is sufficient.
Due to the fact that the current state variables used are defined in a rotor related reference
system, this look-up table has to be evaluated at different rotor positions but with the same
currents:

ΨA
(
αRot, id, iq, i0

)
= ΨB

(
αRot−120°E, id, iq, i0

)
= ΨC

(
αRot−240°E, id, iq, i0

)
. (4.4)

For the stator relatedαβ -coordinate system, the current feed state variables have to be
transformed, too. In case of a Y-connection with isolated star point the additional constraint

iA+ iB+ iC = 0 (4.5)

for the machine currents has to be considered and thusi0 vanishes. Furthermore, the phase
voltages are unknown because the potential of the isolated star point is typically unknown.
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However, two phase-to-phase voltage equations can be used in this case for describing the
electrical behavior of the coil system. For the machine in Fig. 4.1 this leads finally to
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(4.6)

with the phase resistanceRph. Taking (4.4) into account, just one phase-to-phase flux
linkage (e.g.ψAB) is sufficient.

Additional to the electrical behavior of the machine, the mechanical behavior needs to
be described too. This can be done by using approximations based on analytical models,
as for example presented in [50] for a permanent magnet machine

τ = ∑
i∈{A,B,C}

nmp

(
1
2

dLi(αRot)

dαRot
i2i +

dψR,i(αRot)

dαRot
i i

)

+ τCog(αRot), (4.7)

with the number of magnetic pole pairsnmp, the flux linkage caused by the permanent
magnets per phaseψR,i and an additional term to consider cogging torqueτCog. Obviously,
this ansatz assumes linearity and thus neglects any saturation effects. In [44] an improved
model approach is presented using

τ = ∑
i∈{A,B,C}

nmp

(
1
2

dLi(αRot, id, iq)

dαRot
i2i +

dψR,i(αRot, id, iq)

dαRot
i i

)

+ τCog(αRot) (4.8)

for considering saturation. It is mentioned that even in this case the magnetic energy and
co-energy are assumed to be equal. Furthermore, an additional look-up table forτCog(αRot)
is required for both approaches. Cogging torque is a specialkind of torque ripple that
occurs in permanent magnet machines. It is caused by a varying magnetic reluctance in
circumferential direction and is defined for open circuit condition only. However, torque
ripple caused by varying magnetic reluctance is also part ofthe total torque ripple in normal
operation as assumed in (4.8). Thus, this torque ripple depends on the material saturation
which is not considered by the above approaches.

The simplest approach describing the mechanical behavior is the use of an additional
look-up table for the machine torqueτ

τ = τ(αRot, id, iq), (4.9)

as presented in [61]. This approach requires only little additional calculation effort for
determining the machine torque during the FEM simulations.However, it covers all effects
taken into account by magnetostatic FEM and hence leads to a very accurate description
of machine torque.
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In the sense of highest possible model parameter consistency and accuracy, all required
model parameters should be defined by characteristic curvesthat are generated by the
same FEM simulations. This leads under the assumption of an adequate sampling of the
parameter space to a FE based model that is comparable to a magnetostatic FE model. This
is shown in the next chapter 5 for various machine types.

4.2 Creation of look-up tables by FE simulations

The look-up table creation process is the part of the FE basedmodel approach consuming
the most calculation time. Typically, a high number of FE simulations have to be car-
ried out and thus a well-designed preprocessing task is required. However, it should be
mentioned that the look-up table generation has to be done once only.

An investigation of the preprocessing workflow shows that the calculation cost is mainly
influenced by the following issues:

• FE model size

• Number of required sampling points

• Simulation setup

• Parallelization

Reasonably, the FE model size should be kept as small as necessary and all machine sym-
metries should be utilized as shown in section 3.5. Furthermore, 3D-FEM models should
be avoided for the look-up table generation process.

The number of required FE simulations should be also kept as low as possible. This
number is similar to the number of required sampling points and is mainly influenced by
the chosen interpolation method. For instance, a piecewiselinear interpolation requires
a higher number of sampling points to achieve the same interpolation quality as a cubic
spline interpolation does.

Every nonlinear FEM simulation requires several nonlineariterations to reach the solu-
tion. However, a reduction of the number of these nonlinear iterations reduces the required
simulation time per sampling point. This could be achieved by an efficient simulation
setup as shown in the next subsection 4.2.1.

Due to the fact that only magnetostatic FEM simulations haveto be carried out, the
preprocessing task could be parallelized. This is caused bythe fact that all magnetostatic
FE simulations are independent of each other. The degree of parallelization is only limited
by the availability of resources.

The results in the following chapters show that the consideration of these issues leads to
a feasible look-up table generation process.
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4.2.1 FE simulation setup

Let us assume a FE based model withn parameter variablesxi and the corresponding
number of sampling pointsNi . In this caseNSamplesimulations have to be carried out with

NSample=
n

∏
i=1

Ni . (4.10)

This means that the number of required simulations grows exponentially with the number
of parameter variables.

The FE-based model of the hypothetical machine shown in the last section hasn = 3
parameter variables. The corresponding simulation control structure is shown in Fig. 4.2a.
Due to the fact that all loops are independent, they can be parallelized. For the outermost
loop this approach is shown in Fig. 4.2b.
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Figure 4.2: Simulation control flow diagram for the hypothetical machine shown in Fig.
4.1 with three parameter variables: (a) Flow diagram in caseof no paralleliza-
tion with three cascaded loops. (b) Flow diagram in case of parallelization of
the outermost loop.

In case of nonlinear material properties (and this is the default case), every FEM simula-
tion requires a couple of nonlinear iterations. A reductionof the number of these iterations
can be expected if a good initial guess for the material properties is available. However,
this requires two prerequisites:

• Impressing of initial material properties must be supported by the used FEM tool. In
ANSYS 14.5for instance this can be achieved by doing a transient simulation without
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time integration. Thus, it becomes a sequence of simple magnetostatic calculations
but the material properties of the last simulation are used in each new one.

• A good initial guess for the material properties must be available. It is known that for
transient nonlinear FEM simulations the number of nonlinear iterations is very small.
This is caused by the fact that for two succeeding simulations the material properties
do not change significantly. Thus the material properties ofthe last simulation are
a very good initial guess for the new simulation. The same effect can be expected
if the input parameters of the magnetostatic FE simulationsare permutated in a way
that the material properties do not change significantly. Therefore, the configuration
of the loops becomes important.

The hypothetical machine shown in Fig. 4.1a with the equivalent circuit shown in Fig.
4.1c requires the parameter variablesαRot, id andiq as already mentioned before. Further-
more, it can be assumed that the most sampling points are required for the rotor position.
This is caused by the fact that the field and torque harmonics due to slotting have to be
sampled adequately enough. The parameters for the current feed state in contrast have to
sample the effect of saturation only.

(a) FE model (b) αRot = 0°E (c) αRot = 1°E

(d) αRot = 2°E (e) αRot = 3°E (f) αRot = 4°E

0.0 T

3.2 T

Figure 4.3: FEM simulations using the simulation flow shown in Fig. 4.2.a. (a) FE model
of the hypothetical machine (Fig. 4.1). (b)-(f) Magnetic flux density for suc-
ceeding simulations. The rotor positionαRot is changed in 1°E steps while the
state currentsid, iq are kept constant.
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Figure 4.4: Comparison of the number of required nonlinear iterations: The red curve
shows the number of iterations for magnetostatic simulations without any addi-
tional simulation flow control mechanisms. The green curve shows the number
of iterations for the simulation flow with impressed initialmaterial properties
as suggested in this subsection. The periodic peaks of the number of nonlinear
iterations every 60 simulations are caused by the change of the current feed
state.

Therefore, it can be assumed that a small rotor rotation willhave no significant influ-
ence on the material properties. This leads finally to the loop configuration shown in Fig.
4.2a with the innermost loop changing the rotor position. InFig. 4.3, the FE model and
several field plots for succeeding FE simulations with different rotor positions are shown.
Obviously, the flux distribution between these simulationsdoes not change significantly.

In Fig. 4.4 a comparison with FE simulations without the use of initial material prop-
erties and the simulation control mechanism suggested in this subsection is shown. The
average number of nonlinear iterations for the used FE modelis reduced from approxi-
mately 10 to 3.9 per simulation. This leads further to a simulation cost reduction from
three hours to two hours. Thus 33 percent of the calculation cost are saved. Note, that for
each FE simulation a modification of the FE model and a post processing for evaluating the
look-up table quantities is necessary. Therefore, the simulation cost reduction is less than
expected from the reduction of the number of nonlinear iterations. However, the reach-
able reduction mainly depends on the convergence behavior of the FE model. Therefore, a
generally valid estimation cannot be established.

This approach can be basically applied to all machine types.This method is recom-
mended especially for reluctance machines and permanent magnet machines. However,
for machines with two coupled coil systems a further improved simulation flow can be
found by keeping the magneto-motive force constant, as presented in the next subsection.
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4.2.2 Method of constant magneto motive force

Let us assume a wound rotor induction machine with two three-phase coil systems in
Y-connection and isolated star points (see subsection 5.4.2). The current feed state of
this machine is defined by four current parameters. This leads in total to five parameter
variables and thus to a very high number of required simulations. Using the algorithm
shown in Fig. 4.2 speeds up the FE simulations by reducing thenumber of nonlinear
iterations. However, for every simulation a new rotor position and new constraint equations
have to be defined and the system matrix has to be reassembled.This procedure costs time
and has to be repeated for every current feed state configuration. An improvement can be
attained by additionally keeping the magneto-motive forceconstant.

The main flux in the machine is generated by the magneto-motive forceΘ, again gen-
erated by both coil systems. It can be assumed that the saturation state of the machine
depends mainly onΘ and that for a constantΘ this saturation state remains approximately
constant. These two assumptions finally lead to the method ofconstant magneto-motive
force, presented in [64]. This method is recommended for thelook-up table generation for
machines with more than one coil system.

To enforce a constant magneto-motive forceΘ for several simulations, the same ref-
erence system for all current feed parameters has to be used.For the stator relatedαβ -
system,Θ of the machine can be decomposed into the correspondingα- andβ -components.
This leads to

Θ =

(
Θα
Θβ

)

=

(
ΘS,α
ΘS,β

)

+

(
ΘR,α
ΘR,β

)

= NS

(
iS,α
iS,β

)

+NR

(
iR,α
iR,β

)

, (4.11)

with the number of windings of the stator phase coilNS and of the rotor phase coilNR.
For the increments∆Θα and∆Θβ the additional constraints

∆Θα = NS∆iS,α = NR∆iR,α , (4.12)

∆Θβ = NS∆iS,β = NR∆iR,β , (4.13)

are required. Thus the same number of sampling pointsL for iS,α andiR,α andK for iS,β
andiR,β must be used. However, this is typically no restriction because both coil systems
are comparable in the sense of power transmission. In Fig. 4.5a, the default simulation
loop configuration for a model with five parameter variables and thus five independent
loops is shown. The improved loop configuration is shown in Fig. 4.5b. Notice that only
the three outer loops are independent and the two inner loopsdepend on the loops forΘα
andΘβ . Furthermore, Fig. 4.5c shows the sampling scheme of theΘα parameter subspace.
An additional control mechanism is required to select the possibleiS-iR-combinations for
the actualΘ-component. The corresponding pseudo code is shown in Fig. 4.5d.

In Fig. 4.6, several variations of theΘ-components are shown. For all shown configu-
rations the total magneto-motive forceΘ is equal but the composition with respect to its
rotor and stator generated components vary.
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Figure 4.5: Simulation control flow diagram for a machine with five parameter variables:
(a) Flow diagram using five independent loops. (b) Flow diagram for the
method of constant magneto-motive force with two coupled loops to enforce a
constant magneto-motive force. (c) Sampling scheme of the parameter space
build by iS,α and iR,α . Instead of an independent variation of both currents
a coupled variation is done keepingΘα constant. This leads to the shown
sampling scheme in diagonal direction (red). (d) Pseudo code for index deter-
mination foriS,α andiR,α permutation.

In Fig. 4.7, a comparison of the required number of nonlineariterations between a simu-
lation without any simulation flow control and the presentedmethod of constant magneto-
motive force is shown. These results relate to the WRIM modeldescribed in subsection
5.4.2. A reduction of the number of nonlinear iterations by about a factor of four has
been achieved. The required FE simulation cost has been reduced by a factor of about
three (from 570 h to 190 h). These results relate to the FE model used and are not valid in
general. However, the proper functioning of the proposed method has been illustrated.
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Figure 4.6: Variations of theΘ-components. For all 5×3 cases the total magneto-motive
vector is the same. All 15 cases vary only in the way theα-componentΘα
andβ -componentΘβ of Θ are composed with respect to the rotor and stator
generated part. In this sense, five variations forΘα and three variations forΘβ
are shown.
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Figure 4.7: Comparison of required nonlinear iterations using the method of constant
magneto-motive force: The red curve shows the required iterations for mag-
netostatic simulations without any additional simulationflow control mech-
anisms. The green curve shows the required iterations usingthe method of
constant magneto-motive force.

4.3 Interpolation method

For the model defined in (4.3), an interpolation method with adirect evaluation of the first
partial derivatives is required. Additionally, this system of equations is nonlinear and an
iterative solution method is required. For a good convergence behavior, all interpolated



4.3 Interpolation method 65

partial derivatives should be continuous. This condition is fulfilled within any segment for
all interpolation functions which are at leastC1-continuous. But, at the segment bound-
aries, additional constraints are required to enforce this. For example, a linear interpolation
is C1-continuous in every segment but, at the segment boundaries, the first derivatives are
not continuous. In contrast, a cubic spline interpolation can be madeC1-continuous in
the whole parameter space. This is achieved by the right choice of constraints during the
spline parameter determination as shown for a tri-cubic spline interpolation in subsection
2.3.2.

4.3.1 Continuity conditions for cubic splines inn variables

In this subsection, the required constraints forC1-continuity in the whole parameter space
for a n-dimensional cubic spline interpolation with a rectangular sampling grid is pre-
sented. In subsection 2.3.1, the parameter determination for a cubic-spline interpolation
has been described. For every segment, four spline parameters have to be determined. This
was done by using the function valueF at the sampling points (sampled data) and two ad-
ditional coupling terms to enforceC2-continuity. This leads for the whole parameter space
to a single system of equations as shown in (2.114). However,for C1-continuity, the pre-
setting ofF and the first-order derivativefx in every sampling is sufficient. This leads for
every segment to a system of four equations







F
(
xL
)

fx
(
xL
)

F
(
xH
)

fx
(
xH
)







=







1 0 0 0
0 1 0 0
1 ∆x ∆x2 ∆x3

0 1 2∆x 3∆x2













a0

a1

a2
a3






, (4.14)

with the segment’s lower boundxL, the segment’s higher boundxH and∆x := xH −xL. Due
to the monomial base,a0 anda1 are directly given and the resulting system of equations
can be written as

(
F
(
xH
)
−F

(
xL
)
− fx

(
xL
)

∆x
fx
(
xH
)
− fx

(
xL
)

)

=

[
∆x2 ∆x3

2∆x 3∆x2

](
a2

a3

)

. (4.15)

This system is linearly independent for|∆x| > 0. It should be mentioned that an addi-
tional presetting of the second-order derivativefxx in the sampling points leads to an over-
determined system of equations. This system is only solvable if all fx and fxx are equal to
the corresponding values of the solution of (2.114).

In then-dimensional case, all spline parameters can be also determined for every seg-
ment independently. In this case, 4n constraints per segment are necessary to achieve a
unique solution. The number of sampling points (vertices) that define every segment is 2n.
Thus, for every sampling point 2n constraints are required. Furthermore, it is not possible
to use any second-order (or higher-order) partial derivative with respect to one parame-
ter because the multi-dimensional cubic spline collapses at all edges of any segment to a
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one-dimensional cubic spline. In that case the system becomes over-determined again, as
shown before. Therefore, only first-order partial derivatives with respect to one parameter
can be used. In the 2D-case, this leads toF, fx, fy and fxy and, in 3D case, to the constraints
already shown in subsection 2.3.2. In general, these are:

F,

(
n
1

)

fxi ,

(
n
2

)

fxix j ,

(
n
3

)

fxix jxk, . . . ,

(
n
n

)

fx1x2...xn, (4.16)

with 1≤ i, j,k≤ n andi 6= j 6= k. This yields all required 2n constraints per sampling point.

4.3.2 Proof ofC1-continuity for cubic splines in n variables

Using the spline construction shown in the previous subsection leads for 1D splines to
C1-continuity in the whole parameter space by the construction itself.

By mathematical induction, the same is true for all higher dimensional splines, as shown
for three dimensional splines in [43]. The basic case for this method of proof is the bi-
cubic spline. In the 2D case, the splinep(x1,x2) of each segment collapses at the segment
boundaries to 1D splines. This leads for both edges (E1, E3 in Fig. 4.8) inx1-direction (i.e.
with constantx2) to

pE1(x1) := p(x1,x
L
2) =

3

∑
i=0

a0,i x̃
i
1, (4.17)

pE3(x1) := p(x1,x
H
2 ) =

3

∑
i=0

(
3

∑
j=0

a j ,i∆x j
2

)

︸ ︷︷ ︸

bi

x̃ i
1 =

3

∑
i=0

bi x̃
i
1, (4.18)

with xL
1 ≤ x1 < xH

1 , x̃1 := x1−xL
1 and∆x2 := xH

2 −xL
2. These splines are defined uniquely by

the values forF and fx1 in the corresponding vertices. Thus, the splines for two adjacent
segments are identical and continuity ofp(x1,x2) and∂x1 p(x1,x2) is guaranteed.
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Figure 4.8: 2D segment: Rectangle with 4 vertices and 4 edges. On all edgesE1 to E4 the
bi-cubic splinep(x1,x2) collapses into a cubic spline.
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To show the continuity of∂x2 p(x1,x2), the same ansatz can be used. For this purpose,
the partial derivative with respect to the edge’s constant parameterx2 in both edges (E1,
E3) has to been utilized:

∂x2 pE1(x1) :=
∂

∂x2
p(x1,x

L
2) =

3

∑
i=0

a1,i x̃
i
1, (4.19)

∂x2 pE3(x1) :=
∂

∂x2
p(x1,x

H
2 ) =

3

∑
i=0

(
3

∑
j=1

ja j ,i∆x j−1
2

)

︸ ︷︷ ︸
ci

x̃ i
1 =

3

∑
i=0

ci x̃
i
1. (4.20)

These 1D splines and their partial derivative with respect to x1 are equal to the preset
values for fx2 and fx2x1 = fx1x2 in the corresponding vertices. Thus, the 1D splines of
adjacent segments are also identical and henceC1-continuity forE1 andE3 is ensured. A
proof in the same manner can be done for both edges inx2-direction (E2, E4) and thus with
constantx1. Therefore,C1-continuity in the whole parameter space has been proved.

For the induction step, anyn-dimensional spline is reduced to(n−1)-dimensional splines
at its segment boundaries. Furthermore, the partial derivative with respect to the face’s
constant parameter also leads to a second(n−1)-dimensional spline for each face. For ad-
jacent segments, both(n−1)-dimensional splines at the corresponding face are identical,
and thus,C1-continuity for the whole parameter space is ensured.

For a 4D spline interpolation for instance, each segment is a4D hyper cuboid defined
by 24 = 16 vertices, as shown in Fig. 4.9. The splinep(x1,x2,x3,x4) in every segment is
defined by 44 = 256 parameters

p(x1,x2,x3,x4) =
3

∑
l=0

3

∑
k=0

3

∑
j=0

3

∑
i=0

al ,k, j ,ix̃
i
1x̃ j

2 x̃k
3 x̃ l

4, (4.21)

in which the values forF, fx1, fx2,...,fx1x2,...,fx1x2x3,...,fx2x3x4 and fx1x2x3x4 are preset at every
vertex.

Each segment is bounded by eight faces that are 3D rectangular cuboids. Thus, the 4D
spline collapses at every face into a 3D spline. For instancefor the face withx4 = xL

4
this 3D spline is defined uniquely by 8 vertices and the corresponding 8 preset values
for F , fx1, fx2, fx3, fx1x2,... and fx1x2x3 in each vertex. These are the partial derivatives with
respect to all variables butx4. The same 3D spline is defined in the adjacent segment
sharing this face. Thus, continuity ofp(x1,x2,x3,x4), ∂x1 p(x1,x2,x3,x4), ∂x2 p(x1,x2,x3,x4)
and∂x3 p(x1,x2,x3,x4) for this face segment is guaranteed.

Furthermore, the partial derivative with respect to the face’s constant valuex4 col-
lapses to a 3D spline at this face. This spline is defined uniquely with the values for
fx4, fx1x4, fx2x4, fx3x4,... andfx1x2x3x4 at each vertex. These are all partial derivatives with re-
spect tox4. Due to the fact that the same can be done for the adjacent segment,∂x4 p(x1,x2,x3,x4)
is also continuous at this face. This leads finally toC1-continuity in the whole parameter
space, as shown in [64].
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Figure 4.9: 4D hyper cuboid with 16 vertices and 8 rectangle cuboid shaped faces. All four
cubes with one coordinate is equal to the lower bound are shown.

4.3.3 Spline parameter determination

For the spline parameter determination of a cubic spline, a single system of equations for
the whole parameter space is used as already explained in subsection 2.3.1. For higher
dimensional splines, this approach is limited because the number of spline parameters
Npara increases exponentially with the number of dimensionsn:

Npara = 4nNSeg= 4n
n

∏
i=1

(Ni −1), (4.22)

with the number of segmentsNSegand the number of sampling pointsNi per dimension.
Nevertheless, the induction step of the proof ofC1-continuity can be used to design a re-

cursive algorithm, as shown in [64]. Let us assume ann-dimensional spline segment with
its reference vertexVRe f :=

(
xL

1, ...x
L
n

)
. In this vertex all local coordinates ˜x1,...,x̃n vanish.

For all segment faces includingVRe f, then-dimensional spline collapses into an(n−1)-
dimensional spline as shown before. Furthermore, all spline parameters of these(n−1)-
dimensional splines can be directly identified as spline parameters of then-dimensional
spline. This is also valid for the partial derivative with respect to the face’s constant coor-
dinate as shown for a quint-cubic spline and for the face withx̃1 = 0:

p(x1,x2,x3,x4,x5)|x̃1=0 =
3

∑
m=0

3

∑
l=0

3

∑
k=0

3

∑
j=0

am,l ,k, j ,0 x̃ j
2 x̃ k

3 x̃ l
4 x̃m

5 , (4.23)

∂
∂x1

p(x1,x2,x3,x4,x5)

∣
∣
∣
∣
x̃1=0

=
3

∑
m=0

3

∑
l=0

3

∑
k=0

3

∑
j=0

am,l ,k, j ,1 x̃ j
2 x̃k

3 x̃ l
4 x̃m

5 . (4.24)

The quint-cubic spline parametersam,l ,k, j ,i with 2 ≤ i, j,k, l ,m≤ 3 cannot be determined
by this approach. For these parameters, a separate system ofequations per segment is
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required. Therefore, the equations for all constraints of the diagonal vertexVDiag with the
coordinates

(
xH

1 , ...,x
H
n

)
have to be set up.
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Figure 4.10: Recursive cubic spline parameter determination for an orthogonal sampling
grid. Floating point operations are only required in the redblock (cubic spline
parameter determination) and the yellow blocks (small and independent sys-
tems of equations per segment).

However, each(n−1)-dimensional spline can be further degraded into(n−2)-dimensional
splines and so on. This leads finally to the conclusion that only cubic splines along the
sampling grid in every dimension forF and all required partial derivatives have to be de-
termined, as shown in Fig. 4.10. It should be mentioned that by this spline dimension
reduction the parameter space is sliced. Therefore, then−1 dimensional splines have to
be evaluatedNi −1 times,Ni being the number of sampling points for the coordinatexi

kept constant. Furthermore, it is mentioned that the systemmatrix for the cubic spline pa-
rameter determination (2.114) is constant for all grid lines in one direction. Thus, (2.114)
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becomes a system of equations with many right hand sides. Thesame applies also for the
equation systems forVDiag. These systems are solved very effectively by LU-factorization.

Finally, note that all(n−1)-dimensional segments are adjacent. Thus, it is not necessary
to determine all(n−2)-dimensional splines for every(n−1)-dimensional spline. For in-
stance, the two quad-cubic splinesp(x1,x3,x4,x5) andp(x2,x3,x4,x5) collapse forx1 = 0
andx2 = 0 respectively to the same tri-cubic splinep(x3,x4,x5). An analysis of this be-
havior leads to

Nsub=

(
n

nsub

)

2n−nsub, (4.25)

with the number ofnsub-dimensional spline evaluationsNsub. The required evaluations up
to quint-cubic splines are shown in table 4.1.

Table 4.1: Dimensional recursive function calls up to quint-cubic splines.

quint-cubic quad-cubic tri-cubic bi-cubic cubic

1 10 40 80 80
- 1 8 24 32
- - 1 6 12
- - - 1 4

Table 4.2: Overview dimensional recursive spline parameter determination.

Interpolation (N1,N2,N3,N4,N5) NSample NSeg Npara time memory
(−) (103) (103) (106) (s) (MiB)

tri-cubic (18,18,18,−,−) 5.832 4.913 0.314 0.084 2.40
(36,36,36,−,−) 46.65 42.87 2.744 0.887 20.9
(54,54,54,−,−) 157.4 148.8 9.528 3.171 72.6

quad-cubic (7,7,7,7,−) 2.401 1.296 0.332 0.168 2.53
(14,14,14,14,−) 38.41 28.56 7.312 3.609 55.7
(21,21,21,21,−) 194.4 160.0 40.96 20.57 312

quint-cubic (4,4,4,4,4) 1.024 0.243 0.248 0.257 1.90
(8,8,8,8,8) 32.76 16.80 17.21 15.42 131
(16,8,8,8,8) 65.53 36.01 36.88 34.21 281
(32,8,8,8,8) 131.0 74.43 76.21 71.99 581

(12,12,12,12,12) 248.8 161.0 164.9 135.2 1258
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Figure 4.11: Calculation cost of dimensional recursive spline parameter determination al-
gorithm for tri-cubic splines (red), quad-cubic splines (green) and quint-cubic
splines (blue). Each spline type scales linearly with the number of segments.

The presented algorithm has been implemented up to quint-cubic splines inFortran 95.
Table 4.2 shows an overview for several test cases. All calculations have been carried out
on the same computer (Intel Core2 Duo CPU, 8GiB RAM) without parallelization, thus
the calculation times are directly comparable. The calculation cost scales linearly with the
number of segments for each spline type as shown in Fig. 4.11.The memory demand for
storing the resulting look-up table increases exponentially with the dimension. The result-
ing memory demand is in the range of several megabytes to a gigabyte as shown in Table
4.2. It is mentioned that such a memory demand is no problem for modern computers.
Furthermore, note that it is typically not necessary to loadthe whole look-up tables into
the memory. Depending on the trajectory of the state variables only a small section of the
table is sufficient.

4.3.4 Look-up table evaluation

All spline parameters can be pre-calculated to minimize thecalculation cost during the
transient simulation. Note that this speed up is bought by a higher memory demand for
the look-up tables. The look-up table size increases by a factor approximately equal to
the number of spline parameters per segment. However, for state of the art computers
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the required memory demand is still in an applicable size as shown in chapter 5. For
the cubic spline evaluation the cascaded Horner scheme as described in subsection 2.3.3
can be used. This method can be also applied to the evaluationof the partial derivatives.
Depending on the order in which the summations are evaluatedthe implementation is not
unique, thus, in then-dimensional casen implementations are possible. However, in total
all implementations require the same number of floating point operations (FLOPs). For
instance the two possible implementations for a bi-cubic spline are:

∂
∂x1

p(x1,x2) =
3

∑
i=1

i

(
3

∑
j=0

a j ,i x̃
j

2

)

x̃ i−1
1

︸ ︷︷ ︸

Implementation A

=
3

∑
j=0

(
3

∑
i=1

i a j ,i x̃
i−1
1

)

x̃ j
2

︸ ︷︷ ︸

Implementation B

. (4.26)

Both implementations require 30 FLOPs, in which implementation A requires 14 real-real
multiplications, 14 real-real additions and 2 integer-real multiplications and implementa-
tion B requires 11 real-real multiplications, 11 real-realadditions and 8 integer-real mul-
tiplications. Any difference regarding speed of implementation depends on the hardware
used.

For the typical system of equations (4.3) to be solved for FE based models, all partial
derivatives have to be evaluated. This feature can be utilized for a fast implementation as
shown for a 5D spline

∂
∂x1

p(x1,x2,x3,x4,x5) =
3

∑
i=1

ei i x̃ i−1
1 , (4.27)

∂
∂x2

p(x1,x2,x3,x4,x5) =
3

∑
i=0

3

∑
j=1

d j ,i j x̃ j−1
2 x̃ i

1, (4.28)

∂
∂x3

p(x1,x2,x3,x4,x5) =
3

∑
i=0

3

∑
j=0

3

∑
k=1

ck, j ,i kx̃k−1
3 x̃ j

2 x̃ i
1, (4.29)

∂
∂x4

p(x1,x2,x3,x4,x5) =
3

∑
i=0

3

∑
j=0

3

∑
k=0

3

∑
l=1

bl ,k, j ,i l x̃ l−1
4 x̃ k

3 x̃ j
2 x̃ i

1, (4.30)

∂
∂x5

p(x1,x2,x3,x4,x5) =
3

∑
i=0

3

∑
j=0

3

∑
k=0

3

∑
l=0

3

∑
m=1

am,l ,k, j ,i mx̃m−1
5 x̃ l

4 x̃k
3 x̃ j

2 x̃ i
1 (4.31)
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with the auxiliary variables evaluated by the Horner scheme

bl ,k, j ,i :=
3

∑
m=0

am,l ,k, j ,i x̃
m
5 , (4.32)

ck, j ,i :=
3

∑
l=0

bl ,k, j ,i x̃
l
4, (4.33)

d j ,i :=
3

∑
k=0

ck, j ,i x̃
k
3 , (4.34)

ei :=
3

∑
j=0

d j ,i x̃
j

2 . (4.35)

This ansatz finally leads to 2038 real-real multiplications, 2038 real-real additions and 682
integer-real multiplications or in sum 4758 FLOPs. In contrast, an independent evaluation
of all partial derivatives requires 10240 FLOPs. The additional memory demand for the
helping variables is 2720 bytes for double precision values.

4.4 Multi body dynamics and electrical machines

The behavior of electrical machines is mainly influenced by the drive controller. Thus, em-
bedding electrical machines into an MBD-simulation environment requires the modeling
of the complete electrical powertrain. This leads to a nonlinear electrical circuit and thus
a system of nonlinear ordinary differential equations (ODE). This ODE system has to be
solved additionally to the mechanical ODE system. Due to typically different time scales
between mechanical and electrical systems and the time discrete behavior of digital drive
controllers, an independent solver for the electrical circuit is recommended. Furthermore,
the interaction of more than one solver requires the definition of a master solver. The
MBD-solver used in this work can only act as master, thus, theelectrical solver must be
the slave. Hence, it becomes part of the nonlinear iterationloop of the master. This leads
to a basic solver structure as sketched in Fig. 4.12a.

The time steps of the master solver are indexed withI . The input for the electrical solver
are the new simulation timet [I+1], the position vectorx[I+1] and velocity vectoṙx[I+1] for
the bodies (rotor and stator) used for the mechanical model of the electrical machine.
The output are in general the resulting forcesF[I+1] and torquesτττ [I+1] acting on these
bodies. Furthermore, control signals to the master simulation control and a data bus for the
electrical output quantities to the result logger are required. The control signals allow an
intervention to the master simulation control and the time step calculation. Error handling
(for example convergence problems of the electrical circuit) or the handling of special state
events that necessitate the evaluation of the mechanical system at specific simulation times
can be realized by this mechanism.
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Figure 4.12: Solver topology: (a) Overview of the mechanical solver for the MBD sys-
tem. It consists of a time loop with a time step control mechanism and a
nonlinear iteration loop with a convergence test. The solver for the electrical
network is embedded in the nonlinear iteration loop. Thus the mechanical
solver becomes the master of this system of coupled solvers.(b) Overview
of the electrical circuit solver. It also consists of an individual time loop with
a sub-time step control mechanism and a nonlinear iterationloop. The ODE
system of the electrical circuit is solved using the Crank-Nicolson method,
see [41].

The electrical solver itself consists of an independent time loop and a nonlinear iteration
loop as shown in Fig. 4.12b. The independent time loop is indexed with i and allows
intermediate sub-time steps for the electrical network. Additional intermediate position
and velocity vectors are required for this oversampling. A constant acceleration in the
actual time intervalt [I ] to t [I+1] is assumed for its calculation:

ẍ[I ] :=
1

t [I+1]− t [I ]

(

ẋ[I+1]− ẋ[I ]
)

. (4.36)

This assumption is valid under the prerequisite of the mechanical solution being accurate.
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For intermediate position and velocity vectors at the timet [i] this leads to

∆t := t [i]− t [I ], (4.37)

ẋ[i] = ẋ[I ]+ ẍ[I ]∆t, (4.38)

x[i] = x[I ]+ ẋ[I ]∆t + ẍ[I ]
∆t2

2
, (4.39)

with t [I ] ≤ t [i] ≤ t [I+1]. For every sub-time step, nonlinearity is considered by theiteration
loop. In case of convergence, the next sub-time stept [i+1] is evaluated until the end time
t [I+1] is reached.

The ODE system in (4.3) is solved using a generalized Euler method. This method
belongs to the family of finite difference methods and is a semi-implicit Euler method. It
has been chosen because the FEM tool used applies the same time integration method and
thus a direct comparison between FE and FE-based simulations is possible. However, in
general any other Runge-Kutta method or linear multistep method can be used instead.

For the initial value problem

ẏ(t) = f (t,y(t)) with y(t0) = y0, (4.40)

the generalized Euler method can be written as

ẏ(t)≈ y(t+∆t)−y(t)
∆t

= Θ f (t +∆t,y(t +∆t))+(1−Θ) f (t,y(t)) , (4.41)

with the weightΘ and 0≤ Θ ≤ 1. For Θ = 0 this method is the explicit forward Euler
method and forΘ = 1 this ansatz coincides with the implicit backward Euler method.
Any intermediate value leads to a semi-implicit ansatz as for example the Crank-Nicolson
method withΘ = 0.5.

The ODE system (4.3) can be rewritten in vectorial notation as

v = vCu+∂αRotψψψ
dαRot

dt
+Jψψψ (i)

di
dt
, (4.42)

with the input voltagesv, the resistive voltage dropvCu, the current feed state vectori,
the vector for all coil flux linkagesψψψ = f (αRot, i) and the Jacobian matrix Jψψψ (i) for ψψψ
with respect toi. Note that the mechanical positionαRot and velocityω = dαRot

dt in (4.42)
are input quantities from the mechanical solver. Thus, the ODE system has to be solved
only for the current feed state variables and the generalized Euler method for (4.42) can be
written as

Jψψψ (i)[i+Θ] i[i+1]− i[i]

t [i+1]− t [i]
= Θ

(

v[i+1]−v[i+1]
Cu −∂αRotψψψ

[i+1]ω [i+1]
)

+

(1−Θ)
(

v[i]−v[i]Cu−∂αRotψψψ
[i]ω [i]

)

.

(4.43)
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This equation can be rewritten as

Jψψψ (i)[i+Θ] i[i+1]− i[i]

t [i+1]− t [i]
= v[i+Θ]−v[i+Θ]

Cu −∂αRotψψψ
[i+Θ]ω [i+Θ], (4.44)

with the weighted rotor positionα [i+Θ]
Rot defined as

α [i+Θ]
Rot := Θα [i+1]

Rot +(1−Θ)α [i]
Rot. (4.45)

The weighted quantities fori, v andvCu in (4.44) are defined in a similar way. It is men-
tioned that all look-up tables for the flux linkages can be directly evaluated at the weighted

parametersα [i+Θ]
Rot and i[i+Θ]. Thus, a weighting as defined in (4.45) is not necessary for

the flux linkages.

4.5 Workflow for validation

In this subsection, the validation workflow for the FE-basedmodel is discussed. Note that
no comparison with measurements is required for this purpose. The validation shall only
show the equivalence between the FE model and the FE based circuit model. Therefore,
the FE based circuit model is compared with a corresponding FE machine model (refer-
ence model). Transient FEM simulations with motion are carried out for this purpose.
To simplify the FE model, the rotor position and the phase voltages or currents are used
as input for the FEM simulation. Thereby, the extensive modeling and simulation of the
complete system including the electrical power train, drive controller and mechanical sys-
tem is avoided. The selected validation flow using the example of a permanent magnet
synchronous machine is shown in Fig. 4.13.

For validation, an MBD-model (test bed) including the FE based machine model is
set up. This model includes the mechanical system as well as the electrical power train.
Several simulations with different configurations are carried out. All input and output
quantities of the FE based model are logged during these simulations. The input quantities
of the FE-based model (rotor position and terminal voltagesor currents) are also used as
input for the reference FEM simulations.

Depending on the FEM simulation setup, three different investigations can be done:

• Simulation without time integration: Rotor position and machine currents from the
MBD simulation are used as input for the FEM simulation. Hereby, the interpolation
error can be investigated.

• Simulation with time integration but without eddy currentdomains: Rotor position
and terminal voltages from the MBD simulation are used as input for the FEM sim-
ulation, as shown in Fig. 4.13. Furthermore, the FE model is initialized with the
machine currents by a magnetostatic simulation. Thus, any transient effects are pre-
vented during start up. Under the assumption of a correct implementation of the FE
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Figure 4.13: Workflow for validation of the FE based circuit model (orange). A FEM
reference simulation withtSim, αRot, vA, vB, vC as input is carried out. The
validation is done by comparison of the machine currentsiA, iB, iC and the
machine torqueτ.

based circuit model, any variations of the simulation output are caused by the inter-
polation error and different time integration schemes. Thus, a direct comparison of
the output quantities can be done. This simulation setup is used for the validation of
the FE based model.

• Simulation with eddy current domains: Rotor position and machine terminal volt-
ages are used as input. This FE model corresponds best to a real machine, thus any
measurements should be compared with this setup. However, due to the fact that
eddy currents are not covered by the FE-based circuit model approach, a direct com-
parison is not meaningful. However, this approach can be used for error estimation
purposes.

Examples for the validation using this workflow will be presented in the chapter 5.





5 BASIC MODELS FOR VARIOUS MACHINES

In the previous chapter, the FE-based circuit model approach was presented, several design
decisions were discussed and the validation workflow was described. In this chapter the
application of the FE based circuit model approach to the basic machine types is presented.
These machine types are the permanent magnet synchronous machine (PMSM), the reluc-
tance machine (RM), the electrically excited synchronous machine (EESM) and the wound
rotor induction machine (WRIM). With respect to the FE basedmodeling technique, all
these machine types differ only in the number of required variables for parameterizing the
characteristic curves.

The results of this chapter have been published in [61] and [62].

5.1 Permanent magnet synchronous machines

Permanent magnet synchronous machines are widely used in electrical drives. They have
typically a high torque density and high power efficiency. Both are mainly due to the use
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Figure 5.1: Permanent magnet synchronous machine. (a) Topology: Stator with the coil
system and rotor with the permanent magnets. (b) Circuit of the stator coil
system in Y-connection with isolated star point. The influence of the permanent
magnets is considered by the additional rotational speed dependent voltage
sourcesVA, VB andVC. All inductancesLA, LB, LC, MAB, MAC, MBC and the
parameterskA, kB, kC are functions of the rotor positionαRot and the current
feed state vectori :=
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of permanent magnets for the main flux generation. Thus, no excitation coil and hence
no excitation power is required. Moreover, the use of neodymium magnets results in very
high main fluxes in relation to the construction volume of themachine. However, due to
the use of rare earth metals, these machines are typically expensive. Besides, they are more
damageable than electrically excited machines because themagnets easily demagnetize at
higher temperatures or wrong stator current feed.

The topology of such machines is shown in Fig. 5.1.a. The stator carries a three-phase
coil system that is typically in Y-connection with isolatedstar point. This is due to the
fact that this machine type is mainly inverter fed. Thus, thestar point is not required for
stabilizing phase symmetry as typically used in generator applications with unbalanced
load. Furthermore, an isolated star point prevents any zero-currenti0 in the dq0-system.
Thus, the power efficiency is increased because the losses produced by this current are
avoided. The particular design of the stator and the coils (distributed windings versus
tooth coils) has no effect on the implementation of the FE based circuit model. Due to
symmetry of all magnetic pole pairs, the circuitry of the coils per phase (serial and parallel
branches) does not influence the FE based circuit model. All effects are fully covered by
the look-up tables.

The rotor holds the permanent magnets. Depending on the location of the magnets two
rotor designs can be distinguished. These are the design with surface mounted magnets
as shown in Fig. 5.2.a and the design with interior magnets asshown in Fig. 5.2.b. Basi-
cally, both designs have slightly different operating characteristics. Machines with surface
mounted magnets have approximately similar magnetic reluctances ind-axis andq-axis
whereas machines with interior magnets have different magnetic reluctances in these two
directions. However, the particular rotor design has againno influence on the FE based
circuit model. The magnetic reluctances for both axes as well as any saturation effects are
covered by the look-up tables.

(a) (b)

Figure 5.2: Rotor design overview. (a) Rotor with surface mounted permanent magnets
and four magnetic pole pairs. (b) Rotor with interior permanent magnets and
six magnetic pole pairs



5.1 Permanent magnet synchronous machines 81

5.1.1 Implementation of the FE based circuit model

Although the equivalent circuit for this machine, as shown in Fig. 5.1.b, includes addi-
tional voltage sources for modeling the effect of the permanent magnets, this machine is
described by the same equation (4.6) as the hypothetical machine in chapter 4.

The scalar parameters of the model are the phase resistanceRph and the number of
magnetic pole pairsnmp. The model parameters defined by look-up tables are the phase
to phase flux linkageψAB and the machine torqueτ. The input of the model are the
mechanical rotor positionαmech

Rot , the mechanical angular velocityωmechand the machine
phase to phase voltagesvAB, vBC. The parameter variables are the electrical rotor position
αRot = nmpαmech

Rot , the direct currentid and the quadrature currentiq. The output of the
model are the torqueτ and the machine phase currentsiABC.

Thus, the complete model can be written as

[
∂idψAB ∂iqψAB

∂idψBC ∂iqψBC

](did
dt
diq
dt

)

=

(
vAB

vBC

)

−Rph

(
iAB

iBC

)

−
(

∂αRotψAB

∂αRotψBC

)

nmpωmech, (5.1)

iABC= C−1P(αRot)
−1
(

id
iq

)

, (5.2)

τ = τ
(
αRot, id, iq

)
(5.3)

whereψBC is the evaluation of the look-up table forψAB at the rotor positionαRot− 2π
3 .

The ODE system is solved using the generalized Euler method as shown in (4.44).
Note that the interconnection of the coils belonging to one phase for machines with

nmp> 1 has no influence on the model. For a series connection, the same current in all
coils is enforced by default. Due to the assumed symmetry, the same current flows in all
branches in case of a parallel connection. The higher lossesof a machine design with
unbalanced parallel coils makes this practically irrelevant. Eccentricity effects are not
considered by this model.

Furthermore, it should be mentioned that in case of a connected star point, the additional
current feed state variablei0 and a third voltage equation are required as presented for the
switched reluctance machine in (5.5) in the section 5.2.

5.1.2 Validation of the machine model

The validation of the machine model was carried out according to the workflow described
in section 4.5. The model parametersψAB andτ were sampled using magnetostatic FEM
simulations. Several application cases have been investigated employing the machine
model in transient MBD simulations. The results have been compared with those of tran-
sient FEM simulations. In this subsection, the machine usedfor the comparison, the FE
model and some results of the comparisons are presented.

The FE model used for the validation of the PMSM is shown in Fig. 5.3. This machine
has six magnetic pole pairs and buried magnets on the rotor. Its nominal power is 15 kW,
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the nominal speed is 5000 rpm. The corresponding look-up table parametersψAB andτ
are shown in Fig. 5.4 and Fig. 5.5. These parameters were sampled with various sam-
pling ratesNα for rotor position,Nid for direct current andNiq for quadrature current to
investigate the influence of these sampling rates. A comparison is shown in table 5.1 in-
cluding the number of FEM simulationsNFEM, the required calculation costtFEM without
parallelization and the required memory demandMD for both look-up tables.

(a) (b)

A+A−
B+

B−

C
+

C
−

PMN

PM
S

Figure 5.3: FE model of the PMSM under investigation. (a) ThePMSM has six symmetric
magnetic pole pairs. For the FE model only one magnetic pole pair (segment of
60°) was modeled. Periodic boundary conditions have been used at the cutting
planes. (b) Special attention was paid to the mesh of the air gap to prevent
numerical errors caused by the mesh and the constraint equations for coupling
rotor and stator.

It should be mentioned that for this machine only an intervalof 60°E was sampled.
This is sufficient to sample a full period of the first harmonicof the (cogging-) torque.
Furthermore, this interval is sufficient to reconstruct a full electric period of the flux linkage
by concatenating the flux linkages sampled for the three phases. Without down sampling
this approach leads to a six times higher memory demand for the flux linkage dataset than
for the torque dataset.

Note that due to symmetry between positive and negative half-wave of the flux linkage

ψ (αRot) =−ψ
(
αRot+180°E

)
, (5.4)

the required interval for the flux linkage dataset is only 180°E. Notice further that a similar
reduction of the rotor position interval for the torque dataset is not possible. However, for
the torque dataset, its symmetry with respect to the torque generating currentiq can be
utilized. Nevertheless, within this work neither the symmetry of the flux linkage dataset
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Table 5.1: Comparison between several sampling rate configurations.

Setup Nα Nid Niq NFEM ∆αRot tFEM MD
(-) (-) (-) (-) (°E) (min) (MByte)

SET-1 60 17 11 11200 1 1557 32.8
SET-2 15 17 11 2805 4 389 8.20
SET-3 15 9 11 1485 4 206 4.10
SET-4 10 17 11 1870 6 260 5.46
SET-5 10 9 11 990 6 137 2.73
SET-6 10 17 6 1020 6 141 2.73

nor the symmetry of torque dataset has been utilized to decrease the memory demand of
the look-up tables.

Fig. 5.6 shows an overview of the transient simulation carried out using the FE-based
circuit model. The three grey marked time windows (Detail-1, Detail-2 and Detail-3)
define the simulation intervals that were also simulated using FEM. The figures Fig. 5.7
and Fig. 5.8 show a direct comparison of the machine currentsand the machine torque
between FE-model and FE-based circuit model. Obviously, all curves are in a very good
agreement and the proper functioning of the model has been thus proved.

Note that, for each FE simulation, a proper initialization of the FE model is required.
For Detail-1 this is easy to achieve because the machine starts from stop and without any
current feed. For Detail-2 and Detail-3 the same current feed and rotor speed as calculated
from the FE-based circuit model need to be impressed. However, slightly differences
caused by the non-linear FE solver occur during the first 30 msof the FE simulations for
Detail-2 and Detail-3.
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Figure 5.4: Set of characteristic curves for the phase to phase flux linkageψAB. An intervall
of 360°E for the rotor position is required to cover a full period of this quantity.
Thus, this dataset was concatenated from the three phase fluxlinkagesψA, ψB

and ψC sampled for an interval of 60°E. Direct and quadrature current are
normalized with the nominal currentIN of the machine.
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Figure 5.5: Set of characteristic curves for the machine torqueτ. Due to the six magnetic
pole pairs of the machine an interval of 60°E for the rotor position is sufficient
to cover a full period of this quantity.
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Figure 5.6: Overview of transient simulation. The upper diagram shows machine speed
(blue) and the corresponding machine torque (green). The lower diagram
shows direct (blue) and quadrature (green) current. Furthermore, the three time
windows used for comparison with FEM are shown (grey).
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Figure 5.7: Comparison of the stator currents between FE model and FE-based circuit
model for a transient simulation. The diagrams show a validation example.
For all details, a separate FEM simulation has been carried out. All curves are
in a very good agreement except small differences at the starting of Detail-2
and Detail-3. This error is caused by the initialization of the FEM model and
vanishes after a short simulation period.
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Figure 5.8: Comparison of the machine torque between FE model and FE-based circuit
model for a transient simulation. The diagrams show a validation example.
For all details, a separate FEM simulation has been carried out. All curves are
in a very good agreement except small differences at the starting of Detail-2
and Detail-3. This error is caused by the initialization of the FEM model and
vanishes after a short simulation period.
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5.2 Reluctance machines

Reluctance machines can be categorized into synchronous reluctance machines and switched
reluctance machines. From a machine design point of view, synchronous reluctance ma-
chines have the same number of magnetic pole pairs on rotor and stator whereas switched
reluctance machines have a different number of magnetic poles on rotor and stator. This
leads to a completely different control scheme for the two machine types.

5.2.1 Synchronous reluctance machines

Synchronous reluctance machines, as shown in Fig. 5.9, havetypically a three-phase coil
system in Y-connection with isolated star point on the stator. Compared with a PMSM,
this machine has no permanent magnets for creating the magnetic main flux. Therefore,
any magnetic flux in the machine must be generated by currentsflowing in the stator coil
system.

The FE based circuit model for this machine type is identicalwith the PMSM model of
section 5.1. The same parameter variables and look-up tablequantities are used and the
same FE preprocessing workflow can be utilized.
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Figure 5.9: Synchronous reluctance machine. (a) Topology:Stator with the coil system
and rotor for a machine with four magnetic poles. (b) Circuitof the stator coil
system in Y-connection with isolated star point. All inductancesLA, LB, LC,
MAB, MAC, MBC are functions of the rotor positionαRot and the current feed
state vectori :=

(
id, iq

)
.

Note: For direct operation at a power grid, synchronous reluctance machines with
damper windings are used. These machines have an additionalsquirrel cage (similar to
the induction machines) on the rotor allowing an asynchronous start up. However, this
kind of reluctance machine is not in the focus of this work.



90 5 Basic models for various machines

5.2.2 Switched reluctance machines

Switched reluctance machines, as exemplarily shown in Fig.5.10 are used in electrical
drives. They are very robust and cheap machines because their rotor carries no coil sys-
tem. The stator typically has two or more coils that are controlled independently. This is
equivalent to an unbalanced multi-phase system. For the FE based circuit model approach
this leads to a phase voltage equation per coil. Furthermore, a current feed state variable
for every coil is required. However, in many cases a switchedreluctance machine consists
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Figure 5.10: 6/4 pole switched reluctance machine. (a) Topology: Stator with one mag-
netic pole pair (six teeth coils) and rotor with two magneticpole pairs (four
teeth). (b) Circuit of the stator coil system. All inductancesLA, LB, LC, MAB,
MAC, MBC are functions of the rotor positionαRot and the current feed state
vectori :=

(
id, iq, i0

)
.

of two coils (e.g. stepper motors) or three coils (e.g. 6/4 pole switched reluctance machine
in Fig. 5.10). Furthermore, typically the rotor of such machines has a higher number of
poles and thus more symmetry planes. For example the rotor position for the machine
shown in Fig. 5.10 has to be varied only in an interval of 30°E, reducing the FE simulation
effort during the look-up table creation.

Although the switched reluctance machine is not in the scopeof this work, a FE-based
circuit model for a machine with three symmetric coils is presented because this model is
identical with the model for a PMSM with connected star point. This model is parame-
terized by the scalar parameters for the coil resistance perphaseRph and the number of
magnetic pole pairsnmp of the stator. The model parameters defined by look-up tables
are the phase flux linkageψA and the machine torqueτ. The input of the model are the
rotor positionαmech

Rot , the rotor speedωmechand the phase voltagesvABC. The state of the
machine is defined by the rotor positionαRot and the currentsid, iq andi0. The output of
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the model are the machine torqueτ and the phase currentsiABC.
Thus, the complete model can be described as:






∂idψA ∂iqψA ∂i0ψA

∂idψB ∂iqψB ∂i0ψB

∂idψC ∂iqψC ∂i0ψC











did
dt
diq
dt
di0
dt




=





vA

vB

vC



−Rph





iA
iB
iC



−





∂αRotψA

∂αRotψB

∂αRotψC



nmpωmech, (5.5)

iABC= C−1P(αRot)
−1





id
iq
i0



 , (5.6)

τ = τ
(
αRot, id, iq, i0

)
(5.7)

whereψB is the evaluation of the look-up table forψA at the rotor positionαRot− 2π
3 and

ψC is the evaluation atαRot− 4π
3 .

Notice that although all three phases of the switched reluctance machine are isolated
from each other and controlled independently, the transformed currentsid, iq and i0 are
used as state variables for the model. Nevertheless, instead of idq0 the phase currentsiABC

could be also used as state variables leading to






∂iAψA ∂iBψA ∂iCψA

∂iAψB ∂iBψB ∂iCψB

∂iAψC ∂iBψC ∂iCψC











diA
dt
diB
dt
diC
dt




=





vA

vB

vC



−Rph





iA
iB
iC



−





∂αRotψA

∂αRotψB

∂αRotψC



nmpωmech, (5.8)

τ = τ (αRot, iA, iB, iC) . (5.9)

However, the former choice usingidq0 has practical advantages because both the simulation
control scheme for the preprocessing and all machine modelsuse transformed currents.
Thus, all macros and functions need to be extended only, and the basic structure stays the
same.
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5.3 Electrically excited synchronous machines

Within this work only inverter fed electrically excited synchronous machines (EESM) are
considered. The topology of this machines type is shown in Fig. 5.11. These machines
consist of a stator with a three phase coil system and a rotor with an excitation coil. They
are mainly used in electric drives. In these applications, the stator coil system is typically in
Y-connection with isolated star point. One can distinguishbetween salient pole (as shown
in Fig. 5.11) and non-salient pole rotors. However, the FE based circuit model approach is
the same for both rotor designs.

Notice that electrically excited synchronous machines with a damper coil system are
not covered by this model approach. The damper coil system can be assumed as additional
squirrel cage coil. Such a coil leads for the FE-based circuit model approach to several
problems as discussed in sub-section 5.4.1.
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Figure 5.11: Electrically excited synchronous machine. (a) Topology: Stator with three-
phase coil system in Y-connection with isolated star point and rotor with ex-
citation coil system. (b) Circuit of the stator coil system and the isolated rotor
coil system. All inductancesLA, LB, LC, LE, MAB, MAC, MBC, MEA, MEB,
MEC are functions of the rotor positionαRot and the current feed state vector
i :=

(
id, iq, iE

)
.

5.3.1 Implementation of the FE based circuit model

The model for an electrically excited synchronous machine as shown in Fig. 5.11 is pa-
rameterized by the scalar parameters for the stator phase resistanceRph, the number of
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magnetic pole pairsnmp and the resistance of the excitation coilRE. The look-up table
parameters are the phase to phase flux linkageψAB, the flux linkage of the excitation coil
ψE and the machine torqueτ. The mechanical input of the model are the rotor position
αmech

Rot and the rotor speedωmech. The electrical input are the phase to phase voltagesvAB,
vBC and the excitation voltagevE. The state of the machine is defined by rotor position
αRot, direct currentid, quadrature currentiq and the excitation currentiE. The output of
the model are the machine torqeτ, the phase currentsiABC and the excitation currentiE.

The complete model can be described as:





∂idψAB ∂iqψAB ∂iEψAB

∂idψBC ∂iqψBC ∂iEψBC

∂idψE ∂iqψE ∂iEψE











did
dt
diq
dt
diE
dt




=





vAB

vBC

vE



−





Rph(iA− iB)
Rph(iB− iC)

REiE



−





∂αRotψAB

∂αRotψBC

∂αRotψE



nmpωmech, (5.10)

iABC= C−1P(αRot)
−1
(

id
iq

)

, (5.11)

τ = τ
(
αRot, id, iq, iE

)
(5.12)

whereψBC is the evaluation of the look-up table forψAB at the rotor positionαRot− 2π
3 .

This model could be extended for machines with connected star point using the addi-
tional current feed state variablei0 leading to








∂idψA ∂iqψA ∂i0ψA ∂iEψA

∂idψB ∂iqψB ∂i0ψB ∂iEψB

∂idψC ∂iqψC ∂i0ψC ∂iEψC

∂idψE ∂iqψE ∂i0ψE ∂iEψE
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dt
diq
dt
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dt
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dt
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∂αRotψA

∂αRotψB

∂αRotψC

∂αRotψE




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

nmpωmech, (5.13)

iABC= C−1P(αRot)
−1





id
iq
i0



 , (5.14)

τ = τ
(
αRot, id, iq, i0, iE

)
(5.15)

whereψB is the evaluation of the look-up table forψA at the rotor positionαRot− 2π
3 and

ψC is the evaluation atαRot− 4π
3 .
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5.4 Induction machines

5.4.1 Squirrel cage induction machines

Squirrel cage induction machines (SCIM) are widely used in electric drives. The rotor
coil system is realized as squirrel cage coil that does not need any connections. Thus no
brushes and slip rings are required. Due to their simple rotor design they are very robust.
The topology of this machines type and a sketch of a squirrel cage coil are shown in Fig.
5.12.
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Figure 5.12: Squirrel cage induction machine (a) Topology:Stator with a three-phase coil
system and rotor with squirrel cage coil. (b) Example of a squirrel cage coil.

Unfortunately, the FE-based circuit model approach presented in this work could not be
applied to this machine type. This is caused by the properties of the squirrel cage coil:

• A squirrel cage coil withN bars can be regarded as anN-phase coil system whereas
each bar corresponds to one phase. This leads in general toN−1 current feed state
variables for modelling a squirrel cage with the FE-based circuit approach. This
leads further to an unfeasibly high number of state variables.

• All bars of a squirrel cage coil are typically solid conductors, i.e. skin effect occurs.
This influences the ohmic resistance of the bars and has an impact to the machine be-
havior. This effect is even utilized in machine design by shaping the bars and could
not be neglected. However, eddy current effects could not beconsidered by magne-
tostatic simulations because the geometry of a corresponding equivalent conducting
loop is indefinite.

This limitation of the FE-based circuit model applies to allmachine types using a squir-
rel cage coil.
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5.4.2 Wound rotor induction machines

In the past, wound rotor induction machines (WRIM) also known as rotating transformers
were used for the coupling of power grids with different frequencies. Nowadays, this
machine type can be found in wind power stations. In this application, the stator coil
system is directly connected to the power grid, thus supplied with constant frequency. The
rotor coil system is inverter fed, thus supplied with a variable frequency. By controlling
the rotor supply frequency any speed changes of the rotor canbe compensated. The main
advantage of this system configuration is that a smaller inverter can be used compared with
other system configurations. This is due to the fact that the main power flows directly from
the stator the power grid and doesn’t flow through the inverter.

The topology of a wound rotor induction machine is shown in Fig. 5.13.a. It has three
phase coil systems on stator and rotor. Thus, additional slip rings are required to connect
the rotor coil system.
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Figure 5.13: Wound rotor induction machine (a) Topology: Stator and rotor with a three-
phase coil system in Y-connection and isolated star point. (b) Circuit of the
stator and rotor coil system (not all 15 mutual inductances are shown to en-
sure clarity). All inductances are functions of the rotor position αRot and the
current feed state vectori :=

(
iS,α , iS,β , iR,α , iR,β

)
.

Implementation of the FE based circuit model

The model for the wound rotor induction machine as shown in Fig. 5.11.b is parameterized
by the scalar parameters for the phase resistance of the stator RS,ph, the phase resistance of
the rotorRR,ph and the number of magnetic pole pairsnmp. The look-up table parameters
are the stator phase to phase flux linkageψS,AB, the rotor phase to phase flux linkages
ψR,AB, ψR,BC and the machine torqueτ. The mechanical input of the model are rotor
positionαmech

Rot and rotor speedωmech. The electrical input are the stator phase to phase
voltagesvS,AB, vS,BC and the rotor phase to phase voltagesvR,AB, vR,BC. The state of the
machine is defined by the rotor positionαRot, the transformed stator currentsiS,α , iS,β and
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the transformed rotor currentsiR,α , iR,β . A common reference system is required for all
transformed quantities. Within this work, the rotor related reference system is used for this
purpose. The output of the model are the machine torqueτ, the stator phase currentsiS,ABC

and the rotor phase currentsiR,ABC.
Note that two flux linkages for the rotor coil system are required. This is a consequence

of the chosen rotor related reference system where the rotorphase coils are geometrically
shifted within the reference system itself. This geometrical shift could not be compensated
by any rotational shift of the reference system. In other words, the flux linkages of the
rotor coil system become DC-like quantities in the rotor related reference system whereby
any rotor position dependency is only caused by slotting effects (see Fig. 5.19). The same
situation would also occur using the stator related reference system. In that case two flux
linkages for the stator coil system would become necessary.

The complete model for the WRIM can be described as:








∂iS,α ψS,AB ∂iS,β ψS,AB ∂iR,α ψS,AB ∂iR,β ψS,AB
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∂iS,α ψR,AB ∂iS,β ψR,AB ∂iR,α ψR,AB ∂iR,β ψR,AB
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


nmpωmech, (5.16)

iS,ABC= C−1P(αRot)
−1
(

iS,α
iS,β

)

, (5.17)

iR,ABC= C−1
(

iR,α
iR,β

)

, (5.18)

τ = τ
(
αRot, iS,α , iS,β , iR,α , iR,β

)
(5.19)

whereψS,BC is the evaluation of the look-up table forψS,AB at the rotor positionαRot− 2π
3 .

Validation of the machine model

In this subsection the FE model used for the validation and some details of the five-
dimensional parameter sets are presented. Unfortunately,only design data for a squirrel
cage induction machine were available. This machine has three magnetic pole pairs, a
nominal power of 11 kW, a nominal voltage of 260 V and a nominalcurrent of 47 A. Each
phase consists of three coils connected in parallel. However, the design of the SCIM was
adopted for the validation of the WRIM. The original stator design was taken but it was
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assumed that the stator coils are connected in series. This leads to a nominal current of
15.7 A at a nominal voltage of 780 V without changing the number ofwindings per slot.
Furthermore, the number of slots on the rotor has been increased from 44 to 48. This is
necessary for keeping the symmetry of all three magnetic pole pairs for a three phase coil
system. The resulting machine model is shown in Fig. 5.14.

Note, that the focus of this work is on modelling machines andnot on machine design.
Indeed, the machine design shown is probably not suitable for production. However, it
fulfills all criteria for doing a validation of the model approach by the method described in
section 4.5.
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Figure 5.14: FE model of the WRIM under investigation. (a) The WRIM has three mag-
netic pole pairs and distributed coils on rotor and stator. One segment of 120°
(one magnetic pole pair) was modeled. Periodic boundary conditions have
been used at the cutting planes. (b) Detail of the model including the mesh.

The figures Fig. 5.15 to Fig. 5.20 show some details of the parameter set. The figure
captions describe the curves shown. Notice that the parameter determination with FEM for
this machine type is quite extensive because approximately100.000 magnetostatic simu-
lations are required. Depending on the FE model size and the degree of parallelization,
the preprocessing needs several days or weeks. Nevertheless, this high simulation effort is
more than compensated during the transient simulations with the resulting FE-based cir-
cuit model. The required simulation time for the current FE model is 12 s per time step,
meanwhile the FE-based circuit model requires only 200 µs per time step. This is a speed
up of approximately 60.000 for the transient simulations!

Furthermore, keep in mind that the number of time steps for typical transient system
simulations is much higher than 100.000 and transient simulations can not be parallelized.
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Indeed, the simulation effort for doing the transient FEM simulations required for the
validation (weeks) was much higher than the effort for the preprocessing stage (days).
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Figure 5.15: Detail of the characteristic curves for the stator phase to phase flux linkage
ΨS,AB. Variation of the stator currents (iS,α , iS,β ). Both rotor currents (iR,α ,
iR,β ) are zero.
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Figure 5.16: Detail of the characteristic curves for the stator phase to phase flux linkage
ΨS,AB. Variation of the currents inα-direction (iS,α , iR,α). Both currents in
β -direction (iS,β , iR,β ) are zero.
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Figure 5.17: Detail of the characteristic curves for the rotor phase to phase flux linkage
ΨR,AB. Variation of the stator currents (iS,α , iS,β ). Both rotor currents (iR,α ,
iR,β ) are zero.
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Figure 5.18: Detail of the characteristic curves for the rotor phase to phase flux linkage
ΨR,AB. Variation of the currents inα-direction (iS,α , iR,α). Both currents in
β -direction (iS,β , iR,β ) are zero.
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The last figures in this subsection show some results of the validation simulations. The
figures Fig. 5.21 to Fig. 5.23 show a comparison for a simulation at constant speed.

Although Detail-2 in these figures shows a very good agreement, small deviations in
Detail-1 (start-up stage) are obvious. Further investigations had shown that these devia-
tions are caused by a too large time step size (100 µs) for the transient FEM simulation.
This time step size was originally chosen as tradeoff for thehigh simulation effort of the
FEM simulation.

However, the FEM simulation has been repeated with a smallertime step size (10 µs).
This leads to a very good agreement during the start-up stageas shown in Fig. 5.24.
However, due to the high simulation effort of the FEM simulation, this second simulation
has been only done for a simulation time of 10 ms. Nevertheless, the good agreement of
all curves for the second simulation is obvious.
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Figure 5.21: Comparison of the stator currents between FE model and FE-based circuit
model for a transient simulation. The diagrams show a validation example
at constant speed. Except the startup (Detail-1) all curvesare in a very good
agreement (see Detail-2).
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Figure 5.22: Comparison of the rotor currents between FE model and FE-based circuit
model for a transient simulation. The diagrams show a validation example
at constant speed. Except the startup (Detail-1) all curvesare in a very good
agreement (see Detail-2).
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Figure 5.23: Comparison of the machine torque between FE model and FE-based circuit
model for a transient simulation. The diagrams show a validation example
at constant speed. Except the startup (Detail-1) all curvesare in a very good
agreement (see Detail-2).
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6 EXTENSIONS OF THE FE BASED CIRCUIT MODEL
APPROACH

In this chapter two extensions to the FE based circuit model approach are presented. These
are:

• An emulation of a 2D-FEM multi-slice simulation for takingskewing into account

• The introduction of additional mechanical state variables for taking rotor eccentricity
into account

The results of this chapter have been published in [60], [63]and [65].

6.1 Consideration of skewing

Skewing is a widely used design method for reducing slottingeffects in electrical ma-
chines. Hereby, the rotor or the stator becomes skewed, as shown for a skewed rotor of a
permanent magnet machine in Fig. 6.1. Skewing can be done continuously (Fig. 6.1.a) or
in discrete steps (Fig. 6.1.b and Fig. 6.1.c). Continuous skewing is mainly used for induc-
tion machines and electrically excited synchronous machines. It is achieved by twisting
the lamination stack of the rotor or the stator in axial direction. Staged skewing is mainly
used for rotors of permanent magnet machines. This technique allows a simpler shape
of the magnets and thus a cheaper production. However, staged skewing can be used for
reluctance machines as well.

Modeling of skewing requires the consideration of the machine extending in the axial
direction. Basically, this leads to a 3D model of the machineand requires, furthermore, a
coupling surface between rotor and stator. However, such 3D-FE models have very high
modelling and simulation cost, as already mentioned in section 3.5.

However, this time-consuming method can be avoided. Based on the fact that any vari-
ation of the machine geometry in axial direction is small, the 2D FE multi-slice technique
(e.g. presented in [77] or [20]) can be used instead. Herewith, a continuously skewed
machine is approximated as series of non-skewed "sub-machines", so called slices. This
is similar to a staged skewed machine with a high number of rings. Each slice is modeled
by a 2D FE model that differs from each other only in the rotor position for considering
the different skewing angles of each slice. The same currenthas to be enforced in the cor-
responding coils of all slices. Thus all slices must be coupled. This is done by additional
constraints, for example realized with circuit elements, as shown in Fig. 6.2.

It can be assumed that, for a sufficiently high number of slices, the effect of skewing
to the harmonics of torque and flux as well as its effect to the saturation variation in axial

107
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(a) (b) (c)

Figure 6.1: Skewing of the rotor of a permanent magnet machine. (a) Continuously skewed
rotor with specially shaped magnets (3× 3 segments per pole). (b) Staged
skewed rotor with 3 rings and with box-shaped magnets (3 segments per ring).
(c) Approximation of a continuously skewed rotor using the multi slice tech-
nique (e.g. staged skewed rotor with 9 rings (or slices).

Slice 1 Slice 2 Slice 3

Rph

Supply Stranded coils

Phase A

Phase B

Phase C

Figure 6.2: 2D FE multi slice model of a skewed permanent magnet machine with 3 slices
and an additional coupling circuit inANSYS 14.5.
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direction are covered with good approximation. The 2D FE multi-slice technique neglects
any radial component of the electric currents as well as any axial component of the mag-
netic flux. Both typically occur in continuously skewed machines leading to additional
stray flux, losses and axial forces. Furthermore, the error of this technique increases for
staged sliced machines. This is due to the fact that a non-continuous skewing angle varia-
tion in axial direction leads to a three dimensional field distribution that necessitates a 3D
FE model. However, the accuracy of the 2D FE multi-slice technique is sufficient in most
cases.

The proposed extension to the FE based model circuit approach in this section assumes
that the 2D multi-slice technique can be applied to the givenmachine design. For all
other cases where a 3D FEM model is required, all characteristic curves required by the
FE-based machine model need also to be determined using 3D FEM simulations.

6.1.1 Multi slice emulation using the FE based circuit modelapproach

The FE based circuit model approach uses characteristic curves for all model parameters
that depend on the rotor position and the current feed state.It can be assumed that all
these parameters are sampled in an adequate manner for a proper FE based circuit model.
Thus, the whole machine behavior covered by the 2D FE model isalso stored in the cor-
responding look-up tables. This is especially fulfilled forthe rotor position dependency
of all sampled quantities. Therefore, the 2D FE multi-slicetechnique can be emulated by
a multiple evaluation of the interpolation function at different rotor positions, as shown
below.

(a) (b)

d-axis

αskew
2

αskew
2

lact
2

lact
2

d-axis

αS1

αS2

αS3

lS1

lS2

lS3

Figure 6.3: Multi slice emulation. (a) Continuously skewedrotor with the active machine
length lact and the skewing angleαskew. (b) Multi slice approximation using
3 slices. The skewing anglesαS1, αS2 andαS3 of the slices are defined at the
center of each slice. Due to symmetry reasonsαS2 = 0 and all slices have the
same slice lengthlS1 = lS2 = lS3, wherebylS1+ lS2+ lS3 = lact.
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Let us assume the FE based circuit model of an non-skewed PMSMas represented by
(5.1)-(5.3). The look-up table parametersψAB andτ are determined for the active length
lact of the machine. Furthermore, let us assume a continuously skewed version of this
machine with the same active length and a skewing angleαskew(Fig. 6.3.a). This machine
should be modelled withN slices, whereas theith-slice has the lengthlSi, as shown in Fig.
6.3.b forN = 3 slices.

The reference rotor positionαRot is defined by thed-axis of the rotor. Due to symmetry
reasons it is located atlact

2 , i.e. in the middle of the rotor. This leads to the shown skewing
anglesαS1 toαSN for the corresponding slices as shown in the figure. These skewing angles
are an additional offset for the rotor position of each slice. This leads for theith-slice to:

αSi
Rot = αRot+αSi. (6.1)

To enforce the same phase currentsiABC in the corresponding phases of each slice, the
parameter variablesid andiq have to be transformed for each slice too. This can be done by
using the Park transformationP(.) and Clarke transformationC, leading for theith-slice
to

(
iSi
d

iSi
q

)

= P
(

αSi
Rot

)

·C · iABC= P
(

αSi
Rot

)

·C ·C−1 ·P(αRot)
−1 ·
(

id
iq

)

= P(αSi) ·
(

id
iq

)

,

(6.2)

with
P
(

αSi
Rot

)

·C ·C−1 ·P(αRot)
−1 = P(αRot+αSi) ·P(αRot)

−1 = P(αSi) , (6.3)

using (3.11). Note thatid andiq of the whole machine are defined for the reference rotor
position.

Using the slice dependent parameter variablesαSi
Rot, iSi

d , iSi
q in (6.1) and (6.2) for the

evaluation of the interpolation function, the look-up table quantities for each slice can be
determined. These values refer to the active length of the machine and thus they need to
be scaled to the corresponding slice lengthlSi. This leads e.g. for the flux linkageψSi

AB of
the ith-slice to:

ψSi
AB =

lSi

lact
ψAB

(

αSi
Rot, i

Si
d , i

Si
q

)

. (6.4)

Finally, the quantity for the whole machine can be determined as the sum of the corre-
sponding values of all slices. This leads for the total flux linkageψAB to:

ψAB =
N

∑
i=1

lSi

lact
ψAB

(

αSi
Rot, i

Si
d , i

Si
q

)

. (6.5)

The second flux linkageψBC and the machine torqueτ are determined in a similar manner.
Due to the linearity of the differential operator, the same approach can be also applied to
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evaluate the partial derivatives of the flux linkages, e.g. :

∂idψAB =
N

∑
Si=1

lSi

lact
∂idψAB

(

αSi
Rot, i

Si
d , i

Si
q

)

. (6.6)

Note that this approach is an extension for the evaluation ofthe interpolation function.
Therefore, it can be applied to all FE-based machine models presented in this work. The
ODE system of the model itself is not affected by this approach. Furthermore, no addi-
tional FE simulations are necessary. Finally, and for the sake of completeness it should be
mentioned that even dynamic twisting of the rotor could be considered by this approach
using time dependent skewing angles. However for typical electric machines this effect is
negligible.

6.1.2 Validation of the FE-based multi slice circuit model approach

The validation of the FE-based multi slice circuit model hasbeen done in a similar manner
as for the basic variant. Due to the fact that the same characteristic curves can be used, no
additional preprocessing has been necessary. The only difference occurs for the transient
FE simulation where a multi-slice model has been used, see Fig. 6.2. For the validation,
a FE model with 3 slices has been chosen. A direct comparison of the machine currents
and machine torque is shown in Fig. 6.4. All curves are in a very good agreement. Thus it
can be assumed that the presented model works properly. A comparison of the simulation
effort is given in Tab. 6.1. Note that the simulation cost forthe FE-based model scales
linearly with the number of slices. The evaluation effort per slice is approximately 165 µs.

Table 6.1: Comparison of simulation effort.

Model Number of slices Simulation time per time step
Finite element 3 6.53 s

FE-based 1 1.26 ms
FE-based 3 1.61 ms
FE-based 6 2.09 ms

Furthermore, the effect of skewing and the influence of the number of slices have been
investigated. The skewing angle has been varied in 10°E steps between 0°E and 30°E. A
model with 3 slices and a model with 6 slices have been compared. The results for the
machine currents are shown in Fig. 6.5, and those for the machine torque in Fig. 6.6. The
machine currents increase slightly with increasing skewing angle. Furthermore, current
and torque ripple are reduced. Note that for skewing angles of ± 5°E and± 10°E the
number of slices has almost no influence on the result. A variation can be only observed
for the machine torque at a skewing angle of± 30°E. In such a case, the difference shown
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can be seen as the difference between a staged and continuously skewed machine. In
conclusion, all results are feasible and in agreement with the theoretical expectations.
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Figure 6.4: Validation of the FE-based multi-slice circuitmodel approach. A comparison
between the multi-slice FEM simulation and the FE-based multi slice circuit
model has been carried out. The curves for machine currents and torque show
a very good agreement.
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Figure 6.5: Investigation of the influence of the number of slices used. The curves show
the machine currents for various skewing angles and for 3 and6 slices. Fur-
thermore, the machine currents of the non-skewed model are shown.
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Figure 6.6: Investigation of the influence of the number of slices used. The curves show the
machine torque for various skewing angles and for 3 and 6 slices. Furthermore,
the machine torque of the non-skewed model is shown.
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6.2 Modeling of rotor eccentricity

Any displacement of the rotor from its ideal position in the center of the stator hole is called
rotor eccentricity. It occurs in almost all machines and is mainly caused by manufacturing
tolerances and bearing clearances. However, dynamic deformations of the rotor could
also lead to rotor eccentricity (especially for long machines). Eccentricity annihilates the
magnetic symmetry in the machine. This leads, on the one hand, to a lower power factor
due to higher iron losses, higher eddy currents (e.g. in permanent magnets) and circular
currents in parallel branches of the coil systems. On the other hand, an additional magnetic
drag occurs, leading to the generation of higher noise and vibrations.

(a) (b) (c)

Figure 6.7: Types of eccentricity with stator (blue) and rotor (red). (a) Axis parallel rotor
displacement. In this special case no variation of the geometry in axial direc-
tion occurs. (b) General displacement with rigid rotor. In this case the rotor
can tilt in the air gap within the clearance of the bearings. (c) General displace-
ment with flexible rotor. This is the most general case including bending and
twisting of the rotor. From an electro-magnetic point of view any deformation
of the rotor can be neglected. Nevertheless, for NVH investigations, a proper
modelling of the mechanical excitation is required and thusmagnetic forces
need to be considered.

In case of axis parallel rotor displacement, as shown in Fig.6.7.a, no variation in axial
direction occurs and a 2D FEM model is sufficient. In all othercases a 3D model of the
machine with morphing elements (at least in the air gap) is required in general - a very
expensive simulation approach. However, it can usually be assumed that any geometric
variation in axial direction is small. Thus, a good approximation can be achieved using
the 2D FE multi-slice approach. This simulation technique can be also emulated using the
FE-based circuit model approach as described in the last section.

For modelling axis parallel rotor eccentricity, two additional geometric parameters need
to be introduced, as shown in Fig. 6.8. Thereby, any rotor displacement within the stator
hole can be described. A general rotor displacement can be finally approximated using
several slices in axial direction. Each slice is parameterized by rotor position, rotor dis-
placement vector and the machine currents. Thus any rotor displacement in 3D space is
approximated by slices with axis parallel rotor displacements. Due to symmetry reasons,
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the rotor displacement is described in polar coordinates. This choice simplifies the FEM
preprocessing and allows the utilization of symmetry planes. Furthermore, the two addi-
tional look-up table parametersFr andFϕ for considering the magnetic dragFd need to be
introduced.

x

y

xd

yd
rd

ϕd

Fd

Fr

Fϕ
Stator

Rotor

Figure 6.8: Introduction of new geometric parameters for modelling rotor eccentricity.
Any rotor displacement in thexy-plane can be described with Cartesian co-
ordinates (xd, yd) or with polar coordinates (rd, ϕd). The magnetic dragFd

caused by the annihilated magnetic symmetry acts on the rotor and amplifies
any displacement.Fr andFϕ are the components ofFd in the polar reference
frame.

This extension can be basically applied to all FE-based machine models presented in
this work. However, the new state variablesrd and ϕd for describing the displacement
vector increase the dimension of the sampled state space by two. Although the effect ofϕd

can be neglected in many cases, the FE simulation effort for creating the look-up tables as
well as its memory demand is significantly higher than for thecorresponding basic model.
In this work, this extension has been applied to the FE-basedcircuit model for a PMSM as
well as a SYRM.

6.2.1 FE-based multi-slice circuit model for a PMSM

The introduction of two new parameter variables for considering rotor displacementrd and
ϕd leads to the following voltage equation:
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(
vAB

vBC

)

= Rph

(
iAB

iBC

)

+

(
∂αRotψAB

∂αRotψBC

)
dαRot

dt
+

[
∂rdψAB ∂ϕdψAB

∂rdψBC ∂ϕdψBC

]( drd
dt

dϕd
dt

)

+

[
∂idψAB ∂iqψAB

∂idψBC ∂iqψBC

](did
dt
diq
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)

. (6.7)

Applying the multi-slice technique leads finally to
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with the active lengthlact used for the parameter determination as well as the slice length
lSi, the rotor positionαSi

Rot and the rotor displacement (rSi
d , ϕSi

d ) of the ith sliceSi. Notice
that αSi

Rot, rSi
d andϕSi

d are treated as mechanical inputs (e.g. from a multi body dynamics
simulation) and thus are written on the right side of (6.8).

The machine torqueτ and the components of the magnetic dragFr , Fϕ are determined
using

τ =
N

∑
i=1

lSi

lact
τ
(

αSi
Rot, r

Si
d ,ϕ

Si
d , iSi

d , i
Si
q

)

, (6.9)

Fr =
N

∑
i=1

lSi

lact
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(
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, (6.10)

Fϕ =
N

∑
i=1

lSi

lact
Fϕ

(

αSi
Rot, r

Si
d ,ϕ

Si
d , iSi

d , i
Si
q

)

. (6.11)

6.2.2 Preprocessing and data set

For the validation of the presented model approach, a PMSM with six magnetic pole pairs
and surface mounted magnets have been used. All six coils perphase are connected in
series. The three phase system is in Y-connection with isolated star point. The 2D FE
model of the machine is shown in Fig. 6.9. Due to the fact that any magnetic symmetry is
annihilated, a full model of the machine is necessary. For considering the deformation of
the airgap (Fig. 6.9.b and Fig. 6.9.c) a re-mesh is required for each rotor displacement.

Nevertheless, since we have five independent parameters, a high number of magneto-
static simulations is necessary. Due to the lack of magneticsymmetry, the rotor position
needs to be varied in an interval of 0°E to 180°E. Furthermore, the radial and azimuthal
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(a) (b)

(c)

Detail-1

Detail-1

Detail-2

Detail-2

Figure 6.9: FEM model for parameter determination. (a) A full model of the machine is
required because any magnetic symmetry is annihilated by the rotor displace-
ment. The air gap is re-meshed for every rotor position and displacement.
(b) Detail of the mesh for a compressed air gap. (c) Detail of the mesh for a
stretched air gap.

(a) (b)

AA

BB

CC

d-axis
d-axis

Figure 6.10: Symmetry of rotor displacement. The size of theair gap is shown augmented
for increased clarity of the illustration. (a) Rotor displacement in direction of
phase A. (b) Rotor displacement in direction of phase B. Thisstate is identical
to (a) and can be determined from the corresponding simulation data.
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rotor displacements need to be sampled. Due to symmetry reasons, an interval of 0°E to
120°E is sufficient forϕSi

d , as shown in Fig. 6.10. Thus a complete dataset can be built by
concatenating the data for this interval.

In the remainder of this subsection, some conclusions aboutthe influence of eccentricity
for the machine model used will be drawn. The flux linkages forall three phases are
shown in Fig. 6.11 for seven different current feed states and for all 16 rotor displacements
(concentric case and three radial variations with five azimuthal variations). Obviously,
only seven different curves (for the seven current feed states) per phase are observable.
The influence of any rotor displacement to the flux linkage is negligible. This is due to the
interconnection of the coils (series connection of all coils of a phase). Thus, the effect of
eccentricity is mostly compensated for the flux linkages.
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Figure 6.11: Flux linkages of all three phases. Although a set of curves covering all rotor
displacements and seven different current feed states are shown, only seven
curves per phase are observable. These seven curves correspond to the dif-
ferent current feed states and any effect of rotor displacement is negligible.
This behavior is caused by the series connection of all teethcoils per phase.
Thus any magnetic unbalance of the machine is compensated for the phase
flux linkages.

A comparison of the flux linkages per coil for phaseA and a radial rotor displacement of
1.2 mm is shown in Fig. 6.12. The influence of the rotor displacement is obvious. In case
of an interconnection with parallel branches, these differences lead to different induced
voltages and thus circulating currents. Higher losses and astronger heating of the machine
are the consequence.

The machine torque is almost unaffected by rotor displacements. Only the influence of
a radial displacement can be observed in Fig. 6.13. The influence of an azimuthal rotor
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Figure 6.12: Flux linkages per coil for phaseA. Any rotor displacement leads to different
flux linkages in the coils of phaseA.
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Figure 6.13: Machine torque. Although the set of curves shown consist of all displace-
ments of the rotor, only the effect of the radial displacement is observable,
any azimuthal displacement is negligible.

displacement is in a sub-percentage range for the whole dataset.

The magnetic drag for a single current feed state is shown in Fig. 6.14 for the radial
componentFr and in Fig. 6.15 for the azimuthal componentFϕ . Obviously,Fϕ is very
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small and can be neglected for the machine under investigation. This simplification would
lead to a smaller memory demand for the FE-based circuit model.
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Figure 6.14: Magnetic drag in radial direction. Although the set of curves shown consist of
all displacements of the rotor, only the effect of the radialdisplacement is ob-
servable, any azimuthal displacement is negligible. Furthermore, harmonics
caused by slotting are apparent.

Finally, it should be also mentioned that even the state variable for the azimuthal rotor
displacement can be neglected for the machine investigated. Thus the state space is only
four-dimensional leading to a reduced preprocessing effort and memory demand for the
FE-based circuit model. It is expected that this simplification can be done for almost all
electrical machines with a common design. However, any further investigations of the
above simplifications are not in the scope of this work and thefull model was used for the
validation.
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Figure 6.15: Magnetic drag in azimuthal direction. Although the set of curves shown con-
sist of all displacements of the rotor, only the effect of theradial displacement
is observable, any azimuthal displacement is negligible. Compared with the
radial component of the magnetic drag, the azimuthal component is several
orders of magnitude smaller. Furthermore, numerical errors caused by the
mesh can be observed. For the machine under investigation, the azimuthal
component of the magnetic drag can be neglected.
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6.2.3 Validation of the FE-based model approach

The validation was done in a similar manner as described in section 4.5. However, the
FEM model is in this case more complex because a full machine model is required, see
Fig. 6.16.

VA

VB

VC
RWE

RWE

RWE

Stranded coils

Figure 6.16: FE model for transient simulation with voltagefed coils. The figure shows the
connection between all machine coils and the correspondingcircuit elements
for stranded coils. The additional resistance of the end windings is modelled
by the resistor elementsRWE.

A re-mesh of the air gap during a transient simulation is not supported by the FEM tool.
For this reason, another approach for modelling the air gap was required, as shown in Fig.
6.17. All air gap elements are divided into rotor and stator related elements. The concentric
case defines the initial position of the rotor (Fig. 6.17.a).In this case the air gap elements
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related to rotor and stator build two rings whereby all nodesrelated to these elements lie
on concentric circles. Modelling of a random rotor positionis done in four steps:

1. The rotor including the rotor related air gap elements is rotated into its required angular
position (Fig. 6.17.b).

2. The rotor including the rotor related air gap elements is shifted to its required position
(Fig. 6.17.c).

3. The deformation of the air gap elements is done by moving the corresponding element
nodes (Fig. 6.17.d).

4. Coupling of rotor and stator using constraint equations (Fig. 6.17.e).

By this approach, strongly distorted elements in the air gapcan be avoided and the cou-
pling interface can be located in the center of the air gap. Thus numerical errors can be
minimzed.

Additionally to the magnetostatic FE model, an MBD-model with rotor mass unbalance
and a bearing model including stiffness and clearance were investigated. The MBD-model
is shown in Fig. 6.18. The mass unbalance leads to a radial force acting on the rotor in
rotational motion. Due to stiffness and clearance of the bearings, a rotor displacement
occurs. The rotor displacement (Fig. 6.19) is used as additional mechanical input for the
electric simulation of the machine (FE-based circuit modelor FE model).
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(a) (b) (c)

(d) (e) (f)

Figure 6.17: Modelling of the air gap for transient FEM simulations. The rotor related
air gap elements (light blue) and the stator related air gap elements (light
yellow) are coupled using constraint equations (magenta).The nodes of the
air gap elements are illustrated by the dotted circles in theair gap. The air
gap is shown enlarged for better clarity. (a) Concentric rotor position (initial
position). (b) Rotation of the rotor including rotor related air gap elements to
the required rotor position. (c) Shift of the rotor including rotor related air gap
elements to the required rotor displacement. Overlapping air gap elements
occur. (d) Deformation of the air gap elements by moving the element nodes,
illustrated by the eccentric circles. (e) Coupling of rotorand stator related
air gap elements in the center of the air gap. (f) Detail of theFEM model
showing the final air gap.
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Figure 6.18: MBD Multi-body-dynamics model. Rotor and stator are modelled as rigid
bodies whereby the rotor has a mass unbalance. Simple modelsof bearings
including stiffness and clearance are modelled by the REVO-joints. The elec-
trical machine is modelled with the EMC-joint in the center.

Detail-1 Detail-2

Figure 6.19: Rotor displacement inx-direction without consideration of magnetic drag
(blue) and with magnetic drag (black). Time windows for detail plots are
shown in yellow.
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Fig. 6.20 to Fig. 6.22 show several comparisons between the FEM reference solution
and the presented FE-based circuit model. All figures show a comparison for time window
Detail-1 and Detail-2 as specified in Fig. 6.19. Detail-1 shows the comparison for the
start-up stage where only small rotor displacement occurs.Detail-2 shows a steady state
case with high rotor displacement. Obviously, all curves are in good agreement and the
proper functioning of the presented model approach has beenproved.

Note that even slotting effects for the magnetic drag are covered (see Fig. 6.22). In
combination with the formerly presented multi-slice emulation, this model approach is
well suited for noise and vibration harshness (NVH) investigations.
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Figure 6.20: Comparison of phase currentsiA, iB andiC between FE model (reference so-
lution) and the presented FE-based machine model.
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Figure 6.21: Comparison of the machine torqueτ between FE model (reference solution)
and the presented FE-based machine model.
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Figure 6.22: Comparison of magnetic drag in radial direction Fr between FE model (refer-
ence solution) and the presented FE-based machine model.





7 CONCLUSION AND OUTLOOK

The goal of this work was to find a suitable model approach for electrical machines used
in multibody dynamics simulations. For this purpose, a comparison of various machine
model approaches has been carried out. It has been shown thatthe FE-based circuit model
approach is best suited for the required field of application. The simulation cost is low, the
memory demand is in an acceptable range and the coverage of effects caused by slotting
and saturation is high. Furthermore, the workflow for the model parametrization using FE
analysis tools is well defined and the required data exchangebetween machine manufac-
turer and power train designer hides the complete machine design.

Therefore, the FE-based circuit model approach was investigated in detail and a com-
prehensive analysis of all model elements and workflow issues was carried out. Thus the
FE-based circuit model approach was further developed and extended. This included the
development of a very efficient algorithm for the FEM preprocessing as well as implemen-
tation of a multi variate cubic spline interpolation library for up to five parameter variables.
Furthermore, a multi-slice emulation for considering skewing effects was developed and
finally an extended model for considering eccentricity effects was presented.

In the last part of this work the FE-based circuit model approach was applied to various
machine types. This included the determination of the statevariables and look-up table
quantities for all machine types and the derivation of the corresponding machine equations.
These models were validated by comparison with magnetostatic FEM simulations with
motion. For this validation, the mechanical input as well asthe supply voltages for all coil
systems was applied as input to the FEM simulation. Thus a direct comparison between
the FE-based circuit models and the reference FE model couldbe achieved. Furthermore,
the practicability of all presented models was shown. This included the required memory
demand as well well the simulation effort of the preprocessing stage using magnetostatic
FEM simulation. The numerical effort during of the FE-basedcircuit model simulation is
very low and thus best suited for transient system simulations.

Concluding, the presented machine model approach is simple, well suited for an appli-
cation within a multi-body dynamics simulation and easy to use. Thus, all goals defined
for this work have been fulfilled.

7.1 Outlook

There is still potential for further improvements and extensions. Within this last section
this potential should be coarsely sketched.

All models under investigation use integral quantities of the entire machine as model
parameters. This leads to a center-center coupling betweenrotor and stator. This means
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that any torque or magnetic drag acts on the whole machine andthat these quantities are
uniformly distributed on all coupled nodes on rotor or stator. A possible extension could
be to use distributed quantities or density allocations forthese quantities leading to center-
surface- or surface-surface-coupling. For instance, the magnetic drag acting per tooth can
be used leading to a more accurate force transmission into the structural mechanic models
of stator and rotor. First investigations on this topic havebeen already done but are not in
the scope of this work. Further activities on this extensionare planned for the future.

An open issue is the consideration of eddy current effects intransient FE-based circuit
models as presented in this work. The problem here occurs in the model approach itself
and fails due to two reasons. The approach requires geometrically well-defined coils for
the flux linkage determination with magnetostatic FEM simulations. This criterion is not
fulfilled for eddy currents because the current path dependson history and thus varies
with time. Furthermore, the number of state variables increases leading to a very high
simulation effort for the FEM preprocessing and a huge memory demand for the look-up
tables. Nevertheless, a solution for this problem would have high importance because it
would allow FE-based circuit models for squirrel cage induction machines.
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[4] ANSYS, Inc. ANSYSő Academic Research, Release 14.5, Help System, ŞLow- Fre-
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