Finite Element Based Circuit Models

of
Electrical Machines in Multi-Body-Dynamics

Zur Erlangung des akademischen Grades eines
Doktors der technischen Wissenschaften
ausgefuhrte Dissertation

eingereicht an der
Fakultat fur Elektrotechnik
der Technischen Universitat Graz

von

Martin Mohr

Begutachter:  Univ.-Prof. Dr.-techn. Oszkar Bir6
Univ.-Prof. Dr.-Ing. habil. Dr. h. c. Kay Hameyer

Graz, 11. Dezember 2016






Abstract

This work deals with the application of models of electrioahchines in a multi-body
simulation environment. The coverage of harmonic effeatsed by slotting or saturation,
as well as a low calculation cost are the most important requents for this application
case.

Therefore, this work starts with a short summary of the mostrmon machine model
approaches. Further, a comparison of these models witlecesp their application in
multi-body dynamics simulations has been carried out. Timéefielement (FE-) based
model approach has been identified as best suited for thisdielpplication. This model
approach uses characteristic curves created by FE siwngatlhus, this approach com-
bines the model depth of FE models with a very low calculagifiort.

For that reason, the FE-based model approach and sevetah@mtation issues are dis-
cussed in more detail. Further, the characteristic curmeiggion process using FE simu-
lations has been investigated. This leads to an algoritlatrdébcreases the simulation time
of the preprocessing step by the way the simulation input dgpermutated. In addition,
the used interpolation method has been analyzed. Fromttidg an effective algorithm
for determining the interpolation parameters has beenldeegd and implemented.

Next in this work, the FE-based model approach has beeneapfiseveral machine
types. The resulting models and their implementation haenlvalidated by comparisons
with corresponding FE simulations.

Finally, the extension potential of the FE-based modelaggin is demonstrated. This is
done by two extended models. The first model takes rotor sigeinio account. This has
been achieved by applying the multi-slice technique to thébksed model approach. The
second model takes rotor eccentricity into account. Fdmthepose an extended parameter
space and the multi-slice technique are used.



Zusammenfassung

Diese Arbeit beschéftigt sich mit der Bereitstellung vonddiben elektrischer Maschinen
in einer Mehrkoérper-Dynamik Simulationsumgebung. Als dudlerungen an die verwen-
deten Modelle missen hier vor allem die Beriicksichtigung@berwelleneffekten sowie
eine geringer Berechnungsaufwand angeftihrt werden.

Daher beginnt diese Arbeit mit der Vorstellung der bekastete Modellansatze und be-
wertet ihre Vor- bzw. Nachteile in Bezug auf die Anwendungimer Mehrkorperdynamik-
Simulationssoftware. Aus dieser Vorstudie ging der Fiitemente (FE-) basierte Model-
lansatz als fur diese Anwendung am Besten geeignet herveseDModelansatz basiert
auf Kennlinien, welche durch Finite-Elemente Simulatioeezeugt werden. Daher kom-
biniert dieser Ansatz die Modeltiefe von FE Modellen miteamsehr geringen Berech-
nungsaufwand.

Der FE-basierte Modelansatz und die verschiedene Vandiitredessen Umsetzung
werden daher im Weiteren genauer beschrieben. HierfUrevunter anderem die Daten-
generierung mittels FE Simulationen néher untersucht. nEstand ein effizienter Algo-
rithmus zur Permutation der Eingangsgrof3en welcher diétigga Simulationszeit fir die
Kennliniengenerierung reduziert. Des Weiteren wurde dterpolationsmethode néher
untersucht und ein sehr effizienter Algorithmus zur Berecigder Interpolationsparame-
tern aus der abgetasteten Kennlinie implementiert.

AnschlieRend werden fur verschiedene Maschinentypepratisende FE-basierte Mo-
delle préasentiert und im Detail beschrieben. Deren koer&kinktionsweise bzw. Imple-
mentierung wurde durch entsprechende Simulationen verifiz

Zuletzt wird das Erweiterungspotential des FE-basiertard@&llansatzes anhand von
zwei Erweiterungen demonstriert. Hierbei handelt es sich Einem um die Berticksich-
tigung von Schragung durch einen Multi-Slice Ansatz. Zundémen wird durch einen
erweiterten Parameterraum Rotorexzentrizitat beribkigic
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1 INTRODUCTION

1.1 Motivation

Simulation tools became the most important design toolseidnical systems in the past.
Nowadays, many simulation tasks are performed during tegdetage. The used mod-
els cover the whole system or single components. Such diimltasks are for exam-
ple component dynamics (e.g. displacement-, deformatomaterial stress analysis),
electromagnetic analysis (e.g. field analysis, power lag=sutation), noise and vibration
harshness (NVH) investigations (low frequency vibratioralgsis, structure born noise
investigations) or elastohydrodynamics (e.g. contaclyais lubricant pressure and dis-
tribution analysis). These state of the art simulation sasilize simulation techniques
as for instance finite element method (FEM), multibody dyitangMBD), finite volume
method (FVM) or computational fluid dynamics (CFD).

However, increasing system complexity and the need of morarate simulations for
optimization purposes lead to a continuous further devetaq of these simulation tech-
niques. This trend is enforced by the constantly increasatgulation power. Especially,
the coupling of different physical domains is subject of @ing research activities. This
class of simulations is characterized by high complexitarsy nonlinearity, typical weak
convergence behavior and high calculation cost. Thergefotdtiphysics simulations are
at the edge of available calculation power and allocatalamary.

The consideration of electrical machines in MBD simulasita@longs to the family of
multiphysical problems. Within this work a suitable modepeoach has been investigated
and further developed.

1.1.1 Finite element models and multibody dynamics

The finite element method (FEM) subdivides the problem danrgb many small frag-
ments so called finite elements (FE). Each FE is describedd®t af equations. These
equations describe an approximate solution of the boungsne problem inside the fi-
nite element by considering continuity conditions at thelleindary as well as excitation
terms. Thus, the boundary value problem of the real worldivess discretized in space,
see section 212. The coverage of effects (a.k.a. model dépgiends on the used physical
equations. This very common approach can be applied totstalenechanical problems
as well as to electromagnetic problems and many others.sirhigation technique is well
suited for determining integral quantities as for examplg @r power loss. Furthermore,
it provides a deep insight into the problem domain and allmwsstigations of local phe-
nomena like stress or magnetic flux distributions. A lot tdrature can be found about the
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finite element method, e.dj33ﬂ81ﬂ38].

Multibody dynamics on the other hand divides the problem @iormto several bodies.
They represent the mechanical components of the systemh Ity can be rigid or
flexible and is defined by several nodes. For each node a seydek of freedom (DOF) is
defined representing the translational and rotationalonatata of the node. The bodies, or
more precisely their nodes, are coupled by connectionss&bennections are commonly
called links or joints. They describe additional constigiior the DOFs of the involved
nodes. Thus, this simulation technique is well suited fdedwrining global motion as
well as deformation of bodies. Due to the smaller number oFB@er body, MBD allows
simulation of more complex systems than FEM is able to. Ftardaning the properties of
the bodies, analytical methods or structural mechanic FEMbe used. Using FE models
require a reduction of the DOFs that is done by mathematiehaus (sedﬂlO]), for
example static (Guyan) or dynamic condensation. Theseadstiequire linear material
properties, a prerequisite that is typically fulfilled foany mechanical designs. However,
these methods cannot be applied in case of nonlinear maissjzerties, as for example in
the presence of ferromagnetic materials. There is alsmsxe literature available about
multi body dynamics, e.g SHMEBS].

1.1.2 Model requirements

The requirements for an electrical machine model within &@D\Msimulation environment
are difficult to define because they depend on the plannedaiomitask. However, from
the mechanical point of view each electrical machine is skime of link within the MBD
model that couples nodes of the rotor body with nodes of @®isbody. The mechanical
input variables of this link are the speed and position ofrtiter nodes with respect to the
stator. The output variables are the forces and torqueasgaeti the rotor and stator nodes.

During the pre-design stage simple force or torque sourgesesenting an idealized
model of the whole electrical power train might be sufficidntcontrast for shaft dynam-
ics or NVH investigations, models of the electrical poweirirwith a better coverage of
harmonics effects are required. This includes electricad@fs for the machine as well as
for the inverter, the power supply and the controller. Egglscthe controller mainly in-
fluences the behavior of the electrical powertrain and mosba ignored. Therefore, the
link representing the electrical machine model needs wmaait electrical input and out-
put quantities and has to be connected with an electricaliititoo. Furthermore, torque
ripple, saturation and slotting effects of the back electative force (EMF) need to be
considered by the electrical machine model. Additionalyd in conflict with a large
model depth, fast model evaluation is required.
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1.2 Review of literature

This work deals with the combination of different model aggrhes and simulation tech-
niques to achieve a fast multiphysical system simulatiar.tkat purpose, a comprehen-
sive study of model approaches and simulation techniquesweessary. The fundamen-
tals of electrical machines build the basis of this studyni¥lgood technical books can be
found on this topic. Especially, the book trilogy of Germaiillér et al. |[E_JV], Eb] and@S]
as well as the reference book of Andreas Binder [7] can bededaas standard literature
for the German-speaking region (reference books in engtesifor exampIéEO] anﬁh?]).
The basics of the fundamental wave model approach (FWMA)edisas of the Park trans-
formation and Clarke transformation are described in diet@] and ﬂ']. A further good
introduction for the FWMA can be found e.g. imgoﬂm]. Mapublications dealing
with fundamental wave models can be found in literaturehivithis work mS], @] and
[@] should be explicitly mentioned. These papers deal withparameter determination
using FEM simulations as described in subsedtion B.5.7. édew the FWMA considers
only the fundamental wave of the magneto motive force (MNBgturation is also only
considered by its effect to the fundamental wave. Any haimeffiects caused by slotting,
cogging torque and saturation are neglected. The FWMA caedsrded as a simplified
variant of the more general field harmonic approach (FHA).

The FHA considers the effects of slotting by using analytioactions for describing
the electric loading and permeance of the air gap in circuent&al direction. A very
detailed description of this approach is given by Sein@j. [Blere a detailed derivation
of the corresponding Fourier series, the interplay of tisalteng spatial waves in the air
gap and the effect to the machine behavior (radial forcesgl® and noise) can be found.
Furthermore, the work of Oberreﬂ?Oﬂ?l[&l?ZE?B] atitat of Lach [42] should be
mentioned. In these works the effect of harmonics to powss émd noise generation are
investigated. In addition, the papers of Zhu et ml ,],[@] and @] for permanent
magnet synchronous machines should be mentioned becauBélthis also well suited
for cogging torque minimization and magnet shape optinmonain permanent magnet
machines as demonstrated e.g.Erl [dﬁi[lOl].

The winding function approach (WHA) represents a very @amalpproach to the FHA.
The FHA describes the magnetic field in the air gap whereaswh& describes the cou-
pling of windings by winding functions. Fud2 2 has presented this coupled-
circuit approach in the early eigthies. Moreira et al. lin][pBesent a WFA model for
saturated induction machines and Luo et all in [46] use {ypsa@ach for detecting asym-
metries in squirrel cage induction machines. The WFA has heg¢her used for instance
for torque optimizatior{E4] or for the calculation of harnioemission]. Furthermore,
the modified WFA allows the consideration of eccentricitfgefs by a modulated air gap,
as shown e.g. ir[[Z]lIiS] anﬁbl].

The magnetic equivalent circuit (MEC) approach for modellelectrical machines is
also an old approach. Carpen@ [11] described this teakradready in 1968. This was
before FEM was developed and sufficient calculation powes available. Twenty years
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later Ostovt presented a model for a squirrel cage induction macl@}e [Fdrther he
wrote a very detailed reference bo.[75] Already withiis tvork, he presented models
for taking skewing and eccentricity into account. Later ls® applied the MEC approach
to claw-pole generatorﬁ76], a pure 3D problem caused bylée-pole construction.
Nowadays, this a roach is still in the focus of interestraalternative to 3D FEM simu-
lations, e.g. @7] 3%0] The MEC approach cardso used for calculating eddy
currents as shown [ 4]. Furthermore, iron and magmses@] or eccentricity
[@], [@] can be modelled using MECs.

The FE-based model approach uses FE simulations for cgeeltiaracteristic curves.
Mohammed et al. did extensive work on this to ic and preskvdeous physical variable
models for electrical machlne % 9@58 5ﬂL__tSQﬂ1d transformer§1'59] They
presented several improveme [44], conS|deredImeses@4 or winding faults
[@]. Furthermore, they used these models in several amnins] [[3_17] ], for
optimization taskleS] or extended it for high frequenc a:lallltles] However, there
are also other researches working on this topic, h
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1.3 Contribution of this work to science

The FE-based model approach has been analyzed and all iempi&tiion issues have been
discussed in this work. Based on this study an extendableemmgntation for this model
approach has been worked out. This includes, on the one tr@noinplementation of the
model itself and on the other hand the work flow that is neegdsa using such models.
The workflow consists of three issues: the required FEM satmns, the interpolation
parameter preprocessing and the transient MBD simulation.

The scientific contributions of this work have been publashg the author iHEO]@S].
These publications are briefly reviewed below.

The most important requirement for the workflow is simplicifThis is achieved by
using only state of the art simulation techniques and FEM praxessing techniques. In
this context an improved algorithm for the variation of thput parameters for the FEM
simulations has been presentedm [64]. Due to the fact beatrtemory demand and the
calculation effort for determining interpolation paraerstfor multi-dimensional look-up
tables increases exponentially with the number of dimerssian efficient algorithm for
determining multi-dimensional cubic spline parametersitheen also presented [64].

The developed FE-based model of a permanent magnet symcisamachine (PMSM)
has been presented E[Gl]. This model differs from alreadggnted models by the choice
of the quantities that are applied to the model by charatiecurves as well as by the used
interpolation method. These changes make the model easisetand simplify the FEM
preprocessing. Irﬁé2] a FE-based model for a wound rotaundtidn machine has been
presented.

The extension potential of the FE-based model approachdesdhown iHES]. In this
work skewing has been taken into account by applying theirslite technique for 2D
FEM simulations to the FE-based model approach. Due to theerhparameter values
for the characteristic curves this extension is very easynflement and the additional
calculation effort is very low.

Finally, an extended FE-based model for a PMSM for takingmretcentricity into ac-
count has been presentedm[63]. This was achieved by addmgdditional parameter
values for the characteristic curves. This expands thenpetex space of the model and
enables the consideration of a rotor displacement. Fumibes, two additional look-up
tables have been added for taking the magnetic drag causeddoylisplacement into ac-
count. In combination with the multi-slice technique angdkof rotor eccentricity as well
as[%[or bending could be approximated. The validation isfritodel has been presented
in [60].
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1.4 Outline of this work

In chaptef L the motivation for the work and the location @& tork within the field of
simulation techniques is presented. Furthermore, a reofditerature shows the current
state of simulation techniques and gives an overview ohdlaleveloped machine mod-
els.

Chaptef 2 goes more in detail and presents all mathematiddkahnical fundamentals
used in this work. This includes further the theoreticalkgmound for the relevant simula-
tion methods. A brief introduction of several machine maglgbroaches is carried out in
chaptefB. A concluding comparison is done for finding the ehaghproach that best fits
the needed requirements.

In chaptet 4 the finite element based circuit model appragmelkplained in more detail.
All improvements of this model approach that have been edraut by this work are
presented there. This includes the FE modeling processridlms developed for the
parameter determination and data pre-processing as watias implementation details.
The used assumptions and consequential limitations acestied. An explanation of the
validation workflow concludes this chapter.

The next chaptér5 presents the implementation and validafivarious electrical ma-
chine models. This includes detailed derivations for eaekhime model type, a descrip-
tion of the used FE-machine model and several comparisoresifors, calculation times
and memory demand between the new models and the accordirgjeint reference FE-
model simulation.

In chaptei 6 the extension potential of the FE-based modwioagh is shown. This
includes the consideration of skewing and an approximdtiodynamic rotor eccentricity
for permanent magnet synchronous machines.

The final chaptelr]7 concludes the work and shows open issuésrfoer research and
development activities.



2 FUNDAMENTALS

2.1 Electromagnetic fundamentals

From the physical point of view almost all electromagneffeas are described by Max-
well’'s equations presented in subsecfion 2.1.2. Howelrese equations cannot be solved
analytically for general problems and are not suited veryl ¥oe solving engineering
tasks fast. Therefore, the circuit theory, a more practqgdroach, is widely used for
engineering purposes.

2.1.1 Circuit theory for lumped elements

In this subsection the circuit theory for lumped elementsusimarized. This includes
Kirchhoff's laws for describing the network as well as theuations for the lumped el-
ements including Ohm’s law. Furthermore, all lumped eletmersed in this work for
modeling electrical machines are described.

Methods and tools used for solving such electric networklems, such as nodal anal-
ysis andBerkeley SPICEare not in the focus of this work but can be found in literature
e.g. @].

Lumped circuits consist of lumped elements and ideal wifldse ideal wires are just
used to define the element interconnection and can be asasysetched nodes. Thus,
they have no representation in real world and any energyezsion occurs only within the
lumped elements. These lumped elements like resistoraciadces or voltage sources
describe the whole electromagnetic behavior of the circliitis means that no external
phenomena or parasitic effects exist. For all lumped elésnand thus for the whole
lumped circuit a negligible physical dimension is assun@d Under these assumptions
both Kirchhoff’s laws [16] are valid:

Kirchhoff’s current law (K1). For any lumped electric circuit, for any of its nodes, and
for any time, the algebraic sum of all branch currents leagvine node is zero.

Kirchhoff's voltage law (K2). For any lumped electric circuit, for any of its loops, and
for any time, the algebraic sum of the branch voltages araiwedoop is zero.

For modeling electrical machines, only a small set of cir@léments is necessary.
These are, on the one hand, the passive elements resistiocion and mutual inductor.
Furthermore, voltage source elements are used for modetimgr supplies or voltages
induced due to motion.

A simple example of such an electric circuit is shown in \Rith the voltage source
S, the resistorf;, R, and the inductanck;.
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Figure 2.1: Example of a simple circuit with lumped elemeiitse voltage sourc&; and
the resistor®k; andR, build the voltage looit;, the inductor.; andR, build
Cii. In the nodel, the current is divided intoi, andis. The corresponding
equations are shown in(2.1) fo (P.3).

The equations for the loops CC;; and the node Nare

C: —Vg+VRi+Vr2=0 (2.1)
Ci: —Vr+v1=0 (2.2)
Ni: —i1+ix+i3=0 (2.3)

The resistor represents the conversion of electrical grterthermal energy. For elec-
trical machines, this is the power loss in the copper and iFor transient processes the
resistor acts as a damping element. Ohm'’s [awl (2.4) descifilgerelationship between the
voltage dropr over the resistor, the currenfiowing through the resistor and the resistance
R of the resistor:

v=i-R (Ohm’s law) (2.4)

Using [2.4), the instantaneous electrical pow&an be written as

p=v-i=i>R=—. (2.5)

The inductor element represents the self-inductdnafea coil. This is the ratio between
the magnetic flux linkag® linked with the coil and the curremnin the coil

L= Tw = N?, (2.6)
with the magnetic fluxd and the number of winding¥ for the case that all windings are
linked with the same magnetic flux. The inductance takes ¢oengtric dimensions of the
coil, the number of windings and the material properties adcount. For linear materials
the magnetic flux is proportional to the current, leading toastant inductance. However,
for coils that are made of ferromagnetic materials satoimadiccurs. This is caused by the
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nonlinear permeability of such materials. Hence, the italuce is a nonlinear function of
the current in general:

L="f(i). (2.7)
The element equation for an inductor in time domain is deflneBaraday’s law
d¢g d di
=4 " dt (L-i)= La for constant, (2.8)

and can be rewritten for time harmonic signals as
= j2rfL 1 = jol-1= XL, (2.9)

with the imaginary unitj, the frequencyf , the angular frequencs, the inductive reac-
tanceX, and the phasors for the voltayeand the current.
Using (2.T) and[(218), the instantaneous power for indwetsican be written as

. o..d ..dL2 d|._ d|.
p—V-I—&(L-I)-I at +L& Ldt : (2.10)

L=constant

The mutual inductor element represents the mutual indaetdrbetween two coils and
describes the magnetic coupling between them. It is defised a

The equivalence betwed» andM,1 is due to the reciprocity theorevm29]. The voltage
equations for two coupled coils as shown in Eig.2.2 can bt#ewias

qul d d|1 d|2
V= —— (L]_ i1+M- Iz)— Li—+M— , (2.12)
dt dt dt dt L1, M=constant
dy, dis dip
Vo= —— = — (Lz io+M- Il)— Lo—+M— (2.13)
dt dt dt dt Lo, M=constant
— —
11 )
Vi g I I L, W
~—"
M
Figure 2.2: Two coupled coils
The total instantaneous power for constant inductancethieegsrm
diy di di di
p=vVi-i1+Vo- I2—L1—I1+M—2I1+L2—2I2+M—1I2. (2.14)

dt dt dt dt
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For non-linear materials all inductandes L, andM1, depend on all coils currents:
Ly = f(i1,i2), La= f(i,i2), M= f(iy,i2). (2.15)

In electrical machines an electro-mechanical energy asioe takes place. This re-
quires induced voltages due to motion and thus rotor paosdigpendent inductances as
presented in subsection 24.2. However, within the thedripymped elements, induc-
tances are only energy storage elements. Thus any energgrsation must be modeled
with additional controlled voltage sources or resistances

2.1.2 Electromagnetic field equations

The electromagnetic field equations, also called Maxwetigations, describe the electro-
magnetic phenomena by field quantities. These equatiohsf8vritten as

oD

OxH=J+ a0 (Ampére’s law) (2.16)
0B

OxE= a0 (Faraday'’s law) (2.17)

0-B=0 (Gauss’ law for magnetism) (2.18)

0-D=py (Gauss’ law) (2.19)

with the Nabla operatdrl, the magnetic field intensity vectét, the current density vector
J, the electric flux density vectdD, the electric field intensity vectdg, the magnetic
flux density vectoB and the electric volume charge density. Ampére’s law implies
furthermore the principle of charge conversation [39]:

A oD\ dpv
D-(DxH):O_D-(thﬁ)_D I+ (2.20)

This set of differential equations describes the sourcéswarirls of the electromagnetic
field quantities. These field quantities are defined unigtreiy a mathematical point of
view provided suitable boundary conditions are also sptifHowever, for a physical in-
terpretation of these relations an integral form is betiges. The transformation utilizes
the Gauss’ theorerh (Z.21) and the Stokes’ theofem](2.22).

Gauss’ theorenﬁikg] describes the equivalence of a volutegral for the divergence
of a vector fieldX over a volume/ and the surface integral &f over the volume’s surface

ov:
va 0-XdV = Sﬁﬁw X - ds. (2.21)

From a physical point of view, the volume integral accumesaall sources within the
volume and the surface integral determines the flux flowingubh the volume surface.
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Stokes’ theorean] represents the equivalence of a suifdegral for the curl of a
vector fieldX over a surfac& and the closed line integral &f over the surface’s boundary
0S.

(@OxX)-ds=)_X-dl. (2.22)
JJs Jas

Using (2.21) and(2.22), Maxwell’s equations can be reemith their integral forrﬂEQ]
as

0SH -dl = jj <J + —) -ds (Ampére’s law) (2.23)
E dl = jj (Faraday’s law) (2.24)
Sﬁﬁav B-ds=0 (Gauss’ law for magnetism) (2.25)
ﬁav D-ds= jjj\/ pvdV =Q (Gauss’ law) (2.26)

with the total volume charg®@.
Additionally to Maxwell’'s equations, three tensorial etjoas are used to describe the
influence of material, as shown E[BZ] These are

B=@H,D=¢E andJ=0E, (2.27)

with the magnetic permeability tensgy the electric permittivity tensag and the electric
conductivity tensoig. All material tensors are not constant in general. They vt
the position in space, the temperature, the frequency didltequantities. For isotropic
materials these tensors become scalars leading to

B =uH = toprH, (2.28)
D = ¢E = g¢&E, (2.29)
J=0E, (2.30)

with the relative permeability, and the permeability of free spapg = 4rrx 10~ H/m,
the relative permittivitye; and the permittivity of free spaag = 8.8541x 10~ 12F/m. For
ferromagnetic materials, saturation needs to be congldérkis implies the decrease of
the relative permeability at higher field strengths. Sadtonais a nonlinear effect and is
typically considered in electromagnetic simulations bgreleteristic B-H curves.

For electrical machines, Maxwell's equations can be sifigoli There are no free vol-
ume chargegy present, thus Gauss’ lal (2]119) becomes a homogeneousaey uaiir-
thermore, any wave propagation effects can be neglectetbdbe different scales of the
material parameters andwe in the conducting domain and the small geometric machine
dimensions compared with the wave length in the non-comilyickomain. Writing Am-
pére’s law[(2.16) for the conducting domain under constitenaf the material equations
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(2.29) and[(Z.30) in time harmonic notation leads to

OxH=J+ jwD = 0E + jweE = GE, (2.31)
0 =0+ jwe, (2.32)

with the complex conductivityy. The conducting materials used in electrical machines
are copper and aluminum for the electrical conductors amtar steel for the magnetic
flux conducting parts and the complementary constructiots pln every case, a conduc-
tivity of o > 10°S/m can be assumed for those materials. In the conductingidaine
permittivity is in the scale ofy. Thus, the real part of the conductivity is dominant and the
permittivity can be neglected within conductors. In the swwomducting domain a relative
permittivity of & < 10 and a relative permeability pf ~ 1 can be assumed. This leads to
a wave length\ of

o 1 1
A=—
f

_ _ _
- VHE-f &gt /g -

with the speed of electromagnetic waves in mategasad in the vacuungy. For typical
frequencies that appear in electrical machines the wawgheis much larger than the
geometric dimensions and thus the influencB a@fan be neglected. Hence Gauss’ law can
also be disregarded. This leads finally to the quasi-statigvil|l equations

(2.33)

OxH=J, (2.34)
0B

UXE=—— 2.35

xE=—=", (2.35)

0-B=0, (2.36)

(2.37)

including the solenoidality od

0.J=0, (2.38)

derived from equatiori_(2.84). The quasi-static Maxwellaans describe all effects of
magnetic induction including skin effect and eddy currantsonductors but neglect any
capacitive effects.

2.1.3 Electromagnetic forces

Electromagnetic forces are body forces. They act througtheuvhole volume of a body.
The Lorentz force law, the Maxwell stress tensor or the dairtlisplacement can be used
to calculate them. In this subsection, a short summary cktineethods is presented.
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The Lorentz force law

In physical experiments electrostatic forces on chargetitpes and electromagnetic forces
on moving charged particles can be observed. These foreearbined by the Lorentz
force law. The forcd- acting on a charged particle with the chacpis

F=q(E+VvxB), (2.39)

with the particle velocity. The force density of a body with distributed charges can be
derived from[(2.3P) as
f=pv(E4+VvxB)=pyE+JxB, (2.40)

with the charge velocity in every point of space and the relationsig- pyv. The total
body force acting on an object can be determined by a volutegrial off over the object’s

volume
F= va fdv. (2.41)

Neglecting the electrostatic force, the force on a straggintent-carrying conductor fila-
ment of length vectorin a homogeneous magnetic fi@dcan be written as

F=i(IxB), (2.42)
with the charge velocity if(2.40) defined in a referenceeysof the conductor.

The Maxwell stress tensor

In continuum mechanics a force density can be written asitieegence of a second order
stress tensor field. This approach leads to the MaxwellstegsofT and

g 0S
f=divT — eou()ﬁ, (2.43)
with the Poynting vectoS, representing the electromagnetic power flux. The Maxwell
stress tensor in vacuum can be derived from (2.40) using Ae'gplaw (2.16) and Gauss’s

law (2.19)

f:(D-D)E—i—(DxH—a—D) x B

. o e (2.44)
:80(D~E)E—|—m(D><B)xB—eoExB.
This equation can be rewritten as
f=g((0-E)YE-Ex (OxE))
-I-%((D-B)B—BX(DXB)) (2.45)
—EOE(E x B),

ot
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using

O0E 0 0B

—r XB=5 (ExB)—Ex = (2.46)
and Faraday’s law (2.17) as well as Gauss’ law for magnefBaBj. Finally, the force

density can be written as

1
f:eo[(D~E)E+(E~D)E]+u—[(D-B)B+(B-D)B]

o

0B - L 0B-B)— s (ExB). (2.47)
2 2[.10 ot
—_———
=€0Ho‘;—ts
using the vector calculus identiuﬂ29]

Xx(DxX):%D(X-X)—(X-D)X (2.48)

for E andB to eliminate the curls if(2.45). The first four terms on thghtiside of [2.417)
are equal to the divergence of the Maxwell stress tensorvthé last term describes the
force density due to radiation as shown[in (2.43). Indeedingrthe x-component of the
force density and neglecting the radiation term (which cardbne at low frequencies)
leads to:

JE._  OE,_ O JE. _ OB, _ OE,
- E E E +E E E
x Eo{ax T Vi e +y0y+202}+

1 [JdBx 0By 0B; 0By 0By
m{ax Bx + dy Bx + 97 Bx‘i‘Bx +Byay + Bz (92}

0Ec _ 0E, _ 0E, 0B
so<Ex B2 +E, ) o <BanX+By By+BzaX).

(2.49)

ox ox ox

The divergence of a second order tensor fielid defined as

divT =

3 3 o 0Ty 0Tz (91?3) (2.50)

3
e = +o+
i= ;1 de @ iZi ( 0X1 0% 0X3

with the basis vectors;. For e; = g the tensor element 1, T2 and T3 are used for
calculating the x-component &f These tensor elements can be found by a comparison of
(2.49) and[(2.50) for = 1. For example, all terms with a partial derivative with resito

xin (2.49) corresponds to the ter%g);(ll—l in (Z.50):

—aXl —80( a Ex+Ex ax)—i_%(a—BX_FBXW)_

(2.51)
aEX 0E aEZ aBX By
8°<Exa Eax +Ezax) uo< ax T o ax)'
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This leads finally fofTy1 to

T11=¢€o (ElEl—%(E~E)) +i (8181—%(8'8)). (2.52)

The identification ofl12 and T3 can be done in a similar manner. Furthermore, all remain-
ing tensor elements can be found usifygthey-component of the force density and its
z-componentf,. This leads finally to the definition of the Maxwell stressden

Tij = & <EiEj —%(E-E)dj) —l—i (BiBj —%(B-B) dj) , (2.53)

with the Kronecker symbad; defined as

aj:{l =1, (2.54)

0 otherwise

The resulting electromagnetic for€eacting on an object can be determined as

F— ﬂfv divTdV = @Sﬁvf-ds, (2.55)

using the Maxwell stress tensor and the tensorial Gausstéhe [Z.211). The advantage
of the Maxwell stress tensor is that it needs to be evaluaméyl a the objects surface.
Furthermore, for an object in free space (or air) any surflaaeenvelops the object can be
used. For example, the air gap of an electrical machine istabde surface to determine
the force acting on the rotor. Therefore, the assumptionactium (or air) during the
derivation of the Maxwell stress tensor is no restrictiontsaapplication. In quasi-static
case, as assumed for electrical machines, the Maxwelkdgasor can be simplifieﬂ68].
All terms including the electric field intensify can be neglected and the Maxwell stress
tensor can be rewritten as

= (BB -5(E:8)5 ). 2:56)

Method of virtual displacement

The third method commonly used to determine electromagretces is the method of
virtual displacement (or virtual work principle). This rhed is based on the conservation
of energy in isolated systenE[29]. Let us assume an eleagostic system consisting of
N coils, the corresponding power supplies for these coilsfardmagnetic components.
Furthermore, no power dissipation due to resistive or mgste losses shall occur. This
means that, for constant coil currengs all supply voltagesy are zero and the power
supplies deliver no output. Thus, the stored en&gygis constant:

Winag = ﬂfv fOB H.dB dV = const (2.57)
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A displacement of any component of this system (coil or ferromagnetic congm) leads
to a mechanical worVech

r ~
Wmech: jo F . dr, (258)

and to a change of the stored magnetic ené\\ag

MVnag = Whiag—Whag = [ [ foBm H-dBav—[[[ jOB@ H.dBdv (259

where the superscript® and (") denote the quantity before and after the displacement.
Furthermore, the power supplies have to do additional Wdydce to keep the currents
constant. This is caused by induced voltages the coils due to a change of the flux

linkagesyx in the coils:

__dg  oydr
W="50 T T or av (2.60)

and leads foWsoyrceto

k d
Wsource= Z J:ikvkdl' = ij vidT = ij (—%d_;)

k

=— Z lkf O gr — 'kj o d’l’k— Z ik(w.ﬁ” - l,U;EO)> (2.61)
=]

The expressiorgk:likwk can be transformed into a corresponding volume integral by
freezing the permeability in the whole domain. Thus linigas enforced and a decompo-
sition of B andH into coil related componen®y andHy is possible:

N N
B= Z Bk, H= Z Hg. (2.62)
= k=1
The magnetic energy of tHé" coil with constant inductance (linear case) is defined as
L2
k k Bkl klk
Whag=—~ = 5 (2.63)

or written with field quantities:

W= % ﬂfv Hy - BidV. (2.64)

Thus, the expressiony is equal to the volume integral ddy - Bx and [2.61) can be

rewritten as
Wsource= Z fff H dV Z JII H (2.65)
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Due to the conservation of energy in an isolated systemgptlaédnergy is constant:

Wsourcet+ AWmag+Wmech= 0. (2.66)

Using (Z.59) and(Z.65) leads to
Whech= — <JIIV IOB(r) H-dBdV— jjj\/ IOB(O) H-dB dV)
N N
ORI IRy

— ([, -BOav— [[] [* H(.;g dv
B < ([, 1o-soav— [[f, [*" 1.0 dv)

The expressions on the right side are equal to the magnegoemyW\, defined as

Weo 1= va H.BdV — ﬂfv fOB H.dB dv. (2.68)

Thus, [2.6177) can be rewritten as

(2.67)

jor Fodf =W —wlQ = for Mo - df, (2.69)

using [2.58) for the mechanical work. Finally, the force bardentified as the gradient of
the magnetic co-energy
F = DWeo. (2.70)
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2.2 Finite element method

The history of the finite element method (FEM) started in thiddie of the 28" century
and it was primarily introduced in mechanical engineerime application in electrical
engineering started in the 1970s. Nowadays, the finite elemethod is used in almost
all fields of engineering. This fast deployment is mainlyszdiby the rapid development
of computer systems and thus the rise of available comppomgr.

This section summarizes the finite element method, esped®mbpplication for elec-
tromagnetic simulations. Furthermore, the typically uchulations for solving electro-
magnetic problems are presented. The focus thereby is taepns that typically occur in
the simulation of electrical machines.

2.2.1 Basics of the finite element method

The finite element method is a numerical method for approtéipesolving boundary
value probleméEB]. This family of problems occurs in maeghinical fields where the
problem is described by differential equations within algeon domainQ. Additionally,
a set of explicitly given boundary conditions at the domastdaryl” := 0Q is required
to make the solution unique. In mathematical notation thidjgm can be written as

L(p) =T, (2.71)

with the differential operatoL (.), the excitation functionf and the unknown quantity
@ in Q. At the domain boundary several constraints can be usedselTimean in the
simplest case prescribing of the solution itself (Diricidendition) or the derivative of
the solution with respect to the boundary’s normal directiectors (Neumann condition).
In addition, more complicated conditions can be formulated example impedance or
absorbing conditions.

However, instead of solving the boundary value problem txaan alternative formu-
lation of the problem can be used. Thereby, the solup@approximated b} expansion
(or basis) functions; as

o= _icivi, (2.72)

with the approximated solutiop and the corresponding coefficierts These coefficients
are unknown and have to be determined during the solutiazegso Under the assumption
that the chosen basis functiomsare able to describe the solution exactly in the whole
domain, the exact solution will be found. However, this ig tiee case in general and
thus the solution found is only an approximation. The mostiwmnly used technique for
determining the unknown coefficients is the Galerkin method



2.2 Finite element method 19

Galerkin method

The Galerkin methodﬁs] Is a weighted residual method. Theans that the residusal

defined as
N
r:c@y4:£<zm0—f (2.73)
i=

is minimized for the approximated solutiam of the boundary-value problem given in
(2.713). For the exact solution the residual vanishes in theleedomain leading to

kmgza (2.74)

Without doubt, this equation cannot be satisfied foin general. However, it can be
assumed that for some weighting functionghe weighted residual integral vanishes:

(Emmgza (2.75)

This approach leads to the general formulation of the wemnésidual method. For the
Galerkin method the expansion functiondor calculatingg are also used as weighting
functionsw; := vj. This leads finally tdN equations

N

L&w£<zgw>—wnm:ﬁfm1gjgN, (2.76)
i=
for all N unknown coefficients;.

Domain discretization

The support of a function is defined as the subset of the dowlaéne the function is not
zero. For the Galerkin method, the expansion functigiisr the trial functiong in (Z.72)
can be freely chosen with respect to the support of thoseitumss Thus, the support of the
expansion functions covers the whole domain in generalakmod approximation of the
real solution these expansion functions need to be ableightg approximate the solution
itself. Therefore, they can become very complex and thugdif to find. However, if
the support of these expansion functions is reduced to sndiths, eachy; needs only
to approximate the solution in the supported subdomain. ofifys requirement is much
easier to achieve and leads to simpler expansion functidns.approach is illustrated for
the one-dimensional case in Fig.12.3. The expansion fumgtio

1- 5t X <x<x,

Vi) =q1-5 X <X <X, (2.77)
0 otherwise
with a support reduced @; = [x;_1, X+1] are utilized to approximate the solution for the

complete domaif2 = [Xo, X4]. The boundary conditiong(xg) and @(x4) are the coeffi-
cients of the corresponding approximation functiggandv,.
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Figure 2.3: Solution and approximated solution using hatfion for each subdomain

Finite elements

The example shown in Fig.__2.3 illustrates the finite elemeathod although no finite
elements have been defined yet. This definition is given gighbsection. Obviously, all
subdomains defined in subsectlon 2.2.1 are overlappingedaboy the definition of the
expansion functions and their support. However, the suladiee®; can be also defined
as intervalgx;_1, Xj] and ally; can be split ak;. This leads finally to four subdomains and
eight expansion functions for the example shown in Eig. Bd3.each subdomain two basis
functions are defined . These non-overlapping subdomaitisthe corresponding basis
functions are called finite elements (FE). In case of the @lathese are one-dimensional
(1D), linear finite elements.

The finite elements can be also higher dimensional. Triswrgahd quadrilateral- ele-
ments are mainly used in two-dimensional (2D) space andhetiral-, triangular prism-
and hexahedral elements are mostly used for three-dimeadg@D) problems. The finite
elements comprise several nodes, the corresponding lbasidns and shape functions.
The shape functions describe the shape of the FE and thusltdersain boundaries by
the edges and facets of the FE. Typically, linear or quadsitape functions are used. If
the shape functions and basis functions are polynomialseas$ame order the elements are
called isoparametric. Fi§. 2.4 shows several examples @r&D3D elements.

The expansion functions defined [N (2.77) are node baseds agproach works well
for the approximation of scalar fields like potentials or parature in 2D or 3D case.
For the approximation of vectorial fields, edge based exparfanctions are commonly
used. This approach assigns each edge of the finite eleneewnalile of the line integral
of the vectorial field quantity along the corresponding e@eTherefore, the continuity
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of the tangential component of the field between adjacemees is fulfilled exactly. An
example element is shown in Flg. R.4.d.

(@) (b)

A A R

Figure 2.4: Examples of finite eIemer‘E[B?;]: (a) 2D: Lineartgular nodal element with
3 nodes. (b) 3D: Linear tetrahedral nodal element with 4 sodé) 3D:
Quadratic hexahedral nodal element with 20 nodes. (d) 3xdaiic hexa-
hedral edge element with 20 nodes and 36 edges.

2.2.2 FEM formulations of quasi-static electromagnetic fikls

The differential operator in(2.71) was defined generallg Hus abstract in the sense of
engineering. In this subsection the boundary value probldrat occur when modeling
electrical machines are discussed. The system of diffi@teaquations is defined by the
quasi-static Maxwell’s equations_(2]34)-(2.38), leadiogeddy current problems. Such
problems involve two domain groups, the group of conduatiognainsQ¢ and the group
of non-conducting domainQy. Current fed coils and voltage fed coils are included in
Qn. Permanent magnets can be modelled in the whole domain agprgpriate material
properties. This is a boundary value problemEey, Jc, Bc, He in Qc andBy;, Hy in Q.
The complete set of differential equations is given as:

in Qc: in Qn:
Ox He = Jc, O xHn =N,
OxEc=—%e
’ 2.78
0-Bc =0, U-Bn=0, &79)
Bc = pHc, Bn = uHN,
Jc = OEc,

with the boundary conditions

in Qc: onfl: in Qn:
chnzoonFHc, chn—Han:O, Hny xn=Konlyy, (2.79)
Ec xn=0o0onTlgc, Bc-n—Bn-n=0, Bn-n=—bonlgyn

whererl’; is the interface betweedc andQp, n is the surface normal vectdf, is an im-
pressed vector field artais an impressed scalar field. The topology of such problems is
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Nc: Hxn=0
Bn: B-n=—-Db
Qc:0>0 QOn:0=0
[

Bc~n:BN~n gJN

Hcxn=Hnxn

lec:Exn=0 NN Hxn=K

Figure 2.5: General topology of an eddy current problem.

shown in Fig[2.b. The solution consists of the magnetic figdtribution in the whole do-
main as well as the eddy current distribution in the conahgotiomain. Two formulations
are commonly used to describe such 3D eddy current probl@inese are thé\,V-A-
formulation and th& , ®-®-formulation briefly described in the following subsectson
A, V-A-formulation

The A,V-A-formulation utilizes the magnetic vector potenthaland the electric scalar
potentialV in Qc andA in Qy for describing the eddy current problem. The introduction
of A is justified by Gauss’s law for magnetism (2.36). Due to tlet faat the divergence
of the curl of any vector fielX in R2 is identically zero:

O-(Ox X) =0, (2.80)
the magnetic flux densiti can be assumed to be the curlAaf
B=0xA. (2.81)
The quasi-static Ampére’s lalv (2]34) leads to
Ox (utO0xA) =, (2.82)
and the quasi-static Faraday'’s ldw (2.35) to

oA
UXxE=-0x—. 2.
X X (2.83)

Note thatA is not unique, since its divergence has not been definedngakio account
that the curl of the gradient of any scalar functms identically zero:

0 x (OX) =0, (2.84)
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the electric field intensity vectdt can be written as

oA J
—— - V=——=A+0 2.85
with the modified electric scalar potential The current density vectdrcan be rewritten

as

E—

oA 0
J=-0 (E + DV) =0 (A+Dv). (2.86)

The introduction ofA andV (or v) satisfies[(2.35) and (Z.B6) implicitly and leads with
(2.27) and[(2.38) finally to

Ox (u1OxA) +oaa—/;_\+amv =0inQc, (2.87)
A

0. (O(Z_t + omv) =0inQc, (2.88)

Ox (ut0xA) =JIninQy (2.89)

wherely is the impressed current density for modeling coil€i. The boundary condi-
tions are:

(L 'OxA)xn=00nTyc, (2.90)
A
0(00—t+DV) -n=0onlyc, (2.91)
nx A =0andV = const o gc, (2.92)
(L 'OxA) xn=K onlyn, (2.93)
nxA=aonlg. (2.94)

Equation[(2.911) is a consequence [of (2.87) and {2.90). Dukewanishing tangential
components oH, both the normal component &f x H and the normal component of
J are zero. It is pointed out tha® andV (or v) are not unique. Their uniqgueness can
be achieved by gauging (i.e. specifying the divergenc&)pbut this is not necessary to
describe the field quantities uniquely.

T, d-d-formulation

TheT, ®-d-formulation utilizes the current vector potenfiabnd the magnetic scalar po-
tential® in Qc and® in Qy for describing the eddy current problelﬂ1 [8]. The introdouati

of T is motivated by the solenoidality af in the quasi-static case, sée (2.38). Due to
(2.80), the current densitycan be assumed to be the curllaf

J=0xT. (2.95)
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The quasi-static Ampére’s lalv (2]34) leads to
OxH=0x(T+To), (2.96)

with the reduced current vector potentialto describe the eddy currents @ and the
impressed current vector potentig prescribing the total current in current fed coils in
the whole problem domain:

OxTo=Jn. (2.97)

Using (2.84) leads to
H=T+To—0 -®inQc, (2.98)
H=To—0 ®inQy. (2.99)

Using Faraday’s law (2.35) and Gauss’ law for magnetisnf2 tBe differential equations
for the T, d-d-formulation are

Ox (o '0OxT)+ % (U(T—0®))=-Ox (o 'OxTo) - % (UTo) in Qc, (2.100)

O-(uUT —pdd) =—-0-(uTp) in Qc, (2.101)
O (ud®d) =0 (uTo) in Qn. (2.102)

The corresponding boundary conditions are

NnxT=nxTgand® = const o yc¢, (2.103)
(07 '0xT)xn=— (0 'OxTo) xnonlgc, (2.104)
U(T—0P)-n=puTo-nonlegc, (2.105)

@ = const oy, (2.106)

u(;—: =b+uTo-nonlgn. (2.107)

None of the introduced quantitids, To and ® are defined uniquely. Furthermore, for
multiply connected domain@c, additional constraints are required. It is mentioned that
the benefit of this formulation is the lower number of unknewompared with tha,V-A-
formulation. This is due to the fact that only a scalar fieldised in the non-conducting
domain to describe the problem instead of a vector field.
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2.3 Interpolation methods

In this section, a brief overview of interpolation methodsgiven and the cubic spline
interpolation method is explained in detail. Interpolatis a technique for the approxima-
tion of a function defined by sampling points. Such sampledtions are typically created
by series of measurements or simulations. The sampleditjgar@nd the corresponding
test parameters are stored in look-up tables. For test gaeamalues not sampled, the
continuity of the sampled quantity is assumed. In most eglecases, this is fulfilled for
physical quantities. The quality of the interpolation ie ttense of accuracy, stability and
calculation cost depends on the used interpolation methddte number of sampling
points.

Interpolation methods can be classified into two main categoThe first category uses
interpolation functions with a support in the whole paraenajpace. This method is well
suited if the function to interpolate is known very well. lach cases, a few sampling
points are sufficient to determine the interpolation fumrciparameters. Examples of this
category are polynomial interpolation (Lagrange polyrals)i exponential interpolation
or trigonometric interpolation.

The second category uses functions with a support reducadgttdomain of the pa-
rameter space. Thus, this approach employs simpler intipo functions and leads to
a faster evaluation. Polynomials of a low degree are widsduor the interpolation due
to the simplicity of their evaluation. For example, the getse constant (zero-degree) in-
terpolation method (Fid._2.6a) and the piecewise lineast(fiegree) interpolation method
(Fig. [2.8b) belong to this family. The use of polynomialsiwit degree of three leads to
the cubic spline interpolation method (Fig._]2.6c) desdatibethe next subsection. The
main advantage of a cubic spline technique is that it leads ¢ontinuous and smooth

= “ > = =
n n 0
Q (5] (5]
= T = =
= = =
2 Of 2 8
) ) )
|51 4 3] 3]
= < S— =] =i
= = =
&) = &
a) Sampling points x b) Sampling points x c) Sampling points x

Figure 2.6: Examples of piecewise polynomial interpolatioethods: (a) Piecewise con-
stant interpolation: The function value is not continuo{y. Piecewise linear
interpolation: The function value is continuous , the firstidative is discon-
tinuous C%continuity). (c) Cubic spline interpolation: The funativalue, the
first derivative and the second derivative are continu@dscontinuity).
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interpolation function even in higher dimensional case.

2.3.1 Cubic spline interpolation method in one dimension

The cubic spline interpolation method utilizes cubic palymals for a piecewise interpo-
lation. For a dataset df sampled data point, y), the interpolation polynomigby (x)
for the k! of theM—1 segments is defined as:

Pe () = af +af (x—x«) +a5 (x— )+ a5 (x— ), (2.108)
with the spline coefficientay, af, a5, a5 and

1<k<M-1. (2.110)

All 4 (M—1) spline coefficients are defined by four constraints per segnidese are:

Pk (Xk) =Yk and px (Xc+1) = Yk+1, (2.111)
Prc (Xk+1) = Pis1 (Xk+1) 5 (2.112)
DZ (Xk+1) = pZ+1 (Xk+1) 5 (2.113)

with the first derivatey’ (x) and the second derivatiy@# (x). The constraints defined in
(2.111) enforce continuity of the function to interpola@bviously, allM—1 coefficients
a5 are identified as§ = yx. The constraints in(2.112) and (2.113) enforce a smooth
connection of the segments at Bll-2 intermediate sampling points. Thus, this approach
leads to a continuous and smooth interpolation of the fonctialue. Furthermore, the
first order derivatives are smooth and the second orderatias are still continuou€é-
continuity) m)].

Taking into account that all coefficiend§ have already been determined, the resulting
system of equations can be written as:

s & s 0 0 0 -~ 0 0 07 /al B
1293 -1 0 0 -~ 0 0 0]]al 2o

0 2 6 0 -2 0 0 0 0]]al 0

00 05 g - 0 0 oflal | vy

0 0 0 1 2 3% 0 0 0 al | 0 ’
0 0 0 0 2 6 0o 0 0 : :
R : : ay 0

000 0 0 0 0 - sy &, s ] \ay) WMt

(2.114)

with the segment widtls, := X«;+1 — Xx and a system matrix with(81—1) columns and
3(M—1)—2 rows.
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For a unique solution, two additional equations are reguifdey can be freely chosen
but in many cases they are used to define the behavior of time spithe boundaries. This
is done by specifying’ (x) or p” (x) at the first and last sampling points.

A natural choice is to force the second order derivatygs ) andpy, _; (xv) to vanish:

P (x1) =0 and pfy_1 (xu) = 0. (2.115)

This ansatz will be referred to as natural boundary comdlitib allows a smooth contact
with a straight line for linear extrapolation.
For periodic functions, periodicity can be enforced by

Ph(x1) = pv—1(xm) andpy (xa) = py—1 (xwm) (2.116)

with the constrainy; = ywu.

The resulting cubic spline interpolation for a dataset vigtlr sampling points and natu-
ral boundary conditions is shown in F[g. P.7. Furthermolieised third order polynomials
and the linear functions for extrapolation in both outemsegts are shown.

AN —o Sampled data

| — Cubic spline in segment|1
' — Cubic spline in segment| 2
— Cubic spline in segment 3

" ---Linear extrapolation
N— 1
~
n
q_) _
=
e
&)
>
=
2 1
~+~
Q
2
R
/yl . === s=n ===
Lower oqier Segment 1 Segmenté Segment 3 Upper outer
segment i segment

I
1 1 1

Sampling points x

Figure 2.7: Example for a cubic spline interpolation withesiasbet of four sampling points
and with natural boundary conditions. A linear extrapalatis shown in the
lower and upper outer segment.
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2.3.2 Higher dimensional cubic spline interpolation

Under the assumption of a rectangular sampling grid, the@gdiine interpolation method
can be easily extended for higher dimensional interpalaiasks. Such a sampling grid
leads for each segment to a rectangle in 2D or a rectangWaictin 3D. The interpolation
polynomial in each segment becomes multivariate. For atimmén 3D parameter space
with the parameters, y andz and for ther'" segment inx-direction, thex'" segment in
y-direction and the't" segment ire-direction, the tri-cubic polynomial can be written as

Piia (XY.2) Z)Zo%ak (x—x)' (y—yx) (z—2)", (2.117)

with X, < X< X41, Yk <Y <Yki1 andz, <z<z,,q. This polynomial is defined by
43 = 64 coefficientsaggo t0 az33. Thus 64 equations per segment are required for a
unique representation. As proven M[43] fof-continuity at the segment boundaries of
adjacent segments, continuity of the function valkg, ¢he first order partial derivatives
(fx, fy, f), the second order mixed partial derivativdg( fx,, fy;) and the third order
mixed partial derivative f,,) at all sampling points have to be enforced. This leads to 8
equations for each of the 8 vertices of the rectangular clsloaped segment.

2.3.3 Evaluation of polynomials

The evaluation of polynomials can be done very efficienting#iorner’s method

N -
= Z)ai X = ag+apxt +apx + - - - +agX (2.118)

— 8o+ X(ay X (@ X (a1 X an) ) (2.119)

wherep(x) is a polynomial of degred. Compared with the direct evaluation of the mono-
mial form (2.118) of the polynomial which requires at lealst-21 floating point multipli-
cations, Horner’s method (Z.119) requires oNlfloating point multiplications. This is the
absolute minimum for the evaluation of a polynomial with g ofN. Furthermore, the
numerical errors occurring using Horner’s method are leas evaluating the monomials
directly [30].

Horner's method can be also applied to multivariate polyiatsne.g. for a polynomial
in two variables< andy it has the form:

M N PR M .
POV = 3 221Xy = 2 POy = 2120)
= Po(X) +Y(P1(X) +y(P2(X) +---+y(Pm-1(X) +Y Pm (X)) --+)),

with the sub-polynomial®; (x) again evaluated by Horner's method. This cascaded ap-
proach also gets by with the minimum number of floating poperations.
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2.4 Electrical machines

In this section a short overview of electrical machines i@gi An electrical machine in
this sense is a rotating machine that converts electrieaiggrinto mechanical energy and
vice versa. Therefore, an electrical machine consiststdkeéest) two components: the
fixed stator and the movable (typically pivot-mounted) roBoth components are part of
the magnetic circuit.

From the electrical point of view, an electrical machinesists of at least two magneti-
cally coupled coil systems. One coil system is typicallyadkxcitation coil system and is
responsible for the main flux generation. For machine tyg#sawirect current (DC) fed
excitation coil system, this coil system can be replaceddmynanent magnets. The second
coil system is called armature coil system. Within this gyistem voltages are induced
due to motion. This nomenclature is historically based ennfode of operation of DC-
machines. Thus, it is only reasonably for DC machines andhspmous machines (SM),
for induction machines (IM) this classification is not apglle. Commonly, one coil sys-
tem is located on the stator, the other one on the rotor. Hekyesiuctance machines, for
instance, combine both coil systems on the stator.

2.4.1 Classification of electrical machines

Due to the high number of different machine designs any iieason can only be done
in very general term@?]. A very simple classification féeatrical machines can be
carried out depending on the kind of energy conversatienpne can distinguish between
generators and motors. A generator transforms mechameady into electrical energy,
a motor, in contrast, converts energy in the opposite doectHowever, every electrical
machine can work in motor mode as well as in generator mode.widrtking mode only
depends on the external operating conditions and is thepartient of machine design.

Another classification can be done based on the configuratithre magnetic flux paths
within the machine. For a cylindrical coordinate systentwtiite axis of rotation along the
z-axis (Fig[2Z.8a) three main 2D configurations can be found.

The first configuration has the magnetic flux paths inrtipgplane. This leads to the
conventional machine design with cylindrical rotor as showFig.[2.8b. The air gap is
of the shape of a cylinder barrel.

In contrast, the second configuration has the flux paths ia¢ghglane. This results in
a machine with disc rotor (Fid._2.8c). The air gap in this casghaped as an annulus.
In both configurations a hetero-polar magnetic field in fotal direction ¢-direction)
occurs.

The third configuration is characterized by flux paths intth@lane. This leads to a
homo-polar magnetic field ig-direction as shown in Figl_2.8d. For this configuration
both cylinder barrel shaped and annular shaped air gap®asthie. It leads, for instance,
to unipolar machines and transversal flux machines.

The magnetic flux paths in a machine could also have a moreleartipee dimensional
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Figure 2.8: Machine classification based on the flux pathe(@reonfiguration@?]: €))
Definition of the reference system in polar coordinates: akis of rotation is
the z-axis. (b) Flux path configuration inp-plane: This leads to a cylindrical
rotor with cylinder barrel shaped air gap (gray) arddirectional current feed
(red), i.e. the traditional machine design. (c) Flux pathfguration inz¢-
plane: This leads to a disc shaped rotor with a circular rimgped air gap
and ar-directional current feed. (d) Flux path configuratiorraplane: This
leads to a homo-polar magnetic field in rotational directiBar this flux path
configuration both, cylindrical and disc shaped rotors assjble.

shape in general. The claw pole machine for instance belantss category. However,

this classification mainly influences the structural formtleé machine and allows the
machine designer to customize the electrical machine tavh#able shape and amount
of space. Note, that the electrical properties of the machie not determined by this
classification.

The next classification to be discussed in this work is basethe torque generation
mechanism. The machine torque can be calculated using tx@dllastress tensor as
shown in [2.56). Using a cylinder barrel shaped surfa@ndT in cylinder coordinates
leads to

Tr Tor Tz Tir
T Tzp Tz Ty
with the tensor elements
1/, 1
Tr=—{B—5|B 2.122
r UO( r 2| |), ( )
1
Tpr = —ByBr, (2.123)
Ho
1
Tz = —BZBy, (2.124)
Ho

as shown in[(2.56). This leads to the machine torque as

1
T=rsxF=rsg xF:rSF¢:rS£§Su—B¢Brds (2.125)
0
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with the radiusrs of S. Only the interaction between the normal comporignand the
tangential componeity of the magnetic flux density leads to a tangential force camepo

Fs and thus to a torque. FurthermoBg,andBy are periodical in circumferential direction.
Therefore, a spatial Fourier decomposition for both congpds can be performed. This
leads finally to the result that for any torque generaBpmvaves andBy-waves of the same
ordinal number are required, else the integralin (2.1256)skes. Furthermore, the phase
shift between the correspondiBg- andBy-waves must not be 90°, otherwise the integral
in (2.125) vanishes, too. Depending on how these waves arafed, four mechanisms
for the torque generation can be distinguished:

» Synchronous electro-dynamic torque
» Asynchronous electro-dynamic torque
* Reluctance torque

» Hysteresis torque

For this classification, DC machines and synchronous mastbelong to the same cate-
gory. DC machines use a commutator to keep the relativeipodietween the rotor field
and the stator field constant. Synchronous machines usg-gpate armature coil system
to generate a rotating field. This field rotates with the sapeed as the rotor field and
thus the relative position between the two fields is kept t@oris Hence, a synchronous
electro-dynamic torque is generated in both cases.

Induction machines (IM) belong to the second category. Qolg-phase coil system
generates a rotating magnetic field. This field induces gekan the second poly-phase
coil system. This leads to a current flow in the second cotksys The interaction between
the fields of the two coil system finally leads to a torque gatien. However, the induction
process in the second coil system requires a relative maveleéween the rotating field
and the rotor. Therefore, this torque generation is calégthehronous. Depending on the
rotor design, induction machines can be further sub-diadsinto machines with a slip
ring rotor and machines with a squirrel cage rotor.

Reluctance torque and hysteresis torque utilize materagepties to generate torque.
Thus the rotor of such machines is designed to be magnegtiaisotropic in circumfer-
ential direction and includes no coil system.

It should be mentioned that more than one of these mechatygmesally occur in elec-
trical machines simultaneously. However, for every maghanprimary mechanism can
be found which is mainly responsible for the torque generatiAll other mechanisms
that occur are typically unwanted because they mainly predorque harmonics and thus
deteriorate the machine behavior.

2.4.2 Mode of operation

In this subsection, the general requirements for an elengochanical energy conversion
are discussed. Therefore, a machine of only two coupled dssumed as shown in Fig.
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[2.9. This system can be assumed as isolated and an analyiséspafwer balance leads to

Ry i

“|(Ds.

(D)2 g

' Rotor Stator

Figure 2.9: Electrical machine with two coupled coil syssewne is located on the stator
and the other on the rotor. The electric network for a powéarize analysis is
shown.

\Mnag

Prmecht Psourcet —— at +PRoss=0, (2.126)
with the mechanical powd?echat the shaft
Pmech= TdZTOt (2.127)

where T denotes the machine torque, the electrical polRgiice applied from the two

voltage sourceS;, S
Psource= —V1i1 — Wi2, (2.128)

the rate of change of the magnetic enefg§* in the two coils of the machine

dWhag _ d & & 1 d /1 1
dt dt ZZ sbilily = g | ZLaii+ 5Laiz +Miiz
1dL1 2 di]_ 1dL2 2 dl dM. d dl2
L4i Loi M Mi

= gt 1 Laiag gy 12+ etz g iz MGz Mia

(2.129)
and finally the losseByssthat occur in the system

Ross= Peu+ Pskint I:)eddy"‘ I:lhyst‘i‘ Ptrict + I:)excess; (2-130)

with the copper losse’;, and the skin effect lossd%i, in the coils, the eddy current
lossesPqgyand hysteresis loss@kys: in the iron, the friction losseBkyic; (€.9.: bearings,
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air drag, ...) and finally the excess los$®g.essthat combine all other losses (e.g.: de-
formation due to magnetostriction, radiated acousticenais.). For simplicity only the
copper losses

2
Poy= ZlRiiiz = Ryi + Roi3 (2.131)
i=

in the two coils shall be considered.
According to circuit theory, the voltage equations for the telectric circuits can be
written as

d
—V1+R1I1+d (L1I1+MI2) 0, (2.132)
d .
—V2—|—R2I2—|—a(L2I2—l—MI1):O (2.133)

where it has been taken into account that the inductancedsecame dependent due to the
relative motion of the two coils. Multiplying the first eqi@t with i; and the second one
with i, leads further to

dL; di dM dio
i i2 bt T ke 2.
Vi1 +RpiT+ —— It |1-|—L1 dtl1+ It |2|1+Mdt|1 0, (2.134)
. . dL dip. dM. d|1
— Ryi3 L M—=i5 = 0. 2.135
Volo + Rol5 + —— dt -I- 2dtI2+ at i1lo + dt ( )

Adding the two equations and usirig (2.126), (21128), (2) 1&&ds to

1d|_1.2 1d|_2 2 dM .
Prnech= = —1 — 1l

and finally [2Z.12I7) can be rewritten as

1 dLl .2 dL2 .2 dM
—— 2.137
! 2 (daRotll+ daRotI daRotlllz ( )

(2.136)

Therefore, the generation of an electromechanical torggeires at least one inductance
that depends on the rotor position. This leads further tactiveclusion that any electro-
mechanical energy conversion requires voltages inducedadonotion.

Furthermore it is mentioned that the analysis of the powkarz® is the most common
description of electrical machines. It is valid for all d@ieécal machines and describes all
effects that occur. The problem with this approach is th&cdity in determining the
machine parameters (inductances, resistances and loss)tefll these parameters are
functions of the machine currents and the rotor positiomtHenmore, they also depend on
continuum phenomena like eddy currents, hysteresis and.s@lterefore, this approach
is not generally applicable.

However, under the assumption that most continuum phenarasnnegligible, only
a finite number of state variables is sufficient to descrilgerttachine behavior. Thus,
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the infinite dimensional parameter space collapses to alavensional one. This finally
allows a very general classification of electrical machimely depending on the number
of required state variables. This classification is usedHerfinite element based circuit
machine model approach as shown in chdgter 4.

Although the focus of this subsection was on rotating mae$iimost statements can be
applied to linear motors or inductive actuators too.



3 MODELING ELECTRICAL MACHINES

Many different model approaches for electrical machinestmfound in literature. How-
ever, most of these model approaches can be classified into:

* Analytical models
« Magnetic equivalent circuit models
* Numerical models

In this context, analytical models are models that redueestéctrical machine to its air
gap. Thus, any iron is assumed to be infinitely permeable aneconductive. Analytical
functions are used to describe the slotting and the eldogiting of the windings. Math-
ematical superposition, for instance using Fourier deamsition, is often utilized. Thus
linearity is assumed, that is only approximately fulfilled steady state. Nevertheless,
analytical models are very fast to evaluate and cover haigredfects. Furthermore, the
interplay of the system parameters and their effect to tregaimn can be distinguished.
This allows a deep insight in the behavior of electrical miaes. Therefore, these model
approaches are well suited for design, optimization androbtasks. Fundamental wave
models (FWM) are the most elementary representativeshé&iyfield harmonics approach
(FHA) and winding functions approach (WFA) belong to thiasd of models.

Magnetic equivalent circuit (MEC) models describe the n&igrtircuit of an electrical
machine with a lumped network. Thus, the iron in the machsrednsidered. These mod-
els can be evaluated very fast and nonlinearity can be ceregldvith nonlinear element
equations or characteristic curves. However, the parainat®n of these models requires
detailed knowledge of the machine design and could becomyeexéensive. Nevertheless,
these models are well suited for design and optimizatickstas

Numerical models utilize discretization methods as finliéerent, finite volume or finite
difference method for solving the electromagnetic fieldatmuns. A detailed knowledge
of the machine design is required and the modeling effostpgcally high. Furthermore,
these models are computationally very demanding, but thierage of effects caused by
slotting, saturation or eddy currents is very high. Themfthis approach can be used for
local design optimization or problem analysis. Furthemmdis approach can be used for
determining machine parameters for other model approaches

In the next subsections a brief introduction into the comiypoised model approaches
is given.

35



36 3 Modeling electrical machines

3.1 Fundamental wave model approach (FWMA)

This well-known model approach assumes several simpiicatas sketched for a perma-
nent magnet synchronous machine in fig] 3.1. A detailedrigien of all assumptions
and derivations for various machine types can be foundenditire, for instance ivEﬂS8],
[B], [@] or ]. Within this section only a brief summaryalhbe presented.

|
1
1
| Hr =
|
| 95 = Jsd+Jsq

//////

R’

Real machine Simplified machine

Figure 3.1: Comparison between a real machine (left) andgithplified machine for the
fundamental wave model approach (right). The real machonsists of slots,
a 3-phase coil systenABC) located in these slots resulting in a discrete dis-
tributed electric loading in circumferential directiomezially shaped perma-
nent magnets (PM) with a defined pole covering factor anadfeagnetic ma-
terial with a nonlinear permeability, = f (B). The simplified machine is
characterized by a homogenized geometry without any stalsrdinite per-
meable material for rotor and stator. The distributed tiplease coil system
on the stator is replaced by an equivalent two-phase cdiesy# the rotor
relateddg-reference system (electrically orthogonal). The resgltoil sys-
tem is characterized by the inductances for dhéirectionLy and for theg-
directionLq. The magnets are replaced by the main flux linkdgg. This
quantity describes the magnetic flux that interacts wittrstiéace current den-
sity Js (electric loading) in the air gap. All quantities in the aaqare assumed
to be sinusoidally distributed in circumferential directi

This model approach replaces the complete machine by itgagiand considers only
the fundamental wave in circumferential direction of thats electric loading wave and
spatial flux waves assumed in the air gp [7]. The fundamevask in this context is
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related to a full electrical period, i.e. a magnetic pole.p@he spatial wave for the elec-
tric loading is further decomposed into its correspondiagponents in a freely chosen
orthogonal reference system (e.g. stator relatgesystem, rotor relatedg-system). For
both components of this two-phase system correspondingctadces (e.gly andLg)
are introduced. Further, all quantities of the three-p m are transformed into this
system. For example, the voltage equations for a PM ([@&y)be written as

) di )
Va = Reuid + de—f — weiLqiq, (3.1)
) di )
Vg = RCu'q"’qu—s"’wel(Ld'd‘f‘LpM)a (3.2)

with the voltagevy and currenty in direct direction, the voltage, and currentq in quadra-
ture direction, the stator copper resistaiReg and the electrical machine speeg. The
machine torque can be written as

3 . -

with the number of magnetic pole paingp, as shown in@S].

The stator relatedr 3-reference system and the rotor relatbgireference system are
the mostly used reference systems. Both system are geoatigtarthogonal with respect
to an electrical period. The3-system is orientated with the magnetic axis of the coil of
phaseA, thedg-system is orientated with the axis of the magnetic nortle pdithe rotor,
as shown in Fig._3]1. For the transformation of the three @A&C-system into thex 30-
system the Clarke transformation described by the métrix used, e.g. for the machine
currents:

iapo = Ciasc. (3.4)

Under the assumption that the magnetic axis of pasancides with thex-direction (as
shown in Fig[(3.11) this linear transformation is defined as

cosO cogf cos 1 -3 -3
N vy, Gy, o B V3 V3 3.5)
C=|sin0 sing sin3 | = |0 7T 2| (3.
1 1 1 1 1
3 3 3 3 3 3
and its inverse is
2 0 1
_ 101
cl=|-3 1 1. (3.6)
1 1 1
3 3
Several versions of this transform with various scale fiaotan be found in literature, e.g.:
2 1 1
C= o & 1 ctl= —11 % 11 (3.7)
- 9 - 2 2 9 .
1 \f i/é _1 _V3 4
3 3 3 2 2
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for preserving the amplitude. For a balanced three phasemyke 0-component vanishes,
thus the transformation can be simplified:

1 1 2 0
cosO co0s120 cos? 0 1 -5 —3 . e 9
sin0 sin120 sin24 0 @ _@ ’ -3 3 :
3 B

The aB0-system (owx B-system) can be further transformed into the rotor relaitg
system (ordg-system). This system has the advantage for synchronousimeschat all
alternating quantities of the stator become direct quastih this reference system. For
this purpose the Park transformatiBiiar,t) is used. From a mathematical point of view
this transformation is a rotational transformation for thand3 components. It is defined
as

COSARot SiNARet O
P(arot) = | —SiNARet COSARet O (3.9
0 0 1

with the rotor positioraret in electrical degrees. The inverse transformation is ddfase

P(arot) " =P (—QRot) (3.10)

and is similar to a counter clock wise rotation. Note, thekPamsformation is additive:

P (arot+ Brot) = P (ARot) P (Brot) - (3.11)

3.2 Field harmonics approach (FHA)

The field harmonics approach substitutes the complete madlyiits air gap (or a notion-
ally increased air gap for taking the effects of slotting @tiusation into account). Further,
analytical functions are used for describing the curreatliiog distributionJs(¢,t) and
the permeance of the air gad¢,t) in circmferential direction. These functions are de-
composed into spatial waves using a Fourier analysis. Tteepliay of these spatial waves
leads to magnetic fields in the air gap. These fields can bleciudassified by their cause
] and a detailed analysis of harmonics in the magnetid 6ah be carried out (e. ﬂ?O]
). This approach is widely used for loss determinatif l] -]) or noise and
vibration (NVH) investigations of induction machlnes e The FHA can be also
applied to permanent magnet synchronous machines % % @]) and used
for optimizing the magnet shape or minimizing cogging t@r( D.
For example, the electric loadinlg as shown in Fig[_3]2 can be assumed as a Fourier
series

Js(9.t) = Jgycos(ve — wt — @) (3.12)
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(a) (b)
ATiC™ AT CT A
Js s wt=0
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Figure 3.2: Field harmonics approach: (a) Overview of a nmectvith one magnetic pole
pair and a winding with six sectors. An infinite number of slate assumed.
Thus the electric loadings for each winding sector is constant. Rotor and
stator iron is assumed to be infinite-permeable, slottirdysaturation effects
are considered by a notional increased air gdp (b) Diagrams for electric
loadingJs at different times.

with the spatial ordinal number. For integer-slot windings only odd ordinal numbers can
occur. Furthermore, any that is divisible by three cannot occur in three-phase syste
Therefore, all occurring can be written using

V =nNmp(1+69) with g=0,+1,4+2,£3,... (3.13)

where negative values represent spatial waves that movatimemmatical negative (clock-
wise) direction along the air gap in circumferential direot The corresponding MMF
distribution®(¢,t) can be calculated using (3112) as

O($,1) =rc [ Is(¢,1)dd (3.14)

with the radius of the air gaR. This ansatz requires infinitely permeable iron for rotat an
stator, thus any MMF drop in the iron has to be considered bgt@mally increased air
gapd”. The resulting radial magnetic field density in the air &g, t) can be determined
by multiplication of©(¢,t) with the permeance of the air gap in radial directio,t)

B(¢,t) =A\(¢,1)O(¢,t). (3.15)

The permeance functiof\(¢,t) is used for taking slotting and saturation effects into ac-
count. For that purpose a spatial Fourier transformatich@permeance function is done
leading to

A@,t) = Ko

P = Mo+ S Misin(Ad — wyt— @) with Ag= 5o (3.16)
A

o(¢,t)

6//



40 3 Modeling electrical machines

with Ag representing the permeance of the notionally increasedagrand the spatial
ordinal numben for the permeance waves caused by slotting and saturation.

3.3 Winding function approach (WFA)

The winding function approach replaces the complete madbyrits air gap (or a notion-
ally increased air gap for taking the effects of slotting atusation into account) in the
same manner as the FHA. However, the WFA describes the ogupfithe windings by
analytical functions, as shown iﬂZl]. A winding in that sens defined as al loops
that share the same two slots. Further, it is assumed thairadings are located in the
center of the air gap and its copper cross section is nefgigibhus the electric loading
can be modelled by two Dirac delta functions, as shown in[Ei§.

(b)

Njij - e
| 2

Qj
_ a\ A
Nji (1—71)" ”””
{( 2.7-[ »
4 >
“Niljg g | § ¢

Figure 3.3: Winding function approach: (a) Overview of twaupled coils. Both coils are
assumed to be located in the center of the air gap (with thasag with van-
ishing copper cross section. Rotor and stator iron is asgumee infinitely
permeable, slotting and saturation effects are consideyeal notionally in-
creased air gap”. (b) Diagrams for electric loadinds (top) and magneto-
motive force® over the air gap (bottom) for thg"-coil.

Each winding is defined by its winding distribution functian= f(¢) and its normal-
ized MMF distribution functiolV = f(¢). In the simplest case, these functions can be
written for thejt"-coil as

W,-<¢>:{1 it 9i1<9 < djz. 317

0 otherwise
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with the starting anglé;j; and the ending anglg; of the jth-coil and

Wi(9) = {1;3—,; it ¢i1< ¢ <djp,

_ (3.18)

— o otherwise

with the angular coil widthaj, as shown in Fid._3]13.a. Usinig (3]18), the MMF distribution
©j(¢) for the j*" coil in circumferential direction can be written as

Oj(¢) = N;jijW(¢) (3.19)

with the number of winding$l; and the current; of the jth coil, as shown in Figl3]3.b.
Thus, the flux density distribution in the air gBp(¢) can be written as

Ho Ho,, .
Bj(9) = 570j(9) = SIN;i;W;(¢) (3.20)
with the notional increased air gap lengifi. The magnetic fluX¥; ; that is linked with
theit"-coil can be written as

$i2 Horclre

. 21T
Wij=Nirdre |, " Bjd = NileijO wiW;dep (3.21)

with the effective iron lengthre and the radius of the air gap. Finally, the resulting
mutual inductanc#; ; can be written as

HolclFe foz"wivv,- do. (3.22)

By taking the connection of all windings, the colil resistemand leakage inductances into
account, the voltage equations for the machine can be wyitte shown in@l]. This
approach can be extended using modified functions/gr) andW(¢). For instance, the
linear increase of the electric loading in the slot openiagloe modeled in that wa]ﬂZS] or
[IE]. Furthermore, saturation effects can be considerearopdulated air gap” = f(¢),

leading for [3.2R) to

Wi 2w
Mij = .

Jo_ NiN;j Lor ¢l Fef0 5

dg. (3.23)

]

Additional constraints are required in this case to endugesblenoidality of the magnetic
field. A modified normalized MMF distributioW(¢) is required too, leading to the mod-
ified winding function approach (MWFA), as described|ih [@] or [31]. The torque
calculation can be done using the magnetic co-energy asrgeskin [34].
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3.4 Magnetic equivalent circuit (MEC) approach

The circuit theory for electrical circuits described in sabtiori 2.1.11 can be also applied to
magnetic circuits as presented e.g.@ [11]. This approschdtivated by a segmentation
of the magnetic problem domain into flux tubes, see e.g. ., Each flux tube can be
modeled by an equivalent circuit in form of a loop with magnegsistances and sources.
These loops can be finally merged and simplified using teci@si@f circuit theory. This
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Figure 3.4: Detail of the magnetic equivalent circuit of agrachronous machine (Source:
[@]). All shaded resistors have a nonlinear behavior. Tdrenection between
rotor and stator as well as the resistances of all couplemehts are dependent
on rotor position.
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leads to a magnetic equivalent circuit for the magnetic lrmbdomain. A detail of an
MEC model of a machine is shown in Fig,_B.4. The magnetic flumigh each element
is assumed to be homogeneous and unidirectiona@.g?[ﬂﬁ]s, this method can be seen
as a very coarse 1D finite element method approach.

Similar to electrical circuits, this approach can be usedrémsient as well as harmonic
simulations. However, all magnetic resistors represgrftirx paths in ferromagnetic ma-
terials have a strong nonlinear behavior. Therefore, anypbaic simulations can be done
only for a predefined operating point (i.e. small signal gsig). Furthermore, all parasitic
flux paths over air have to be taken into account because tkeeyainly responsible for
the stray flux and thus influence the behavior of the eled¢tneachine.

Modeling electrical machines using the MEC approach is &kewn technique that
is still used as seen ilﬂbdﬂMHS 15]. Motion is cahsred by changing the circuit
interconnection of the air gap elements. Eddy current effean be taken into account
[IE] as well as iron and magnet losses calculated [88]. Eumbre, many approaches
about modelling skewing or eccentricity can be found irréitare, e.g.@S], 7],194].

However, the model creation of a machine requires detar&mmation of its design
and parameterization of the MEC is typically very costly. aiytical calculations or the
finite element method is used for that purpose.

3.5 Finite element models

These models utilize the finite element method to solve tbetimagnetic field equations
within electrical machines. For this purpose, a detaileoMdedge of the machine design
is required. This includes appropriate material modelgtierused materials, too. Thus,
a very high coverage of effects caused by saturation, slohdwics, eddy currents or
losses can be achieved. Furthermore, a deep view insidéetttei@al machine becomes
possible. This allows local optimization of the machineiges However, the simulation
cost for such models is typically very high compared withlgin@al model approaches.
In this section several issues and hints for modeling etadtmachines with FEM are
presented. These are:

e Comparison between 2D and 3D models

Utilization of symmetry planes

* Consideration of motion

Initialization of transient simulations

* Interconnection of coils and voltage sources

Force and torque determination

Flux determination
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Many of those issues mainly depend on the available featiitee FEM-software pack-
age used. Within this worRNSYS 14.%as mainly employed. Therefore, this subsection
relates to this software package. Further information aBMNSYS 14.5the suggested
methods and used commands can be found IAM8YS 14.5nanual |ﬂ4].
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Figure 3.5: 2D FE model of a permanent magnet synchronoukinecThis model uses
circuit elements for connecting the machine coils and galtaources. The
symmetry planes of the machine are utilized to minimize tloel@ehsize. Pe-
riodic boundary conditions (green) are used for couplirggrésulting cutting
planes. The sliding interface (magenta) allows a movemetden rotor and
stator.

3.5.1 Comparison between 2D models and 3D models

The most important difference between 2D models and 3D nsade¢he model size. 2D
FEM models are typically small problems, i.e. the numbermfdielements and thus the
number of degrees of freedoms (DOFs) is much smaller the8danodels. This leads to a
much smaller simulation cost for 2D models (typically in thege of seconds to minutes)
than for 3D models (typically in the range of hours to days eels). Furthermore, the
use of 3D models comes along with a much higher modelingteffor

Due to the fact that many electrical machine topologies @aadsumed to be homoge-
neous in the axial direction, 2D models are sufficient for ysgimulation tasks during the
design phase of electrical machines. Even slight changasiah direction (e.g. caused
by skewing of the rotor or rotor eccentricity) can be appmoied by 2D models. For this
%pose,ﬁe 2D FE multi-slice technique is available, asdleed in e.g.@?]@Z],@O],

] and [65].
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However, the consideration of end winding effects or eddyenis in conducting ma-
chine parts (e.g. permanent magnets, press fingers, hous)ngsually necessitate 3D
models.

The choice of the FE model to be used mainly depends on theteffieat should be
covered by the simulation. Due to the lower modeling effoid ghe smaller computation
effort, 2D models should be preferred if applicable. Notattthe model depth should
always be kept as high as necessary but as low as possible.

3.5.2 Utilization of symmetry planes

To accomplish short simulation times, the FE model shoule lzes few finite elements as
possible. For this purpose, symmetry planes in the mackinde utilized. For machines
with a number of magnetic pole paing,, > 1, modeling of only one magnetic pole pair
is in many cases sufficient. However, modeling of such a nmechegment requires a
periodic boundary condition at the cutting planes. This barrealized by coupling the
corresponding nodes or edges of the cutting planes. Many Ei\é provide such a
periodic boundary condition. IANSYS 14.5he CP-command (seé][4]) can be used for
that purpose, as shown in F[g, B.5.

Modeling of only one magnetic pole would be sufficient, toot then an anti-periodic
boundary condition is required. The consideration of tiverged magnetic flux condition
between the cutting planes could be realized by constrgumdteons. INANSYS 14.5he
CE-command can be used for this purpose.

3.5.3 Consideration of motion

For magnetostatic or harmonic simulations no movement d&etwotor and stator is re-

quired. Thus, rotor and stator can be simply meshed as omeectad problem domain.

In contrast, transient simulations require a relative moset between rotor and stator.
Therefore, rotor and stator need to be meshed as two sepasalem domains leading to

two disconnected components. Therefore, an additionaifatte between these compo-
nents is required.

The simplest approach for such an interface is using the samf®rmly distributed
mesh for the surfaces of both components. Thus, the meshtbrsioies of the interface
is identical even if one of the components is rotated throaiglangle that corresponds
to a multiple of the mesh size in circumferential directidrhis clicking-meskapproach
allows a direct coupling of nodes or edges without any irdkion. However, additional
requirements for the mesh lead to a higher modeling effogt (@an additional layer in
the air gap is typically used to make the mesh uniformly thated). Furthermore, only
discrete angles for the rotation are possible and thus ablartime step size depending
on the rotational speed is required. Both constraints lin@tpracticability of this method.
Nevertheless, no interpolation is required and thus napotation error occurs. IANSYS
14.5the CE-command (seé][4]) can be used for this coupling technighe CP-command
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would not work in this case, because the nodal coupling nieelos changed in every time
step.

Another approach that gets along without any interpolatdhnemoving-banetechnique.
This method re-meshes a defined region (the moving band)eleetthe components in
every time step of the simulation. Therefore, an arbityaribvement without any interpo-
lation could be achieved. However, all elements of the ngpbiand must be re-created in
every time step. Therefore, the system matrix of the FE moédeds to be re-assembled
in every time step slowing down the simulation. Additiogalin appropriate software de-
sign for handling the changing node and element numbersahttving band is required.
Furthermore, it has been shown E[ls] that spatial harnsoaused by the changing
aspect ratio of the elements occur. The effect of this nurakarror can be only mini-
mized by increasing the number of the finite elements in onfewential directionANSYS
14.5does not provide any built-in macro for supporting theving-banetechnique for
transient electromagnetic simulations.

If a uniform mesh density is not applicable or an arbitrarywement between rotor and
stator is required, the field quantities at the interfacelte®e interpolated. For scalar field
quantities this approach is straight forward as shown heldawever, any interpolation
of vectorial DOFs has to fulfill the properties of the vect@ldi quantity specified by its
curl and divergence. For edge elements this becomes even coamplex because the
corresponding DOFs are integral values of the vector fielahtjty evaluated along the
edge as shown ir|]__LiZ6]. However, coupling of vectorial quastiis still object of current
research activities, as illustrated in [3], [5].[79].

The coupling of scalar fields could be achieved by consteguiations. In this sense,
one side of the interface is called the master and the otleesldve. The constraints
describe a calculation rule between the DOFs of the slavescadd the DOFs of the
master nodes. Polynomials, shape or expansion functiotiseoFE or more complex
functions can be used for the interpolation. This is typycathieved by the use of special
interface elements, for example contact or mortar elemédntANSYS 14.5 contacand
targetelements can be used for this purpose, See [4]. Howeveh rakted harmonics in
the air gap field caused by interpolation errors could ocGlierefore, a sufficient mesh
density for the chosen interpolation method is requireditHeumore, it is suggested to
locate the interface in the center of the air gap. Additipna layer of at least two air
elements on both sides of the interface should be modeleavetdr, a generally valid
criterion could not be given. To ensure the proper functibthe coupling interface, an
investigation of the resulting field quantities in the aipgarequired.

For a linear interpolation th€EE-command can be used ANSYS 14.5This method
is illustrated in Fig[(355. FurthermorANSYS 14.provides the macr€EINTF (see |ﬂ4])
that performs this coupling for the nodes of a selected faxterautomatically. Note that
the CE-command models movement only by coupling nodes. Thus,lanmeegement of
the components is not necessary and neither rotor nor stagals to be rotated.
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3.5.4 Initialization of transient simulations

An important issue of transient simulations is the inigation of the model. The transient
effect after the start up could need many simulation ste@etomplish the steady state.
This behavior is mainly influenced by the time constants efdiistem. Thus, the simu-
lation time is increased needlessly. However, using theecomitial values for the field
guantities will prevent any transient effects after startifithe steady state currents of the
machine are known, a magnetostatic simulation in advantéeaarried out to initialize
the transient simulation. However, eddy current effectsncabe considered by this ap-
proach. In such a case, a harmonic simulation could be dawtie This approach leads to
a good initial guess for the field quantities and further toaakad decrease of simulation
steps during start up, as described ir [86].

3.5.5 Interconnection of coils and coupling with circuits

The interconnection of different coils and the couplinghndircuit elements is another
important issue for transient simulations of electricalchiaes. INANSYS 14.Several
circuit elements are available for this purpose. THRCU124elements allow the cou-
pling of stranded coils or massive conductors with othezuifrelements. Furthermore,
resistors and independent as well as controlled voltagecarrént sources are available,
see |ﬂ4] for more details. A circuit coupled FE model is showfig.[3.5.

3.5.6 Force and torque determination

The methods used for force and torque calculation are theadetdf virtual displacement
and the Maxwell stress tensor as presented in subsdctia® 2The method of virtual
displacement allows the determination of the force anduergcting on a component.
This is done by determining the gradient of the magneticreergy of the component. It is
known that electromagnetic FEM simulations calculate thgmnetic energy in the problem
domain very exactly even if the local solution is not exadtislis caused by the fact that
the functional that is minimized for the solution corresgeto the magnetic energy. Thus,
the method of virtual displacement leads to good results aveoarser meshes.

For the Maxwell stress tensor, the surface intedral (2.88dro be evaluated. This re-
quires a very exact local solution of the field quantitiestamintegral’s surface. Therefore,
the Maxwell stress tensor requires a finer mesh than the metheirtual displacement
does. Furthermore, the component’s surface should be snb@ataiuse high numerical
errors could occur at corners and edges of the surface. Hoytbe Maxwell stress tensor
allows an evaluation of the mechanical stress density. ,Thaal forces (e.g. force acting
on a single stator tooth) can be calculated, as shovﬂ?/n o1 is an advantage compared
to the method of virtual displacement.

The force and torque calculation ANSYS 14.% done in the post processing stage.
Therefore, so calle&orce Flagsmust be set on the surface of the component during the
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modeling stage. The built-in mackMAGBCcan be used for this purpose. The evaluation
of the force and torque can be done with the maémA\GSUMand TORQSUM These
macros use both of the above described methods for the éeald force and torque,
see |ﬂ4]. Thus, a direct comparison between these methodsecdone. In this context, a
bad agreement typically indicates a too coarse mesh in thgapiregion. Note that the
TORQSUMmacro can be only used for 2D models.

3.5.7 Flux linkage and inductance determination

For determining flux linkages and inductances of electnoathines, FEM simulations
are widely used. In this subsection the equations used ®ptirpose are summarized.
The focus is on FEM tools using the V-A-formulation because almost all commercial
2D FEM tools use this or a modified version of this formulation

The magnetic fluxb through any surfac8 can be calculated with the magnetic vector

potentialA as
®= [[B-ds= []_(OxA)-ds=¢) A-d, (3.24)

using Stokes' theorenh (Z.22). Note thaf(3.24) assumes ladefthed boundary for the
surfaceS. For real coils with a conducting cross sectlon- 0, both the coil’s surface and
its contourdS are ambiguous. However, a generally valid equation forrdeteng the
flux that is linked with any coil could be derived froi (3l 24or this purpose, the whole
conductive domain of a colil is divided M sub-coils. Thus, the whole coil can be assumed
as circuit of parallel connected sub-coils. Tk¥esub-coil is defined by the curreipt

i = f - J-ds (3.25)

constant along the sub-coils conta2f§,. Note that this sectioning leads in general to a
conducting cross sectidry that is not constant alongS,. However, the volume of the
whole conductive domain of the coil is not changed by thisisemg

JfJaav= kiﬂfgk av. (3.26)

This construction leads fdd — o« to a vanishind x. Thus, [3.24) can be used for calcu-
lating ®dy of each sub-coil. Considering th&j is linked only with thé"/i[ot -th part of the
total currentiyqt, the flux linkageW of the whole coil can be determined by summing up
all dy Weighted with the corresponding fractional amount of théaarent. This leads to

N N
w_Nnan Itoth A-dl = Ed@wz@ i A - dl_ﬁl\llgnwzlggask<frk\].ds)A.dl
N
=m';w295 JJ;, 0 -Ads: d'—m'inwzlﬂfgﬂ-/*dv—.mﬂ J-AdV,

(3.27)
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as detailed in [45].

In the 2D case[(3.27) needs to be adapted. Onlytt@mmponents oA andJ need to
be considered and the conductor cross sectiandimection is constant. The contour has
to be split into the positive coil sidé (, current flow in+z-direction) and negative coil
side (", current flow in—z-direction). This becomes necessary, becaude inl(8<fas
the same direction as the current flow whereas in 2D dase +z-directed. Finally, the
integration along the contour is simplified to a multiplioat with the lengthl, and the
number of turndNc. This leads to

v= @ A, Zﬂg @ A)as di = E lim ZlNclZ <Hr s [ JzAzds)

12
=Neg Itot (JIr+ JAds— JﬂJ\r7 JzAzdS) .
(3.28)

For constant current densitidg andJ, within the corresponding conducting cross
sections of the positive coil side" and the negative coil side", (3.28) can be simplified
to

W= NCI:; (3 [ Ads—3; [[ Ads) =Nels <ri+f ~ Adds— ri— jrAzds) ,
(3.29)

usinglr ¥ = % andr— — J

The correspondlng mductance of the coil can be determigef£l). In case of more
than one coil an induction matrix including all self and maltinductances needs to be
determined. For linear materials this can be achieved byasging a test current into one
coil and determining the resulting fluxes in all coils. Thieqedure is repeated for every
coil. Alternatively, the magnetic energy can be used tordatee the inductances

(3.30)

In the nonlinear case, this method needs to be adapted leciteusorrect saturation state
of the material needs to be considered. One method to acthieean be found ir[[G].
In a first step, a nonlinear simulation with the actual coilreats has to be carried out.
In a second step the actual permeability for every finite el@nmeeds to be determined.
In a third step, these values are used as linear materiahgtees and the required linear
simulations are carried out. Obviously, this method is vagtly in terms of simulation
time.

3.6 Finite element based model approach

The finite element based model approach combines the beokfiie circuit model ap-
proach (fast evaluation) and the finite element model amgbr¢high coverage of effects
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caused by e.g. slotting or saturation). This is achieveddscbing the behavior of the
elements of the circuit model by characteristic curves. Jdrameterization of these char-
acteristic curves is done by several finite element sinutatin advance. One approach
for the implementation is to utilize magnetostatic FEM-glations, as e.g. ilm9]. Here-
with, the characteristic curves become sampled by vanaifothe FE simulation input
parameters like rotor position or machine currents. Thepdasrdata are stored in look-up
tables and are evaluated by a suitable interpolation tgaeniThis implementation will be
described in full length in the next chapiér 4. Other implatagons use time harmonic or
transient FEM-simulations for this purpose, as shown engﬁ]i. Many effects like cog-
ging torque, slot harmonics and saturation but also rotoemicicity can be covered by the
FE-based model approach. Finally it should be mentionetdetrery change of the mag-
netic circuit or the coil design necessitates a new lookalntet determination. Therefore,
this approach is not suited for electromagnetic machingdgzairposes.

3.7 Conclusion

All discussed machine model approaches have several lzebefialso disadvantages that
limit their application. Thus, the model requirements farltitbody dynamics simulations
have to be defined first as already done in subsection 1.1e5€eequirements necessitate
a model in the time domain that is fast to evaluate and coeegsié ripple and saturation
effects. However, these requirements can be fulfilled byoatnall model approaches.
Only the finite element models have to be excluded becausewfitigh simulation costs.

However, there are also some additional requirements bectne machine models
should become part of a MBD-simulation tool. Therefore,natidels must be generic.
Furthermore, the focus of MBD simulations is on modeling lelsystems. The electrical
machine is only one part and it has to be assumed that the Liger BIBD-tool is not fa-
miliar with electrical machines. Thus, all models must b&yda use and fast configurable.
This is a first restriction because the configuration of a geM¢EC or WFA model is dif-
ficult due to the high number of parameters and requires at &hasic electromagnetic
knowledge. Furthermore, most of these parameters are rhsteaeat and calculation rules
have to be defined for their determination. Finally, it habeéaconsidered that practically
no manufacturer of electrical machines is willing to givesige data of the machine to
the customer. Such data are typically confidential becawsewould allow everyone to
copy the machine. Thus, this is a restriction to all modekaaphes that require detailed
knowledge of the electrical machine design.

Taking all these additional requirements into accountdeadthe conclusion that the
finite element based circuit model approach is best suitedhi® application within a
MBD-simulation. This model approach is easy to configurealnse only the correct set of
look-up tables for the corresponding machine has to betsgleEurthermore, it is the only
approach that is able to hide the whole machine design bed¢has~vhole look-up table
generation can be done by the manufacturer of the machines Adh\geometric or material
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specifications have to be made public. Depending on the ohmoedel implementation, as
shown in chaptdrl4, the parameter calculation for the Igokables can be done without
defining new calculation methods.






4 FINITE ELEMENT BASED CIRCUIT MODELING

The conclusions of the last chapter show that the FE baseditcmodeling approach is
best suited for modeling electrical machines in multi-bdghpamics simulations. There-
fore, this approach is presented in more detail. It is basetharacteristic curves stored in
look-up tables. The whole information of the machine bebiaid stored in these look-up
tables. Thus, they are used to evaluate the quantities dekdeg the transient MBD
simulation. Nevertheless, there are many implementatienes to be solved to get an
applicable model. This chapter focuses mainly on rotatiagmmes but almost all consid-
erations are also valid for instance for linear motors owaicirs like inductive valves.
The results of this chapter have been publishemh [60] ]i [6

4.1 Parameter variables and look-up table quantities

The choice of the model parameter variables and the choid¢beophysical quantities
stored in the look-up tables are the most important impleaigm decisions. These de-
cisions mainly influence the preprocessing effort of the eh@gproach, the memory de-
mand for the look-up tables and the accuracy and converdegitavior of the transient
simulation.

It has been shown in subsection 214.2 that for an electrdiam@cal energy conversion
at least one inductance has to depend on rotor position., Thesngular rotor position
ORot can be identified as a necessary parameter. Due to symmason® it is sufficient to
vary this variable only in an interval of 180{electrical degrees). In case of a symmetric
three-phase design, this interval can be further reducé@to

Additionally to the mechanical parameter, the electronetignstate of the machine
needs to be defined by parameter variables. For this purgoseurrents or flux link-
ages of the coils can be used in general. The use of curreads te flux linkages (or
inductances) stored in the look-up tables whereas the usigediux linkages leads to
currents (or inductances) stored in the look-up tables:

. dy (i) . dL(i)i . dy ] dy
v=Ri+ at =Ri+ It =Ri(Y)+ at _RL(l,U) + at (4.1)
In principle, the two approaches are equivalent. Howeberuse of currents has several
advantages compared to that of using flux linkages:

» The look-up table generation during preprocessing besaimepler. Using the flux
linkages directly as input for a 2D-FE simulation can be eeéd for one coil by pre-
setting of the magnetic vector potentisl (see subsectidn 3.%5.7). However, this re-
quires knowledge about the exact current density disiohwvithin the copper cross

53
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section of the colil. In case of more than one coil, the cogpbatween them has
to be also known. Therefore, this approach is hardly applécarhus, coil currents
have to be used as input for the magnetostatic FE simulatibhis leads to char-
acteristic curves for the flux linkages parameterized byntlaehine currents. For
getting flux linkage parameter variables an inversion o¢heharacteristic curves
is required leading to a non-rectangular sampling grid. Stbeage scheme and the
evaluation of the interpolation function for such data ésldbecome more extensive.

» Impressing machine currents to the FE based machine megeires currents as
parameter variables. Taking into account that the lookalyes store the whole
machine behavior, the 2D FE multi-slice technique can belsiremulated by the
FE based model approach. This extension of the FE based rappedach is pre-
sented in chaptéld 6. However, impressing the machine dsrignecessary for this
approach.

» Avariation of the machine length can be realized easieis iBHor example required
in the design stage of an electrical drive. By changing thehme length, the out-
put power and torque of the machine can be scaled. Duringsti@kng process
the machine currents stay constant whereas the machins thamge. This can be
easily realized for electric current parameters by a sinsplding of the flux link-
ages, inductances and torque. For flux linkage parametiatles the look-up table
evaluation has to be modified. In case of pre-calculatedpotation parameters as
suggested in sectidn 4.3 even new look-up tables are refuire

Furthermore, and independent of currents or flux linkag@sgoesed, any linear com-
bination of them can be also used as parameter variables.libar transformation also
influences the look-up table generation process and itsatrah. For instance, the Clarke-
and Park-transformation (described in secfion 3.1) carsbd to transform a stator related
three-phase system into a rotor relatifd-system. This leads to three advantages com-
pared to the use of phase quantities:

» The saturation state of the machine becomes nearly indepéof the rotor position.
This can be utilized to design a more effective parametaatran algorithm during
look-up table generation, as described in subseEfionl4.2.1

» The components in theg0-system do not change significantly in steady state. Thus,
transient simulations can be carried out with larger tinepst

* In addition to the last item, it is not necessary to load tHel data table into
memory. Only the segments for all rotor positions with theiaccurrent state have
to be loaded.

It is pointed out that the use of transformed parameter blsahas no influence on the
ability of the FE based model approach to take account ofa@n as well as of the non-
sinusoidal variation of the variables both in space and.t@antrary to fundamental wave
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models, no additional simplifications are required or assdifkFrom a mathematical point
of view only a change of the basis of the parameter space is.don

In the following, electric currents are used for descriliimgstate of electrical machines.
Due to this implementation decision, flux linkages or indmces can be used as model
parameters and have to be given by look-up tables.

(b) ©)
Ra  La

0

R

20 e

e

Figure 4.1: Hypothetical machine with a three-phase catesy on the stator and a rotor
without coils. (a) Machine topology with the stator relatef-system and
the rotor relatedig-system. (b) Equivalent circuit diagram for the stator coill
system with independent coils. (c) Equivalent circuit déag for the stator coill
system in Y-connection with isolated star point.

Let us assume a hypothetical machine for all further comatas in this section, as
shown in Fig[4.lla. This machine has a three-phase coilrey@tehe stator and a rotation-
ally asymmetric rotor without any coils. Thus, it represeatcrude reluctance machine.
For this machine with independent stator coils (Fig.] 4.1b¢, voltage equations using
inductances can be written as

VA RA!A d | LA Mas Mac !A
VB | = RB!B +a Mag L Mgc I
e Reic Mac Mec Lc ic
-

. di

Raia q - i - 1A qt

) a di di di . t

— { Reie | + (Gunell 2% 4 gL B0 4 gL By g B0 (g} o (dk ]
: dt dt dt dt ) \. d
Rclc Ic d_?

(4.2)

usingdg0-components for the current feed state. All inductancedarctions ofarg, ig,
iq andip. Due to symmetry of the inductance matkixhis approach requires no more than
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six look-up tables. Furthermore, the function value as aglkll four partial derivatives of
each look-up table quantity has to be evaluated in genehais,Tan appropriate interpola-
tion method is required. Alternatively, 18 additional leoj tables with the corresponding
partial derivatives can be used.

In contrast, using flux linkages for describing this systeadks to

VA Raia d Wa (ARot id,igsi0)
v | = | Reig + 5 Ws (ARt id, g i0)
Ve Reic Y (ORot idsig,io) 42
Raia Fotreo U dare; GqUn G Ya GiYn 31—'3 (*:3)
= | Reig | + | daraB TOJr O G,Ws diUs éi—'ﬁ
Reic Ooralc daldc dgdc dode] \ S0

Without any additional constraints or simplifications tlissatz requires three look-up
tables for the phase flux linkages and the evaluation of all partial derivatives. Alterna-
tively, 12 look-up tables with the corresponding partiaiigktives can be used.

Obviously, both the calculation cost and the memory demdridleosecond approach
is lower. Furthermore, the determination of flux linkages$tm\FEM is simpler than the
determination of the inductance matrix in nonlinear casshasvn in subsection 3.5.7.
Finally, it should be mentioned that the consideration af@ment magnets requires no
additional actions in the second case. In the first case ati@ud look-up table is required
because the flux due to permanent magnets is not included in

Many publications in the literature can be found using irtdoces, e.g@S]mg]Ef%].
This seems to be mainly caused by the fact that inductaneaesiare popular and easier
to measure. Furthermore, many FEM tools include an autahdééermination of the
inductance matrix implemented. However, the use of fluxdges is the better choice for
FE based machine models and is used in the following.

In many cases, additional constraints allow a simplificatb (4.3) or [4.2). Typically,
all coils on both the stator and the rotor are interconneatetibuild two poly-phase coill
systems. Furthermore, these systems are symmetric tocesarhklook-up tables can be
saved. For the machine in Fig._ 1.1 one look-up table for ak fiokages is sufficient.
Due to the fact that the current state variables used areediiiina rotor related reference
system, this look-up table has to be evaluated at diffeiot positions but with the same
currents:

LIJA (aROtaidaiCbiO) =Ws (aROt_ 120£7 id7 iQ7 IO) - LIJC (aROt_ 24O£7|d7IQ7|0) : (44)

For the stator related 3-coordinate system, the current feed state variables labe t
transformed, too. In case of a Y-connection with isolataedgbint the additional constraint

iat+ig+ic=0 (4.5)

for the machine currents has to be considered andighuaishes. Furthermore, the phase
voltages are unknown because the potential of the isol&éegaint is typically unknown.
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However, two phase-to-phase voltage equations can be msleid case for describing the
electrical behavior of the coil system. For the machine o [Ei1 this leads finally to

(VAB) _ (VA—VB) _R h(iA—iB) _|_Q (l,UA(OIRot,id,iq) L (O!Rot,id,iq))
VBC VB —Vc PP\ig—ic/ " dt \UB (arotid,ig) — Yc (ARotidsiq)

ing O Wag ) d0Rot {0. Ya G WAB} &
R Rot d q L
Ph (IBC)+<daRothC) dt " |dgWec 9qWBc % 7

(4.6)

with the phase resistand®,. Taking [4.4) into account, just one phase-to-phase flux
linkage (e.g.yap) is sufficient.

Additional to the electrical behavior of the machine, thech@mnical behavior needs to
be described too. This can be done by using approximaticsedban analytical models,
as for example presented |n__t50] for a permanent magnet machi

1dLi(aRrot).»  dyri(arot).
t= 5 g5 gt SR ) v (47
ic{ABC ORot ORot

with the number of magnetic pole paingp, the flux linkage caused by the permanent
magnets per phasgr; and an additional term to consider cogging torgug. Obviously,
this ansatz assumes linearity and thus neglects any satuedfects. In an improved
model approach is presented using

1d|—i(aRot,id,iq> 2 dLﬂR,i(aRot,id,iq> .

T = n — P24 i . a 48
ie{A%%,C} mp<2 darot ! doRot ') Cog(QRot) (4.8)

for considering saturation. It is mentioned that even is ttdse the magnetic energy and
co-energy are assumed to be equal. Furthermore, an additok-up table fortcog(arot)
is required for both approaches. Cogging torque is a spkuidl of torque ripple that
occurs in permanent magnet machines. It is caused by a ganyagnetic reluctance in
circumferential direction and is defined for open circuihdition only. However, torque
ripple caused by varying magnetic reluctance is also pahetotal torque ripple in normal
operation as assumed [0_(4.8). Thus, this torque ripplerd&pen the material saturation
which is not considered by the above approaches.

The simplest approach describing the mechanical behavithrei use of an additional
look-up table for the machine torgue

= T(GROtaid7iQ)7 (49)

as presented il'ml]. This approach requires only littleiteatthl calculation effort for
determining the machine torque during the FEM simulatiétmyever, it covers all effects
taken into account by magnetostatic FEM and hence leads éoyaaccurate description
of machine torque.
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In the sense of highest possible model parameter consyséeacaccuracy, all required
model parameters should be defined by characteristic cuimatsare generated by the
same FEM simulations. This leads under the assumption oflaquate sampling of the
parameter space to a FE based model that is comparable toetosigtic FE model. This
is shown in the next chaptier 5 for various machine types.

4.2 Creation of look-up tables by FE simulations

The look-up table creation process is the part of the FE bamstel approach consuming
the most calculation time. Typically, a high number of FE glations have to be car-
ried out and thus a well-designed preprocessing task igreztjuHowever, it should be
mentioned that the look-up table generation has to be dooe amly.

An investigation of the preprocessing workflow shows thatdalculation cost is mainly
influenced by the following issues:

* FE model size

* Number of required sampling points
» Simulation setup

* Parallelization

Reasonably, the FE model size should be kept as small assaeg@sd all machine sym-
metries should be utilized as shown in secfiod 3.5. Furtbezn8D-FEM models should
be avoided for the look-up table generation process.

The number of required FE simulations should be also kepbwasak possible. This
number is similar to the number of required sampling points i& mainly influenced by
the chosen interpolation method. For instance, a piecelmisar interpolation requires
a higher number of sampling points to achieve the same ioli@ipn quality as a cubic
spline interpolation does.

Every nonlinear FEM simulation requires several nonlineagtions to reach the solu-
tion. However, a reduction of the number of these nonlinteaations reduces the required
simulation time per sampling point. This could be achievgdah efficient simulation
setup as shown in the next subsecfion 4.2.1.

Due to the fact that only magnetostatic FEM simulations havbe carried out, the
preprocessing task could be parallelized. This is causdatdfact that all magnetostatic
FE simulations are independent of each other. The degresrallgization is only limited
by the availability of resources.

The results in the following chapters show that the consitiiem of these issues leads to
a feasible look-up table generation process.
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4.2.1 FE simulation setup

Let us assume a FE based model witlparameter variables and the corresponding
number of sampling points;. In this caséNsampleSimulations have to be carried out with

n
Nsam ple— N;. (4- 10)
i

This means that the number of required simulations growsmaaptially with the number
of parameter variables.

The FE-based model of the hypothetical machine shown inasteslection has = 3
parameter variables. The corresponding simulation cbsinacture is shown in Fid. 4.2a.
Due to the fact that all loops are independent, they can tedlpbzed. For the outermost
loop this approach is shown in Fig. #.2b.

(@)

FEM
Preprocessing

FEM

Simulation

!

FEM
Postprocessing

(b)

FEM
Preprocessing

FEM
Preprocessing

FEM

Simulation

!

FEM

Simulation

FEM
Postprocessing

!

FEM
Postprocessing

I

Figure 4.2: Simulation control flow diagram for the hypotbat machine shown in Fig.
4.7 with three parameter variables: (a) Flow diagram in chs® paralleliza-
tion with three cascaded loops. (b) Flow diagram in case dllgdization of
the outermost loop.

In case of nonlinear material properties (and this is thauletase), every FEM simula-
tion requires a couple of nonlinear iterations. A reducbbthe number of these iterations
can be expected if a good initial guess for the material ptaseis available. However,
this requires two prerequisites:

« Impressing of initial material properties must be suppaity the used FEM tool. In
ANSYS 14.for instance this can be achieved by doing a transient simalaithout
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time integration. Thus, it becomes a sequence of simple atagtatic calculations
but the material properties of the last simulation are usexhch new one.

» A good initial guess for the material properties must belakée. It is known that for
transient nonlinear FEM simulations the number of nonlinteaations is very small.
This is caused by the fact that for two succeeding simulatiba material properties
do not change significantly. Thus the material propertietheflast simulation are
a very good initial guess for the new simulation. The sameceffan be expected
if the input parameters of the magnetostatic FE simulatawsagpermutated in a way
that the material properties do not change significantheréfore, the configuration
of the loops becomes important.

The hypothetical machine shown in Flg.]4.1a with the eqeivetircuit shown in Fig.
4. dc requires the parameter variabtgegy, ig andiq as already mentioned before. Further-
more, it can be assumed that the most sampling points are@eddar the rotor position.
This is caused by the fact that the field and torque harmoniestd slotting have to be
sampled adequately enough. The parameters for the cuemthistate in contrast have to
sample the effect of saturation only.

(a) FE model

w
N
—

(d) arot = 2°F

[ Y |

EmoOoT

Figure 4.3: FEM simulations using the simulation flow showifrig.[4.2.a. (a) FE model
of the hypothetical machine (Fig._4.1). (b)-(f) Magnetioidensity for suc-
ceeding simulations. The rotor positioR is changed in 1¥ steps while the
state currentg;, iq are kept constant.
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Figure 4.4: Comparison of the number of required nonlinganations: The red curve
shows the number of iterations for magnetostatic simutatieithout any addi-
tional simulation flow control mechanisms. The green cuhas the number
of iterations for the simulation flow with impressed initrakterial properties
as suggested in this subsection. The periodic peaks of thé&uof nonlinear
iterations every 60 simulations are caused by the changeeofurrent feed
state.

Therefore, it can be assumed that a small rotor rotationhvale no significant influ-
ence on the material properties. This leads finally to the lmanfiguration shown in Fig.
[4.2a with the innermost loop changing the rotor positionFig. [4.3, the FE model and
several field plots for succeeding FE simulations with défe rotor positions are shown.
Obviously, the flux distribution between these simulatidass not change significantly.

In Fig. [4.4 a comparison with FE simulations without the ukaitial material prop-
erties and the simulation control mechanism suggestedsrsttbsection is shown. The
average number of nonlinear iterations for the used FE misdelduced from approxi-
mately 10 to 3 per simulation. This leads further to a simulation cosucgi@dn from
three hours to two hours. Thus 33 percent of the calculatish &re saved. Note, that for
each FE simulation a modification of the FE model and a postgssing for evaluating the
look-up table quantities is necessary. Therefore, thelsithom cost reduction is less than
expected from the reduction of the number of nonlinear tk@na. However, the reach-
able reduction mainly depends on the convergence behduioe &E model. Therefore, a
generally valid estimation cannot be established.

This approach can be basically applied to all machine tygéss method is recom-
mended especially for reluctance machines and permanegrienanachines. However,
for machines with two coupled coil systems a further impbganulation flow can be
found by keeping the magneto-motive force constant, a®pted in the next subsection.
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4.2.2 Method of constant magneto motive force

Let us assume a wound rotor induction machine with two tipfegse coil systems in
Y-connection and isolated star points (see subsettio)5.4 he current feed state of
this machine is defined by four current parameters. Thissl@adotal to five parameter
variables and thus to a very high number of required simardati Using the algorithm
shown in Fig. [4.P speeds up the FE simulations by reducingntimeber of nonlinear
iterations. However, for every simulation a new rotor posiind new constraint equations
have to be defined and the system matrix has to be reassenihbleghrocedure costs time
and has to be repeated for every current feed state configur@n improvement can be
attained by additionally keeping the magneto-motive faaestant.

The main flux in the machine is generated by the magneto-mtice®, again gen-
erated by both coil systems. It can be assumed that the satustate of the machine
depends mainly o® and that for a consta@ this saturation state remains approximately
constant. These two assumptions finally lead to the meth@dmétant magneto-motive
force, presented iv{f[_é4]. This method is recommended folable-up table generation for
machines with more than one coil system.

To enforce a constant magneto-motive fo@dor several simulations, the same ref-
erence system for all current feed parameters has to be &sedhe stator related 3-
system@ of the machine can be decomposed into the correspordiagd3-components.
This leads to

@a eSa) <®R.or) (iSa) (iR.a)
(9/3) <®SE Orp “\isp “\irp (11

with the number of windings of the stator phase ¢iland of the rotor phase cadilr.
For the incrementA®©, andAG®g the additional constraints

NGy = NeAig g = NrAiR g, (4.12)
AOp = Nghis g = NrAiR g, (4.13)

are required. Thus the same number of sampling pa&irits isq andir g andK for igg
andig g must be used. However, this is typically no restriction lseaboth coil systems
are comparable in the sense of power transmission. In[Elgn, 4he default simulation
loop configuration for a model with five parameter variablad ¢hus five independent
loops is shown. The improved loop configuration is shown o Bi.Bb. Notice that only
the three outer loops are independent and the two inner lbepsnd on the loops f@,
and®g. Furthermore, Fid. 415c shows the sampling scheme @thparameter subspace.
An additional control mechanism is required to select thesfimeis-ir-combinations for
the actual®-component. The corresponding pseudo code is shown inFHd. 4

In Fig. [4.8, several variations of tf@-components are shown. For all shown configu-
rations the total magneto-motive for@eis equal but the composition with respect to its
rotor and stator generated components vary.
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start4 = 1; /* start index loop-4 */
L00p—5 end4 = idx1; /* end index loop-4 */
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end if
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Figure 4.5: Simulation control flow diagram for a machinehafive parameter variables:
(a) Flow diagram using five independent loops. (b) Flow daagifor the
method of constant magneto-motive force with two couplegoto enforce a
constant magneto-motive force. (c) Sampling scheme of dnenpeter space
build by isq andirq. Instead of an independent variation of both currents
a coupled variation is done keepi®, constant. This leads to the shown
sampling scheme in diagonal direction (red). (d) Pseude ¢odindex deter-
mination forigy andir o permutation.

In Fig.[4.7, a comparison of the required number of nonliiteaations between a simu-
lation without any simulation flow control and the presentegthod of constant magneto-
motive force is shown. These results relate to the WRIM maésktribed in subsection
B.4.2. A reduction of the number of nonlinear iterations byt a factor of four has
been achieved. The required FE simulation cost has beereddwy a factor of about
three (from 570 h to 190 h). These results relate to the FE husgel and are not valid in
general. However, the proper functioning of the proposethotehas been illustrated.
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Figure 4.7: Comparison of required nonlinear iterationsmgishe method of constant
magneto-motive force: The red curve shows the requiredtitars for mag-
netostatic simulations without any additional simulatftow control mech-
anisms. The green curve shows the required iterations usagnethod of
constant magneto-motive force.

4.3 Interpolation method

For the model defined i (4.3), an interpolation method witlract evaluation of the first
partial derivatives is required. Additionally, this syst®f equations is nonlinear and an
iterative solution method is required. For a good convergdrehavior, all interpolated
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partial derivatives should be continuous. This condit®fulfilled within any segment for
all interpolation functions which are at least-continuous. But, at the segment bound-
aries, additional constraints are required to enforce #os example, a linear interpolation
is Cl-continuous in every segment but, at the segment bound#hie§rst derivatives are
not continuous. In contrast, a cubic spline interpolatian be madeCt-continuous in
the whole parameter space. This is achieved by the rightetaficonstraints during the
spline parameter determination as shown for a tri-cubimsphterpolation in subsection

2.3.2.

4.3.1 Continuity conditions for cubic splines inn variables

In this subsection, the required constraints@continuity in the whole parameter space
for a n-dimensional cubic spline interpolation with a rectangidampling grid is pre-
sented. In subsectidn 2.8.1, the parameter determinaiioa €ubic-spline interpolation
has been described. For every segment, four spline paremhetee to be determined. This
was done by using the function valbeat the sampling points (sampled data) and two ad-
ditional coupling terms to enforg@?-continuity. This leads for the whole parameter space
to a single system of equations as showriin (2.114). Howéseg-continuity, the pre-
setting ofF and the first-order derivativg in every sampling is sufficient. This leads for
every segment to a system of four equations

F(x-) 1 0 0 017 /a
fx(x*) | [0 1 0 0 |fa
FOX) ]~ |1 ax & a3 | [a | (4.14)
fx (x7) 0 1 2ax 3AX%] \ag

with the segment’s lower bound, the segment’s higher boumtl andAx:=x" —xt. Due
to the monomial bas@y anda; are directly given and the resulting system of equations
can be written as

(F () = F (x) — i (%) Ax) _ [AXZ AX“‘} (a) (4.15)

fi (X)) — fx (X) 2Ax 30X \ a3

This system is linearly independent f@x| > 0. It should be mentioned that an addi-
tional presetting of the second-order derivatfygin the sampling points leads to an over-
determined system of equations. This system is only saivéhll fy and fyx are equal to
the corresponding values of the solution[of (21114).

In the n-dimensional case, all spline parameters can be also detsirfor every seg-
ment independently. In this cas€) donstraints per segment are necessary to achieve a
unique solution. The number of sampling points (vertickaj tiefine every segment i8.2
Thus, for every sampling point'Zonstraints are required. Furthermore, it is not possible
to use any second-order (or higher-order) partial dexieatrith respect to one parame-
ter because the multi-dimensional cubic spline collapsed adges of any segment to a
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one-dimensional cubic spline. In that case the system besa@wver-determined again, as
shown before. Therefore, only first-order partial derivegiwith respect to one parameter
can be used. Inthe 2D-case, this leads tdy, fy andfyy and, in 3D case, to the constraints
already shown in subsectibn 2.13.2. In general, these are:

n n n n
F, <1) in7 <2) inXj7 <3) inXij7' cey <n) fX1X2~-~Xn7 (416)

with 1 <i, j,k<nandi # j # k. Thisyields all required2constraints per sampling point.

4.3.2 Proof ofCl-continuity for cubic splines in n variables

Using the spline construction shown in the previous subbsedtads for 1D splines to
Cl-continuity in the whole parameter space by the constrogtself.

By mathematical induction, the same is true for all highenetsional splines, as shown
for three dimensional splines iﬂ43]. The basic case fa thethod of proof is the bi-
cubic spline. In the 2D case, the splipéxs, x2) of each segment collapses at the segment
boundaries to 1D splines. This leads for both ed@gsKs in Fig.[4.8) inx;-direction (i.e.
with constanixy) to

p™(x1) 1= (1. %) = Z)ao.xl, (4.17)
E H :
P=3(X1) 1= p(X1, X3’ ) = a M) | %= bk, (4.18)
2 i; JZO JiBXy | X = Z} iX1
b.

with - <x; <X, %1 1= x; —x{ andAx; := x5! —x5. These splines are defined uniquely by
the values foiF and fy, in the corresponding vertices. Thus, the splines for twaeet)t
segments are identical and continuitypiki, xo) anddx, p(x1, X2) is guaranteed.

(g, 5') (X', x5)
), 5 C
Es |AX ﬁ E>
Vel 1
N S (
(x4,%5) (x4 %5)

Figure 4.8: 2D segment: Rectangle with 4 vertices and 4 edgesll edge<£; to E4 the
bi-cubic splinep(xy, x2) collapses into a cubic spline.
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To show the continuity oby,p(x1,%2), the same ansatz can be used. For this purpose,
the partial derivative with respect to the edge’s constamaimeteix, in both edgesH;,
E3) has to been utilized:

0 3 y
O, PEL(x1) == a—xzp(xl,xé) = 'Z)al’inl’ (4.19)
i=

0 3 3 ) - » 3 »
aP™0) 1= 5Pl ) = %(Z a4 l) i-Soil  @20)
i=0 \j=1 i=

-~

Ci

These 1D splines and their partial derivative with respectjtare equal to the preset
values forfy, and fy,x, = fx,x, In the corresponding vertices. Thus, the 1D splines of
adjacent segments are also identical and h@leeontinuity for E; andEs is ensured. A
proof in the same manner can be done for both edgesdirection €y, E4) and thus with
constant;. ThereforeC!-continuity in the whole parameter space has been proved.

For the induction step, anmydimensional spline is reduced(o—1)-dimensional splines
at its segment boundaries. Furthermore, the partial der@vavith respect to the face’s
constant parameter also leads to a sedondl)-dimensional spline for each face. For ad-
jacent segments, botim—1)-dimensional splines at the corresponding face are idantic
and thusC!-continuity for the whole parameter space is ensured.

For a 4D spline interpolation for instance, each segmentiB &yper cuboid defined
by 2* = 16 vertices, as shown in Fig._4.9. The splmey, X2, X3,X4) in every segment is
defined by 4 = 256 parameters

3 3 3
P(X1,X2,X3,X4) =
e 2 2 202

in which the values foF, fy,, fy,,....Tx; 00+ Txpxoxgs - Fxoxaxs @Nd i xoxax, are preset at every
vertex.

Each segment is bounded by eight faces that are 3D rectarmudaids. Thus, the 4D
spline collapses at every face into a 3D spline. For instdaceéhe face withxy = xh
this 3D spline is defined uniquely by 8 vertices and the cpording 8 preset values
for F, Ty, fx, fxs, fxe, . @Ndfyxox, In €ach vertex. These are the partial derivatives with
respect to all variables buy. The same 3D spline is defined in the adjacent segment
sharing this face. Thus, continuity pfxi, X2, X3, Xa), Ox, P(X1, X2, X3,Xa), Ox, P(X1, X2, X3, X4)
andox, p(x1, X2, X3, Xa) for this face segment is guaranteed.

Furthermore, the partial derivative with respect to theelaonstant value, col-
lapses to a 3D spline at this face. This spline is defined @hygwith the values for
fyas Fxaxas roxas Fxaxas--- @NA Ty xx0x, at €ach vertex. These are all partial derivatives with re-
spect ta. Due to the fact that the same can be done for the adjacenesegiyp(x1, X2, X3, Xa)
is also continuous at this face. This leads finall¥fecontinuity in the whole parameter
space, as shown iﬂ64].

a kj, |x1x2 xfé(x"l, (4.21)

oMoo
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Figure 4.9: 4D hyper cuboid with 16 vertices and 8 rectangboal shaped faces. All four
cubes with one coordinate is equal to the lower bound are ishow

4.3.3 Spline parameter determination

For the spline parameter determination of a cubic splin@glessystem of equations for
the whole parameter space is used as already explained sedid 2.311. For higher
dimensional splines, this approach is limited because thmber of spline parameters
Npara increases exponentially with the number of dimensiuns

n
Npara = 4nNSeg: 4n I_l(N| — 1), (422)
i=

with the number of segmeniésegand the number of sampling poirits per dimension.

Nevertheless, the induction step of the proo€&fcontinuity can be used to design a re-
cursive algorithm, as shown iﬂ64]. Let us assumaaiimensional spline segment with
its reference verteXret:= (x&, xh) In this vertex all local coordinates,”.. X, vanish.
For all segment faces includinger, the n-dimensional spline collapses into am—1)-
dimensional spline as shown before. Furthermore, all sgisrameters of thege—1)-
dimensional splines can be directly identified as splinepaters of ther-dimensional
spline. This is also valid for the partial derivative wittspect to the face’s constant coor-
dinate as shown for a quint-cubic spline and for the face %iith O:

P(X1, %2, X3, X4, X5) |¢ Z) % %am,l,kj 0X2 PR A (4.23)
m=0l
kol om
—p(Xl,X27X37X47X5) am,l,k, ,1X X3 X4X5 . (424)
X1 %1=0 m:OIZOkZOj b

The quint-cubic spline parameteas, i j i with 2 <1, j,k,I1,m < 3 cannot be determined
by this approach. For these parameters, a separate systequations per segment is
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required. Therefore, the equations for all constraintiefdiagonal verteXpiag With the

coordinategx;, ..., x) have to be set up.

Quint-cubic spling

1024 parameter per segmen

Quad-cubic spling

p=f(x1,X2,X3,Xa)

256 parameter per segment

Tri-cubic spline

p=f(X1,X2,X3)

p = f(X1,%X2,X3,X4,%5) —

10x quad-cubic splin

P(X2; X3, Xa,Xs5),
P(X1,X3, X4, X5),
P(X1, X2, Xa,Xs5),
P(X1, %2, X3, %5),
P(X1, X2, X3, Xa),

Py (%2, %3, %4, %),
Pxp (X1, X3, X4, %5
).
),

Prs (X1, X2, X4, X5
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Figure 4.10: Recursive cubic spline parameter deternundor an orthogonal sampling
grid. Floating point operations are only required in thelvkxrtk (cubic spline
parameter determination) and the yellow blocks (small adeépendent sys-
tems of equations per segment).

However, eaclin—1)-dimensional spline can be further degraded {inte2)-dimensional
splines and so on. This leads finally to the conclusion that ombic splines along the
sampling grid in every dimension fér and all required partial derivatives have to be de-
termined, as shown in Fig._4]10. It should be mentioned tgahts spline dimension
reduction the parameter space is sliced. Thereforen thé dimensional splines have to
be evaluated\; — 1 times,N; being the number of sampling points for the coordirate
kept constant. Furthermore, it is mentioned that the systatnix for the cubic spline pa-
rameter determination (2.1]14) is constant for all griddimeone direction. Thus (2.1114)
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becomes a system of equations with many right hand sidessdrne applies also for the
equation systems fdpiag. These systems are solved very effectively by LU-factdiora
Finally, note that al{n—1)-dimensional segments are adjacent. Thus, it is not negessa

to determine alln—2)-dimensional splines for everyn—1)-dimensional spline. For in-
stance, the two quad-cubic spling&, X3, X4, X5) and p(xg, X3, X4, Xs) collapse forx; = 0
andxp = 0 respectively to the same tri-cubic splipés, X4, Xs). An analysis of this be-
havior leads to

Nsub= ( " )ZnnS“b, (4.25)

Nsub

with the number ohgy-dimensional spline evaluatioM,, The required evaluations up
to quint-cubic splines are shown in tablel4.1.

Table 4.1: Dimensional recursive function calls up to quaiabic splines.

quint-cubic quad-cubic tri-cubic bi-cubic cubic

1 10 40 80 80
- 1 8 24 32
- - 1 6 12

- - - 1 4

Table 4.2: Overview dimensional recursive spline parandg&rmination.

Interpolation (Ni,N2,N3,N4,Ns) Nsample Nseg Npara time memory
(=) (1) (10%) (1®) (s)  (MmiB)

tri-cubic (18,1818 —,—) 5.832 4.913 0.314 0.084 2.40
(36,36,36,—,—) 46.65 42.87 2.744 0.887 20.9
(54,54,54,— —) 157.4 148.8 9.528 3.171 72.6

qguad-cubic (7,7,7,7,—) 2.401 1.296 0.332 0.168 2.53
(14,14,14,14,—) 38.41 2856 7.312 3.609 55.7
(21,21,21,21,—) 1944 160.0 40.96 20.57 312

quint-cubic (4,4,4,4.4) 1.024 0.243 0.248 0.257 1.90
(8,8,8,8,8) 32.76 16.80 17.21 1542 131

(16,8,8,8,8) 65.53 36.01 36.88 34.21 281

(32,8,8,8,8) 131.0 74.43 76.21 71.99 581
(12,1212/12/12) 248.8 161.0 164.9 135.2 1258
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Figure 4.11: Calculation cost of dimensional recursivéngpparameter determination al-
gorithm for tri-cubic splines (red), quad-cubic splinese@n) and quint-cubic
splines (blue). Each spline type scales linearly with theber of segments.

The presented algorithm has been implemented up to qubit-eplines inFortran 95
Table[4.2 shows an overview for several test cases. All &ions have been carried out
on the same computer (Intel Core2 Duo CPU, 8GiB RAM) withaartglielization, thus
the calculation times are directly comparable. The catmniacost scales linearly with the
number of segments for each spline type as shown in[Eig] 444 memory demand for
storing the resulting look-up table increases expondyntidath the dimension. The result-
ing memory demand is in the range of several megabytes toadyglig as shown in Table
[4.2. It is mentioned that such a memory demand is no problermémwlern computers.
Furthermore, note that it is typically not necessary to Itewhole look-up tables into
the memory. Depending on the trajectory of the state vagabhly a small section of the
table is sufficient.

4.3.4 Look-up table evaluation

All spline parameters can be pre-calculated to minimizecleulation cost during the
transient simulation. Note that this speed up is bought bighen memory demand for
the look-up tables. The look-up table size increases by @rfapproximately equal to
the number of spline parameters per segment. However, dte sf the art computers
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the required memory demand is still in an applicable sizehasva in chaptef]5. For
the cubic spline evaluation the cascaded Horner schemesasiskd in subsectidn 2.3.3
can be used. This method can be also applied to the evalu#Htibwe partial derivatives.
Depending on the order in which the summations are evaluh&nnplementation is not
unique, thus, in the-dimensional case implementations are possible. However, in total
all implementations require the same number of floating tooperations (FLOPS). For
instance the two possible implementations for a bi-cublinspare:

i(leaj,xl ))”(2‘ (4.26)

J (.

0 3 3
d—xlp(xl’xz) = i;' (j;)aj IX2>

Implementation A Implementatlon B

Both implementations require 30 FLOPs, in which implemgaoieA requires 14 real-real
multiplications, 14 real-real additions and 2 integert-raaltiplications and implementa-
tion B requires 11 real-real multiplications, 11 real-radtlitions and 8 integer-real mul-
tiplications. Any difference regarding speed of implenatian depends on the hardware
used.

For the typical system of equatioris (4.3) to be solved for BEeld models, all partial
derivatives have to be evaluated. This feature can beediliar a fast implementation as
shown for a 5D spline

0

ax; PO X2, X, %4, X5) = Zf'xl g (4.27)
i = dji %)t 4.28
0—)(2p(X17X27X37X47X5) _% .Zl J,l JXZ Xl? ( . )

i=0j=

3 3 3 i
0—)(:3p(X17X27X37X47X5> :. ) kzlckJ,i k)’z?,_ )’*(‘2] )’Z]IJ (429)
1=0]=0k=
3 3 3 3 i

ED(X1,X2,X3,X4,X5): ZOZ > bkl % %% K, (4.30)

i=0j=0k=0I=1

3 3 3 3 3 1
0X5 p(X17X27X37X4 X5 % g 0|Zo 1am,l Koo m)’zsmi )245(‘3 )’22] )h(’l (431)
i=0 j=0k=01=0m=
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with the auxiliary variables evaluated by the Horner scheme

3
bikiii= ) amikji%s (4.32)
m=0
> |
Cji =Y bikji%a, (4.33)
=
> k
dj; = ZOCK“ X3, (4.34)
K=
3 )
g = Z}djj %) (4.35)
j:

This ansatz finally leads to 2038 real-real multiplicatid®z@38 real-real additions and 682
integer-real multiplications or in sum 4758 FLOPSs. In castr an independent evaluation
of all partial derivatives requires 10240 FLOPs. The add#i memory demand for the
helping variables is 2720 bytes for double precision values

4.4 Multi body dynamics and electrical machines

The behavior of electrical machines is mainly influencedigydrive controller. Thus, em-
bedding electrical machines into an MBD-simulation envimeent requires the modeling
of the complete electrical powertrain. This leads to a m@dr electrical circuit and thus
a system of nonlinear ordinary differential equations (QDEnis ODE system has to be
solved additionally to the mechanical ODE system. Due tacslfy different time scales
between mechanical and electrical systems and the timestidoehavior of digital drive
controllers, an independent solver for the electricalutris recommended. Furthermore,
the interaction of more than one solver requires the defimitf a master solver. The
MBD-solver used in this work can only act as master, thusgethetrical solver must be
the slave. Hence, it becomes part of the nonlinear iterdtiop of the master. This leads
to a basic solver structure as sketched in Eig.14.12a.

The time steps of the master solver are indexed Witrhe input for the electrical solver
are the new simulation tim& Y, the position vectok!' 2 and velocity vectok!' % for
the bodies (rotor and stator) used for the mechanical moldi#ieoelectrical machine.
The output are in general the resulting fordes™ and torques!'*Y acting on these
bodies. Furthermore, control signals to the master sinmmabntrol and a data bus for the
electrical output quantities to the result logger are remglii The control signals allow an
intervention to the master simulation control and the titeg salculation. Error handling
(for example convergence problems of the electrical diyauithe handling of special state
events that necessitate the evaluation of the mechangi@myat specific simulation times
can be realized by this mechanism.
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(@) (b)
Mechanical solver Electrical solver
Initialization I+ g1+1] xl1+1] o
l ' ' Initialization
e Loop Control ........ l

Loop Control
tl] < ¢l < ¢1+1]

tstart <t < teng

Loop Control
Convergence?
x t['“], X[Hl], x(1+1] L
Lmealr ODE Elecltrlcal Linear ODE
solver L Fi+1 g0+ solver solver
l i (Crank-Nicolson)
Result logger Fli+y gl+3

Figure 4.12: Solver topology: (a) Overview of the mechansmver for the MBD sys-
tem. It consists of a time loop with a time step control mecdanand a
nonlinear iteration loop with a convergence test. The gdiwethe electrical
network is embedded in the nonlinear iteration loop. Thesrttechanical
solver becomes the master of this system of coupled solybjOverview
of the electrical circuit solver. It also consists of an indual time loop with
a sub-time step control mechanism and a nonlinear iterkdgm The ODE
system of the electrical circuit is solved using the Crankelon method,

see [[Zh].

The electrical solver itself consists of an independen¢tioop and a nonlinear iteration
loop as shown in Figl_4.12b. The independent time loop isxedevithi and allows
intermediate sub-time steps for the electrical network.difdnal intermediate position
and velocity vectors are required for this oversampling. olstant acceleration in the
actual time intervall'l tot!'*1 is assumed for its calculation:

1
gl = (1 1
XU PEETY) (x X ) (4.36)

This assumption is valid under the prerequisite of the meiclahsolution being accurate.
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For intermediate position and velocity vectors at the tifh¢his leads to

At =t 1, (4.37)
= x4+ xat, (4.38)

2
T = x4 At +W%, (4.39)
with tl'l < tll < t0+1), For every sub-time step, nonlinearity is considered byitdration
loop. In case of convergence, the next sub-time stéf is evaluated until the end time
tl+1 is reached.

The ODE system in[({413) is solved using a generalized Eulghode This method
belongs to the family of finite difference methods and is aisewmplicit Euler method. It
has been chosen because the FEM tool used applies the sametggration method and
thus a direct comparison between FE and FE-based simudas@ossible. However, in
general any other Runge-Kutta method or linear multistefhotecan be used instead.

For the initial value problem

y(t) = f(t,y(t)) with y(to) = yo, (4.40)
the generalized Euler method can be written as

y 2 I ot payaran) ra-0) fryw).  @a
with the weight® and 0< © < 1. For® = 0 this method is the explicit forward Euler
method and foi© = 1 this ansatz coincides with the implicit backward Euler moeit
Any intermediate value leads to a semi-implicit ansatz agxample the Crank-Nicolson
method with® = 0.5.

The ODE systeni (413) can be rewritten in vectorial notat®n a

da i
V:VCu+daRot‘I»'d—Tm+Jw(') ar’

with the input voltagew, the resistive voltage drogc,, the current feed state vectr
the vector for all coil flux linkageg = f (arot,i) and the Jacobian matrixJi) for ¢

with respect td. Note that the mechanical positioke: and velocityw = d‘é—i““ in (4.42)
are input quantities from the mechanical solver. Thus, tBEQystem has to be solved
only for the current feed state variables and the genechlizeder method fo(4.42) can be
written as

(4.42)

. P41 i ) . ) )
fi+e) ! = 1 i+ 1, [i+1
3 ()" i = O (V- ve Y — dag el ) 4

(4.43)
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This equation can be rewritten as

el ] _ . _ .
Jw(,)[u+e] Tl _ li+el _Vgte] —0aRot¢['+e]w['+e], (4.44)

with the weighted rotor positioaggte} defined as

ali®:=oallt+ (1-0)all. (4.45)

The weighted quantities far v andvcy in (4.44) are defined in a similar way. It is men-
tioned that all look-up tables for the flux linkages can bedly evaluated at the weighted

parametemggte] andil*t®. Thus, a weighting as defined i1 {4145) is not necessary for
the flux linkages.

4.5 Workflow for validation

In this subsection, the validation workflow for the FE-basgatiel is discussed. Note that
no comparison with measurements is required for this perp®hke validation shall only
show the equivalence between the FE model and the FE based avodel. Therefore,
the FE based circuit model is compared with a correspondihgnBchine model (refer-
ence model). Transient FEM simulations with motion areiedrout for this purpose.
To simplify the FE model, the rotor position and the phaséagwds or currents are used
as input for the FEM simulation. Thereby, the extensive nindeand simulation of the
complete system including the electrical power train, @lgentroller and mechanical sys-
tem is avoided. The selected validation flow using the examopla permanent magnet
synchronous machine is shown in Hig. 4.13.

For validation, an MBD-model (test bed) including the FE dshsnachine model is
set up. This model includes the mechanical system as welleasléctrical power train.
Several simulations with different configurations are ieakrout. All input and output
guantities of the FE based model are logged during thesdatiions. The input quantities
of the FE-based model (rotor position and terminal voltagesurrents) are also used as
input for the reference FEM simulations.

Depending on the FEM simulation setup, three differentstigations can be done:

» Simulation without time integration: Rotor position anéachine currents from the
MBD simulation are used as input for the FEM simulation. Hgrehe interpolation
error can be investigated.

» Simulation with time integration but without eddy currefdmains: Rotor position
and terminal voltages from the MBD simulation are used astifgr the FEM sim-
ulation, as shown in Figl_4.13. Furthermore, the FE modatitsalized with the
machine currents by a magnetostatic simulation. Thus,ramgient effects are pre-
vented during start up. Under the assumption of a correcieimentation of the FE
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Power supply Inverter MBD model
—_ ]
2 3
L : A==l
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’ FE based machine model iaig,ic, T
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Set point Control system
MBD simulation (Testbed)
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tsim ORot; A
Va, VB, Vc EEEE
== 0
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Figure 4.13: Workflow for validation of the FE based circuibdel (orange). A FEM
reference simulation witksim, ORrot, VA, VB, Vc as input is carried out. The
validation is done by comparison of the machine curreégtsg, ic and the
machine torque.

based circuit model, any variations of the simulation ougre caused by the inter-
polation error and different time integration schemes. s[faudirect comparison of
the output quantities can be done. This simulation setupas or the validation of
the FE based model.

« Simulation with eddy current domains: Rotor position angchine terminal volt-
ages are used as input. This FE model corresponds best tbraaeine, thus any
measurements should be compared with this setup. Howewertadthe fact that
eddy currents are not covered by the FE-based circuit magebach, a direct com-
parison is not meaningful. However, this approach can bd feerror estimation
purposes.

Examples for the validation using this workflow will be preted in the chaptéd 5.






5 BASIC MODELS FOR VARIOUS MACHINES

In the previous chapter, the FE-based circuit model approas presented, several design
decisions were discussed and the validation workflow wasritesl. In this chapter the
application of the FE based circuit model approach to theelmaachine types is presented.
These machine types are the permanent magnet synchronohsum@P MSM), the reluc-
tance machine (RM), the electrically excited synchronoasimme (EESM) and the wound
rotor induction machine (WRIM). With respect to the FE bassatleling technique, all
these machine types differ only in the number of requirechlsdes for parameterizing the
characteristic curves.

The results of this chapter have been publishemh [61] ]d [6

5.1 Permanent magnet synchronous machines

Permanent magnet synchronous machines are widely useekciniedl drives. They have
typically a high torque density and high power efficiencytiBare mainly due to the use

(b)

VBC

Figure 5.1: Permanent magnet synchronous machine. (aldmpoStator with the coil
system and rotor with the permanent magnets. (b) Circuihefstator coll
system in Y-connection with isolated star point. The inflceeof the permanent
magnets is considered by the additional rotational spegérdtent voltage
sourcesVp, Vg andVe. All inductanced.a, Lg, Lc, Mag, Mac, Mgc and the
parameter&a, kg, ke are functions of the rotor positiomgret and the current
feed state vectdr:= (ig,iq).

79
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of permanent magnets for the main flux generation. Thus, odaton coil and hence
no excitation power is required. Moreover, the use of neadgmmagnets results in very
high main fluxes in relation to the construction volume of thachine. However, due to
the use of rare earth metals, these machines are typicgignsive. Besides, they are more
damageable than electrically excited machines becausedbaets easily demagnetize at
higher temperatures or wrong stator current feed.

The topology of such machines is shown in Hig.] 5.1.a. Thestatrries a three-phase
coil system that is typically in Y-connection with isolatethr point. This is due to the
fact that this machine type is mainly inverter fed. Thus, st point is not required for
stabilizing phase symmetry as typically used in generapptieations with unbalanced
load. Furthermore, an isolated star point prevents any-aen@ntip in the dg0-system.
Thus, the power efficiency is increased because the lossésiged by this current are
avoided. The particular design of the stator and the coilstr{duted windings versus
tooth coils) has no effect on the implementation of the FEetlasrcuit model. Due to
symmetry of all magnetic pole pairs, the circuitry of thelsper phase (serial and parallel
branches) does not influence the FE based circuit model.figlits are fully covered by
the look-up tables.

The rotor holds the permanent magnets. Depending on thedoaz the magnets two
rotor designs can be distinguished. These are the designswiface mounted magnets
as shown in Figl_5]2.a and the design with interior magneshawn in Fig.[5.P.b. Basi-
cally, both designs have slightly different operating eleéeristics. Machines with surface
mounted magnets have approximately similar magnetic tahges ind-axis andg-axis
whereas machines with interior magnets have different mi@greluctances in these two
directions. However, the particular rotor design has agaimnfluence on the FE based
circuit model. The magnetic reluctances for both axes akaseiny saturation effects are
covered by the look-up tables.

@)

Figure 5.2: Rotor design overview. (a) Rotor with surfaceunted permanent magnets
and four magnetic pole pairs. (b) Rotor with interior perenmagnets and
six magnetic pole pairs
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5.1.1 Implementation of the FE based circuit model

Although the equivalent circuit for this machine, as showrFig. [5.1.b, includes addi-
tional voltage sources for modeling the effect of the peremamnagnets, this machine is
described by the same equatibn [4.6) as the hypotheticdlimam chaptel4.

The scalar parameters of the model are the phase resistap@nd the number of
magnetic pole pairamp. The model parameters defined by look-up tables are the phase
to phase flux linkagepag and the machine torque. The input of the model are the
mechanical rotor positioa{e“cﬁd‘, the mechanical angular velocitymechand the machine
phase to phase voltagess, vgc. The parameter variables are the electrical rotor position
ORot = nmpag‘oetCh, the direct currenty and the quadrature curret The output of the
model are the torque and the machine phase curreinisc.

Thus, the complete model can be written as

% Yas I L'UAB} a <VAB) <iAB) <t9a l.UAB)
; = -R . _ Rot n 51
|:ald L)UBC aiq L,UBC d—ltq VBC ph iBC daRot L)UBC m pwmech ( )

d
insc = C P (arot) " (iid) , (5.2)
q

T =T (ORotid,iq) (5.3)

where gc is the evaluation of the look-up table fging at the rotor positiorare: — %’T
The ODE system is solved using the generalized Euler methsti@vn in[(4.44).

Note that the interconnection of the coils belonging to ohase for machines with
Nmp > 1 has no influence on the model. For a series connection, the sarrent in all
coils is enforced by default. Due to the assumed symmeteyséime current flows in all
branches in case of a parallel connection. The higher lossasmachine design with
unbalanced parallel coils makes this practically irretevaEccentricity effects are not
considered by this model.

Furthermore, it should be mentioned that in case of a cordestar point, the additional
current feed state variablgand a third voltage equation are required as presenteddor th
switched reluctance machine [n(b.5) in the sedfioh 5.2.

5.1.2 Validation of the machine model

The validation of the machine model was carried out accgrtbrthe workflow described
in sectiorL4.5. The model paramet@rss and T were sampled using magnetostatic FEM
simulations. Several application cases have been inastgemploying the machine
model in transient MBD simulations. The results have beenpgared with those of tran-
sient FEM simulations. In this subsection, the machine disethe comparison, the FE
model and some results of the comparisons are presented.

The FE model used for the validation of the PMSM is shown in [Bi§. This machine
has six magnetic pole pairs and buried magnets on the réganominal power is 15 kW,
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the nominal speed is 5000 rpm. The corresponding look-ule f@drametergiag and v
are shown in Fig[[5l4 and Fig. 5.5. These parameters werelsdmwih various sam-
pling ratesNy for rotor position,Niq for direct current andNiq for quadrature current to
investigate the influence of these sampling rates. A corsparis shown in table 5.1 in-
cluding the number of FEM simulatiom§g, the required calculation costgy without
parallelization and the required memory dematid for both look-up tables.

(b)

Figure 5.3: FE model of the PMSM under investigation. (a) PMSM has six symmetric
magnetic pole pairs. For the FE model only one magnetic palggegment of
60°) was modeled. Periodic boundary conditions have beeth aifsthe cutting
planes. (b) Special attention was paid to the mesh of theagirtg prevent
numerical errors caused by the mesh and the constraintiegsi&r coupling
rotor and stator.

It should be mentioned that for this machine only an intenfab0* was sampled.
This is sufficient to sample a full period of the first harmoaoicthe (cogging-) torque.
Furthermore, this interval is sufficient to reconstructlbdlectric period of the flux linkage
by concatenating the flux linkages sampled for the threegshad/ithout down sampling
this approach leads to a six times higher memory demand édiuhk linkage dataset than
for the torque dataset.

Note that due to symmetry between positive and negativevieale of the flux linkage

¥ (arot) = — (ARot+ 180F) (5.4)

the required interval for the flux linkage dataset is only°F8Motice further that a similar
reduction of the rotor position interval for the torque da&tiais not possible. However, for
the torque dataset, its symmetry with respect to the torquremting curreniy can be

utilized. Nevertheless, within this work neither the syntimef the flux linkage dataset
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Table 5.1: Comparison between several sampling rate coafigos.

Setup Ny Nig Ng NrFem Adrot trem MD
() O 6 (°5)  (min) (MByte)
SET-1 60 17 11 11200 1 1557 32.8
SET-2 15 17 11 2805 4 389 8.20
SET-3 15 9 11 1485 4 206 4.10
SET-4 10 17 11 1870 6 260 5.46
6
6

SET-5 10 9 11 990 137 2.73
SET-6 10 17 6 1020 141 2.73

nor the symmetry of torque dataset has been utilized to dserthe memory demand of
the look-up tables.

Fig. [5.6 shows an overview of the transient simulation edrout using the FE-based
circuit model. The three grey marked time windows (DetaiBPktail-2 and Detail-3)
define the simulation intervals that were also simulatedgu§5iEM. The figures Fig_5.7
and Fig.[5.8 show a direct comparison of the machine cur@mdsthe machine torque
between FE-model and FE-based circuit model. Obvioudlguales are in a very good
agreement and the proper functioning of the model has besmittoved.

Note that, for each FE simulation, a proper initializatidrttee FE model is required.
For Detail-1 this is easy to achieve because the machinis stam stop and without any
current feed. For Detail-2 and Detail-3 the same currertt &l rotor speed as calculated
from the FE-based circuit model need to be impressed. Hawslightly differences
caused by the non-linear FE solver occur during the first 30ftise FE simulations for
Detail-2 and Detail-3.
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Fluxlinkage HJAB [Vs]

>
55
//////////:o/
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15

Rotor position a,,  [deg] Direct curent i [x 1]

360 -15

Figure 5.4: Set of characteristic curves for the phase tegflax linkagapag. An intervall

of 360 for the rotor position is required to cover a full period atquantity.
Thus, this dataset was concatenated from the three phadenRagesya, Ys
and Y sampled for an interval of 66° Direct and quadrature current are
normalized with the nominal currehy of the machine.
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Figure 5.5: Set of characteristic curves for the machinguer. Due to the six magnetic

pole pairs of the machine an interval of 6@dr the rotor position is sufficient

to cover a full period of this quantity.
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Simulation overview (speed and torque)
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Figure 5.6: Overview of transient simulation. The uppemgdién shows machine speed
(blue) and the corresponding machine torque (green). Twerlaiagram
shows direct (blue) and quadrature (green) current. Furibie, the three time
windows used for comparison with FEM are shown (grey).
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Figure 5.7: Comparison of the stator currents between FEemawld FE-based circuit
model for a transient simulation. The diagrams show a vatideexample.
For all details, a separate FEM simulation has been caruedAdl curves are
in a very good agreement except small differences at thérgjast Detail-2
and Detail-3. This error is caused by the initializationlvé FEM model and
vanishes after a short simulation period.
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Figure 5.8: Comparison of the machine torque between FE hadkFE-based circuit

model for a transient simulation. The diagrams show a vatidaexample.
For all details, a separate FEM simulation has been caraedAdl curves are
in a very good agreement except small differences at thargjast Detail-2
and Detail-3. This error is caused by the initializationleé FEM model and
vanishes after a short simulation period.
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5.2 Reluctance machines

Reluctance machines can be categorized into synchronloigsanece machines and switched
reluctance machines. From a machine design point of viemglspnous reluctance ma-
chines have the same number of magnetic pole pairs on radicstator whereas switched
reluctance machines have a different number of magnetespmh rotor and stator. This
leads to a completely different control scheme for the twamze types.

5.2.1 Synchronous reluctance machines

Synchronous reluctance machines, as shown in[Eig). 5.9,thpiaally a three-phase coil
system in Y-connection with isolated star point on the sta@mpared with a PMSM,
this machine has no permanent magnets for creating the magman flux. Therefore,
any magnetic flux in the machine must be generated by curflemtsg in the stator coil
system.

The FE based circuit model for this machine type is identath the PMSM model of
sectiof5.1l. The same parameter variables and look-up gafaletities are used and the
same FE preprocessing workflow can be utilized.

(b)

Figure 5.9: Synchronous reluctance machine. (a) Topol&jgtor with the coil system
and rotor for a machine with four magnetic poles. (b) Ciradithe stator coil
system in Y-connection with isolated star point. All indaictesL, Lg, Lc,
Mag, Mac, Mpc are functions of the rotor positiosire: and the current feed
state vector := (ig,ig).

Note: For direct operation at a power grid, synchronousctalce machines with
damper windings are used. These machines have an addisiguiaiel cage (similar to
the induction machines) on the rotor allowing an asynchusnstart up. However, this
kind of reluctance machine is not in the focus of this work.
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5.2.2 Switched reluctance machines

Switched reluctance machines, as exemplarily shown in [Bi@0 are used in electrical
drives. They are very robust and cheap machines becausedtwei carries no coil sys-
tem. The stator typically has two or more coils that are ailgd independently. This is
equivalent to an unbalanced multi-phase system. For theaBEdocircuit model approach
this leads to a phase voltage equation per coil. Furthernaocarrent feed state variable
for every coil is required. However, in many cases a switaleétctance machine consists

(b)

Figure 5.10: 6/4 pole switched reluctance machine. (a) [Goyo Stator with one mag-
netic pole pair (six teeth coils) and rotor with two magneiade pairs (four
teeth). (b) Circuit of the stator coil system. All inductasta, Lg, Lc, Mag,
Mac, Mgc are functions of the rotor positiomge; and the current feed state
vectori := (ig,ig,i0)-

of two coils (e.g. stepper motors) or three coils (e.g. 6M gwitched reluctance machine
in Fig. [5.10). Furthermore, typically the rotor of such miaels has a higher number of
poles and thus more symmetry planes. For example the rostiggofor the machine
shown in Fig[5.10 has to be varied only in an interval of3@éducing the FE simulation
effort during the look-up table creation.

Although the switched reluctance machine is not in the sadjleis work, a FE-based
circuit model for a machine with three symmetric coils isganeted because this model is
identical with the model for a PMSM with connected star poifihis model is parame-
terized by the scalar parameters for the coil resistanceipeseRy, and the number of
magnetic pole pairsmp of the stator. The model parameters defined by look-up tables
are the phase flux linkagga and the machine torque The input of the model are the
rotor positionas" the rotor speed™**"and the phase voltageggc. The state of the

ot
machine is defined by the rotor positiogq and the currentg, iq andip. The output of
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the model are the machine torquand the phase currenigsc.
Thus, the complete model can be described as:

OqWn GiYa GoUa| [at VA iA Fotro U
de¥s G Ws diB % = | V8| —Rpn| i | — | dare¥B | Mmpiinech (5.5)
diyUc 5iqL,UC Oi,Uc % Vc Ic Oarac
id
iasc=C P (aro) " | iq |, (5.6)
io
=T (aR0t7id7iQ7i0) (57)

whereyg is the evaluation of the look-up table fgua at the rotor positiomiret — %’T and
Yic is the evaluation atrre;— 5.

Notice that although all three phases of the switched rahg# machine are isolated
from each other and controlled independently, the transéor currentsy, iq andip are
used as state variables for the model. Nevertheless, thefegy the phase currentagc
could be also used as state variables leading to

dia

aiA wA aI B L,UA aiC L)UA W Va iA aCfRot lrUA
aiA L)UB diBLpB aic L)UB C(lj_l{g =\ | — Rph ?B - aCfRotLhUB Nm pwmech (58)
aiAl«)UC aiBL)UC &|C‘1UC %—If VC IC daRotLlUC

= T(aROtaiAaiBaiC>‘ (59)

However, the former choice usingy has practical advantages because both the simulation
control scheme for the preprocessing and all machine mageldransformed currents.
Thus, all macros and functions need to be extended only,lenddsic structure stays the
same.
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5.3 Electrically excited synchronous machines

Within this work only inverter fed electrically excited sgiironous machines (EESM) are
considered. The topology of this machines type is showngn [Bill. These machines
consist of a stator with a three phase coil system and a ratbram excitation coil. They
are mainly used in electric drives. In these applicatidmsstator coil system is typically in
Y-connection with isolated star point. One can distinguistween salient pole (as shown
in Fig.[5.11) and non-salient pole rotors. However, the F&elaircuit model approach is
the same for both rotor designs.

Notice that electrically excited synchronous machinefwitdamper coil system are
not covered by this model approach. The damper coil systerbeassumed as additional
squirrel cage coil. Such a coil leads for the FE-based dirmaidel approach to several
problems as discussed in sub-secfion 5.4.1.

(@)

Figure 5.11: Electrically excited synchronous maching. T@pology: Stator with three-
phase coil system in Y-connection with isolated star poiat eotor with ex-
citation coil system. (b) Circuit of the stator coil systenddhe isolated rotor
coil system. All inductanceBA, Lg, Lc, Le, Mag, Mac, Mgc, Mga, Mg,
Mgc are functions of the rotor positiamge; and the current feed state vector

= (id,iq,iE).

5.3.1 Implementation of the FE based circuit model

The model for an electrically excited synchronous machsetown in Fig[ 5.11 is pa-
rameterized by the scalar parameters for the stator phassarceRy,, the number of
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magnetic pole pairamp and the resistance of the excitation c8d. The look-up table
parameters are the phase to phase flux linkpge the flux linkage of the excitation coil
e and the machine torque The mechanical input of the model are the rotor position
afechand the rotor spee@™®" The electrical input are the phase to phase voltages
vgc and the excitation voltage=. The state of the machine is defined by rotor position
ORot, direct currenty, quadrature current and the excitation curreng. The output of
the model are the machine torggethe phase currentggc and the excitation curreimg.
The complete model can be described as:
dqWns G Wns OicWns O(lj%
OqWsc GiWsc OicWsc % =

AU G Ue OcUE %

VAB Ron(ia—is) JoraYaB

vec | — | Rpn(is—ic) | = | GarePBC | Nmpiinech (5.10)

VE Reie OaraWE

. _ 1/

iasc = C 1P (0Rot) 1(i3), (5.11)
=T (aROtaid7iQ7iE) (512)

wheregc is the evaluation of the look-up table fg#g at the rotor positiomre: — %’T

This model could be extended for machines with connectadpsiat using the addi-
tional current feed state variakilgleading to

Fqn G GoWn GcWa| [T
da¥s G YB GoYB G:YB| | &
dgtc Gl Gl diedic| | o
O G e G Ye O] \die

VA Rphia Oaro U
VB Rphis Oara B
— i — o n 5.13
Ve Rph'C TS mpWmech  ( )
VE Reie OaraVE
id
iasc=C P (ara) | iq |, (5.14)
o
T =T (ORotidsig,i0.iE) (5.15)

whereyg is the evaluation of the look-up table fgua at the rotor positiormiret — %’T and
Yic is the evaluation atrre;— 5.
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5.4 Induction machines

5.4.1 Squirrel cage induction machines

Squirrel cage induction machines (SCIM) are widely usedléctec drives. The rotor
coil system is realized as squirrel cage coil that does ned @y connections. Thus no
brushes and slip rings are required. Due to their simple a¢sign they are very robust.
The topology of this machines type and a sketch of a squiagé coil are shown in Fig.
5.12.

(b)

Figure 5.12: Squirrel cage induction machine (a) Topoldgpator with a three-phase coill
system and rotor with squirrel cage coil. (b) Example of arsgucage coil.

Unfortunately, the FE-based circuit model approach ptteskn this work could not be
applied to this machine type. This is caused by the proeofi¢he squirrel cage coil:

» A squirrel cage coil withN bars can be regarded asldfphase coil system whereas
each bar corresponds to one phase. This leads in genétal tbcurrent feed state
variables for modelling a squirrel cage with the FE-basedudi approach. This
leads further to an unfeasibly high number of state vargble

* All bars of a squirrel cage coil are typically solid condurs, i.e. skin effect occurs.
This influences the ohmic resistance of the bars and has attrtgothe machine be-
havior. This effect is even utilized in machine design bypshg the bars and could
not be neglected. However, eddy current effects could nebbsidered by magne-
tostatic simulations because the geometry of a correspgratjuivalent conducting
loop is indefinite.

This limitation of the FE-based circuit model applies tomalichine types using a squir-
rel cage coill.
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5.4.2 Wound rotor induction machines

In the past, wound rotor induction machines (WRIM) also kn@s rotating transformers
were used for the coupling of power grids with different fueqcies. Nowadays, this
machine type can be found in wind power stations. In thisiappbn, the stator coill
system is directly connected to the power grid, thus sugpligh constant frequency. The
rotor coil system is inverter fed, thus supplied with a vialeafrequency. By controlling
the rotor supply frequency any speed changes of the rotobe@mompensated. The main
advantage of this system configuration is that a smallerievean be used compared with
other system configurations. This is due to the fact that thie power flows directly from
the stator the power grid and doesn’t flow through the inverte

The topology of a wound rotor induction machine is shown ig. E.13.a. It has three
phase coil systems on stator and rotor. Thus, additionalislgs are required to connect
the rotor coil system.

(b)
Rsph  Lsa Lra  Rrph
—{ —il -

lVSAB . . VR,ABl
IsA IRA
Rsph  LsB igg] Virg LRB  Rropn

iscA AIRC
VsBC VRBC

Rsph  Lsc Lrc  Rrph
L -

Figure 5.13: Wound rotor induction machine (a) Topologyat&t and rotor with a three-
phase coil system in Y-connection and isolated star pobjt C{rcuit of the
stator and rotor coil system (not all 15 mutual inductangesshown to en-
sure clarity). All inductances are functions of the rotosgpion aret and the
current feed state vector= (isq,isp.ira,irp)-

Implementation of the FE based circuit model

The model for the wound rotor induction machine as showngn®&ill.b is parameterized
by the scalar parameters for the phase resistance of tioe Bégd, the phase resistance of
the rotorRr ph and the number of magnetic pole paisp. The look-up table parameters
are the stator phase to phase flux linkaggeag, the rotor phase to phase flux linkages
YrAB Yrpc and the machine torque. The mechanical input of the model are rotor
position ag‘gt‘:h and rotor speedumech The electrical input are the stator phase to phase
voltagesvs ag, Vspc and the rotor phase to phase voltageggs, Vrec. The state of the
machine is defined by the rotor positioRet, the transformed stator currentg,, isg and
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the transformed rotor currents o, ir g. A common reference system is required for all
transformed quantities. Within this work, the rotor rethteference system is used for this
purpose. The output of the model are the machine torgtiee stator phase currengagc
and the rotor phase currengsapc.

Note that two flux linkages for the rotor coil system are regdi This is a consequence
of the chosen rotor related reference system where the pbtse coils are geometrically
shifted within the reference system itself. This geomatstift could not be compensated
by any rotational shift of the reference system. In otherdspthe flux linkages of the
rotor coil system become DC-like quantities in the rotoatedl reference system whereby
any rotor position dependency is only caused by slottingotsf(see Fid. 5.19). The same
situation would also occur using the stator related refeegystem. In that case two flux
linkages for the stator coil system would become necessary.

The complete model for the WRIM can be described as:

OsaWsps OigsWsas Or.YPsas Oy Wsas dt
OsaWsBc OgsWsec OiroWseec GrgWsec| | gt
OsaWrAB OgsYRAB OiraWRAB OigsYras| | dRa |
OsqWrBC OiggWRBC OraWRBC GrpWric) | dirg

VsAB Rsphisas OaraWsaB
VsBC Rs phisBc OareWsBC
— s — o n 5.16
VRAB RR,ph! RAB Ouro R AB mpGhech )
VRBC RR phirBC Ouro YR BC
) _ 1/
isasc= C 1P (aror) * (isa) , (5.17)
SpB
) a1 (1
iragc=C* <iR’a) , (5.18)
R

= T(aROtviS,(XJS“B:iR,a?iR”B) (519)

whereysgc is the evaluation of the look-up table fgg o at the rotor positiomret — %"

Validation of the machine model

In this subsection the FE model used for the validation andesdetails of the five-
dimensional parameter sets are presented. Unfortunatdly,design data for a squirrel
cage induction machine were available. This machine hasthragnetic pole pairs, a
nominal power of 11 kW, a nominal voltage of 260V and a nommaitent of 47 A. Each
phase consists of three coils connected in parallel. Howvéwe design of the SCIM was
adopted for the validation of the WRIM. The original stat@sayn was taken but it was
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assumed that the stator coils are connected in series. dus to a nominal current of
15.7 A at a nominal voltage of 780V without changing the numbewwfdings per slot.
Furthermore, the number of slots on the rotor has been isedeitom 44 to 48. This is
necessary for keeping the symmetry of all three magnetie pairs for a three phase coil
system. The resulting machine model is shown in Eig.]5.14.

Note, that the focus of this work is on modelling machines motdon machine design.
Indeed, the machine design shown is probably not suitablprfsduction. However, it

fulfills all criteria for doing a validation of the model apgach by the method described in
sectiori4.b.

() (b)

o

““\\\\\\“

=
=
=
=
o

T

Mgy,

Figure 5.14: FE model of the WRIM under investigation. (ag WRIM has three mag-
netic pole pairs and distributed coils on rotor and statore €egment of 120°
(one magnetic pole pair) was modeled. Periodic boundargitons have
been used at the cutting planes. (b) Detail of the model dictuthe mesh.

The figures Fig[5.15 to Fid. 5.0 show some details of therperer set. The figure
captions describe the curves shown. Notice that the paestietermination with FEM for
this machine type is quite extensive because approxima@y000 magnetostatic simu-
lations are required. Depending on the FE model size andebeed of parallelization,
the preprocessing needs several days or weeks. Neveghilisshigh simulation effort is
more than compensated during the transient simulatiortstvé resulting FE-based cir-
cuit model. The required simulation time for the current F&dal is 12 s per time step,
meanwhile the FE-based circuit model requires only 200 psipe step. This is a speed
up of approximately 60.000 for the transient simulations!

Furthermore, keep in mind that the number of time steps fpicaf transient system
simulations is much higher than 100.000 and transient sitimrs can not be parallelized.
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Indeed, the simulation effort for doing the transient FENMhglations required for the
validation (weeks) was much higher than the effort for theppocessing stage (days).

Fluxlinkage qu,AB [Vs]

//////////////////,/

i
///////////

?S’B:_. ~‘\\

SIS
:

Rotor position a.._, [deg_]

Figure 5.15: Detail of the characteristic curves for theastphase to phase flux linkage

Wsap. Variation of the stator currentss(y, isg). Both rotor currentsigq,
irpg) are zero.
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Fluxlinkage lPS’AB [Vs]

300 -1.0 :
iti 360 -15 X
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Figure 5.16: Detail of the characteristic curves for theastahase to phase flux linkage
Wsag. Variation of the currents imr-direction (sq, ira). Both currents in
B-direction {sg, irg) are zero.
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Figure 5.17: Detail of the characteristic curves for thergihase to phase flux linkage

Wrap. Variation of the stator currentss(y, isg). Both rotor currentsigq,
ir g) are zero.
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Fluxlinkage WR'AB [Vs]
] ]

Figure 5.18: Detail of the characteristic curves for therghase to phase flux linkage
Wrag. Variation of the currents im-direction (sq, irq). Both currents in
B-direction {sg, ir g) are zero.
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Figure 5.19: Detail of the characteristic curves for therghase to phase flux linkages
Wr ag and Wrgc for the stator currentssq = in, igg = 0.5in. Both rotor
currents rq, ir g) are zero.
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Torque [Nm]

- 60 . -1.0
Rotor position Aot [degE] Current is . [x |N]

-15

Figure 5.20: Detail of the characteristic curves for the nrae torquer. Variation of the
currentsis o andig g). The other two currents g andir o) are zero.
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The last figures in this subsection show some results of theati@n simulations. The
figures Fig[5.21 to Fig. 5.23 show a comparison for a simuitedit constant speed.

Although Detail-2 in these figures shows a very good agreg¢nsemall deviations in
Detail-1 (start-up stage) are obvious. Further investgathad shown that these devia-
tions are caused by a too large time step size (100 us) fordaheiént FEM simulation.
This time step size was originally chosen as tradeoff fortiigy simulation effort of the
FEM simulation.

However, the FEM simulation has been repeated with a smather step size (10 us).
This leads to a very good agreement during the start-up stagdhown in Fig.[[5.24.
However, due to the high simulation effort of the FEM simidat this second simulation
has been only done for a simulation time of 10 ms. Nevertselbe good agreement of
all curves for the second simulation is obvious.
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Figure 5.21: Comparison of the stator currents between F&eirand FE-based circuit
model for a transient simulation. The diagrams show a vatideexample

at constant speed. Except the startup (Detail-1) all cuavesn a very good
agreement (see Detail-2).
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Rotor currents 'R,ABC(t)
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Figure 5.22: Comparison of the rotor currents between FEehadd FE-based circuit
model for a transient simulation. The diagrams show a vatideexample
at constant speed. Except the startup (Detail-1) all cuavesn a very good

agreement (see Detail-2).
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Figure 5.23: Comparison of the machine torque between FEehawl FE-based circuit
model for a transient simulation. The diagrams show a vatideexample

at constant speed. Except the startup (Detail-1) all cuavesn a very good
agreement (see Detail-2).
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Figure 5.24: Comparison of the stator currents, rotor cusrand the machine torque be-
tween FE model and FE-based circuit model during the starfiqe same
time step size has been used for the FEM simulation and tHealSE€d simula-

tion. Obviously, all diagramms show a very good agreemetti@presented
curves.



6 EXTENSIONS OF THE FE BASED CIRCUIT MODEL
APPROACH

In this chapter two extensions to the FE based circuit mqo@iaach are presented. These
are:

* An emulation of a 2D-FEM multi-slice simulation for takirsggewing into account

» The introduction of additional mechanical state varialite taking rotor eccentricity
into account

The results of this chapter have been publishemh [@], m@].

6.1 Consideration of skewing

Skewing is a widely used design method for reducing slotéffgcts in electrical ma-
chines. Hereby, the rotor or the stator becomes skewed oagdor a skewed rotor of a
permanent magnet machine in Hig.]6.1. Skewing can be dorimuaonsly (Fig[6.1l.a) or
in discrete steps (Fig. 8.1.b and Hig.]6.1.c). Continuoesvsilg is mainly used for induc-
tion machines and electrically excited synchronous mashint is achieved by twisting
the lamination stack of the rotor or the stator in axial diet Staged skewing is mainly
used for rotors of permanent magnet machines. This techratjaws a simpler shape
of the magnets and thus a cheaper production. However,cstkgsving can be used for
reluctance machines as well.

Modeling of skewing requires the consideration of the maehaxtending in the axial
direction. Basically, this leads to a 3D model of the macland requires, furthermore, a
coupling surface between rotor and stator. However, sucrBDnodels have very high
modelling and simulation cost, as already mentioned in@e&3.

However, this time-consuming method can be avoided. Basedeofact that any vari-
ation of the machine geometry in axial direction is smak, #D FE multi-slice technique
(e.g. presented irEJV?] OEIZO]) can be used instead. Hehnewitcontinuously skewed
machine is approximated as series of non-skewed "sub-meghiso called slices. This
is similar to a staged skewed machine with a high number gktrilEach slice is modeled
by a 2D FE model that differs from each other only in the rotosipon for considering
the different skewing angles of each slice. The same cuh&nto be enforced in the cor-
responding coils of all slices. Thus all slices must be cedplThis is done by additional
constraints, for example realized with circuit elemensssiaown in FigL6]2.

It can be assumed that, for a sufficiently high number of s|itlee effect of skewing
to the harmonics of torque and flux as well as its effect to #taration variation in axial

107
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Figure 6.1: Skewing of the rotor of a permanent magnet mactia) Continuously skewed
rotor with specially shaped magnets X3 segments per pole). (b) Staged
skewed rotor with 3 rings and with box-shaped magnets (3 satgper ring).
(c) Approximation of a continuously skewed rotor using theltirslice tech-
nigue (e.g. staged skewed rotor with 9 rings (or slices).

Slice 2

Phase A

O
@ @ Phase B
AEIAN

Phase CJ\
7

Stranded coils

Figure 6.2: 2D FE multi slice model of a skewed permanent reagrachine with 3 slices
and an additional coupling circuit BNSYS 14.5
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direction are covered with good approximation. The 2D FEtislice technique neglects
any radial component of the electric currents as well as argt eomponent of the mag-
netic flux. Both typically occur in continuously skewed mengs leading to additional
stray flux, losses and axial forces. Furthermore, the eifrtinis technique increases for
staged sliced machines. This is due to the fact that a notincmus skewing angle varia-
tion in axial direction leads to a three dimensional fieldrtsition that necessitates a 3D
FE model. However, the accuracy of the 2D FE multi-slice tége is sufficient in most

cases.

The proposed extension to the FE based model circuit appiioahis section assumes
that the 2D multi-slice technique can be applied to the ginechine design. For all
other cases where a 3D FEM model is required, all charatiteasrves required by the
FE-based machine model need also to be determined using BDskulations.

6.1.1 Multi slice emulation using the FE based circuit modeapproach

The FE based circuit model approach uses characteristestor all model parameters
that depend on the rotor position and the current feed statean be assumed that all
these parameters are sampled in an adequate manner forest pEbpased circuit model.
Thus, the whole machine behavior covered by the 2D FE modeésasstored in the cor-
responding look-up tables. This is especially fulfilled tbe rotor position dependency
of all sampled quantities. Therefore, the 2D FE multi-steehnique can be emulated by

a multiple evaluation of the interpolation function at diént rotor positions, as shown
below.

(@) (b)

fly
I l»
i
[
llt 1

i

.
g

Figure 6.3: Multi slice emulation. (a) Continuously skewetbr with the active machine
lengthlact and the skewing angleskew (b) Multi slice approximation using
3 slices. The skewing anglesy, ag andass of the slices are defined at the
center of each slice. Due to symmetry reasags= 0 and all slices have the
same slice lengthy = |l = I3, wherebylg + o + 153 = l et



110 6 Extensions of the FE based circuit model approach

Let us assume the FE based circuit model of an non-skewed P&&Sidpresented by
(5.1)-(5.3). The look-up table parametepsg and T are determined for the active length
lact Of the machine. Furthermore, let us assume a continuoushyesk version of this
machine with the same active length and a skewing amglg, (Fig.[6.3.a). This machine
should be modelled witN slices, whereas th&-slice has the lengths;, as shown in Fig.
6.3.b forN = 3 slices.

The reference rotor positiamg: is defined by thel-axis of the rotor. Due to symmetry
reasons it is located %@‘ l.e. in the middle of the rotor. This leads to the shown skewi
anglesaog to agy for the corresponding slices as shown in the figure. Theseisgangles
are an additional offset for the rotor position of each sliBeis leads for thé"-slice to:

ORot = QRot + Ui (6.1)

To enforce the same phase currenig in the corresponding phases of each slice, the
parameter variablag andigq have to be transformed for each slice too. This can be done by
using the Park transformatid®(.) and Clarke transformatio@, leading for the"-slice
to

EY
=P(asj)- (:3) ;

P (fh?&) -C-C1-P(arot) ' = P(arot+0si) - P(arot) " =P(as),  (6.3)

(6.2)

with

using [3.11). Note thay andiq of the whole machine are defined for the reference rotor
position.

Using the slice dependent parameter variatigl, i, i§' in €.J) and [(E.R) for the
evaluation of the interpolation function, the look-up ®&lguantities for each slice can be
determined. These values refer to the active length of thehima and thus they need to
be scaled to the corresponding slice lengthThis leads e.g. for the flux Iinkag,e/ﬁg of
theith-slice to:

i si P
YR = ﬁ Was (aégt, ig, IS'> : (6.4)
acl

Finally, the quantity for the whole machine can be deterchias the sum of the corre-
sponding values of all slices. This leads for the total flmkdigeyag to:

N e e e
_ Isi Si :Si :Si
wAB_iZ\'act YaB (aRotaldal ) (6.5)

The second flux linkaggisc and the machine torqueare determined in a similar manner.
Due to the linearity of the differential operator, the sarppraach can be also applied to
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evaluate the partial derivatives of the flux linkages, e.g. :

S si

AINES 0 Wns (algtinbigia ios|i>- (6.6)

=1 |act

Note that this approach is an extension for the evaluatighefnterpolation function.
Therefore, it can be applied to all FE-based machine modekepted in this work. The
ODE system of the model itself is not affected by this appnodéurthermore, no addi-
tional FE simulations are necessary. Finally, and for the sé completeness it should be
mentioned that even dynamic twisting of the rotor could bestiered by this approach
using time dependent skewing angles. However for typietdt machines this effect is
negligible.

6.1.2 Validation of the FE-based multi slice circuit model @proach

The validation of the FE-based multi slice circuit model haen done in a similar manner
as for the basic variant. Due to the fact that the same cleaistit curves can be used, no
additional preprocessing has been necessary. The ongyehife occurs for the transient
FE simulation where a multi-slice model has been used, gpé@2. For the validation,
a FE model with 3 slices has been chosen. A direct comparistreanachine currents
and machine torque is shown in Fig.16.4. All curves are in § geod agreement. Thus it
can be assumed that the presented model works properly. partgon of the simulation
effort is given in Tab.[6]1. Note that the simulation cost tlee FE-based model scales
linearly with the number of slices. The evaluation effort pkce is approximately 165 ps.

Table 6.1: Comparison of simulation effort.

Model Number of slices Simulation time per time step
Finite element 3 H3s
FE-based 1 P6ms
FE-based 3 Blms
FE-based 6 PI9ms

Furthermore, the effect of skewing and the influence of thalmer of slices have been
investigated. The skewing angle has been varied iff $68ps between 6°and 30%. A
model with 3 slices and a model with 6 slices have been comdparie results for the
machine currents are shown in Hig.]6.5, and those for the imacbrque in Fig[ 616. The
machine currents increase slightly with increasing skgwéngle. Furthermore, current
and torque ripple are reduced. Note that for skewing angies 5°F and+ 10 the
number of slices has almost no influence on the result. Atanaan be only observed
for the machine torque at a skewing angleto80°E. In such a case, the difference shown
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can be seen as the difference between a staged and continskewed machine. In
conclusion, all results are feasible and in agreement \netltheoretical expectations.
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Figure 6.4: Validation of the FE-based multi-slice cirambdel approach. A comparison
between the multi-slice FEM simulation and the FE-basedirslite circuit
model has been carried out. The curves for machine curredtsoagque show
a very good agreement.
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Figure 6.5: Investigation of the influence of the number afes used. The curves show
the machine currents for various skewing angles and for 3Gasictes. Fur-
thermore, the machine currents of the non-skewed modehaxers
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Figure 6.6: Investigation of the influence of the number wes used. The curves show the
machine torque for various skewing angles and for 3 and ésslieurthermore,
the machine torque of the non-skewed model is shown.
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6.2 Modeling of rotor eccentricity

Any displacement of the rotor from its ideal position in tlemter of the stator hole is called
rotor eccentricity. It occurs in almost all machines and &nty caused by manufacturing
tolerances and bearing clearances. However, dynamicrdafammns of the rotor could
also lead to rotor eccentricity (especially for long maeisin Eccentricity annihilates the
magnetic symmetry in the machine. This leads, on the one, taralower power factor
due to higher iron losses, higher eddy currents (e.g. in aeemt magnets) and circular
currents in parallel branches of the coil systems. On therdtand, an additional magnetic
drag occurs, leading to the generation of higher noise anétions.

(@) (b) ()
N NANRRARRRRNNANN F\\ e ﬁ l\ e \
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Figure 6.7: Types of eccentricity with stator (blue) andbrdted). (a) Axis parallel rotor
displacement. In this special case no variation of the géigne axial direc-
tion occurs. (b) General displacement with rigid rotor. histcase the rotor
can tilt in the air gap within the clearance of the bearingsGeneral displace-
ment with flexible rotor. This is the most general case inicigdbending and
twisting of the rotor. From an electro-magnetic point ofwiany deformation
of the rotor can be neglected. Nevertheless, for NVH ingasions, a proper
modelling of the mechanical excitation is required and tmagnetic forces
need to be considered.

In case of axis parallel rotor displacement, as shown in[&ig.a, no variation in axial
direction occurs and a 2D FEM model is sufficient. In all otbases a 3D model of the
machine with morphing elements (at least in the air gap)asired in general - a very
expensive simulation approach. However, it can usuallydseimed that any geometric
variation in axial direction is small. Thus, a good approaiiman can be achieved using
the 2D FE multi-slice approach. This simulation technigae be also emulated using the
FE-based circuit model approach as described in the lasbsec

For modelling axis parallel rotor eccentricity, two addital geometric parameters need
to be introduced, as shown in Fig. 6.8. Thereby, any rotgsldcement within the stator
hole can be described. A general rotor displacement can alyfepproximated using
several slices in axial direction. Each slice is paramegeriby rotor position, rotor dis-
placement vector and the machine currents. Thus any ratptasiement in 3D space is
approximated by slices with axis parallel rotor displaceteeDue to symmetry reasons,
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the rotor displacement is described in polar coordinatéss &hoice simplifies the FEM
preprocessing and allows the utilization of symmetry ptarfeurthermore, the two addi-
tional look-up table parameteFs andFg for considering the magnetic dr&g need to be

introduced.

<y

Figure 6.8: Introduction of new geometric parameters fordelking rotor eccentricity.
Any rotor displacement in thgy-plane can be described with Cartesian co-
ordinates Xyq, Yq) or with polar coordinatesr§, ¢4). The magnetic dradq
caused by the annihilated magnetic symmetry acts on the aotb amplifies
any displacementt; andFg are the components & in the polar reference
frame.

This extension can be basically applied to all FE-based maaimodels presented in
this work. However, the new state variablgsand ¢4 for describing the displacement
vector increase the dimension of the sampled state spaeebtthough the effect oy
can be neglected in many cases, the FE simulation efforréating the look-up tables as
well as its memory demand is significantly higher than foradbeesponding basic model.
In this work, this extension has been applied to the FE-besedit model for a PMSM as
well as a SYRM.

6.2.1 FE-based multi-slice circuit model for a PMSM

The introduction of two new parameter variables for consndgerotor displacement; and
¢4 leads to the following voltage equation:
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VAB iAB Oore W dOROt
- R : Rot
<VBC) PR ('BC) + <aGRotLpBC) dt +
OryWns OpyWas] [ G GqWns G Yns d
o |+ 5 $) e
OryWc OpyWec] \ 52 laWBc W] \
Applying the multi-slice technique leads finally to

Vs [dgWRE AaWRs| (G :<vAB)_Rh<?AB)_
& lact ddwgcl; dqwg(l; % VBC P \isc

_ ) . ) drSi
N s (aamw ) doRy , [‘% W 9%, L"Eé] @ ||, @8
Oaror L»UBC dt Orq L»US(I: dd’d wglc %{‘?I

&5 lact

with the active Iengtﬂlact used for the parameter determination as well as the sligghen
s, the rotor posmom{Rot and the rotor displacementy(, 3" of theit" slice Si. Notice
that aégt, and¢ are treated as mechanical inputs (e.g. from a multi body mycsga
simulation) and thus are written on the right side[of](6.8).

The machine torque and the components of the magnetic dFagFy are determined
using

N
Isi
T= le—l <aR0tvrd 93 ig, q> (6.9)
i act
Foy sk 6.10
T A r<aRotvrda¢dvldvq> (6.10)
act
N | si
Fo = E Fo (aR:)tard O igl q> (6.11)

6.2.2 Preprocessing and data set

For the validation of the presented model approach, a PMSM six magnetic pole pairs
and surface mounted magnets have been used. All six coilph@ee are connected in
series. The three phase system is in Y-connection withtetlstar point. The 2D FE
model of the machine is shown in Fig. 6.9. Due to the fact thgtraagnetic symmetry is
annihilated, a full model of the machine is necessary. Fasittering the deformation of
the airgap (Figl_6]9.b and Fig._6.9.c) a re-mesh is requmeddch rotor displacement.
Nevertheless, since we have five independent parameteigh aatimber of magneto-
static simulations is necessary. Due to the lack of magsgtiemetry, the rotor position
needs to be varied in an interval offofo 180€. Furthermore, the radial and azimuthal
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(@)

Figure 6.9: FEM model for parameter determination. (a) A fiubdel of the machine is
required because any magnetic symmetry is annihilateddyator displace-
ment. The air gap is re-meshed for every rotor position asgldcement.
(b) Detail of the mesh for a compressed air gap. (c) Detaihefrhesh for a

stretched air gap.

Figure 6.10: Symmetry of rotor displacement. The size o&ihgap is shown augmented
for increased clarity of the illustration. (a) Rotor dispganent in direction of
phase A. (b) Rotor displacement in direction of phase B. $taite is identical
to (a) and can be determined from the corresponding sinoulatata.
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rotor displacements need to be sampled. Due to symmetrgneaan interval of ¢° to
120 is sufficient for¢dSi, as shown in Fig._6.10. Thus a complete dataset can be built by
concatenating the data for this interval.

In the remainder of this subsection, some conclusions aheunfluence of eccentricity
for the machine model used will be drawn. The flux linkagesdibrthree phases are
shown in Fig[6.111 for seven different current feed statesfanall 16 rotor displacements
(concentric case and three radial variations with five agi@luvariations). Obviously,
only seven different curves (for the seven current feedesjgier phase are observable.
The influence of any rotor displacement to the flux linkageagligible. This is due to the
interconnection of the coils (series connection of all€oil a phase). Thus, the effect of
eccentricity is mostly compensated for the flux linkages.

Flux linkages
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—Phase C

0.15

©
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Figure 6.11: Flux linkages of all three phases. Althoughtateurves covering all rotor
displacements and seven different current feed stateshavens only seven
curves per phase are observable. These seven curves ooddspthe dif-
ferent current feed states and any effect of rotor displacegns negligible.
This behavior is caused by the series connection of all te@th per phase.
Thus any magnetic unbalance of the machine is compensatédefphase
flux linkages.

A comparison of the flux linkages per coil for phasand a radial rotor displacement of
1.2mm is shown in Figi_6.12. The influence of the rotor displaeenis obvious. In case
of an interconnection with parallel branches, these difiees lead to different induced
voltages and thus circulating currents. Higher losses aticbager heating of the machine
are the consequence.

The machine torque is almost unaffected by rotor displacesn®©nly the influence of
a radial displacement can be observed in Eig. 16.13. The mfuef an azimuthal rotor
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Figure 6.12: Flux linkages per coil for pha&e Any rotor displacement leads to different
flux linkages in the coils of phaske
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Figure 6.13: Machine torque. Although the set of curves shoansist of all displace-
ments of the rotor, only the effect of the radial displacetmsrobservable,
any azimuthal displacement is negligible.

displacement is in a sub-percentage range for the wholselata

The magnetic drag for a single current feed state is showngn[€&14 for the radial
component; and in Fig.[6.Ib for the azimuthal componédft Obviously,F is very
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small and can be neglected for the machine under invesiigalihis simplification would
lead to a smaller memory demand for the FE-based circuit mode

Magnetic drag (radial component)
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Figure 6.14: Magnetic drag in radial direction. Althougk #et of curves shown consist of
all displacements of the rotor, only the effect of the radiaplacement is ob-
servable, any azimuthal displacement is negligible. Furttore, harmonics
caused by slotting are apparent.

Finally, it should be also mentioned that even the stateabégifor the azimuthal rotor
displacement can be neglected for the machine investigdieas the state space is only
four-dimensional leading to a reduced preprocessing tediod memory demand for the
FE-based circuit model. It is expected that this simplif@atcan be done for almost all
electrical machines with a common design. However, anynéurtnvestigations of the
above simplifications are not in the scope of this work andulienodel was used for the
validation.
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Magnetic drag (azimuthal component)
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Figure 6.15: Magnetic drag in azimuthal direction. Althbuge set of curves shown con-
sist of all displacements of the rotor, only the effect of theial displacement
is observable, any azimuthal displacement is negligiblem@ared with the
radial component of the magnetic drag, the azimuthal cormpbis several
orders of magnitude smaller. Furthermore, numerical sroaused by the
mesh can be observed. For the machine under investigatiergzimuthal
component of the magnetic drag can be neglected.
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6.2.3 Validation of the FE-based model approach

The validation was done in a similar manner as describeddtiosd4.5. However, the
FEM model is in this case more complex because a full machiogefis required, see
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Stranded coils

Figure 6.16: FE model for transient simulation with voltéee coils. The figure shows the
connection between all machine coils and the corresporuaiiogit elements
for stranded coils. The additional resistance of the endlings is modelled
by the resistor elemeni&y g.

A re-mesh of the air gap during a transient simulation is nppsrted by the FEM tool.
For this reason, another approach for modelling the air gagorequired, as shown in Fig.
[6.17. All air gap elements are divided into rotor and stagtated elements. The concentric
case defines the initial position of the rotor (Hig._6.17la)}this case the air gap elements
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related to rotor and stator build two rings whereby all nogisted to these elements lie
on concentric circles. Modelling of a random rotor positiedone in four steps:

1. The rotor including the rotor related air gap elements iatett into its required angular
position (Fig[6.117.b).

2. The rotor including the rotor related air gap elements itathito its required position
(Fig.[6.17.c).

3. The deformation of the air gap elements is done by moving dineesponding element
nodes (Fig6.17.d).

4. Coupling of rotor and stator using constraint equationg.(BL17.€).

By this approach, strongly distorted elements in the air gapbe avoided and the cou-
pling interface can be located in the center of the air gapusTihumerical errors can be
minimzed.

Additionally to the magnetostatic FE model, an MBD-modahwbtor mass unbalance
and a bearing model including stiffness and clearance weestigated. The MBD-model
is shown in Fig.[6.18. The mass unbalance leads to a radig facting on the rotor in
rotational motion. Due to stiffness and clearance of theibgg, a rotor displacement
occurs. The rotor displacement (F[g._8.19) is used as additimechanical input for the
electric simulation of the machine (FE-based circuit maddtE model).
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Figure 6.17: Modelling of the air gap for transient FEM siatidns. The rotor related
air gap elements (light blue) and the stator related air deaments (light
yellow) are coupled using constraint equations (magenthag nodes of the
air gap elements are illustrated by the dotted circles inathgap. The air
gap is shown enlarged for better clarity. (a) Concentriorpbsition (initial
position). (b) Rotation of the rotor including rotor reldtair gap elements to
the required rotor position. (c) Shift of the rotor includirotor related air gap
elements to the required rotor displacement. Overlappingap elements
occur. (d) Deformation of the air gap elements by moving teenent nodes,
illustrated by the eccentric circles. (e) Coupling of roéword stator related
air gap elements in the center of the air gap. (f) Detail of FRéM model
showing the final air gap.
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Figure 6.18: MBD Multi-body-dynamics model. Rotor and statire modelled as rigid
bodies whereby the rotor has a mass unbalance. Simple mafdedsrings
including stiffness and clearance are modelled by the REd/i@s. The elec-
trical machine is modelled with the EMC-joint in the center.
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Figure 6.19: Rotor displacement wdirection without consideration of magnetic drag
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Fig. to Fig.[6.22 show several comparisons between Ehé ileference solution
and the presented FE-based circuit model. All figures shawwgoarison for time window
Detail-1 and Detail-2 as specified in Fig._6.19. Detail-1wtdhe comparison for the
start-up stage where only small rotor displacement ocddetail-2 shows a steady state
case with high rotor displacement. Obviously, all curvesiargood agreement and the
proper functioning of the presented model approach has jreed.

Note that even slotting effects for the magnetic drag are@y (see Fig[_6.22). In
combination with the formerly presented multi-slice entiola, this model approach is
well suited for noise and vibration harshness (NVH) ingsions.

Detail-1 (0.0ms—-50.0ms) Detail-2 (765ms—770ms)
125¢ ) 80F : .
100} IA IB |
60}
751
4071
50¢
< 25 < 20/
g 0 g 0
G 25 G -20
_50.
—40F
_75.
-60[ /
-1001 — FE model 1 —— FE model
—125} —— FE-based modell| -80¢ —— FE-based modelf|
0 5 10 15 20 25 30 35 40 45 50 765 766 767 768 769 770
Time [ms] Time [ms]

Figure 6.20: Comparison of phase currentdg andic between FE model (reference so-
lution) and the presented FE-based machine model.
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Figure 6.21: Comparison of the machine torqueetween FE model (reference solution)
and the presented FE-based machine model.
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Figure 6.22: Comparison of magnetic drag in radial direckobetween FE model (refer-
ence solution) and the presented FE-based machine model.






7/ CONCLUSION AND OUTLOOK

The goal of this work was to find a suitable model approach leectecal machines used
in multibody dynamics simulations. For this purpose, a cangon of various machine
model approaches has been carried out. It has been shovtheh&E-based circuit model
approach is best suited for the required field of applicatidre simulation cost is low, the
memory demand is in an acceptable range and the coveragecfsefaused by slotting
and saturation is high. Furthermore, the workflow for the el@@rametrization using FE
analysis tools is well defined and the required data exchbatygeen machine manufac-
turer and power train designer hides the complete machisigmle

Therefore, the FE-based circuit model approach was irgegstil in detail and a com-
prehensive analysis of all model elements and workflow ssvaes carried out. Thus the
FE-based circuit model approach was further developed steth@ed. This included the
development of a very efficient algorithm for the FEM premssing as well as implemen-
tation of a multi variate cubic spline interpolation libydor up to five parameter variables.
Furthermore, a multi-slice emulation for considering skepeffects was developed and
finally an extended model for considering eccentricity @evas presented.

In the last part of this work the FE-based circuit model applowas applied to various
machine types. This included the determination of the statebles and look-up table
guantities for all machine types and the derivation of theesponding machine equations.
These models were validated by comparison with magneito$t&tM simulations with
motion. For this validation, the mechanical input as wellreessupply voltages for all coil
systems was applied as input to the FEM simulation. Thusecdaomparison between
the FE-based circuit models and the reference FE model @eudtthieved. Furthermore,
the practicability of all presented models was shown. Tintduided the required memory
demand as well well the simulation effort of the preproaegstage using magnetostatic
FEM simulation. The numerical effort during of the FE-baseduit model simulation is
very low and thus best suited for transient system simuiatio

Concluding, the presented machine model approach is simplésuited for an appli-
cation within a multi-body dynamics simulation and easy $e.uThus, all goals defined
for this work have been fulfilled.

7.1 Outlook

There is still potential for further improvements and esiens. Within this last section
this potential should be coarsely sketched.

All models under investigation use integral quantitieshd entire machine as model
parameters. This leads to a center-center coupling betvegenand stator. This means
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that any torque or magnetic drag acts on the whole machin¢hatdhese quantities are
uniformly distributed on all coupled nodes on rotor or sta# possible extension could

be to use distributed quantities or density allocationsiese quantities leading to center-
surface- or surface-surface-coupling. For instance, thgratic drag acting per tooth can
be used leading to a more accurate force transmission iatstthictural mechanic models
of stator and rotor. First investigations on this topic haeen already done but are not in
the scope of this work. Further activities on this extensimplanned for the future.

An open issue is the consideration of eddy current effectsamsient FE-based circuit
models as presented in this work. The problem here occuigimbdel approach itself
and fails due to two reasons. The approach requires geaalgtrivell-defined coils for
the flux linkage determination with magnetostatic FEM siatioins. This criterion is not
fulfilled for eddy currents because the current path depemdkistory and thus varies
with time. Furthermore, the number of state variables a®es leading to a very high
simulation effort for the FEM preprocessing and a huge mgrdemand for the look-up
tables. Nevertheless, a solution for this problem wouldehaigh importance because it
would allow FE-based circuit models for squirrel cage irtctrcmachines.
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