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Abstract

The temporal behaviour of acetone molecules after photo-excitation to high lying Ryd-
berg states was investigated with a pump-probe laser setup for time-resolved femtosecond
spectroscopy in combination with the photo-electron photo-ion coincidence (PEPICO)
detection method. The approach of an existing collinear setup was changed to non-
collinear, which makes it possible to measure with even shorter laser pulses. 800 nm
and sub 25 fs laser pulses were frequency doubled to 400 nm in order to excite acetone
molecules into high lying Rydberg states with a multi-photon excitation of three pho-
tons. With a time delayed and also frequency doubled laser pulse the acetone molecules
were ionized with a single photon. Because the three photon excitation is only possible
at high pulse intensities the pump pulses created a background spectrum. A method
based on Bayesian probability theory was developed to subtract this background signal
from the pump-probe spectrum and also obtain an error estimation of this subtracted
spectrum. The method is superior over simple subtraction because the result is much
smoother, less noisy and no negative signals are possible. The method shows its strength
at high time delays where the probe signal is very weak. In order to achieve such an im-
provement in the signal quality, knowledge of the ionisation and detection process is used.

With this Bayesian subtraction method the time-resolved PEPICO spectra are analysed
with a much higher resolution and the complete temporal behaviour of di�erent acetone
photo-electronpeaks can be analysed for the �rst time. With an introduced classical
decay model the temporal behaviour of the di�erent acetone peaks can be �tted and the
time constants of di�erent states can be determined. A global �t method is used because
some states are �lled via the decay of the high lying Rydberg states. This means that
the population of these states are coupled. The time constants of the di�erent states
depend on their energy. Lower lying states have a longer time constant. The time con-
stants of the di�erent states are determined to: τ3p = (175± 20) fs, τ3d = (138± 21) fs,
τ4s = (134± 51) fs, τ4p = (144± 29) fs, τSn1 = (110± 27) fs, τSn = (284± 25) fs.

The results will lead two peer-reviewed journal publications: One describing the Bayesian
probability subtraction and a second presenting the relaxation dynamics in acetone.
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Kurzfassung

Das zeitliche relaxationsverhalten von Aceton nach Photoanregung zu hoch angeregten
Rydberg Zuständen wurde mit einem Pump-Probe laser Setup mit Femtosekundenau-
�ösung in Kombination mit der Photoelectron Photoion Coincidence (PEPICO) Meth-
ode untersucht. Das kolineare Setup wurde zu einem nicht kolinearen Setup umgebaut
um die Zeitau�ösung zu erhöhen. 800 nm und sub 25 fs laser Pulse wurden zu 400 nm
pulsen frequenzverdoppelt um die Aceton Moleküle mittels Drei-Photon-Anregung in
Rydbergzustände anzuregen. Die angeregten Moleküle wurden zeitversetzt mit einem
ebenfalls frequenzverdoppelten Photon ionisiert. Da die multiphoton Anregung eine hohe
Photonendichte benötigt, erzeugt der Pumppuls ein Hintergrundspektrum. Um diesen
Hintergrund aus dem Pump-Probe Spektrum herauszurechnen wurde ein Algorithmus
mittels Bayesscher Wahrscheinlichkeitstheorie entwickelt. Mithilfe dieses Algorithmus
ist es auÿerdem möglich eine Unsicherheitsabschätzung des Spektrums zu berechnen.
Das mittels Bayes berechnete Spektrum ist glatter und weniger verauscht als ein Spek-
trum dessen Hintergrund subtrahiert wurde. Die neue Methode zeigt ihre Überlegenheit
bei groÿen Verzögerungszeiten wo wenig Signal im Pump-Probe Spektrum enthalten ist.

Mittels der Bayesschen Subtraktionsmethode konnten die zeitaufgelösten PEPICO Spek-
tren mit sehr hoher Au�ösung vermessen werden. Das zeitliche Verhalten verschiedener
Zustände konnte so mit einer nie dagewesenen Au�ösung bestimmt werden. Die Zeitver-
läufe wurden mit einem klassischen Zerfallsmodell Zustandsaufgelöst global ge�ttet. Der
globale Fit ist notwendig, da energetisch tiefere Zustände über höhere Rydbergzustände
gefüllt werden.
Die Zeitkonstanten von verschiedenen Zuständen sind abhängig von deren Energien.
Niederenergetische Zustände zeigen dabei höhere Lebenszeiten. Die ermittelten Zeitkon-
stanten belaufen sich zuτ3p = (175 ± 20)fs, τ3d = (138 ± 21)fs, τ4s = (134 ± 51)fs,
τ4p = (114± 29)fs, τSn1 = (110± 27)fs, τSn = (284± 25)fs.

Die Ergebnisse werden in zwei von Experten geprüften Journalen publiziert: Ein Paper
befasst sich mit der Bayesschen Subtraktionsmethode und das andere mit den relax-
ationsdynamiken in Aceton.
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CHAPTER 1

Introduction

1.1 Pump-Probe Experiments

Dynamics of molecules can be studied by pump-probe experiments. The duration of
the pump and the probe pulses have to be at least comparable to or shorter than the
time scale of the dynamics. A good analogy is photography. If the exposure time is too
long the image is blurred. In pump-probe experiments the same holds true but instead
of an image, the population N of a certain state is measured after excitation (with a
time delay ∆t). In the experiments the acetone molecules are excited with multi-photon
excitation and therefore the pump pulses are very intense. Figure 1.1 shows the process
schematically. The intense pump pulse excites the molecule in a high lying Rydberg state
(green state). The population of this state increases during the pulse. At the same time
the population of the state decays via other states back into the ground state. After a
time delay ∆t the population of the state is probed with the probe pulse. Therefore, the
molecule is ionized and photo-electrons are detected. The kinetic energy of the photo-
electrons (red line) contain information in which state the molecule was and about the
species (parent or fragment). The quantity of the electrons contain information about
the population of this state.

1.2 PEPICO

PEPICO is an acronym for PhotoElectron PhotoIon in COincidence. This means that
the electron and the ion from the same ionisation event are detected. The big advantage
is, if for example, a molecule dissociates during excitation, the photo-electron spectra
of the fragment, which usually overlap with that of the parent, can be disentangled. If
some variables are changed (pulse length, wavelength, chirp, time delay in a pump-probe
measurement, · · · ) the impact of these changes on the spectra can be analysed for every

1



1.2. PEPICO 2

Figure 1.1: Schematics of a pump-probe experiment. A pump pulse excites a certain
population N of the molecules into a high lying Rydberg state (green state)
which decays over time into other states. After a short time delay ∆t
the population of the state is probed with the probe pulse which ionizes
the molecules (dashed state). The number of detected photo-electrons is
proportional to the population of the state. The kinetic energy of the
electrons (red line) identi�es the state from which the electron originates.

molecule separately (ref. [8]). It is also possible to determine if the molecule dissoci-
ated before ionisation or afterwards. If the molecule is ionized and then dissociates the
measured photo-electrons of the fragment would have the same energies as that of the
unfragmented molecule.
Because the ions and electrons are detected with a certain detection probability it is
necessary to work on low count rates to keep false coincidences (detected electron and
ion does not originate from the same ionisation event) low. Figure 1.2 shows the depen-
dence of the true to false coincidence ratio. At low ionisation events per laser shot λ the
true coincidences dominate because multiple ionisation events are very rare. If the mean
ionisation events per laser shot is bigger multiple ionisation events are more common
and therefore more false coincidences are detected. At even bigger λ the probability
for a coincidence drops because single ionisation events are less probable than multiple
ionisation events.

The PEPICO method is used for the acetone measurements because acetone tend to
fragment after ionisation if a certain amount of energy (0.79 eV [8], [2]) is converted into
vibrational energy. The photo-electron spectra of the acetone parent and acetyl fragment
ions overlap. Therefore these two spectra have to be separated. In this thesis the acetone
ions are called parent ions and the acetyl ions are called fragment ions.

The measurements in this thesis were performed at a maximum λ of about 0.3 ionisation
events per laser shot. This λ corresponds to a true to false coincidence ratio of about 7
(ξe ≈ 0.38, ξi ≈ 0.24 - data from eiTOF_3360 ). Note that this λ is at the overlap where
the signal is very strong because of the temporal overlap of the pump and the probe
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pulses. However, the relatively low true to false coincidence ratio isnt a problem because
the parent and fragment spectra are not compared.

Figure 1.2: Probability to detect a coincidence per laser shot over the mean ionisation
events per laser shot λ (detection probability electron: ξe = 0.4, detection
probability ion: ξi = 0.25). The blue curve represents true coincidences
(electron and ion originate from the same ionisation event) and the red line
the probability to detect a false coincidence. At few ionisation events per
laser shot multiple ionisation events are rare and thus the false coincidences
are seldom. This changes if the mean number of ionisation events per laser
shot increases. The pink curve shows the ratio of the blue curve with the
red one.

1.3 Current Research

Our goal is to investigate di�erent relaxation dynamics (like dissociation, internal con-
version, intersystem crossing and vibrational energy redistribution) in acetone. With
a pump-probe measurement the dynamical processes can be directly observed [18], [6].
Because of the fact that acetone tend to dissociate the PEPICO technique is necessary
to directly observe the dynamics that lead to dissociation [11], [23]. The disadvantage
of the PEPICO technique is that it must be performed at low count rates. Therefore,
measurements take a long time. If the pump pulses create a background the measure-
ments must be subtracted which takes even longer to get enough statistics. However, the
low signal-to-noise ratio cant be avoided if the background is simply subtracted. With
Bayesian probability theory the acquired data can be evaluated much more e�ciently and
therefore increase the signal-to-noise ratio by a lot and also provides an error estimation.

Photoinduced fragmentation of acetone �is one of the most comprehensively investigated
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reactions� [5]. TDDFT calculations show that the highest occupied molecular orbital
(HOMO) is described by the electron at the oxigen of acetone which has a non-bonding
character [16]. If this electron is excited to a high lying Rydberg state or to the ionic
ground state the geometry of the molecule does not change [3]. The Rydberg states decay
very e�ciently due to internal conversion with crossing valance states [3], [17]. As has
recently been shown internal conversion can be very fast [15], [19]. Experiments show
that these high lying Rydberg states decay on a femtosecond time scale into lower lying
Rydberg states [11], [14]. If more than 0.79 eV are converted into vibrational energy
strech the molecule dissociates [8], [2].



CHAPTER 2

Experimental Setup

2.1 Overview

This chapter delivers a short overview of the experimental setup. The di�erent parts
are explained in much more detail in the master theses Ultrafast molecular photodissoci-
ation dynamics studied with single-pulse femtosecond photoelectron-photoion-coincidence
spectroscopy by Bernhard Thaler [20] and Femtosecond Photodissociation Dynamics in
Molecules studied by Time-Resolved Photoelectron-Photoion-Coincidence Spectroscopy by
Paul Maierhofer [10]. The part numbers can also be found in Paul Maierhofers thesis. The
data acquisition is described in more detail in the master thesis Multiphoton Ionization
Channels in Molecules Investigated by Photoelectron-Photoion-Coincidence Spectroscopy
by Markus Bainschab [1].

The �rst measurements on this setup were performed by Markus Bainschab and Paul
Maierhofer. In their theses they used a collinear setup. The disadvantages of a collinear
alignment is that one of the laser pulses has to travel through more matter and is stretched
due to dispersion. In this thesis a non-collinear setup is used to avoid this issue.
The experimental setup, which is illustrated in �gure 2.1, consist of a commercial Ti:Sapphire
laser system (Vitara oscillator and a Legend Elite duo ampli�er from Coherent Inc.). It
delivers sub 25 fs vertically polarized laser pulses with a central wavelength of 800 nm,
a bandwidth of approximately 80 nm and a mean output power of about 13.5 W. The
chirp of the laser pulses can be adjusted with a grating compressor which is part of the
Legend Elite duo. After leaving the Legend Elite duo ampli�er the pulses are split into
two separate paths with a 70/30 beamsplitter (BS). The pulse that is transmitted (more
intense) is called pump pulse the other probe pulse. Both paths are basically identical.
The only di�erence is that the pump path has a delay stage where the path length can be
adjusted and therefore the time delay between the pump and the probe pulse. Another

5
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Figure 2.1: Schematics of the experimental setup. Source of the 800 nm laser pulses
(full width half maximum < 25 fs) is a commercial Vitara oscillator and
a Legend elite duo ampli�er from Coherent Inc. The pulses are splitted
into two di�erent paths with a 70/30 beam splitter (BS). With the λ/2
plate and a thin �lm polariser the intensity of the pulses can be controlled.
With another λ/2 plate and a BBO SHG crystal (thickness: 0.5 mm stage
path, 0.2 mm non-stage path) the pulses are frequency doubled. With a
HR400/HT800 mirror (M1 and M2) the 800 nm pulses are separated from
the 400 nm pulses and focused with a CaF2 lens into the time of �ight spec-
trometer. There a magnetic bottle setup increases the detection probability
of the electrons. One path has a delay stage which allows to control the
time delay between the pulses on the two di�erent paths. In the other path
is a telescope which is useful to �nd the spacial overlap of the pulses. An-
other tool to �nd the spacial overlap is the Beam Pro�ler which is a CCD
chip. A �ipper mirror M3 can redirect the pulses onto the CCD where the
two pulses can be seen.

di�erence is that the probe path has a telescope which changes the diameter of the beam
pro�le. This is useful to increase the conversion e�ciency of the second harmonic gen-
eration (SHG) process and to �nd the spacial overlap of the pump and the probe pulse
in the time of �ight (TOF) spectrometer. The �rst λ/2 plate in combination with two
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thin �lm polarisers, which are aligned in Brewster angle, are used to control the intensity
of the pulse in the path. The next λ/2 plate changes the polarization of the 800 nm
laser pulse to a horizontal polarization. With the barium borate crystals (BBO - 0.5 mm
stage path, 0.2 mm non-stage path) the pulses are frequency doubled. The frequency
doubled pulses have a vertical polarisation because the BBO crystals are phase matching
type 1 SHG crystals. Then a dichroic mirror which has a high transmittance for 800 nm
and a high re�ectance for 400 nm light separates the 400 nm from the 800 nm light. The
pulses then are focused with a CaF2 lens with a focus length of 50 cm into the TOF
spectrometer. There the acetone molecules (background gas, p ≈ 4.5× 10−6 mbar) are
excited and ionized. Then, the electrons are accelerated with a repeller voltage of −3 V
towards a chevron Multi Channel Plate (MCP) detector. A magnetic bottle setup [9]
allows to accelerate every electron in a 4π sr towards the MCP. Because a single sided
PEPICO setup like in ref. [12] is used the repeller voltage has to be switched after a
short time delay to +2000 V to also accelerate the ions towards the MCP. The detection
of a particle is measurable due to a voltage drop in the MCP phosphor screen voltage.
This voltage drop is detected with a Gage Cobra, Dynamic Signals LLC card which mea-
sures the MCP phosphor screen voltage every half nanosecond. With a constant value
discriminator the voltage peaks are detected and therefore the �ight time of the charged
particles.

2.2 Operation Modes

The setup can be used in three di�erent modes:

1. Electron Mode

The repeller voltage is set to −3 V and the coil of the magnetic bottle is used with
a current of 3 A. Thereby only electrons are detected.

2. Ion Mode

The repeller voltage is set to +2000 V and the magnetic bottle is turned o�. In
this con�guration only ions are detected.

3. PEPICO Mode

This mode is a mixture of the modes described above. The +2000 V and −3 V
repeller voltages are attached to the inputs of a high voltage switch. The output
of this switch is connected to the repeller. The magnetic bottle is used at 3 A as in
the Electron Mode. This allows to measure the electrons and the ions of the same
ionisation event.

For more technical details see the master thesis of Markus Bainschab [1].
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2.3 Pump-Probe Overlap

Paul Maierhofer used in his thesis a collinear setup of the pump and the probe beams.
The disadvantage of a collinear setup is that the pump pulse passes through more material
with the consequence of a changed chirp, but with the advantage that the spacial overlap
of the pump and the probe pulse is easier to �nd because spacial overlap is given at any
moment. In this thesis a non-collinear setup is used to avoid the mentioned disadvantages.

2.3.1 Find the Overlap in a Non-Collinear Setup

For the experiments in this thesis a non-collinear setup is used which means that the
pulses of the path with the delay stage does not propagate through M2. The advantage
is that the pulses propagate through less material and therefore the pulses can be shorter.
The spacial overlap is more di�cult to achieve in a non-collinear setup and therefore, it
is described here in more detail:

1. Measure the power of the 400 nm pump pulse and adjust the grating compressor
such that the conversion e�ciency is maximized.

2. Find the repeller position where the electron signal of the pump pulses are max-
imized. The electron signal depends more on the repeller position than the ion
signal1 - �nding this signal maximum is easier.

3. Flipper mirror M3 (�g. 2.1) directs the pulses to a CCD chip (when inserting the
mirror block out the laser!). Protect the chip with a white card because if the laser
pulse hits the CCD directly it will be damaged. Move the pump pulse with the
mirror M3 and the probe pulse with M2 across the chip.

4. Insert an ODE-2 and ODE-3 �lter to debilitate the intensity. Then additively turn
back the intensity with the �rst λ/2 plate. Remove the white card.

5. Open the Matlab program Copy_of_pro�le_horver.m to see the CCD signal on
the computer screen.

6. Slowly increase the intensity with the λ/2 plates which are in front of the thin �lm
polariser, that the pulses become visible on the computer screen (�gure 2.2). If the
background signal on the CCD is too big turn o� the light in the laboratory.

7. Block out the probe pulses and position the CCD chip in the focus of the pump
pulses. In the focus the diameter of the pulse is minimal. Note that the probe
pulses and the pump pulses does not have the same focal width because of spherical
aberration.

1Markus Bainschab [1] - page 42
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8. Adjust mirror M2 such that the pump and the probe pulses are at the same spot
on the CCD (�g. 2.2). For a better contrast frequently block out the larger beam.

9. Turn down the pulse intensities and remove the �ipper mirror M3 and the ODE
�lters → the pulses are focused into the spectrometer. Block out the laser while
�ipping the mirror!

10. Set the intensity with the λ/2 plates to a value that the pump pulse give about
150 ion counts per second and the probe pulses about 20 ion counts per second. To
detect the ions the following steps are necessary (before increasing the intensity):

• Check chamber pressure: p ≈ 4.5× 10−6 mbar

• Turn on the MCP voltages (MCP back: 2500 V, MCP front: 2100 V - Voltage
di�erence between MCP back and the phosphor screen should not be bigger
than 500 V because of risk of sparks that can damage the MCP)

• Connect the datacable and the triggercable to the counter.

• Turn on the +2000 V repeller voltage and connect it to the repeller

• Make sure that the PC has a connection to the counter

11. Open the Matlab program timescan_counts_2gates_v2.m and scan the whole
timedelay region. Typical values in the Matlab program are (to �nd the overlap):

• stepsize = 0.005 mm → 33 fs

• intTime = 0.5 s

• Typical position of the overlap is around 27.4 mm.

12. If no overlap is found (no signi�cant signal increase like in �gure 2.3) focus the
probe pulses on the CCD (described in steps 3 - 6) and increase the diameter by
adjusting the telescope. Do not make the diameter too big - the probe pulses should
be able to give a signal by themselves (about 20 ion counts per second).

Figure 2.3 shows an of an example overlap that was found in the time scan. The parent
and fragment signal show a clear signal increase at a certain stage position x (green
shaded). Also a second overlap can be seen at a very high time delay.
Figure 2.4 shows the overlap in more detail and after optimization. A total signal increase
of a factor of 16 in the parent signal was possible. Typical signal increase factors of about
7 are normal.
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Figure 2.2: Example of the pump and the probe pulse if they are not spatially over-
lapped. Adjust the probe mirror M2 that both pulses are on the same spot.
The dark blue spots are damaged areas on the CCD chip.

Figure 2.3: Example of an overlap signal (measured 16.08.2016, File: Timescan-
Counts_0402 ).
The stage scanned from 22 mm up to 36 mm with an integration time of
0.5 s. At the overlap a big signal increase can be seen. Also a second smaller
overlap, which is created due to a re�ection can be observed.
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Figure 2.4: A closer look at an optimized overlap signal (measured 16.08.2016, File:
TimescanCounts_0405 ).
The signal increase is in the parent signal about the factor 16 which is very
good. A normal overlap has a signal increase factor of about 7. The overlap
is very narrow and therefore hard to �nd.
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2.3.2 Multiple Pump-Probe Overlaps

It is possible that multiple overlaps are found (�gure 2.5). In both pump and probe beams
400 nm and 800 nm pulses are present. The di�erent overlaps represent combinations of
400 nm and 800 nm pulses from the pump and the probe beams. To check which overlap
corresponds to which combination of wavelengths the SHG conversion e�ciency of the
pump/probe pulse was changed by tilting the corresponding SHG crystal and check the
signal height of the overlaps. If the conversion e�ciency in one path is decreased and the
overlap signal height stays constant or raises then the signal originates from a 800 nm
pulse from the path where the conversion e�ciency was decreased and a 400 nm pulse
from the other path. If the signal decreases the 400 nm pulse of this path is responsible
for the overlap. Note that there is no 800/800 nm overlap signal because the power of
the 800 nm pulses is too low.

In table 2.1 the combination of wavelengths of the pump and the probe pulses are listed
which create the di�erent overlaps in �gure 2.5. Also the time delays are listed. With
the help of �gure 2.6 the interpretation of the overlaps is much easier. The two overlaps
next to the 400/400 overlap (overlap 2 and 4) are symmetric. They are created with
a 800 nm pulse which is ahead of the 400 nm pulse due to dispersion in the lens and
the TOF window. The overlap 1 and 5 are due to a re�ection. The asymmetry of the
time delays show that the re�ected pulses of the pump and the probe pulses have taken
di�erent optical paths.

Table 2.1: Overview over the di�erent overlaps (which wavelength are responsible for
the overlap and at which time delays do they occur). Numbers correspond
to �gure 2.6.

# pump wavelength / nm probe wavelength / nm path di�erence / mm time delay / ps
1 400 800 5.94 -39.60
2 800 400 0.17 -1.13
3 400 400 0 0
4 400 800 -0.16 1.07
5 800 400 -3.99 26.60

The multiple overlaps are a problem because the temporal behaviour of the high lying
acetone states should be investigated up to a time delay of about 1.2 ps which is not
possible because the nearest additional overlap is at about 1 ps (see tab. 2.1). Only the
overlap at a time delay of about 1 ps must be removed because this is the region which
will be investigated. To remove this overlap di�erent approaches were tried:

1. Reduce focus size of the non-stage pulses. The overlap on the negative time delay
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Figure 2.5: Overview of the multiple overlaps (measured 23.08.2016, File: Timescan-
Counts_0416 )
Five di�erent overlaps were detected. Overlap 3 is the desired one (400 nm
with 400 nm). Overlaps 2 and 4 are symmetric around overlap 3 and are
created by 400 nm and 800 nm pulses. They are due to dispersion in the
lens and the TOF window. Overlaps 1 and 5 are due to a re�ection of the
800 nm pulses. The di�erent re�ections had di�erent pathways and there-
fore are not symmetric. There are no 800/800 nm or a re�ective 400/400 nm
overlap overlaps because the pulse intensities are too low.

side is reduced.
→ moderate success

2. Increase the SHG conversion e�ciency. One of the overlaps is drastically reduced
(on the positive time delay side) and the other one is moderately reduced.
→ good success on one side

3. Change pulse path by tilting di�erent mirrors.
→ no success

4. Switch the BBO crystals (from 0.5 mm BBO in the pump (stage) path and 0.2 mm
BBO in the probe path (non-stage) to 0.2 mm BBO in the pump path (stage) and
0.5 mm BBO in the probe path (non-stage))
→ no success
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With the steps mentioned above only the overlap on the right side was removed. It was
not possible to get rid of the other overlap. In order to make measurements the stage
path is used for probing and the non-stage path for pumping which can be seen in �gure
2.7.
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(a) Di�erent pulses in space. Left dots represent
the pulses of the non-stage path. Right dots
represent the pulses of the stage path. The
red dots are 800 nm pulses (dark red dots
are due to a re�ection) and the blue dots
400 nm pulses.

(b) Term schematic of di�erent ionisation chan-
nels. To populate the Sn state 3 400 nm
photons are needed or 6 800 nm photons.
To probe the Sn channel 1 photon is needed
(with 400 and 800 nm). To probe the S3

state one 400 nm photon or 2 800 nm pho-
tons are required.

Figure 2.6: Overview of the origin of the 5 di�erent overlaps.
o 800 nm pulse
o 400 nm pulse
o Detected signal (due to overlap)
The 800/800 nm overlap creates no photo-electron/ion signal because the
intensity of the 800 nm pulses is too weak to excite the molecule with a 6
photon excitation. Therefore, every overlap is pumped with 400 nm pho-
tons. Overlap 1 and 5 is probed with 800 nm pulses which originates due to
a re�ection (dark red dots) - the intensity of this 800 nm pulses are low and
therefore the two photon excitation to ionize the S3 state is not possible.
Therefore, no fragment ions are detected. The overlap with 800 nm which
is ahead of the 400 nm due to dispersion (light red dots) is intense enough
to ionize the S3 state and therefore creates fragment and parent ions.
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(a) Multiple overlaps before optimizing. Pump-
probe side is on the right side. (Pump: stage
path)
File: TimescanCounts_0418 - recorded
23.08.2016

(b) By changing the non-stage focus size and
maximizing the conversion e�ciency the ad-
ditional overlaps are reduced (the right one
more than the left).
File: TimescanCounts_0419 - recorded
23.08.2016

(c) After maximizing the conversion e�ciency
the left overlap is gone but the right one
could not be eliminated. The pump probe
side is the right side (dynamics are green
shaded).
File: TimescanCounts_0424 - recorded
24.08.2016

(d) The paths switch their role: The non-stage
path pumps the molecule (green shaded dy-
namics switched sides).
File: TimescanCounts_0430 - recorded
24.08.2016

Figure 2.7: Figures (a)-(d) show the di�erent stages of getting rid of the additional
overlaps. The overlap on the left side is removed by changing the focus size
of the non-stage pulses and maximizing the conversion e�ciency. It was
not possible to remove the right overlap. Afterwards the non-stage path is
used for pumping.
BBO crystals in the paths:
Stage path: 0.5 mm
Non-stage path: 0.2 mm



CHAPTER 3

Spectra Subtraction and Basis

Transformation

This chapter is the result of a collaboration between the Institute of Experimental Physics
TU-Graz (Pascal Heim) and the Institute of Theoretical Physics TU-Graz (Univ.Prof.
Dr. Wolfgang von der Linden and Michael Rumetshofer).

3.1 Introduction

3.1.1 The Problem

To excite the acetone molecules to a high lying Rydberg state three 400 nm photons must
be absorbed at the same time. This is only possible if the photon density is very high.
With such a high photon density another photon can be absorbed and ionize the molecule.
Therefore, the pump pulse itself creates ionization events and therefore coincidence counts
(background signal). To account for the background it was simply subtracted from the
pump-probe spectrum which is quite problematic because the ionization and detection of
the ions and electrons are probabilistic events. The results were very noisy spectra at high
time delays which also contained negative counts and it was di�cult to interpret these
spectra. In this chapter a method based on Bayesian probability theory is introduced
which uses more information of the measured spectra and not only the function value.

3.1.2 Bayes' Theorem

The probability that A and B are true can be written as the probability that A is true
if B is already true times the probability that B is true:

P (A ∧B) = P (A|B)P (B) (3.1)

17
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The probability that B and A is true therefore is:

P (B ∧A) = P (B|A)P (A) (3.2)

Note that (3.1) and (3.2) are the same:

P (A ∧B) = P (B ∧A) (3.3)

This leads to Bayes' theorem:

BAYES' THEOREM

P (A|B) =
P (B|A)P (A)

P (B)
(3.4)

P (A|B) · · · Posterior
P (B|A) · · · Likelihood

P (A) · · · Prior
P (B) · · · Evidence

The evidence is usually the probability to measure the measured data and in most cal-
culations this probability is constant. Only in rare cases the evidence must be calculated
(for example when data is �tted with a �t function where the probability to measure the
data depends on the �t model).

3.1.3 Law of Total Probability (Marginalisation Rule)

If the probability P (A) is not known it is often useful to insert conditions because then
the distribution is known. In the following it will be shown how to write P (A) with some
conditions P (A|B1) and P (A|B2).

The probability that B1 or B2 is true is the sum of the probabilities that one of them is
true. But the probability that B1 and B2 are true is counted twice in that case. So this
probability has to be subtracted once (see �gure 3.1)

P (B1 ∨B2) = P (B1) + P (B2)− P (B1 ∧B2) (3.5)
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Figure 3.1: The probability P (B1 ∨ B2) is the whole coloured area: The sum of both
ellipses minus the intersection area (P (B1) +P (B2)−P (B1 ∧B2)) because
this area is contained in the green and the blue ellipse.

If it is certain that B1 or B2 is true (P (B1 ∨ B2) = 1) and it is impossible that B1 and
B2 are true (P (B1 ∧B2) = 0) then P (A) can be rewritten as follow:

P (A) = P (A ∧ 1) = P (A ∧ (B1 ∨B2)) = P ((A ∧B1) ∨ (A ∧B2))

= P (A ∧B1) + P (A ∧B2)

= P (A|B1)P (B1) + P (A|B2)P (B2)

This idea can be generalized:
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LAW OF TOTAL PROBABILITY

P (A) =

N∑
i=1

P (A|Bi)P (Bi) (3.6)

with the conditions

N∑
i=1

P (Bi) = 1 (3.7)

P (Bi ∧Bj) = 0 i 6= j (3.8)

For much more information about Bayesian probability theory and the law of total prob-
ability see [22].

3.2 Coincidence Probability for a Single Source

If light with enough intensity hits a molecule it has a certain probability to ionize it. If
there are a lot of molecules the probability to ionize n molecules in a certain time interval
is described by a Poisson distribution:

p(n|λ) =
λn

n!
e−λ (3.9)

With the average number of ionisation events per time interval λ.
A detector for charged particles usually has a detection probability ξ < 1. The probability
that a detector detects k particles out of n is described by a binomial distribution:

p(k|n, ξ) =

(
n

k

)
ξk(1− ξ)n−k (3.10)

The probability to detect ke electrons and ki ions if the average number of ionization
events λ and the detection probabilities ξe and ξi are known is:
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p(ke, ki|λ, ξe, ξi) =
∞∑

n=max(ke,ki)

p(ke|ξe, n)p(ki|ξi, n)p(n|λ)

=

∞∑
n=max(ke,ki)

(
n

ke

)
ξkee (1− ξe)n−ke

(
n

ki

)
ξkii (1− ξi)n−ki

λn

n!
e−λ (3.11)

The sum starts withmax(ke, ki) because if ke electrons are detected then there happened
at least ke ionization events. The same holds true if ki ions are detected.

To evaluate (3.11) use the abbreviations k↓ = min(ke, ki) and k↑ = max(ke, ki). If for
example ke < ki then ξ↓ = ξe and ξ↑ = ξi. If not it is vice versa.

p(ke, ki|λ, ξe, ξi) = ξ
k↓
↓ ξ

k↑
↑ e
−λ

∞∑
n=k↑

n!(1− ξ↓)n−k↓(1− ξ↑)n−k↑λn

(n− k↓)!(n− k↑)!

= ξ
k↓
↓ ξ

k↑
↑ e
−λ(1− ξ↓)k↑−k↓

∞∑
n=k↑

n!

(n− k↓)!
[(1− ξ↓)(1− ξ↑)]n−k↑ λn

(n− k↑)!︸ ︷︷ ︸
=S

Take a closer look at the sum S:
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S =

∞∑
n=k↑

=λ
k↓ δ

k↓

δλ
k↓
λn︷ ︸︸ ︷

n!λn

(n− k↓)!
[(1− ξ↓)(1− ξ↑)]n−k↑

(n− k↑)!

= λk↓
δk↓

δλk↓

∞∑
n=k↑

[(1− ξ↓)(1− ξ↑)]n−k↑ λn

(n− k↑)!

= λk↓
δk↓

δλk↓

λk↑
∞∑

n=k↑

[(1− ξ↓)(1− ξ↑)λ]n−k↑

(n− k↑)!︸ ︷︷ ︸
e
(1−ξ↓)(1−ξ↑)λ


= λk↓

k↓∑
m=0

(
k↓
m

)(
δm

δλm
λk↑
)(

δk↓−m

δλk↓−m
e(1−ξ↓)(1−ξ↑)λ

)

= λk↓
k↓∑
m=0

(
k↓
m

)
k↑!

(k↑ −m)!
λk↑−m[(1− ξ↓)(1− ξ↑)]k↓−me(1−ξ↓)(1−ξ↑)λ

The result is:

PROBABILITY TO DETECT ke ELECTRONS AND ki IONS:

p(k↓, k↑|λ, ξ↓, ξ↑) = ξ
k↓
↓ ξ

k↑
↑ λ

k↑(1− ξ↓)k↑−k↓e−λ(1−(1−ξ↓)(1−ξ↑))

k↓∑
m=0

(
k↓
m

)
k↑!

(k↑ −m)!
[λ(1− ξ↓)(1− ξ↑)]k↓−m (3.12)

k↑ = max(ke, ki)→ ξ↑

k↓ = min(ke, ki)→ ξ↓
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IMPORTANT PROBABILITIES p(ke, ki|λ, ξe, ξi)

p(0, 0|λ, ξe, ξi) = e−λ(1−(1−ξe)(1−ξi)) (3.13)

p(1, 0|λ, ξe, ξi) = λξe(1− ξi)e−λ(1−(1−ξe)(1−ξi)) (3.14)

p(0, 1|λ, ξe, ξi) = λ(1− ξe)ξie−λ(1−(1−ξe)(1−ξi)) (3.15)

p(1, 1|λ, ξe, ξi) = λξeξi(1 + λ(1− ξe)(1− ξi))e−λ(1−(1−ξe)(1−ξi)) (3.16)

3.3 Coincidence Probability for Two Ion Sources

If there are two source channels of ions λ1 (for example pump pulse or parent ions) and
λ2 (for example probe pulse or fragment ions) there are more possibilities to detect a
coincidence. To calculate the probability for a coincidence the law of total probability is
used: marginalize kje and k

j
i into the probability p(ke, ki|λ1, λ2, ξe, ξi). j represents if the

charged particle belongs to channel 1 or 2.

p(1, 1|λ1, λ2, ξe, ξi) =
∑
k1
e ,k

1
i

k2
e ,k

2
i

p(k1
e , k

1
i |λ1, ξe, ξi)p(k

2
e , k

2
i |λ2, ξe, ξi)δ(k

1
e + k2

e = 1)δ(k1
i + k2

i = 1)

=

ZP1︷ ︸︸ ︷
p(1, 1|λ1, ξe, ξi)p(0, 0|λ2, ξe, ξi) +

ZP2︷ ︸︸ ︷
p(0, 0|λ1, ξe, ξi)p(1, 1|λ2, ξe, ξi)

+ p(1, 0|λ1, ξe, ξi)p(0, 1|λ2, ξe, ξi) + p(0, 1|λ1, ξe, ξi)p(1, 0|λ2, ξe, ξi)
(3.17)

A detected coincidence can originate from four di�erent combinations of electrons and
ions. It can be a coincidence from the �rst or second channel or it can be a mixed
coincidence where the electron originates from channel 1 and the ion from channel 2 or
vice versa.
The probabilities in (3.17) are already calculated (see (3.13) - (3.16)). P1 and P2 are the
probabilities that a coincidence in the spectrum originates from channel 1 or channel 2.
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This will be useful later.

In the spectrum all counts are one to one coincidences. This means that:

1

Z
p(1, 1|λ1, λ2, ξe, ξi) = 1 (3.18)

Z = ξeξiλ(1 + λ(1− ξe)(1− ξi))e−λ(1−(1−ξe)(1−ξi)) (3.19)

λ = λ1 + λ2 (3.20)

3.3.1 True to False Coincidence Ratio in a Single Pulse Experiment

In a single pulse experiment the channels 1 and 2 are parent or fragment ions. Therefore,
it is possible to calculate a true to false coincidence ratio. A true coincidence is a
coincidence where the electron and the ion originate from the same channel (for example
the parent ion). The total mean ionisation events per laser shot is λ = λ1 + λ2. The
probability for a true coincidence which originates from the same channel (SC) is the
probability for a coincidence minus the probability for a false coincidence:

tfSC =
ptrue
pfalse

=
p(1, 1|λ, ξe, ξi)− 2λ1λ2ξeξi(1− ξe)(1− ξi)

2λ1λ2ξeξi(1− ξe)(1− ξi)

=
λ+ λ2(1− ξe)(1− ξi)
2λ1λ2(1− ξe)(1− ξi)

− 1

= 1 +
(λ1 + λ2) + (λ1 − λ2)2(1− ξe)(1− ξi)

2λ1λ2(1− ξe)(1− ξi)

Note that this true to false coincidence ratio is always greater than one.

The true to false coincidence ratio for every channel can be calculated independently:

tf iSC =
p(1, 1|λi, ξe, ξi)p(0, 0|λj , ξe, ξi)

2λ1λ2ξeξi(1− ξe)(1− ξi)
=
λi + λ2

i (1− ξe)(1− ξi)
2λ1λ2(1− ξe)(1− ξi)

(3.21)

Markus Bainschab [1] calculated the true to false coincidence ratio with the condition
that the detected ion and electron originate from the same ionisation event (see (3.24)):
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TRUE TO FALSE RATIO (SAME CHANNEL)

Total:

tfSC = 1 +
λ1 + λ2 + (λ1 − λ2)2(1− ξe)(1− ξi)

2λ1λ2(1− ξe)(1− ξi)
(3.22)

Channel resolved:

tf iSC =
λi + λ2

i (1− ξe)(1− ξi)
2λ1λ2(1− ξe)(1− ξi)

(3.23)

TRUE TO FALSE RATIO (SAME IONISATION EVENT)

tfSI =
1

λ(1− ξe)(1− ξi)
(3.24)

In the special case of λ1 = λ2 = λ equation (3.23) leads to:

tfSC = 1 +
1

λ(1− ξe)(1− ξi)
= 1 + tfSI

Note that in general tf1
SC 6= tf2

SC .

3.4 Pump-Probe Experiment

In this section channel 1 references to an event that originates from the pump pulse and
channel 2 if it originates from the probe pulse in a pump-probe experiment. Because
the mean number of ionisation events is low the false coincidences are neglected. The
probability that a coincidence originates from channel 1 can be calculated with (3.17)
and (3.19):

P1 =
λ1(1 + λ1(1− ξe)(1− ξi))
λ(1 + λ(1− ξe)(1− ξi))

≈ λ1

λ1 + λ2
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This leads to the result:

PROBABILITIE THAT A COINCIDENCE COUNT ORIGINATES FROM
CHANNEL 1 (P1) OR CHANNEL 2 (P2)

P1 ≈
λ1

λ1 + λ2
(3.25)

P2 ≈
λ2

λ1 + λ2
(3.26)

3.5 Subtraction of Two Spectra

In this section the algorithm to subtract the pump-only spectrum from the pump-probe
spectrum of one kind of molecule is derived. So the disentangling of the di�erent spectra
in the PEPICO measurement is already done. The algorithm estimates from the pump-
only measurement the pump-only part in the pump-probe measurement and subtracts
this from the pump-probe measurement (the pump-only part in the pump probe mea-
surement is smaller than the pump-only measurement - this is explained in more detail
in section 3.12). In �gure 3.2 a schematic spectrum can be seen. For further calculations
it is necessary to introduce some abbreviations:

α · · · Counts from the pump-only measurement
β · · · Counts from the pump-probe measurement
β1 · · · Counts from the pump pulse in the pump-probe measurement (channel 1)
β2 · · · Counts from the probe pulse in the pump-probe measurement (channel 2)
L · · · Number of time bins
The spectrum of the pump-only measurement is described by the vector nα, where the
di�erent vector entries represent the counts in a given time bin. The spectrum of the
pump-probe measurement is described by nβ . Therefore the total counts from the pump-
only and pump-probe measurement are also known:

L∑
ν=1

nαν = Nα (3.27)
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Figure 3.2: The TOF measures the �ight time in discrete time intervals. The �gure
shows a schematic spectrum. For the calculation the value of a given time
bin is not important. Therefore, the di�erent time bins are numbered for
better readability. The green spectrum is the estimated background and
therefore the spectrum which originates from the pump pulses. For this es-
timation the background spectrum (pump-only) is used. The red spectrum
is the spectrum which is created by the probe pulses. Note that the sum of
the red and the green spectrum must be the blue (measured pump-probe)
spectrum.

L∑
ν=1

nβν = Nβ (3.28)

The total counts are abbreviated with the N vector: N =

(
Nα

Nβ

)
To make calculations easier the probability that a count originates from the pump pulse
(Pβ1) can be approximated with equation (3.25).

This information is enough to calculate the probability that the probe spectrum in the
pump-probe experiment has a certain form nβ2:
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p(nβ2|nα,nβ,N, Pβ1) =
∑
nβ1

δ(nβ1+nβ2−nβ)︷ ︸︸ ︷
p(nβ2|nα,nβ,N, Pβ1,nβ1) p(nβ1|nα,nβ,N, Pβ1)

= p(nβ − nβ2|nα,nβ,N, Pβ1) (3.29)

p(nβ2|nα,nβ,N, Pβ1) is the same distribution as p(nβ1|nα,nβ,N, Pβ1) but all axes are
inverted and shifted by nβ .

With the law of total probability p(nβ1|nα,nβ,N, Pβ1) the total coincidence counts of
the pump pulses Nβ1 and the probability that such a count is in time bin ν (q1ν) can be
marginalized. Note that q1 is the spectral distribution.

p(nβ1|nα,nβ,N, Pβ1) =

Nβ∑
Nβ1=0

1∫
0

(
L∏
ν=1

dq1ν

)
p(nβ1|nα,nβ,N, Pβ1, Nβ1,q1)

× p(q1|nα,nβ,N, Pβ1, Nβ1)p(Nβ1|nα,nβ,N, Pβ1) (3.30)

We identify the di�erent distributions to:

• p(Nβ1|nα,nβ,N, Pβ1):

p(Nβ1|nα,nβ,N, Pβ1) is a Binomial distribution because a coincidence originated from
the pump or the probe pulse. The probability that a coincidence originated from the
pump pulse is Pβ1.

p(Nβ1|nα,nβ,N, Pβ1) =

(
Nβ

Nβ1

)
P
Nβ1

β1 (1− Pβ1)Nβ−Nβ1 =

(
Nβ

Nβ1

)
κNβ1(1− Pβ1)Nβ

With κ =
Pβ1

1−Pβ1
. Note that (1− Pβ1)Nβ = const.

• p(q1|nα,nβ,N, Pβ1, Nβ1):

The spectral information of the �rst channel can be calculated with the pump-only mea-
surement and Bayes' theorem (the evidence is constant):

p(q1|nα,nβ,N, Pβ1, Nβ1) ∝ p(nα|q1,nβ,N, Pβ1, Nβ1)p(q1|nβ,N, Pβ1, Nβ1) (3.31)
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The likelihood distribution is a Multinomial distribution:

p(nα|q1,nβ,N, Pβ1, Nβ1) = Nα!

L∏
ν=1

qnανν

nαν !
(3.32)

As the prior a Dirichlet distribution is used:

p(q1|nβ,N, Pβ1, Nβ1) ∝ δ

(
L∑
ν=1

qν − 1

)
L∏
ν=1

qcν−1
ν (3.33)

The prior is �at if cν = 1 ∀ν. The advantage is that (3.32) multiplied by (3.33) is again
shaped like (3.32) and therefore the calculation does not get more complicated but more
�exible.

p(q1|nα,nβ, Pβ1,N, Nβ1) ∝ δ

(
L∑
ν=1

q1ν − 1

)
L∏
ν=1

qnαν+cν−1
1ν (3.34)

• p(nβ1|nα,nβ, Pβ1,N, Nβ1,q1):

The third distribution is a Multinomial distribution with the constraint nβ1ν ≤ nβν ∀ν:

p(nβ1|nα,nβ, Pβ1,N, Nβ1,q1) = δ

(
L∑
ν=1

nβ1ν −Nβ1

)
Nβ1!

L∏
ν=1

Θ(nβ1ν ≤ nβν)
q
nβ1ν

1ν

nβ1ν !

(3.35)

With the heaviside step function Θ.

• Result

Multiply everything together (with the conditions
L∑
ν=1

nβ1ν = Nβ1 and 0 ≤ nβ1ν ≤

nβν ∀ν):

p(nβ1|nα,nβ, Pβ1,N) ∝ κNβ1

(Nβ −Nβ1)!
L∏
ν=1

nβ1ν !

1∫
0

(
L∏
ν=1

dq1ν

)
δ

(
L∑
ν=1

q1ν − 1

)
L∏
ν=1

q
nα+nβ1ν+cν−1
1ν︸ ︷︷ ︸

=

L∏
ν=1

Γ(nαν+nβ1ν+cν)

Γ

(
L∑
ν=1

(nαν+nβ1ν+cν)
)
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The integral is the norm of the Dirichlet distribution and therefore a standard integral.
Note that Γ(x) is the gamma function.

Inserting this result in (3.29) gives the �nal result:

PROBABILITY FOR nβ2

p(nβ2|nα,nβ, Pβ1,N) ∝ κ−Nβ2

Γ (Nα +Nβ −Nβ2 + C)Nβ2!

L∏
ν=1

Γ (nαν + nβν − nβ2ν + cν)

(nβν − nβ2ν)!

(3.36)

with

κ =
λ1

λ2
(3.37)

L∑
ν=1

nβν = Nβ (3.38)

L∑
ν=1

nαν = Nα (3.39)

L∑
ν=1

cν = C (3.40)

0 ≤ nβ2ν ≤ nβν ∀ν (3.41)
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3.6 Markov Chain Monte Carlo Metropolis Hastings Sam-
pling

To calculate di�erent moments of equation (3.36) it must be integrated. Unfortunately
the term in front of the product couples the di�erent time bins together and therefore
makes it impossible to integrate the distribution analytically. However, the form of the
distribution comes in handy because it is a big product of fractions of factorials (with
Γ(x+1) = x!). This property makes the result well suited for Markov Chain Monte Carlo
sampling (more precisely Metropolis Hastings algorithm - ref. [4]) where the probability
for a step in the nβ2 space is the ratio of the probability of the new position to the
probability of the old position (see �gure 3.3):

pacc = min

{
1,
p(nfβ2)

p(niβ2)

}
(3.42)

If the smallest possible Monte Carlo step is performed (add or subtract one count in one
time bin) most of the terms cancel out. As a starting point in the nβ2 space every valid
point can be used. The end result does not depend on the starting point if the result is
converged. As a starting point the empty spectrum can be used where nβ2ν = 0 ∀ν.

The basic idea of the Metropolis Hastings algorithm is that the distribution can be
sampled if small steps are made in the probability space. The direction for the step is
randomly chosen. The step is accepted every time if the probability of the new position
is higher than the probability of the old one. If the probability function would be a
landscape the Metropolis Hastings algorithm would always go uphill. If the new position
has a lower probability than the current one the probability to accept this new position is
smaller the smaller the fraction of the two probabilities is (eq. (3.42)) - this means that
the algorithm goes sometimes downhill. This is necessary to sample the whole landscape
and dont get stuck on a hill. The consequence is that the current position is most of
the time on mountains and only rarely in valleys (but all mountains are visited). The
disadvantage of the algorithm is that because of the small steps in probability space sub-
sequent positions are highly correlated. However, the current position is not correlated
to the position a few hundred/thousand/million steps earlier (number of steps depend
on the problem).
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Figure 3.3: The probability to accept a Markov Chain Monte Carlo Metropolis Hastings
step from the initial state niβ2 to the �nal state nfβ2 is:

pacc = min

{
1,

p(nfβ2)

p(niβ2)

}
.

MARKOV CHAIN MONTE CARLO ALGORITHM

Change nβ2µ → nβ2µ + 1 (this leads to Nβ2 → Nβ2 + 1).

p(n+
β2|nα,nβ, Pβ1,N

+)

p(nβ2|nα,nβ, Pβ1,N)
=

(nβµ − nβ2µ)(Nα +Nβ −Nβ2 + C − 1)

κ(Nβ2 + 1)(nαµ + nβµ − nβ2µ + cµ − 1)
(3.43)

Change nβ2µ → nβ2µ − 1 (this leads to Nβ2 → Nβ2 − 1).

p(n−β2|nα,nβ, Pβ1,N
−)

p(nβ2|nα,nβ, Pβ1,N)
=

κNβ2(nαµ + nβµ − nβ2µ + cµ)

(nβµ − nβ2µ + 1)(Nα +Nβ −Nβ2 + C)
(3.44)

If a �at prior is used set cν = 1 ∀ν → C = L. This steps can be performed under the
condition 0 ≤ nβ2ν ≤ nβν .

Every view thousand steps the position in the spectrum space has to be stored. This
positions are later used to calculate di�erent moments of the distribution. At the end of
the Monte Carlo run the convergence has to be checked. If the whole run is shorter than
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about 100 times the biggest correlation time the calculated moments of the distribution
can be false. To check convergence the binning algorithm is used (Ref. [4], S. 33�). The
basic idea of the binning algorithm is to take all the samples and create a new set of
samples by taking the average over blocks of old samples (with block size NB). Then
calculate the standard error of this blocks. If the blocks are independent of each other
the standard error stays constant. In �g. 3.4 a result of the binning algorithm is shown.
For every time bin in the spectrum there is one curve. If the curves are nearly horizontal
at the end the Monte Carlo run is converged.

Figure 3.4: Result of the binning algorithm. Every line represents the Monte Carlo
result of one time bin. The x-axis shows the size of one blocks (NB) and
the y-axis shows the square of the standard error. If the curves are approx-
imately horizontal at the end then the Monte Carlo run is converged (like
in this case). This means that the square of the standard error is indepen-
dent of the block size. Note that a negative gradient is only due to lack of
statistic.
File: Di�PlotDataBayesTimedomain_3369

3.7 Expectation Value and Covariance Matrix

To calculate di�erent moments of the distribution (3.36) it must be sampled (f.ex. with
Markov Chain Monte Carlo Metropolis Hastings). If the samples niβ2 are independent
they can be used to approximate di�erent integrals with Monte Carlo integration [13].
The index niβ2 represents the i-th sample.
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∞∫
−∞

f(nβ2)p(nβ2|nα,nβ, Pβ1,N)dnβ2 ≈
1

N

N∑
i=1

f(niβ2)

The most interesting features are the mean value and the covariance matrix. The covari-
ance matrix contains information about the standard error (see later).

EXPECTATION VALUE AND COVARIANCE MATRIX

〈nβ2〉 ≈
1

N

N∑
i=1

niβ2 (3.45)

C = 〈∆nβ2∆nTβ2〉 ≈
1

N

N∑
i=1

niβ2

(
niβ2

)T − 〈nβ2〉〈nTβ2〉 (3.46)

It would also be possible to calculate 〈qβ2〉 but because
L∑
ν=1
〈qβ2ν〉 = 1 the relaxation

of the population in the di�erent states is not visible in 〈qβ2〉. Only the change in the
spectral distribution would be visible.

3.8 Transform Data to a New Basis

This is necessary because the spectra are measured in �ight time space and should be
visualized for example in the electron energy space or ion mass space. In this section the
variable of the new space is called E. Because of the basis change the measured values
must be rescaled. Note that nβ2ν = nβ2(tν):

ñβ2(Eν) = αnβ2(tν)

∣∣∣∣ dtdE
∣∣∣∣
tν

(3.47)

∣∣ dt
dE

∣∣ is the Jacobian determinant. The factor α ensures that the sum over all ñ(Eν) is
the total sum of counts.
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α =

L∑
ν=1

nβ2(tν)

L∑
ν=1

nβ2(tν)
∣∣ dt
dE

∣∣
tν

(3.48)

The Covariance matrix transforms like:

C̃νµ = Cνµα
2

∣∣∣∣ dtdE
∣∣∣∣
tν

∣∣∣∣ dtdE
∣∣∣∣
tµ

(3.49)

3.9 Data Averaging

If data is averaged the standard error is reduced. For sake of readability nβ2ν is now
called nν .

The mean value si is de�ned as:

si =
1

Ni

∑
ν∈i

nν (3.50)

with Ni the number of values that are averaged.

For the quantities of the mean value s Latin letters and for the quantities of n Greek
letters are used. For example σ2

ν is the variance of nν and σ
2
i the variance of si.

Since the expectation value operator 〈x〉 is linear, the expectation value of the mean
value can be calculated very easily:

〈si〉 = 〈 1

Ni

∑
ν∈i

nν〉 =
1

Ni

∑
ν∈i
〈nν〉 (3.51)

The covariance matrix Cij of the the mean values is:
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Cij = 〈∆si∆sj〉 = (〈sisj〉 − 〈si〉〈sj〉)

=
1

NiNj

∑
ν∈i

∑
µ∈j

(〈nνnµ〉 − 〈nν〉〈nµ〉) =
1

NiNj

∑
ν∈i

∑
µ∈j

Cνµ (3.52)

The diagonal elements of the covariance matrix are the variances:

σ2
i = Cii =

1

N2
i

∑
ν∈i

∑
µ∈i

Cνµ

EXPECTATION VALUE AND COVARIANCE MATRIX OF AVERAGED DATA

si =
1

Ni

∑
ν∈i

nν (3.53)

〈si〉 =
1

Ni

∑
ν∈i
〈nν〉 (3.54)

Cij =
1

NiNj

∑
ν∈i

∑
µ∈j

Cνµ (3.55)

σ2
i = Cii =

1

N2
i

∑
ν∈i

∑
µ∈i

Cνµ =
1

N2
i

∑
ν∈i

σ2
ν + 2

∑
ν∈i

∑
µ∈i
µ>ν

Cνµ

 (3.56)

If data is integrated then Ni in equation (3.53) is 1 and therefore all Ni terms in equations
(3.54) to (3.56) are 1.
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3.10 Estimating λ1 and λ2 for Parent and Fragment in a
PEPICO Measurement

The introduced algorithm estimates the expected spectrum of channel 2 if in the mea-
surement channel 1 and 2 are measured at the same time and the contribution of channel
1 can be estimated in a separate experiment. Channel 1 refers to data that originate
from the pump pulse and channel 2 refers to data that originate from the probe pulse.
The di�erent molecules are not distinguished in this algorithm. This means that it is
necessary to estimate λ1 and λ2 for the parent ions (λp1, λ

p
2) and for the fragment ions

(λf1 , λ
f
2) separately. This is another approximation which can be done if the count rates

are small and false coincidences are rare.

To estimate λ (parent or fragment), ξe and ξi at least three equations are needed. The
formalism is described in Markus Bainschab's master thesis [1]. Here is a short summary:

1. Equation

The probability to detectNc coincidences ifNp laser pulses are �red at the molecules
is binomial distributed:

p(Nc|λ, ξe, ξi, Np) =

(
Np

Nc

)
p(1, 1|λ, ξe, ξi)Nc(1− p(1, 1|λ, ξe, ξi))Np−Nc (3.57)

The expectation value of the binomial distribution can be approximated with the
measured coincidences Nc:

〈Nc〉 = Npp(1, 1|λ, ξe, ξi)
= Npλξeξi(1 + λ(1− ξe)(1− ξi))e−λ(1−(1−ξe)(1−ξi)) ≈ Nc (3.58)

2. and 3. Equation

The probability to detect ke electrons in a single laser pulse is Poisson distributed.
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To see this the number of ionisation events n has to be marginalized:

p(ke|λ, ξe, ξi) =
∞∑

n=ke

p(ke|λ, ξe, ξi, n)p(n|λ)

=
∞∑

n=ke

n!

(n− ke)!ke!
ξkee (1− ξe)n−ke

λn

n!
e−λ

=
(λξe)

ke

ke!
e−λ

∞∑
n=ke

(λ(1− ξe))n−ke
(n− ke)!

=
(λξe)

ke

ke!
e−λξe (3.59)

The expectation value of the Poisson distribution is the negative value of the expo-
nent of the exponential function namely λξe. This calculation is on the time scale
of one laser shot. To compute the expected number of detected electrons in an
experiment the time scale must be rescaled. This is done by multiplying λ and ke
by Np. Then the expected number of detected electrons in the experiment is:

Np〈ke〉 = Npλξe ≈ ne (3.60)

Or rewritten:

〈ke〉 = λξe ≈
ne
Np

(3.61)

The same is true for the ions:

〈ki〉 = λξi ≈
ni
Np

(3.62)

Insert equation (3.61) and (3.62) in (3.58) gives:

neni
λNp

(
1 + λ

(
1− ne

λNp

)(
1− ni

λNp

))
e
−λ
(

1−
(

1− ne
λNp

)(
1− ni

λNp

))
= Nc (3.63)

This equation only depends on λ and measured values. With λ it is possible to calculate
the detection probabilities with equations (3.61) and (3.62).
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ESTIMATE λ, ξe AND ξi

Solve for λ:

neni
λNp

(
1 + λ

(
1− ne

λNp

)(
1− ni

λNp

))
e
−λ
(

1−
(

1− ne
λNp

)(
1− ni

λNp

))
= Nc (3.64)

with:
ne · · · total measured electrons
ne · · · total measured ions
Nc · · · total measured coincidences
Np · · · total number of laser pulses

ξe ≈
ne
λNp

(3.65)

ξi ≈
ni
λNp

(3.66)

3.11 Estimate κ in an Electron Mode Measurement

If only electrons are detected Pβ1 and therefore κ (cf., eq. (3.37)) can be directly esti-
mated without estimating ξe or ξi. α represents only channel 1 is active (background)
and β represent channel 1 and 2 are active:
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ESTIMATE κ IN AN ELECTRON MODE MEASUREMENT

κ =
Pβ1

1− Pβ1
(3.67)

Pβ1 ≈
λ1

λ1 + λ2

Npξe
Npξe

≈ nαe

nβe
(3.68)

3.12 Comparison Bayes' Subtraction with Simple Subtrac-
tion

3.12.1 Estimating the Total Count Di�erence

Equation (3.17) shows that in a pump-probe measurement there are four possibilities to
detect a coincidence in a single laser shot:

p(1, 1|λ1, λ2, ξe, ξi) = p(1, 1|λ1, ξe, ξi)p(0, 0|λ2, ξe, ξi) + p(0, 0|λ1, ξe, ξi)p(1, 1|λ2, ξe, ξi)

+ p(1, 0|λ1, ξe, ξi)p(0, 1|λ2, ξe, ξi) + p(0, 1|λ1, ξe, ξi)p(1, 0|λ2, ξe, ξi)

Due to a small λ = λ1 + λ2 the false coincidences are neglectable:

p(1, 1|λ1, λ2, ξe, ξi) ≈ p(1, 1|λ1, ξe, ξi)p(0, 0|λ2, ξe, ξi) +

p2︷ ︸︸ ︷
p(0, 0|λ1, ξe, ξi)p(1, 1|λ2, ξe, ξi)

In the pump-probe experiment the probability for a coincidence that originates from
channel 2 is p2.
If the background (p(1, 1|λ1, ξe, ξi)) is simply subtracted from the equation above the
result is:

p(1, 1|λ1, λ2, ξe, ξi)− p(1, 1|λ1, ξe, ξi) ≈
(p(0, 0|λ2, ξe, ξi)− 1)p(1, 1|λ1, ξe, ξi)︸ ︷︷ ︸

∆p≤0

+p2 (3.69)

This equation di�ers from the real probability that a coincidence originates from channel
2 by ∆p. Note that ∆p is negative and its absolute value increases as λ2 grows (and
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therefore p(0, 0|λ2, ξe, ξi) gets smaller). This means that the simple subtraction subtract
too much total counts and the error increases if the signal of channel 2 increases. The
solution would be to rescale p(1, 1|λ1, ξe, ξi) with χ before the subtraction such that ∆p
vanishes:

p(1, 1|λ1, λ2, ξe, ξi)− χp(1, 1|λ1, ξe, ξi) ≈
(p(0, 0|λ2, ξe, ξi)− χ)︸ ︷︷ ︸

!
=0

p(1, 1|λ1, ξe, ξi) + p2 (3.70)

The scaling factor χ is therefore:

χ = p(0, 0|λ2, ξe, ξi) = e−λ2(1−(1−ξe)(1−ξi)) (3.71)

This estimation is only for the total coincidence counts in a measurement. There is no
spectral information in it.

Another point of view is shown in �gure 3.5: If in the pump-probe measurement a
molecule is ionized from the pump pulse this ionization event would belong to the back-
ground signal. However, if the probe pulse also ionizes a molecule this event is not a one
to one coincidence. This means that the probability to get a pump coincidence is in the
pump-probe measurement less likely.
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Figure 3.5: If in the pump-probe measurement a molecule is ionized from the pump
pulse this ionization event would belong to the background signal. However,
if the probe pulse also ionizes a molecule this event is not a one to one
coincidence. This means that the probability to get a pump coincidence is
in the pump-probe measurement less likely.
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3.12.2 Comparing Spectra

To check the di�erence of the simple subtraction and the Markov Chain Monte Carlo
subtraction two extreme chases are compared. A measurement at the overlap (0 fs time
delay) and a measurement far away from the overlap (1000 fs time delay). The main
advantages with the Markov Chain Monte Carlo subtraction is a reduction of the noise
and the ability to draw error bands which make interpretation of the data much easier.

0 fs Time Delay

Figure 3.6 shows no real di�erence between the direct subtraction and the Monte Carlo
subtraction method. The total signal in �gure 3.6e is bigger than in �gure 3.6c which is
discussed in section 3.12.1. The error bands are very small and can not be seen in �gure
3.6e and 3.6f because the signal from the probe pulse in the pump probe measurement
is very dominant.

1000 fs Time Delay

At high delays and low count rates the Monte Carlo subtraction method shows its
strength. Very noisy signals are much smoother and error bands make interpretation
much easier. The very noisy signal for example in �gure 3.7c is much smoother in 3.7e.
The information of the noise is now shown in the error bands. Also, the noise in �gure
3.7c at about 2.5 eV is nearly as big as the structure at 0.7 eV. The structure is signi�cant
because there the overall signal in �gure 3.7a is much smaller and therefore the noise.
Also, in �gure 3.7d it is hard to interpret if there are two big energy bands from 0 eV to
about 1.2 eV and from 1.2 eV to 3 eV. But in �gure 3.7f it is clear that there are not two
separated energy bands.
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(a) Parent spectrum
Pink: Pump-probe measurement
Green: Pump-only measurement
(background)

(b) Fragment spectrum
Pink: Pump-probe measurement
Green: Pump-only measurement
(background)

(c) Parent spectrum: Di�erence be-
tween pump-probe measurement
and pump-only measurement

(d) Fragment spectrum: Di�erence
between pump-probe measure-
ment and pump-only measure-
ment

(e) Parent spectrum: Markov Chain
Monte Carlo di�erence between
pump-probe measurement and
pump-only measurement

(f) Fragment spectrum: Markov
Chain Monte Carlo di�erence be-
tween pump-probe measurement
and pump-only measurement

Figure 3.6: Pump-probe spectra at 0 fs delay. The direct subtracted spectra look similar
to the Markov Chain Monte Carlo subtracted spectra. Due to the high
signal increase in the pump-probe measurement the signal-to-noise ratio is
very good. Clear structures are visible. The error bands in the Monte Carlo
spectra are not visible because they are so small. The only di�erence: The
parent spectrum of the Monte Carlo subtraction is higher in amplitude.
This phenomenon is discussed in subsection 3.12.1.
Pump-probe measurement: eiTOF_3359
Pump-only measurement: eiTOF_3360
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(a) Parent spectrum
Pink: Pump-probe measurement
Green: Pump-only measurement
(background)

(b) Fragment spectrum
Pink: Pump-probe measurement
Green: Pump-only measurement
(background)

(c) Parent spectrum: Di�erence be-
tween pump-probe measurement
and Pump only measurement

(d) Fragment spectrum: Di�erence
between pump-probe measure-
ment and pump-only measure-
ment

(e) Parent spectrum: Markov Chain
Monte Carlo di�erence between
pump-probe measurement and
pump-only measurement

(f) Fragment spectrum: Markov
Chain Monte Carlo di�erence be-
tween pump-probe measurement
and pump-only measurement

Figure 3.7: Pump-probe spectra at 1000 fs delay. The direct subtracted spectra are very
noisy. In �gure (c) the noise at about 2.5 eV is nearly as big as the structure
at around 0.7 eV. Without the original spectrum (a) the interpretation is
di�cult because the noise amplitude is related to the signal height. Higher
signals have a higher absolute noise. Overall the direct subtracted spectra
are hard to interpret. Note that negative signals are impossible and only
a result of noise. The Monte Carlo spectra are less noisy and there is no
negative signal. The very spiky signal in (c) is much smoother with broad
error bands in (e) - there are no signi�cant structures above 1.2 eV.
Pump-probe measurement: eiTOF_3408
Pump-only measurement: eiTOF_3409



CHAPTER 4

Pump-Probe Result

4.1 Fit Model

A classical three state decay model is used where state |1〉 decays into state |2〉 and a
dark state |d〉 and state |2〉 also decays into the dark state |d〉 (see �g. 4.1). The decay
of the population in a certain state is proportional to the population of the state.

Figure 4.1: Schematic drawing of a three state System. A certain population of elec-
trons is excited from a dark state |d〉 to an excited state |1〉 and decays with
a time constant of τ ′1 into state |2〉 and with a time constant of τ ′′1 into a
dark state. The population in state |2〉 also decay with a time constant of
τ2 into a dark state.

46
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4.1.1 Solving linear di�erential equations with Greens functions

A typical linear di�erential equation can be written with a linear di�erential operator D
that acts on a function y(t) which is equal to an inhomogeneity f(t):

D[y(t)] = f(t) (4.1)

Because the linear di�erential operator is by de�nition linear, a rescaling of y(t) (with
scaling factor a which depends not on t) can be rewritten to a scaling of D:

D[a · y(t)] = a ·D[y(t)] (4.2)

Another property of linearity is that if the di�erential operator acts on a sum of functions
it is the same as if the di�erential operator acts on every function separately and then
the result is added together:

D

[∑
i

yi(t)

]
=
∑
i

D [yi(t)] (4.3)

The Greens function G(t) describes how the system described by D reacts on a delta
shaped inhomogeneity. Therefore, the Greens function is also called impulse response
function:

D[G(t)] = δ(t) (4.4)

The function y(t) can be calculated as a convolution of the Greens function G(t) with
the inhomogeneity f(t):

y(t) =

∞∫
−∞

G(t− t′)f(t′)dt′ (4.5)

Proof:

D[y(t)] = D

 ∞∫
−∞

G(t− t′)f(t′)dt′

 =

∞∫
−∞

D[G(t− t′)]︸ ︷︷ ︸
δ(t−t′)

f(t′)dt′ = f(t) (4.6)

Note that the Greens function only depends on D (the system) and not on the inhomo-
geneity f(t).
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4.2 Greens Function of an Unstable State

The decay of the population N(t) of an unstable state shall be proportional to the
population:

D[N ] = Ṅ +
N

τ
(4.7)

To calculate the Greens function equation (4.1) and (4.7) are Fourier transformed:

−iωG(ω) +
G(ω)

τ
= 1 (4.8)

solve for G(ω):

G(ω) =
1

−iω + 1
τ

(4.9)

Inverse Fourier transform equation (4.9) leads to (with τ ∈ R+):

GREENSFUNCTION OF EXPONENTIAL DECAY DIFFERENTIAL EQUATION

G(t) = Θ(t)e−
t
τ (4.10)

The Greens function is an exponential decay multiplied by the heaviside step function.
The state is empty before t = 0 and is �lled at t = 0. After t = 0 the state exponentially
decays.

4.3 Fill First State with a Gaussian:

The state shall be �lled with a Gaussian shaped inhomogeneity. In the experiment the
pump pulse intensity I over time is shaped approximately like a Gaussian and the multi
photon absorption probability p is proportional to the pulse intensity to the power of
the number of photons N used for the absorption (p ∝ IN [7]), which is again Gaussian
shaped.
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The Gaussian shall have an area of N0. This means that the Gaussian excites N0

molecules to the state |1〉:

f(t;σ) =
N0√
2πσ2

e−
t2

2σ2 (4.11)

State |1〉 decays with two di�erent time constants. The di�erential equation of the system
is:

N + Ṅ

(
1

τ ′
+

1

τ ′′

)
= Ṅ +

N

τ
= f(t;σ) (4.12)

Use equation (4.5) and (4.10) to calculate N(t):

N(t; τ, σ)

N0
=

∫ t

−∞
e
− t−t

′
τ1

1√
2πσ2

e−
t′2
2σ2 dt′

=
1√

2πσ2
e
− t
τ1

∫ t

−∞
e−

t′2−2t′ σ
2
τ1

+

(
σ2
τ1

)2
−
(
σ2
τ1

)2

2σ2 dt′

=
1√

2πσ2
e
− t
τ1 e

σ2

2τ2
1

∫ t

−∞
e−

(t′−σ
2
τ1

)

2σ2 dt′

=
1√

2πσ2
e
− t
τ1 e

σ2

2τ2
1

√
2σ

∫ (t−σ
2
τ1

)
√

2σ

−∞
e−t

′2
dt′

=
1√
π
e
− t
τ1 e

σ2

2τ2
1

√
π

2

(
2− erfc

(
(t− σ2

τ1
)

√
2σ

))

=
1

2
e
− t
τ1 e

σ2

2τ2
1

(
2− erfc

(
(t− σ2

τ1
)

√
2σ

))

with

erfc(t) =
2√
π

∫ ∞
t

e−x
2
dx

erfc(−∞) = 2

erfc(∞) = 0

Final result:
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POPULATION OF A STATE FILLED WITH A GAUSSIAN

N(t; τ1, σ,N0) =
N0

2
e
σ2

2τ2
1

(
2− erfc

(
t− σ2

τ1√
2σ

))
e
−t
τ1 (4.13)

1

τ1
=

1

τ ′1
+

1

τ ′′1
(4.14)

The term:

1

2

(
2− erfc

(
t− σ2

τ1√
2σ

))
(4.15)

is 0 at t = −∞ and changes its value around t = σ2

τ1
to 1. σ describes how fast this

change happens. Note that the Gaussian function which �lls state |1〉 is centred at t = 0

but the change in population is shifted by σ2

τ1
. The factor e

− t
τ1 is 1 at t = 0 the smaller

τ1 is the steeper is the exponential function. To counter the big values of the exponential
function below t = 0 the function (4.15) is shifted towards a higher t so that the product

of (4.15) and the exponential function is small again. The prefactor e
σ2

2τ2
1 normalizes

N(t; τ1, σ,N0) so that the total population that passes through the state is N0.

4.4 Fill the Second State with the Decay of the First State

N1(t) = N(t; τ1, σ,N0) and N1 decays in a state N2 which also decays like (4.7). In this
case the inhomogeneity of N2 is N1

τ ′1
because this term in equation (4.12) describes the

decay of the state N1 into the state N2. To calculate the population of N2 again (4.5)
and (4.10) are used. For the derivation Ñ1 = const · N1 is used and the abbreviations
A =

√
2σ and C = σ√

2τ1
are introduced to simplify the equations:

Ñ1(t) = 2e
− σ2

2τ2
1
N1(t)

N0
= e
− t
τ1

[
2− erfc

(
t

A
+ C

)]
(4.16)

Calculate:
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Ñ2(t) =

t∫
−∞

e
− t−t

′
τ2
Ñ1(t′)

τ ′1
dt′ (4.17)

Note that

Ñ2(t) = 2e
− σ2

2τ2
1
N2(t)

N0
(4.18)

In the special case of τ1 = τ2 = τ equation (4.17) has a di�erent form because the expo-
nential function in the integral vanishes.

First take a look at the special case:

Ñ2(t) =
e−

t
τ

τ ′1

t∫
−∞

(
2− erfc

(
t′

A
+ C

))
dt′

= A
e−

t
τ

τ ′1

t
A

+C∫
−∞

(
2− erfc(t′)

)
dt′

= A
e−

t
τ

τ ′1

t′ (2− erfc(t′)
)
|
t
A

+C
−∞ − 2√

π

t
A

+C∫
−∞

t′e−t
′2
dt′



= A
e−

t
τ

τ ′1

t′ (2− erfc(t′)
)
|
t
A

+C
−∞ − 1√

π


( tA+C)

2∫
∞

e−t
′
dt′




= A
e−

t
τ

τ ′1

((
t

A
+ C

)(
2− erfc

(
t

A
+ C

))
+
e−( t

A
+C)2

√
π

)
(4.19)

The integral was solved with partial integration and:

d

dt
erfc(t) = − 2√

π
e−t

2
(4.20)

N2(t) can be calculated with equation (4.18) and (4.19) and the abbreviations A =
√

2σ
and C = − σ√

2τ
:



4.4. FILL THE SECOND STATE WITH THE DECAY OF THE FIRST STATE 52

N2(t) =
N0σ√

2τ ′1
e
σ2

2τ2

 t− σ2

τ√
2σ

(
2− erfc

(
t− σ2

τ√
2σ

))
+

1√
π
e−

(
t−σ

2
τ

)2

2σ2

 e− t
τ

=
t− σ2

τ

τ ′1
N1(t) +

N0σ√
2πτ ′1

e−
t2

2σ2 (4.21)

Now look at the case if τ1 6= τ2:

Introduce the abbreviation B = 1
τ1
− 1

τ2
:

Ñ2(t) = e
− t
τ2

1

τ ′1

[∫ t

−∞
e−t

′B

(
2− erfc

(
t′

A
+ C

))
dt′
]

= e
− t
τ2

1

Bτ ′1

− e−t′B
(

2− erfc

(
t′

A
+ C

))
|−∞t︸ ︷︷ ︸

e−tB(2−erfc( tA+C))

+
2

A
√
π

∫ t

−∞
e−Bt

′
e−( tA+C)dt′︸ ︷︷ ︸
I


Again partial integration is used. Solve the integral I:

∫ t

−∞
e
−
(
t′
A

+C
)2
−t′B

dt′ =

∫ t

−∞
e
−
((

t′
A

)2
+t′(B+2C

A )+C2+(AB2 +C)
2−(AB2 +C)

2
)
dt′

= e(
AB
2 )

2
+ABC

∫ t

−∞
e
−
(
t′
A

+AB
2

+C
)2

dt′

= A

√
π

2
e(

AB
2 )

2
+ABC

(
2− erfc

(
t

A
+
BA

2
+ C

))
Add all terms together:

Ñ2(t) = e
− t
τ2

1

Bτ ′1

[
e(

AB
2 )

2
+ABC

(
2− erfc

(
t

A
+
BA

2
+ C

))
−
(

2− erfc

(
t

A
+ C

))
e−tB

]

=
1

Bτ ′1

e(AB2 )
2
+ABC

[
2− erfc

(
t

A
+
BA

2
+ C

)]
e
− t
τ2 −

[
2− erfc

(
t

A
+ C

)]
e
− t
τ1︸ ︷︷ ︸

Ñ1(t)


with A =

√
2σ, B = 1

τ1
− 1

τ2
and C = − σ√

2τ1
the exponential constant reduces to:
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e(
AB
2 )

2
+ABC = e

σ2

2

(
1
τ1
− 1
τ2

)2
−σ

2

τ1

(
1
τ1
− 1
τ2

)

= e
σ2

(
1

2τ2
1

+ 1

2τ2
2
− 1
τ1τ2
− 1

τ2
1

+ 1
τ1τ2

)

= e
σ2

(
1

2τ2
2
− 1

2τ2
1

)

and with (4.18) the result gets

N2(t) =
1

τ ′1
τ1

(
1− τ1

τ2

)
N0

2
e
σ2

2τ2
2

[
2− erfc

(
t− σ2

τ2√
2σ

)]
e
− t
τ2︸ ︷︷ ︸

N(t;τ2,σ,N0)

−N1(t)

 (4.22)

In summery the �t model for the �rst and second state which is �lled with a Gaussian
is:
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POPULATION OF A STATE FILLED WITH A GAUSSIAN

State |1〉 is �lled with a Gaussian

f(t;σ) =
N0√
2πσ2

e−
t2

2σ2 (4.23)

Population of state |1〉:

N1(t) = N(t; τ1, σ,N0) (4.24)

Population of state |2〉 (τ1 6= τ2):

N2(t) =
τ1

τ ′1

N(t; τ2, σ,N0)−N(t; τ1, σ,N0)

1− τ1
τ2

(4.25)

Population of state |2〉 (τ1 = τ2 = τ):

N2(t) =
t− σ2

τ

τ ′1
N(t; τ, σ,N0) +

σ2

τ ′1
f(t;σ) (4.26)

with

N(t; τ, σ,N0) =
N0

2
e
σ2

2τ2

(
2− erfc

(
(t− σ2

τ )
√

2σ

))
e
−t
τ (4.27)

1

τ1
=

1

τ ′1
+

1

τ ′′1
(4.28)

The temporal behaviour of the population of state |2〉 does not depend on τ ′1 but only
on τ1. The only e�ect of τ ′1 on the population of state |2〉 is the amplitude.

In the extreme case of σ → 0 equation (4.27) simpli�es to:

N(t; τ, σ,N0) = Θ(t)N0e
−t
τ (4.29)

With the heaviside step function Θ(t).
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If additionally state |1〉 decays only in state |2〉 (τ ′′ =∞→ τ ′1 = τ1) then the sum of the
population in state |1〉 and state |2〉 becomes to:

N1(t) +N2(t) = Θ(t)N0

(
e
− t
τ1 +

τ2

τ2 − τ1

(
e
− t
τ2 − e−

t
τ1

))
(4.30)

This equation is used for example by the group of Stolow [24] to transform time traces
of photo-electron spectra into decay associated spectra.

4.5 Simulate Some Measurements

The results of equation (4.25) is shown in �gure 4.2 with di�erent time constants τ2.
The maximum of the population in state |2〉 shifts to to higher time delays if the state
becomes more stable.

Figure 4.2: Simulated population of state |1〉 and |2〉 with the time constant τ1 = 150 fs
and σ = 50 fs. The population of state |2〉 is drawn with di�erent time
constants τ2.

Figure 4.4 shows that it is impossible to get τ2 if the population of state |2〉 is �tted with
an exponential decay and τ2 < τ1. Only if τ2 > τ1 and the integration interval starts
at about 10τ1 it is possible to get the right τ2 from the exponential �t. But with this
condition state |1〉 is quasi empty (population left ≈ 4.5E−3%). If τ1 = τ2 it is pretty
much impossible to get the right τ2. It is not possible to detect the mistake because the
�t error is always very small.
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(a) τ2 = 50fs (b) τ2 = 100 fs

(c) τ2 = τ1 = 150 fs (d) τ2 = 200 fs

Figure 4.3: In �gure (a) - (d) τ1 = 150 fs and σ = 50 fs. A clear trend is visible: If
τ1 > τ2 ((a) and (b)) then the decay of state |2〉 is dominated by the time
constant τ1 (cyan curve; blue curve is parallel to cyan curve). If τ1 < τ2

(d) the population of state |2〉 decays exponentially with the time constant
τ2 (magenta curve - blue curve is parallel to magenta curve). If τ1 = τ2

the population of state |2〉 decays after a time delay ∆t of about 4000 fs
(≈ 27τ1) approximately exponentially with a time constant of τ2. After a
certain time delay ∆t the population of state |2〉 will decay exponentially
with the time constant τ2 but this certain ∆t becomes bigger if the di�erence
of τ1 − τ2 gets bigger.
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(a) Range of �t = 300 - 1200 fs (b) Range of �t = 1000 - 2000 fs

(c) Range of �t = 1800 - 5000 fs

Figure 4.4: In all simulations τ1 = 150 fs and σ = 50 fs. A function Ae
− t

τ
fit
2 was �tted

on N2(t) (eq. (4.25)) with the data from a given time interval. The green
curve is the �tted time constant τ fit2 . The blue curve is the real τ2 and
the red curve is τ1. σ is too small to have an in�uence on the �t result
in the tested integration intervals. (a) - (c) show that �tting the temporal
behaviour of the population of state |2〉 with an exponential decay gives only
the right time constant τ2 if it is bigger than τ1 and when the integration
interval starts about 10 times τ1. This means that state |1〉 is only 4.5E−3%
�lled!
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4.6 Time Constants of Acetone

The di�erent dynamics of the molecule are discussed in much more detail in [11] and [8].

4.6.1 Spectra

Figure 4.5 shows the photo-electron spectrum at 50 fs and at 300 fs time delay. Peaks
corresponding to di�erent states and energy intervals are assigned in table 4.1. The par-
ent signal shows a big peak around 2.5 eV which decays very fast. The spectrum of the
fragment signal looks at the two time delays very similar. In [8] single pulse spectra were
measured with the same photon energy (395 nm) as in this experiment. The spectra have
the same edge at about 3.1 eV and a similar shape. The peak positions, and therefore the
peak assignment in this measurement also agree very well with the spectra in [8]. The
di�erent photo-electron peaks are better visible in this measurement because the time
delay between exciting the molecule and ionizing it is bigger and therefore more states
are decayed.

(a) Parent signal: near ∆t = 0 fs a strong signal
at about 2.5 eV is visible. This signal decays
very fast.

(b) Fragment signal: the change in the fragment
spectrum is minor. The form of the spec-
trum changes a bit.

Figure 4.5: Photo-electron spectrum of parent and fragment at 50 fs and 300 fs. The
shaded areas label the di�erent molecular states. The acetone molecule was
excited with 3×395 nm (9.42 eV) and ionized with another 395 nm (3.14 eV).
The ionisation potential of acetone is 9.7 eV [21] - without concerning the
spectral width of the pulses a photo-electron signal up to about 2.86 eV
energy is expected. With the spectral width the maximum photo-electron
energy should be at 3.02 eV (spectral width ≈ 0.04 eV) which can be seen
in (a) and (b).
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Figure 4.6 shows the photo-electron spectra at di�erent time delays. The parent signal
has one big structure which decays rather fast. Other smaller peaks can be seen as well
but they are overshadowed by the big structure at about 2.7 eV. The fragment spectra
are much more interesting because there are multiple peaks visible. The peak at about
0.7 eV has a local minimum at about 0.15 ps which can be explained by the �t model
introduced in 4.1 (with a small modi�cation explained in section 4.6.2).

(a) Parent: A high signal can be seen at a small
time delay. This signal decreases rather fast.
At lower photo-electron energies small struc-
tures can be seen.

(b) Fragment: A lot of structures over the whole
photo electron range can be seen. The signal
at about 0.7 eV shows a local minimum at
a time delay of about 0.15 ps followed by
another maximum.

Figure 4.6: Spectra of parent and fragment over di�erent time delays. Energy resolu-
tion: 0.05 eV.

4.6.2 Time constants of Acetone

At a small time delay the pump and the probe pulses start to overlap. The signal in
the spectra is therefore described by the model derived in 4.1 and an added Gaussian
function. The signal yield is proportional to the intensity of the pulses to the power of the
number of photons needed for the ionisation process [7]. If the the intensity is changed
this law is not directly observable because of saturation e�ects in the ionisation volume
(the number of photons needed is underestimated and usually not an whole number).
This additional channel can be described with a Gaussian.

In [11] the di�erent relaxation dynamics of acetone were studied. There the high en-
ergy parent state at about 2.7 eV is directly populated (model state |1〉) and all other
states are populated due to relaxation (model state |2〉). As described by the model the



4.6. TIME CONSTANTS OF ACETONE 60

Table 4.1: Overview of energy intervals and state assignment.

Molecule Energy interval State type State
Fragment 0.65 eV - 1.1 eV |2〉 3p
Fragment 1.1 eV - 1.6 eV |2〉 3d
Fragment 1.6 eV - 1.8 eV |2〉 4s
Fragment 1.8 eV - 2.1 eV |2〉 4p
Fragment 2.1 eV - 2.4 eV |2〉 Sn1

Parent 2.4 eV - 3.1 eV |1〉 Sn

population of |2〉 is coupled with the population of state |1〉. Therefore, the transient
population of |1〉 can be �tted with transient population of |2〉.

In order to �t the spectra di�erent energy bands are integrated and then �tted (see table
4.1). The energybands correspond to di�erent acetone states [8]:

Two di�erent type of �ts are used:

• Global �t: Fit all spectra at the same time. The advantage is that data from |2〉
contribute to the �t parameters of |1〉. This �t has stable results when started at
di�erent starting points.

• Sequential �t: First �t |1〉 and then �t |2〉 with the �t parameters of |1〉. This leads
to highly unstable results because the �t parameters of |1〉 are �xed while �tting
|2〉. This results depended on the starting point of the �ts and therefore the results
are not trustworthy.

Figure 4.7 shows the result of the �t. The �t model �ts very well to the data. In the
fragment spectrum the signal increase at a time delay of about 150 fs is explainable by
the model. The time constants of the di�erent states are listed in table 4.2.

σ of the Gaussian that �lls the state and the added Gaussian are set equal (�t: σ =
(35.74 ± 0.28) fs). The reason is that two σ act on the same part of the spectra (at
about ∆t ≈ 0). Therefore, the di�erent σ can not be disentangled. Also, the two σ
are very similar because the σ for the �lling of state |1〉 is a three photon process. The
ionisation of the molecule is a four photon process. This means that the two Gaussian
have approximately the same width.

Further interpretation is necessary but the results will lead two peer-reviewed journal
publications: one describing the Bayesian probability subtraction and a second presenting
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(a) Parent (b) Fragment

Figure 4.7: Fit result of the time scan. The model �ts perfectly on the data. The rise
in the fragment signal is well modelled.

Table 4.2: Time constants of the di�erent parent and fragment states.
Molecule State τ / fs ∆τ / fs
Fragment 3p 175 20
Fragment 3d 138 21
Fragment 4s 134 51
Fragment 4p 114 29
Fragment Sn1 110 27
Parent Sn 284 25

the relaxation dynamics in acetone.



CHAPTER 5

Appendix

5.1 True to False Channel Ratio

It is possible to calculate the channel resolved true to false coincidence ratio for more
than 2 states:

tf iSC =
ptrue
pfalse

=

p(1, 1|λi, ξe, ξi)
∏
j 6=i

p(0, 0|λj , ξe, ξi)

N∑
j,k=0

p(1, 0|λj , ξe, ξi)p(0, 1|λk, ξe, ξi)

=
λi (1 + λi(1− ξe)(1− ξi))

2
N∑
k=1

N∑
j>k

λkλj(1− ξe)(1− ξi)
(5.1)

5.2 Estimate Spectral Distribution

From a pump-probe spectrum and the pump-only spectrum it is not only possible to
calculate the spectrum from the probe part of the pump-probe measurement but also the
spectral distribution. The di�erence is that the probe spectrum has an absolute height
(number of coincidences) and is zero in the time bin where no counts were detected.
The spectral distribution is normalized and the estimation for the spectral distribution
is never zero because it is not possible to be 100% sure that at a photo-electron will
be never detected at a given �ight time. Note that if in the coincidence spectrum a
structure becomes smaller and another stays the same that in the spectral distribution
its vice versa. To understand this it is important to understand what qβ2ν is. qβ2ν is the
probability that if a photo-electron originates from the probe pulse it will be detected

62
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at the time bin tν . If a structure shrinks and another stays the same the probability
that a photo-electron originates from the probe pulse gets smaller. Also in the spectrum
the probability that a photo-electron will be detected at the shrinking structure gets
smaller - on the other hand the probability that a photo-electron that originates from
the probe pulse is more likely to be detected in the structure that stays at the same height.

To calculate the spectral distribution the marginalization rule is used:

p(qβ2|nα,nβ, Pβ1) =
L∏
ν=1

nβν∑
nβ2ν=0︸ ︷︷ ︸∑
{nβ2}

p(qβ2|nα,nβ, Pβ1,nβ2)p(nβ2|nα,nβ, Pβ1) (5.2)

The probability p(nβ2|nα,nβ, Pβ1) is given in equation (3.36) and was derived in section
3.5:

p(nβ2|nα,nβ, Pβ1,N) ∝ κNβ−Nβ2

Γ (Nα +Nβ −Nβ2 + C)Nβ2!

L∏
ν=1

Γ (nαν + nβν − nβ2ν + cν)

(nβν − nβ2ν)!

There was also p(qβ1|nα,nβ, Pβ1,nβ2) calculated. The calculation of p(qβ2|nα,nβ, Pβ1,nβ2)
follows exactly the same strategy. Therefore, this distribution can be determined to:

p(qβ2|nα,nβ, Pβ1,nβ2) ∝ Nβ2!δ

(
L∑
ν=1

qβ2ν = 1

)
L∏
ν=1

q
nβ2ν+dν−1
β2ν

nβ2ν !
(5.3)

Again a Dirichlet prior with the variable dν is used.
The result so far is:

p(qβ2|nα,nβ, Pβ1) =
1

Z

∑
{nβ2}

κNβ−Nβ2

Γ (Nα +Nβ −Nβ2 + C)
δ

(
L∑
ν=1

qβ2ν = 1

)
L∏
ν=1

q
nβ2ν+dν−1
β2ν

nβ2ν !

Γ (nαν + nβν − nβ2ν + cν)

(nβν − nβ2ν)!
(5.4)

For the computation of the momenta 〈qnβ2µ〉 equation (5.4) must be multiplied by qnβ2µ

and then integrated over all qβ2µ. The result is the same as calculating the normalization
constant Z and change the variable dµ → dµ + n.
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Therefore, it is useful to calculate Z. The integral is the norm of the Dirichlet distribution
times some factors which does not depend on qβ2. This integral was also calculated in
3.5:

Z =

1∫
0

(
L∏
ν=1

dqβ2ν

)
p(qβ2|nα,nβ, Pβ1)

=
∑
{nβ2}

κNβ−Nβ2

Γ (Nβ2 +D) Γ (Nα +Nβ −Nβ2 + C)

L∏
ν=1

Γ (nβ2ν + dν) Γ (nα + nβν − nβ2ν + cν)

(nβν − nβ2ν)!nβ2ν !

=
∑
{nβ2}

Znβ2
(5.5)

Note that
L∑
ν=1

dν = D.

In order to calculate 〈qβ2µ〉 set dµ → dµ + 1 and therefore D → D + 1 and calculate Z ′.
The ratio of Z ′ and Z is the expectation value:

〈qβ2µ〉 =
Z ′

Z
=

1

Z

∑
{nβ2}

κNβ−Nβ2

Γ (Nβ2 +D + 1) Γ (Nα +Nβ −Nβ2 + C)∏
ν 6=µ

Γ (nβ2ν + dµ) Γ (nα + nβν − nβ2ν + cµ)

(nβν − nβ2ν)!nβ2ν !

Γ (nβ2µ + dµ + 1) Γ (nα + nβ2µ − nβ1µ + cµ)

(nβµ − nβ2µ)!nβ2µ!

=
∑
{nβ2}

Znβ2

Z

nβ2µ + dµ
Nβ2 +D

(5.6)

The second moment can be calculated with the same strategy. Only change dµ → dµ+2:
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〈q2
β2µ〉 =

1

Z

∑
{nβ2}

κNβ−Nβ2

Γ (Nβ2 +D + 2) Γ (Nα +Nβ −Nβ2 + C)∏
ν 6=µ

Γ (nβ2ν + dµ) Γ (nα + nβν − nβ2ν + cµ)

(nβν − nβ2ν)!nβ2ν !

Γ (nβ2µ + dµ + 2) Γ (nα + nβ2µ − nβ1µ + cµ)

(nβµ − nβ2µ)!nβ2µ!

=
∑
{nβ2}

Znβ2

Z

(nβ2µ + dµ + 1)(nβ2µ + dµ)

(Nβ2 +D + 1)(Nβ2 +D)
(5.7)

In both momenta the factor pnβ2
=

Znβ2

Z appears. This is the probability distribution
that should be sampled.
Again a MCMC Metropolis Hastings algorithm can be deviated because again most of
the therms cancel out if in only one time bin one count is changed (note that the value
of Z is not needed at any time):

MARKOV CHAIN MONTE CARLO ALGORITHM

Change nβ2µ → nβ2µ + 1:

p+ =
Z+
nβ2′

Znβ2

= κ−1 (Nα +Nβ −Nβ2 + C − 1)(nβ2µ + dµ)(nβµ − nβ2µ)

(Nβ2 +D)(nαµ + nβµ − nβ2µ + cµ − 1)(nβ2µ + 1)
(5.8)

Change nβ2µ → nβ2µ − 1:

p− =
Z−nβ2′

Znβ2

= κ
(Nβ2 +D − 1)(nαµ + nβµ − nβ2µ + cµ)nβ2µ!

(Nα +Nβ −Nβ2 + C)(nβ2µ + dµ − 1)(nβµ − nβ2µ + 1)
(5.9)

With 0 ≤ nβ2µ ≤ nnβµ

For 〈qβ2µ〉 sample
nβ2µ+dµ
Nβ2+D

For 〈q2
β2µ〉 sample

(nβ2µ+dµ+1)(nβ2µ+dµ)
(Nβ2+D+1)(Nβ2+D)

If �at priors are used: cν = dν = 1 ∀ν → C = D = L.
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5.3 Ideas for Improvement

5.3.1 Find Distribution for Nβ1 without Pre Estimating Pβ1

To calculate the probability p(nβ2|nα,nβ,N, Pβ1) (eq. (3.29)) the approximation that
Pβ1 is known was made. This approximation results in an underestimating of the vari-
ances because p(Nβ1|N,n) is broader than p(Nβ1|N,n, Pβ1). To avoid the approximation
λ, ξe and ξi can be marginalized with the law of total probability and therefore Pβ1 can
be calculated. To estimate λ, ξe and ξi three measured values are used like in section
3.10: The total number of coincidence counts N , the total number of detected electrons
ne and the total number of detected ions ni. It would also be possible to take all coinci-
dence values including for example the number of pulses where one ion and no electron is
detected or three ions and two electrons. The idea would be the same but for the sake of

readability the data from this coincidences are ignored. The abbreviations N =

(
Nα

Nβ

)

and n =


neα
niα
neβ
niβ

 are used. To estimate the total number of coincidence counts that

originates from the probe pulse the law of total probability is used to marginalize the
mean number of ionization events for the pump-only measurement λα, the mean number
of ionization events in the pump-probe measurement λβ and the detection probabilities
for electrons ξe and ions ξi:

p(Nβ1|N,n) =

∞∫
0

dλα

∞∫
0

dλβ

1∫
0

dξe

1∫
0

dξip(Nβ1|N,n, λα, λβ, ξe, ξi)

p(λβ, ξe, ξi|N,n, λα)︸ ︷︷ ︸
=Θ(λα≤λβ)p(λβ ,ξe,ξi|N,n)

p(λα, ξe, ξi|N,n)

=

∞∫
0

dλα

∞∫
λα

dλβ

1∫
0

dξe

1∫
0

dξip(Nβ1|N,n, λα, λβ, ξe, ξi)

p(λβ, ξe, ξi|N,n)p(λα, ξe, ξi|N,n) (5.10)

The �rst probability distribution is a binomial distribution:

p(Nβ1|Nα, Nβ, λα, λβ, ξe, ξi) =

(
Nβ

Nβ1

)
P
Nβ1

β1 (1− Pβ1)Nβ−Nβ2 (5.11)
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Pβ1 =
λα(1 + λα(1− ξe)(1− ξi))
λβ(1 + λβ(1− ξe)(1− ξi))

(5.12)

The third distribution can be evaluated with Bayes' theorem:

p(λα, ξe, ξi|N,n, ξe, ξi) ∝ p(Nα|n, λ1, ξe, ξi)p(neα|niα, λ1, ξe, ξi)p(niα|λ1, ξe, ξi)
XXXXXp(λ, ξe, ξi)

(5.13)

The distributions are the same as in section 3.10:

p(Nα|n, λα, ξe, ξi) =

(
Np

Nα

)
pNαcoin(1− pcoin)Np−Nα (5.14)

pcoin = λαξeξi(1 + λα(1− ξe)(1− ξi))e−λα(1−(1−ξe)(1−ξi) (5.15)

p(neα|niα, λ1, ξe, ξi) =
(λαNpξe)

neα

neα!
e−λαNpξe (5.16)

p(niα|λα, ξe, ξi) =
(λαNpξi)

niα

niα!
e−λαNpξi (5.17)

For p(λβ, ξe, ξi|N,n, ξe, ξi) the deviation looks exactly the same only the index α has to
be replaced by β.
Because Nα, Nβ and Np are much greater than one, the binomial distribution can be
approximated with a Gaussian:

(
N

k

)
pk(1− p)N−k ≈ 1√

2πNp(1− p)
e
− (k−Np)2

2Np(1−p) (5.18)

Also, the Poisson distributions can be approximated with a Gaussian because λNpξ and
n are much larger than one:

λn

n!
e−n ≈ 1√

2πλ
e−

(n−λ)2

2λ (5.19)

It should be possible to sample the probability distribution p(λβ, ξe, ξi|N,n)p(λα, ξe, ξi|N,n)
and then solve the integral in equation (5.10) with Monte Carlo integration.
If the result is compared with the estimation in section 3.10 it is clear that the estimation
there is a maximum likelihood approximation.
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5.3.2 Probability Distribution for False Coincidences

It would also be possible to take the probability into account that a parent coincidence
count is in reality a fragment coincidence count. This would in�uence all the calculations
so far where the spectra are separated before the evaluation. However, because the
measurements are performed at low count rates and a high true to false coincidence ratio
the probability to detect a fragment ion with an parent electron is very low and therefore
neglectable.
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