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Abstract

Using self-assembled monolayers (SAMs) to intentionally tune specific substrate
properties has been the focus of a very wide and active field of scientific research. For
the application in organic electronics, modifying electronic properties of metal sub-
strates by adsorbing SAMs is of special interest. The most widely used approach to
achieve this is substituting the terminal moiety of a SAM with a functional group.
However, an alternative method is introducing dipolar groups into the molecular
backbone instead of changing the terminal unit. This offers the distinct advantage
of tuning electronic properties of the SAM without altering the interface to the next
layer. This is of significant interest for multilayer devices like solar cells or transis-
tors, which are the two major areas of application for SAMs in the field of organic
electronics.

Therefore, the main goal of this thesis is to study the impact of embedded dipolar
groups on the structural and electronic properties of SAMs. The effects are inves-
tigated for both aliphatic and aromatic molecules using computational methods.
Specifically, molecular dynamics (MD) simulations are performed to capture struc-
tural properties on larger spatial scales including molecular packing structures and
order-disorder effects. They are complemented by quantum mechanical calculations
employing density functional theory (DFT) to gain insight into specific electronic
system properties like work functions and atomic core level energies. The effect
of mixing molecules with different dipolar orientations in a SAM is investigated,
considering homogeneous and inhomogeneous mixtures of varying concentrations.
Additionally, the impact of depolarization on molecular dipoles and molecular ge-
ometries inside a SAM is addressed using molecular dynamics and a customized
electrostatic embedding procedure.
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Kurzfassung

Die Verwendung von selbstassemblierten Monolagen (SAMs) um spezifische Sub-
strateigenschaften zu modifizieren steht seit langem im Fokus wissenschaftlicher
Forschung. Für die Anwendung im Bereich organischer Elektronik ist die Modi-
fikation elektronischer Eigenschaften metallischer Substrate von besonderem Inter-
esse. Der am weitesten verbreitete Ansatz dafür ist die SAM-Endeinheit durch eine
funktionale chemische Gruppe zu substituieren. Eine alternative Methode ist das
Einbringen dipolarer Gruppen in der Mitte des Moleküls, was den Vorteil hat, dass
die elektronischen Eigenschaften der Monolage gezielt modifiziert werden können
ohne die Grenzfläche zur nächsten angrenzenden Schicht zu verändern. Dies ist von
speziellem Interesse für die Verwendung von SAMs in vielschichtigen Bauelementen,
wie etwa Solarzellen oder Transistoren, die auch gleichzeitig die zwei Hauptanwen-
dungsgebiete von SAMs im Bereich der organischen Elektronik darstellen.

Auf diesen Überlegungen basierend liegt das Hauptziel dieser Arbeit in der Un-
tersuchung von eingebetteten dipolaren Gruppen und deren Auswirkungen auf die
strukturellen und elektronischen Eigenschaften von SAMs. Es werden die Effekte
sowohl für aliphatische als auch aromatische Moleküle mithilfe von Computersimu-
lationen untersucht. Im Speziellen werden Molekulardynamiksimulationen durchge-
führt, um strukturelle Eigenschaften in größeren Längenskalen, wie etwa molekulare
Packungen in der Monolage, oder Unordnungseffekte zu studieren. Komplemen-
tiert werden diese Ergebnisse durch quantenmechanische Rechnungen basierend auf
der Dichtefunktionaltheorie, die Einblicke in spezifische elektronische Eigenschaften
des untersuchten Systems, wie etwa Austrittsarbeiten oder Bindungsenergien er-
möglichen. Die Veränderungen, die sich durch das Mischen von Molekülen mit un-
terschiedlichen Orientierungen der Dipolmomente in einer SAM ergeben werden für
homogene sowie inhomogene Mischungen verschiedener Konzentrationen studiert.
Zusätzlich wird der Einfluss von Depolarisationseffekten auf molekulare Geometrien
und Dipole mithilfe von Molekulardynamiksimulationen und elektrostatischer Ein-
bettungsmethoden untersucht.
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Preface

This thesis is divided into two Parts. Part I gives fundamental information about
the systems studied in this work as well as the methods employed to investigate
them. The results obtained during this PhD thesis are presented in Part II.

Chapter 1 introduces the reader to the topic of self-assembled monolayers (SAMs)
and gives an introduction into the systems studied in this thesis. The characteristics
making them interesting to investigate are discussed.

The basics of the applied computational methods molecular dynamics (MD) and
density functional theory (DFT) are summarized in Chapters 2 and 3. In addition
to a general introduction to the theoretical concepts, specific computational details
relevant for this thesis are provided for both methods in the respective Chapters.

Chapter 4 treats the highly important aspect of geometry optimization. Before
quantum-mechanical properties of a system can be calculated, the exact molecular
conformation and arrangement on the substrate needs to be known. It is obtained by
employing geometry optimization techniques on a reasonable starting guess for the
initial geometry. This was an especially tricky and important part for the systems
described in this thesis. A customized procedure combining MD and DFT methods
was developed to treat this aspect. Details explaining the method and reasons why
this approach was chosen are given in Chapter 4.

In Chapter 5 the method of calculating core level energies within the DFT frame-
work using the initial state approach is introduced and explained. A postprocessing
step to account for screening effects of the metal substrate is devised. Further, XP
spectra are calculated from individual atomic core level energies including expo-
nential damping effects. This methodological approach is then applied to two test
systems to illustrate the occurrence of chemical and electrostatic shifts in XP spec-
tra. The respective origins of shifts are clarified by artificially reducing the coverage
in the systems, which eliminates collective electrostatic effects and the resulting elec-
trostatic shifts, leaving only chemical influences. With this computational approach
the impact of chemical and electrostatic shifts can be analyzed separately.

In Chapter 6 the computational method introduced and tested in Chapter 5 is
applied to further investigate SAMs of alkyl thiolates with embedded dipolar ester
groups on Au(111) substrates. The ester groups effectively separate the molecules
into two electrostatically different segments. The chemical structure of these two
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segments is the same. SAMs of molecules with varying chain lengths below and
above the ester group are investigated. Specifically, the impact of the molecular
conformation on the dipole moment is studied. The precise orientation of dipoles
and their collective interaction strongly affect the system’s work function and atomic
binding energies. Both quantities are calculated for different systems and compared
to experimental data. The bond dipole contribution to the overall electrostatic sit-
uation and its interaction with the ester dipole is also investigated.

Chapters 5 and 6 focus on determining and quantifying the impact of dipolar
groups on the electronic properties of SAMs containing molecules with only one
dipole orientation. This of course, raises the question of how the behavior of the
film is modified in case of mixed SAMs, containing molecules of different dipolar
orientations. This topic of mixed dipolar SAMs is addressed in Chapter 7. SAMs
of aromatic molecules, specifically pyrimidine-substituted terphenyls are chosen as
an ideal test system for this investigation. Replacing the middle phenylene ring of a
terphenyl molecule by a pyrimidine unit introduces a significant, additional dipole
moment into the molecule, without changing the terminal moiety. Furthermore, the
pyrimidine segment can be inserted in two different orientations, aligning the dipole
in both cases along the molecular axis, but once pointing towards the substrate and
once away from it. With this trio of molecules the electrostatic effects in mixed
monolayers of molecules with different dipolar orientations are studied. These sys-
tems offer the possibility to test mixtures of oppositely oriented dipoles as well as
effectively diluting the dipole density in a densely packed SAM, by mixing dipolar
molecules with pure terphenyls. The impact of the mixing ratio is investigated for
these different types of systems and calculated results are compared to experimental
data. Additionally, the possibility of phase separation into domains of similar dipole
orientation within a mixed SAM is discussed.

Whereas in the previous chapters density functional theory is the main computa-
tional method used to investigate self-assembled monolayers, Chapter 8 focuses on
molecular dynamics as an approach to study SAMs. More specifically, in this chapter
molecular dynamics simulations, combined with an electrostatic embedding scheme
are employed to study the effects of depolarization on the molecular dipoles and the
structural properties of SAMs. Standard MD simulations using additive force fields
neglect to treat polarization phenomena, as electrostatic interactions are modeled
by fixed atomic partial charges and Coulomb potentials. The approach presented
in Chapter 8 bases on combining MD simulations with an electrostatic embedding
approach. This enables the calculation of more realistic atomic charges by taking
into account the influence of the electrostatic field generated by the surrounding
molecules. Molecular dynamics is chosen as the principle method as it allows the
use of far larger unit cells than density functional theory and thus order-disorder
effects can be investigated. Tests of the individual steps of the iterative procedure
as well as final results, obtained for four different SAMs are presented.
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1. Introduction

1.1. Self-assembled monolayers

Self-assembled monolayers (SAMs) are ordered two-dimensional arrays of molecules
adsorbed onto a substrate. The molecules that build a SAM generally consist of three
parts1,2: (1) the docking group, with which the molecule binds to the substrate, (2)
a molecular backbone and (3) an end or terminal group with some functionaliza-
tion. Most SAMs are strongly chemisorbed to the substrate. A common pairing
is a thiol docking group adsorbed onto a gold substrate.3–12 In this case the hydro-
gen splits off from the thiol group and the sulfur atom binds covalently to the gold
substrate,1 which is called dissociative adsorption. The most common molecular
backbones are either alkyl chains of varying lengths1,13–18 or a chain of conjugated
carbon rings.1,19–23 Recently, scientific interest has been focused on functionalizing
the backbone by introducing embedded dipolar groups24, e.g. ester groups into alkyl
thiols25 or pyrimidine units into terphenyls.21,26 The terminal group offers another
possibility to functionalize the SAM in multiple forms.1,13,27,28 This group is espe-
cially important as it constitutes the surface of the SAM and therefore, directly
interacts with its surroundings.29–33 It can also form the interface to a following
layer, if the SAM is used in a multilayer application. In such cases it gravely im-
pacts the interaction with the following layer, both chemically and structurally. By
choosing appropriate terminal groups the SAM can be used, for example to create
hydrophobic/hydrophilic surfaces.34–37 Material protection in general is a widespread
application of SAMs, e.g. as a thin coating to enhance chemical resistance of mate-
rials38,39, for corrosion protection.40 SAMs can also be used in biological or medical
applications41–46 or as sensors.47,48 The increasing development of nanotechnology
offers a further field for employing SAMs, where they can be used for patterning,
stabilization and functionalization of nanoscale structures.1,49–52 The field of organic
electronics, on the other hand, offers a completely different range of applications for
SAMs, where not only their structural characteristics but also their electronic prop-
erties are important. In this context it should be noted that the molecular structure,
the packing structure of the SAM and its resulting electronic properties are of course
related. In the field of organic electronics SAMs are mostly studied for application
in organic solar cells53–57 or transistors, where they can either be used as the active
semiconducting layer,58–60 or as a means to modify and stabilize interfaces.27,61–66 For
these applications the interaction of a SAM with a metal substrate and the way it
can alter its electronic properties, like most essentially the work function and energy
level alignment, are crucial.67–71 The adsorption of SAMs onto metal contacts allows
the precise tuning of the energy level alignment in devices. Contact work functions
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can be adjusted14,24,72–74, for example to fit to the charge transport levels of adjoining
semiconducting layers. Therefore, investigating the exact electronic characteristics
of self-assembled monolayers on metal substrates and how to purposefully influence
them is a major field of research in surface science.

1.1.1. Production techniques for SAMs

In principle SAMs can be produced in two ways, either by adsorption from solution
or by deposition of molecules from the gas phase.1,4,5,75 The first approach is most
commonly persued by leaving the cleaned substrate in the solution for a certain
amount of time, thus giving the molecules time to adsorb onto the substrate and
order themselves. This is the most common way to produce SAMs.

For deposition from the gas phase1,3,76–82 the a vacuum chamber is required. The
molecules are converted to gas phase by evaporation from a Knudsen cell and di-
rectly adsorb onto the substrate without interaction with a solvent. This technique
also offers the possibility to adsorb at different substrate temperatures or anneal the
film after deposition, when a heated sample holder is used.

A related, solution based technique for building ordered thin films is the Langmuir-
Blodgett method.9,83–86 In this approach molecules with a hydrophilic head and a
hydrophobic tail are distributed on a water surface, where they float as a dense film,
with the hydrophobic tail pointing away from the water surface. When the substrate
is vertically pulled out of the bath, the molecules stick to it with their hydrophilic
heads, creating a well ordered SAM. The process can be repeated several times to
create multilayers. Langmuir-Blodgett films differ from SAMs however in the aspect
that they do not really self-assemble. The are already transferred to the substrate
in an ordered arrangement.

1.1.2. Measurement techniques applied to investigate SAMs

A number of different measurement techniques are available to study and charac-
terize SAMs76,87–89. As already mentioned above, when studying SAMs one is in-
terested, on the one hand, in structural properties like the molecular geometry and
the lateral arrangement of the molecules on the substrate and, on the other hand, in
electronic properties like the work function of the system, core level binding energies
or electronic transport levels.

A quantity of foremost interest is the molecular packing structure of the molecules
on the substrate determined by the surface unit cell. This information can be gath-
ered with low-energy electron diffraction (LEED)11,89 measurements. This technique
is based on diffracting electrons from the two dimensional substrate-SAM system.
The difference to standard X-ray diffraction is that LEED is extremely surface sen-
sitive due to the low kinetic energy of the electrons used. This makes LEED the
method of choice to study the packing structure of thin films and SAMs. Even more
detailed structural data can be obtained by using scanning tunneling microscopy
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(STM).90,91 Compared to LEED, STM measurements give more local information
about the molecular alignment and packing structure. Different domains and local
defects in the molecular arrangement can be revealed.

Optical spectroscopy is another powerful tool used to monitor electronic and struc-
tural properties of thin films. As light has a relatively large mean free path, the
overall signal contains contributions of the thin film as well as the underlying bulk.
To distinguish the optical responses of the two phases, differential methods are ap-
plied. The techniques used for this purpose are differential reflectance spectroscopy
(DRS)92,93 and reflectance difference spectroscopy (RDS).94

Other techniques employed to investigate thin films are based on the photoelectric
effect. Photoelectrons can be emitted if the energy of the incident photon is larger
than the ionization potential of the sample. This energy barrier depends on the
energy level alignment in the film. Photoelectron emission microscopy (PEEM)95,96

is a powerful technique based on the photoelectric effect, which allows to probe
film structures with lateral resolution. Another surface microscopy technique is low
energy electron microscopy (LEEM),97,98 which is based on the elastic backscattering
of low energy electrons in thin films. Numerous surface and thin film properties
like molecule adsorption and film growth, as well as phase transitions and surface
reactions can be monitored with LEEM.97,98

For flat lying molecules adsorbed onto a surface, the adsorption distance is often
of paramount interest. This quantity can be determined by X-ray standing wave
(XSW)99,100 measurements. Used measurement techniques to determine tilt angles
are infrared reflection spectroscopy (IRS)76,101,102 and near-edge X-ray absorption
fine structure spectroscopy (NEXAFS).103,104

One of the most relevant electronic properties of a SAM is its work function,
e.g. the work function modification the SAM introduces compared to the pristine
substrate. The work function of a system can be measured either by using the
secondary electron cutoff in ultraviolet photoelectron spectroscopy (UPS)14,17,105,106

or with Kelvin probe measurements107–109. Another, widely applied experimental
method to study SAMs is X-ray photoelectron spectroscopy (XPS).76,110 In XPS
the kinetic energy of the ejected photoelectrons is measured, from which their orig-
inal atomic binding energies can be determined, as the energy of the incident X-ray
beam is known precisely. Based on this approach XPS is inherently element spe-
cific, meaning each element produces a characteristic, so-called fingerprint spectrum
with distinct peaks at specific energies. As atomic binding energies are very sensi-
tive to their close chemical environment, XPS is an ideal technique to investigate
which chemical compounds are present in a sample. Additionally, XPS is also sen-
sitive to the electrostatic surroundings of each contributing atom. This has become
of increasing scientific interest recently.25,26 Electrostatic influences versus chemical
influences on XP spectra are also investigated in this thesis. The according method-
ological approach and the obtained results are presented and discussed in Chapter 5.

Experimental studies yield essential insights into SAM structures and electronic
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situations. They are vital for theoretical studies for benchmarking and testing new
methods to make sure the employed computational approach provides reasonable
and trustworthy results for the system of interest. Additionally, experimental data
is sometimes needed as input for calculations. A typical example is using the ex-
perimentally determined surface unit cell of a SAM as a starting point for quantum
mechanical geometry optimization.

On the other hand, theoretical methods are able to provide additional insight into
system quantities which is not accessible via experiments. A good example is the
exact molecular structure of a SAM. From experiments one can determine tilt, twist
and azimuth angles. However, in simulations the precise position of each atom is
known. Another example are measured XP spectra providing averaged information
about atomic binding energies. DFT calculations on the other hand provide insight
into the atomic core level energies of each individual atom in the unit cell (details see
Chapter 5). Another asset of computational methods is the simulation of artificial
test systems in ”Gedankenexperiments”, where effects can be studied individually
and other spurious influences can be suppressed by cleverly defining the test system.

Thus, experiment and calculation are able to provide complementary information
and benefit from each other. Combining both experimental and theoretical methods
in the study of SAMs is surely the best strategy to obtain detailed, realistic and
trustworthy information about the system.

1.1.3. Work function and collective electrostatic effects

In general the work function Φ of a metal is defined as the minimum energy (at T =
0 K) needed to remove an electron from a metal that contains N electrons and place
it above the surface.111 The initial state of this transition is a metal containing N
electrons in its ground state described by the energy E(N). In the final state of the
transition the metal, now containing N-1 electrons, relaxes into its new ground state
energy E(N − 1), while the one, removed electron now has an electrostatic energy
described by the vacuum level Evac. In this definition, the work function is described
as the energy difference between the final and initial state of this transition:111

Φ = [Evac + E(N − 1)]− E(N) (1.1)

The energy difference between E(N−1) and E(N) can be expressed by the chemical
potential µ, or the Fermi energy EFermi for finite temperatures. Thus, an alternative
expression for the work function is the following:111

Φ = Evac − EFermi (1.2)

It was shown that there are two major contributions to the work function for an
ideal metal surface.112 The first is a bulk property, whereas the second is a surface
specific energy contribution, caused by the electron density extending beyond the
metal surface.112,113 The electron cloud spills out above the surface up to a certain
distance, which creates a negatively charged layer. This in turn gives rise to an
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interface dipole with its negative end on top of the metal substrate. This dipole
layer raises the electrostatic energy at the interface and generates an additional
energetic barrier for extracting electrons from the bulk, thus increasing the work
function.

This effect leads to the interesting phenomenon that the vacuum level actually
depends on the distance from the metal surface.114,115 The increased electrostatic
energy at the metal surface leads to a slightly higher vacuum level close to the metal
substrate, compared to the level at an infinite distance from the surface. For the
sake of clarity the vacuum level just above the metal surface will be called Es

vac and
the vacuum level at an infinite distance from the substrate E∞vac. Due to the positive
contribution to the electrostatic energy of the surface dipole layer, Es

vac is generally
higher than E∞vac (see Figure 4 of ref. [114]).

The quantity actually measured in experiments (like in UPS secondary cutoff mea-
surements116) is Es

vac not E∞vac.
114 This can be seen clearly as different work functions

are measured for different surfaces of the same material.114 Ref. [117] gives the nice
example of a tungston single crystal, where work functions of 4.47 eV, 4.63 eV and
5.25 eV were measured for the (111), (100) and (110) surfaces respectively. A more
detailed discussion of this topic can be found in refs [112, 114, 118].

Adsorbing a monolayer onto the substrate changes the work function significantly.1

This is an effect of the molecular dipoles and the pushback effect. A regular arrange-
ment of similarly oriented dipole moments changes the electrostatic potential in the
SAM significantly,119 which in turn affects the work function of the combined sys-
tem. All sources of molecular dipoles contribute to this effect, the bond dipole,28

situated at the substrate-SAM interface, the molecular dipole of the backbone and
or embedded groups24–26 and the terminal unit.28 This change in potential, caused
by dipole moments, depends on so called collective electrostatic effects.120,121 Heimel
et al.119 showed that an array of dipoles, like in a densely packed SAM of dipolar
molecules, causes a sharp drop in electrostatic potential between the substrate side
of the SAM and the vacuum side of the SAM, which leads to effectively two differ-
ent vacuum levels on each side of the SAM. This does not happen for an isolated
molecule. The dipole of a single molecule disturbs the surrounding electrostatic
potential just locally,119 as illustrated in Figure 1.1.
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Figure 1.1.: The figure on the left shows the electron potential energy of an isolated
biphenylthiol molecule with a terminal cyano group and the corresponding contour
plot. The figure on the right shows the electron potential energy (and the corre-
sponding contour plot) of an infinite, densely packed 2D arrangement of the same
molecules. The isolated molecule disturbs the potential energy just locally (the black
arrow indicating the effect of the polar cyano group), whereas the monolayer shown
on the right behaves quite differently. It generates an overall shift of the potential
energy due to the arrangement of dipoles. As a result the vacuum energy is different
on both sides of the SAM as indicated by ∆Evac. Reproduced with permission from
ref. [119], c© 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.

Furthermore, Natan et al.122 have studied the decay length of electrostatic fields
for isolated dipoles and dense dipole layers. They showed that while the electro-
static field of an individual point dipole reaches very far, the vertical decay length of
the electrostatic field of a 2D square array of point dipoles is ”proportional to (and
smaller by 2π than) the maximal lateral inter-molecular distance”.122 This means
that the electrostatic field outside the monolayer decays to zero rapidly and a com-
mon, homogeneous electrostatic energy is established.119,122 These collective electro-
static effects are crucial for describing the systems treated in this thesis and will be
discussed in more detail in Chapters 5 to 7. They play an essential role in the in-
terpretation of calculated and measured data, as will be explained in the respective
Chapters.

A second collective electrostatic effect is the mutual depolarization of neighboring
molecules with aligned dipole moments.122,123 Each dipolar molecule is affected by
the electrostatic field created by its neighbors, which leads to a decrease in the
molecule’s own dipole moment. This effect can be quite significant and is highly
coverage dependent.122,124 The subject of depolarization in SAMs and its impact
on metal-organic interfaces is discussed in detail in the reviews [119, 122, 123, 125]
and the original articles [120, 126, 127]. As shown in the above mentioned reviews,
depolarization plays a crucial role in the electrostatic situation in a SAM. However,
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it stands to reason that, depending on the specific SAM, depolarization could also
have a significant impact on the molecular geometry and arrangement inside the
SAM. This investigation is the topic of Chapter 8 of this thesis.

1.2. Systems investigated in this work

1.2.1. Alkyl thiolates with embedded dipolar ester groups

The primary systems of interest in this thesis are SAMs of alkyl thiolates with
embedded dipolar ester groups on Au(111) substrate. The molecules studied have
a thiol docking group, with which they bind dissociatively to the gold substrate.
The molecular backbones consist of alkyl chains of varying lengths. As a terminal
group they exhibit a plain CH3 unit without any special functionalization. Instead,
the alkyl backbone is modified by inserting a functional group, namely an ester
group, which exhibits a significant dipole moment of 1.85 Debye25 which is oriented
at an angle of 101◦ from the (α-carbon) - (carbonyl carbon) bond axis (see Figure
1 of ref [25]). This inserted dipole effectively divides the backbone into two distinct
segments: the bottom segment below the ester group and the top segment above
(see Figure 1.2).

Figure 1.2.: Schematic depiction of a C10EC5 molecule (naming convention see
below) with the green arrow indicating the orientation of the electric dipole moment
introduced by the ester group. The ester dipole separates the molecule into two
distinct parts: the bottom segment below the ester group (marked in red) and the
top segment situated above the ester group (marked in blue).

As will be shown in Chapters 5 and 6, this electrostatic separation has significant
influence on the properties of SAMs consisting of molecules of this type. They behave
quite differently from SAMs of pure alkyl thiolates without embedded groups.
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On top of the electrostatic implications, the ester group introduces a kink in the
molecule, meaning the top alkyl segment is tilted ≈9◦ with respect to the bottom
alkyl segment.25

The naming convention used for the molecules in this work is the following: num-
ber of carbon atoms in the bottom segment - E - number of carbon atoms in the top
segment, e.g. C10EC5 for a molecule with ten carbon atoms in the bottom segment
below the ester group and five carbon atoms in the top segment above the ester
group (as shown in Figure 1.2).

A so-called reverse ester system is also studied in this thesis. It is named C10E*C10.
This molecule is the same as the regular C10EC10 molecule except for the orien-
tation of the ester group. In the reverse configuration, the ester is inserted ’upside
- down’ into the backbone, which reverses the orientation of the dipole moment,
although not the absolute value (details about this system are given in Chapter 6).

SAMs of alkyl thiolates with embedded ester groups have already been subject
of a thorough experimental study,25 which revealed interesting properties, yet not
all measured data could be interpreted at the time. This motivated us to revisit
these systems in a theoretical investigation, employing density functional theory
and molecular dynamics simulations, as well as comparing our theoretical data with
new, additional, experimental results.

The feature that makes these systems interesting, namely the embedded func-
tional group introducing an off-axis dipole moment also renders the data interpreta-
tion quite difficult and complex. The precise dipole orientation (and therefore also
the electrostatic potential inside the SAM, which in turn influences atomic core level
energies and the system’s work function) depends sensitively on the exact tilt and
twist angle of the molecules. Not only is there a strong dependence on these two
individual quantities, but the combination of the two is paramount. Changing the
twist angle slightly, while leaving the tilt angle fixed will already alter the orienta-
tion of the dipole moment drastically (as will be discussed in detail in Chapter 6).
These effects in turn also affect the packing structure of the molecule concerning
herringbone or non-herringbone packing structures. Additionally, the long, flexible
alkyl backbones allow the molecules lots of degrees of freedom to move and reorient,
yielding a highly complex configurational space. All these influences make this type
of system a highly complex, and therefore most interesting and rewarding one to
study. Detailed results of investigations of these alkylthiols with embedded ester
groups and their according SAMs are described in Chapters 5, 6 and 8.

1.2.2. Pyrimidine-substituted terphenyls

The second group of systems that was studied in this thesis are terphenyl based
SAMs on Au(111) substrates. These aromatic molecules basically consist of three
phenylene rings and a thiol docking group to bind to the gold substrate. A dipolar
element is introduced by substituting the middle phenylene ring by a pyrimidine
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unit, which has a dipole moment of 2.3 Debye.128,129 The orientation of the dipole
moment depends on the positions of the nitrogen atoms in this pyrimidine unit.
The dipole moment is oriented along the molecular axis in both cases, but it points
toward the docking group and the substrate in one case (named TP1-down) and in
the opposite direction, away from the thiol group and the substrate in the other case
(named TP1-up). The naming convention chosen in this work follows the orientation
of the pyrimidine dipole.

As a reference system a pure terphenyl molecule without pyrimidine substitution
is used (named TP1). The chemical structures of all three molecules are depicted in
Figure 1.3.

Figure 1.3.: Chemical structures of the three terphenyl-based molecules studied
in this work. The reference molecule TP1, without a dipolar middle ring is shown
on the left. The molecules, functionalized with an embedded dipolar pyrimidine
unit are shown next to it. The pyrimidine unit is inserted in both possible orien-
tations, thereby determining the dipolar orientation, indicated by the blue arrows.
TP1-down has a dipole moment pointing along the molecular axis towards the dock-
ing group, whereas the dipole moment of TP1-up is oriented in the exact opposite
direction.

The TP1 molecule is the ideal reference case, because it is practically identical
to the functionalized TP1-up and TP1-down molecules, save for the dipolar central
unit. It has the same docking group and adsorption site on the substrate, the same
molecular shape and the same terminal group. These similarities give rise to the
same packing structure in the three SAMs (including packing density, tilt and twist
angles of the molecules).26 The lack of structural differences in the three described
SAMs makes this trio of molecules an ideal case to study the influence of embedded
dipolar units on electronic properties of the SAM without any spurious effects due
to structural differences in the compared monolayers. An interesting, combined
theoretical and experimental study on these systems was already performed by Abu-
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Husein et al.26 We decided to further investigate this set of molecules with special
focus on the properties of mixed monolayers which have not been studied in the
initial publication.26

These systems represent an ideal possibility to investigate the influence of mix-
ing molecules with oppositely oriented dipolar units in a SAM, or of diluting the
effective dipole density by creating mixtures of TP1-up/down molecules with TP1
molecules. In the latter case the structure of the SAM remains intact as the TP1
molecules stabilize the monolayer, but the effective dipole density is reduced. The
results of these investigations are described in Chapter 7.

An advantage of SAMs of these aromatic molecules over the aliphatic SAMs with
embedded dipolar ester groups described above is the relative structural simplicity
of terphenyl-based SAMs. Compared to the long, flexible alkyl chains, the TP1,
TP1-up/down molecules are quite unflexible due to their rigid backbones. They
do not have so many degrees of freedom to reorient in the SAM. Producing mixed
SAMs of ester containing and non-containing alkyl thiols would be quite challeng-
ing. The molecular arrangement inside mixed SAMs would be near certainly not
identical to the structure of pure SAMs, which makes data interpretation unnec-
essarily complicated. The aromatic molecules described here, on the other hand,
allow the formation and investigation of extremely well defined mixed SAMs over
a wide range of mixing ratios. These well defined and characterized systems offer
the possibility to study dipolar effects in mixed SAMs without spurious influences
caused by structural differences in the films.
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2. Molecular dynamics

A number of good textbooks about the intricacies of molecular dynamics simulations
are available to the interested reader. For the writing of this thesis the following
have been found helpful and were used for compiling the following chapter: [130–133].

Molecular dynamics (MD) is a simulation method based on solving Newton’s clas-
sical equations of motion that is used to simulate large systems, consisting of up to
several thousands of particles. It is currently widely applied in various scientific fields
of research.134,135 In molecular biology MD is employed to investigate the structural
form and folding of proteins,136–138 for modeling lipid bilayers,139–141 especially their
properties as the constituents of cell membranes142–145 and for investigating the struc-
ture and functionality of ionic channels in cell membranes.146–148 Even entire viruses
have already been described with MD simulations.149–151 Molecular dynamics is also
used in the simulation of nucleic acids in the investigation of DNA sequences.152,153

Another, closely related application is pharmaceutical research, where MD is used
for the development of new drugs154–157 which typically consist of small organic
compounds. But molecular dynamics has also found applications outside of the
field of biology and medicine, foremost in the study of crystal structures for bulk
materials,158–160 liquid crystals,161,162 thin films and self-assembled monolayers.163–169

With molecular dynamics, systems containing over 100,000 atoms can be simu-
lated for time frames of tenths of nanoseconds.134,135 These system sizes and time
spans are far beyond the possibilities of current quantum mechanical (QM) calcula-
tions, but can still be treated with force field based MD with manageable computa-
tional effort.

However, interactions on a molecular and atomistic scale are dominated by quan-
tum mechanical phenomena. Classical equations of motions, which are the basis of
MD simulations do not include any QM effects per se. So to be able to describe
large systems on the atomic and molecular level with enough accuracy, atomic in-
teractions are modeled by so-called force fields. They are a compromise between
accurate modeling and computational efficiency. A force field is a function describ-
ing the potential energy of a system combined with an appropriately chosen set of
parameters. This set of parameters is generated by fitting to experimental data or
ab-initio quantum mechanical calculations and therefore includes QM effects up to
a certain point. A more detailed description of force fields and parameter sets is
given in Section 2.3.
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This clever combination of classical equations of motion with force fields that
include a certain degree of QM effects makes molecular dynamics a very powerful
tool to study systems, that are too large for a purely quantum mechanical treatment.

2.1. Time integration

This Section is based on refs. [130–133]

The basis of molecular dynamics simulations are Newton’s equations of motion

miẍi(t) = Fi(t) = Fi = −∇xi
V (x1, ...,xN), for i = 1, ..., N particles, (2.1)

where mi is the mass of particle i, ẍi(t) is the second derivative of particle i’s po-
sition, Fi is the force acting on particle i, which can be expressed as the derivative
of the potential V (x1, ...,xN) created by all surrounding particles in the system. To
solve this set of equations for N particles time discretization t → tn = t0 + nδt is
introduced by the finite difference method. With this discretization the system of
3N differential equations of second order is transformed into a set of 3N difference
equations. The time discretization is an approximation of the real situation restrict-
ing the evaluation of the equations to the specific time steps tn.

The first derivative of a time dependent function x(t) can be approximated by the
central difference operator, yielding the following result(

dx

dt

)
tn

=
x(tn+1)− x(tn−1)

2δt
(2.2)

where the derivative at time step n is determined by the values at the ”neighboring”
time steps tn−1 and tn+1.

Analogously, the following expression approximates the second derivative

(
d2x

dt2

)
tn

=

[
x(tn+1)−x(tn)

δt

]
−
[
x(tn)−x(tn−1)

δt

]
δt

=
x(tn + δt)− 2x(tn) + x(tn − δt)

(δt)2

(2.3)
The second derivative of a particle’s position with respect to time, however, is an
expression for the particle’s acceleration a(tn). This allows to write down the new
particle positions xi(tn + δt) using the forces Fi(tn) acting on it at time step tn and
the particle’s previous two positions xi(tn) and xi(tn−1). The particle velocities at
time step tn can be calculated again using the central difference operator of Equation
2.2. This updating procedure is called the Verlet algorithm.170

A superior updating algorithm is provided by the velocity Verlet approach170

which updates the velocities at the same time step as the particle positions. The
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final set of update equations for the velocity Verlet algorithm is:

xi(t+ δt) = xi(t) + vi(t)δt+
Fi(t)

2mi

(δt)2 (2.4)

Fi(t+ δt) = −∇xi
V [xi(t+ δt)] (2.5)

vi(t+ δt) = vi(t) +
Fi(t+ δt) + Fi(t)

2mi

δt (2.6)

The velocity Verlet algorithm is possibly the most widely employed updating al-
gorithm in molecular dynamics simulations. It is also the method of choice in the
LAMMPS171 code used to perform MD simulations in this thesis.

The choice of an appropriate time step δt is important for the success of an MD
simulation. It needs to be small enough, so that the fastest oscillations in the system
are still resolved by the time integration. More precisely the relation δt � 1/fmax,
with fmax the highest vibrational frequency in the system should hold. Generally,
bond stretching vibrations are the fastest in a system, especially of bonded hydrogen
atoms. Bond bending oscillations have lower frequencies. Bond rotations, i.e. oscil-
lations of dihedral angles and other geometrical reorientations happen on an even
larger time scale. Therefore, the fastest movements that need to be captured by the
time integration method are bond stretching vibrations. For this, a time step of the
order of 1 fs is appropriate.

As mentioned above, hydrogen bond stretching oscillations typically happen much
faster than oscillations of other, heavier atoms. In order to treat these fast move-
ments without decreasing the overall time step drastically the, so-called SHAKE172

algorithm can be employed. This method imposes certain constraints on specified
atoms during the time integration. Basically, all atoms are moved according to the
update regime and the hydrogens are then updated to the appropriate positions
according to their ”parent” atoms, defined by the equilibrium bond distances and
angles.

2.2. Statistical ensembles and thermostats

This Section is based on ref. [173].

In MD simulations one wants to describe physical systems with external con-
straints imposed, for example fixed particle number, a certain temperature profile
or restrictions concerning the pressure of the system. These considerations are han-
dled by choosing different statistical ensembles for the simulation. If the equations
of motion are integrated as described in the previous Section 2.1 and the potential V
is not explicitly time dependent then a microcanonical ensemble (NV E) is sampled.
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In this ensemble the number of particles, the volume and energy of a system are
conserved.

For other physical situations other ensembles are appropriate. The most common
are the canonical (NV T ), conserving the system’s temperature T as well as particle
number and volume, the grand canonical (µV T ), µ being the chemical potential and
the isothermal-isobaric (NPT ), which is the correct choice if the system’s pressure
P and temperature T need to be controlled.

The implementation of these different statistical ensembles into MD simulations
works by employing so-called thermostats. The simplest thermostat is probably
the Berendsen thermostat174 which controls temperature by directly scaling particle
velocities. This thermostat is most often used to describe heating or cooling of a sys-
tem, while the Nosé-Hoover thermostat175,176 is predominantly employed to describe
a canonical ensemble once the target system temperature is reached. The Nosé-
Hoover method is based on coupling a heat bath to the system, which is modeled
by introducing an additional degree of freedom to the system’s Hamiltonian.175,176

This basically introduces an imaginary particle with an artificial mass and velocity
which represents the heat bath and is coupled to the other particle velocities.

The system’s pressure can be controlled by the Berendsen,174 the Andersen177 or
the Parrinello-Rahman178 thermostat.

2.3. The force field

This Section follows refs [134, 135] Other recommended books and review articles
about force fields and their current development are [179–181].

Basically, one has to distinguish between all-atom and extended, also called united
atom, force fields. All-atom force fields explicitly treat all atoms in the system as
individual particles. In contrast, in united atom force fields hydrogen atoms are
neglected as individual particles. To account for their presence, the nonbonded pa-
rameters of the atoms to which the hydrogens are attached are modified accordingly
to enable a correct description of their movements. Such united atom force fields
are a compromise to computational resources. Nowadays, the most common force
fields are all-atom type, treating the movement of hydrogen atoms explicitly.

One further can distinguish between Class I and Class II all-atom force fields.
Class II182–188 is more sophisticated than Class I, including additional higher order
terms for angle bending and stretching and/or cross terms.188–193

In the following, I will discuss the general structure of a Class I all-atom additive
force field on the example of the CHARMM36194 force field, as this is the main force
field used for MD simulations in this thesis. Class II force fields have the same basic
structure as Class I type (described below) with a few extra terms added. Thus,
the following description is still relevant for the more specialized Class II force fields.

As already mentioned briefly at the beginning of this Chapter, a force field consists
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of a potential energy function describing the relation between the system’s structure
and its total energy, and a set of parameters used in the potential energy function.
This combination of functional form and choice of appropriate parameters defines
a force field. In fact, the careful and system specific parametrization is the most
crucial part of developing a force field for MD simulations.

Parameters are obtained by fitting to experimental data or to ab-initio quantum
mechanical calculations. There are several different parametrization philosophies.
The main goal can be to create a specific force field, most accurate for describing a
restricted number of special systems, which lacks transferability to other systems (for
example to describe protein folding,195 DNA structures196,197 or cell membranes198).
On the other hand, one can parametrize a force field so that it is applicable to a wide
range of different systems (for example CGenFF194 for a broad range of small or-
ganic molecules), therein losing some accuracy. Both approaches, and combinations
thereof, are valid. The decisive factor here is the intended final range of applications
of the new force field.

The general functional form of a Class I additive potential energy function is given
by the following equation:135

E =
∑
bonds

Kb(b− b0)2 +
∑
angles

Kθ(θ − θ0)2 +
∑

improper
dihedrals

Kφ(φ− φ0)2+

∑
dihedrals

6∑
n=1

KΦ,n [1 + cos(nΦ− δn)] +

∑
nonbonded
pairs i,j

εij

[(
σij

|ri − rj|

)12

−
(

σij
|ri − rj|

)6
]

+

∑
nonbonded
pairs i,j

qiqj
4πε0|ri − rj|

(2.7)

Equation 2.7 can be split up into two main contributions, namely the bonded and
non-bonded terms. The first four sums make up the bonded interactions, whereas
the last two terms describe the non-bonded ones. The individual terms are discussed
in the following.

2.3.1. Bonded contributions to the potential

Figure 2.1 graphically depicts the individual bonded contributions to the total en-
ergy.
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(a) (b) (c) (d)

Figure 2.1.: Schematic depiction of the bonded contributions to the potential en-
ergy function of Equation 2.7: (a) bond stretching, (b) bond angle bending, (c)
out-of-plane bending described by improper dihedral angles and (d) proper dihedral
rotation.

Bond stretching, bond angle bending and improper dihedrals

The first two terms of the bonded contributions correspond to variations of the bond
length and angle. Both are modeled by a harmonic potential with the equilibrium
distance b0 and equilibrium angle θ0. Kb and Kθ are the corresponding force con-
stants.135 The use of such harmonic potentials is sufficient in most cases, where the
variables do not deviate too strongly from their respective equilibrium values. When
the latter is the case, higher order terms have to be included.

On a side note it should be mentioned that harmonic potentials do not include
the possibility of bond breaking, i.e. dissociation of a bond. If such events are to be
included into the MD simulation a Morse potential199

EMorse = De

[
1− e−α(b−b0)

]2
, (2.8)

which inherently includes a dissociation energy De and equilibrium bond distance
b0 in its functional form, is more suitable.

The third term of the CHARMM194 force field represents the out-of-plane distor-
tions of molecules, described by improper dihedral angles (as shown schematically
in Figure 2.1). It is also modeled by a harmonic potential with the equilibrium
dihedral angle φ0 and the force constant Kφ.

Dihedral angles

This brief discussion of dihedral angles is based on ref [200].

Dihedral angles describe the out-of-plane rotation of the last of four consecutive,
chemically bound atoms (see Figure 2.1). The potential energy associated with
this rotation cannot be described by a simple harmonic potential, nor by a Taylor
expansion as the energetic barriers for dihedral rotation are usually comparatively
low and dihedral angles therefore can vary quite significantly from their equilibrium
value. Furthermore, from a geometric perspective the dihedral potential needs to
have a 360◦ periodicity, which suggests some sinusoidal basic form, as also used in
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Equation 2.7. There, Φ is the dihedral angle, KΦ,n is the amplitude and δn is the
phase for each multiplicity n. The multiplicity n gives the number of maxima and
minima present in the potential for one 360◦ rotation.

2.3.2. Non-bonded contributions to the potential

The non-bonded contributions to the potential energy function are comprised by van
der Waals forces (5th term of Equation 2.7) and electrostatic interactions between
atoms, which are described by Coulomb forces (6th term of Equation 2.7).

Van der Waals forces

Van der Waals (vdW) forces in MD simulations are typically (as is also the case
in Equation 2.7) described by a Lennard-Jones (LJ) potential, with the potential
well depth εij and σij, the atomic distance corresponding to the potential mini-
mum. It includes all non-bonded interactions except electrostatic ones and consists
of an attractive term (depending on |ri − rj|−6) and a repulsive term, proportional
to |ri − rj|−12. The attractive interaction is due to so-called London dispersion
forces200–204 which describe fluctuations of molecular dipole moments, which induce
dipoles in neighboring molecules. The dipole fluctuations average to zero overall,
but locally they cause attractive interactions between original dipoles and induced
dipoles, which decrease with molecular distance to the power of six.

The repulsive term is due to Coulombic and Pauli repulsion. It should be stated
that the distance dependence of this term, namely |ri−rj|−12, is chosen for computa-
tional reasons. The |ri− rj|−6 dependence for the attractive term has clear physical
justifications and it is computationally convenient to calculate |ri − rj|−12 as the
square of |ri − rj|−6.135 A more accurate choice would be a |ri − rj|−9 dependence
for the repulsive part.134 Alternatively, a Buckingham potential205 can be used

EBuck = Aije
−Bijrij − Cijr−6

ij , (2.9)

which replaces the repulsive power law by an exponential dependence on the par-
ticle distance rij. These and other alternative treatments of the repulsive term134

describe the repulsive part more realistically than the LJ-term used in a standard
Class I force field. It has to be stated though that the standard LJ description is
quite adequate for most simulations of biomolecules and organic compounds around
room temperature.134

The two parameters of the vdW potential, εij and σij, are typically provided as
parameters for one atom type εi and σi and are then combined to create the εij and
σij parameters used to describe interactions between different atom types.134 The
most common mixing rules employ the geometric mean or the arithmetic mean. The
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CHARMM36 force field uses the geometric mean for the well depth134

εij =
√
εiεj , (2.10)

and the arithmetic mean for the minimum energy distance:134

σij =
σi + σj

2
(2.11)

Transferring parameters between force fields that employ different mixing rules is
not recommended.134

Electrostatic interactions

Electrostatic interactions are modeled by Coulomb forces between partial charges
assigned to each atom. This is also what is meant by ”additive” force field. Electro-
static interactions are treated as an additive term to the rest of the potential energy
function.134 In Equation 2.7, qi and qj denote the partial atomic charges, ε0 is the
electric permittivity of vacuum and |ri − rj| is the distance between atoms i and
j. Coulomb forces, with their 1/r dependence, are long-range interactions, which
makes their calculation quite difficult. Essentially, the interaction between all atom
pairs in the system needs to be calculated for each simulation step. This is pro-
hibitively computationally demanding. Therefore, special computational routines
are employed to treat different short- and long-range atomic interactions as will be
briefly discussed in Section 2.3.3.

Assigning point charges to each atom, which can be treated in a simple additive
Coulomb term, is a huge simplification of the actual situation, but it was computa-
tionally necessary for a long time. Typically the atomic point charges are calculated
for an individual molecule in vacuum on a quantum mechanical level, and are then
used in the MD simulation.134

This rather crude approximation wrongly assumes that firstly the atomic charges of
an isolated molecule are the same as for a molecule inside a densely packed layer.
This is not true, as depolarization plays an important role in SAMs, significantly
decreasing molecular dipole moments.119,124

Secondly, this approach is inaccurate for systems with regions of different dielectric
properties like lipid bilayers.135

Thirdly, the fixed point charge approach implicates that atomic charges remain the
same throughout the entire MD simulation, which is also not the case as polarization
phenomena depend on the precise molecular geometry and packing configuration at
each time step. This is especially relevant if molecular processes are to be simu-
lated, a prominent example being the field of molecular biology, where the function
of ionic channels in cell membranes or the workings of lipid bilayers in general is
studied.134,181

There is a general agreement in the MD community that the explicit inclusion
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of polarizability is the next necessary step to improve the quality and accuracy of
MD simulations even further.134,135,181 To this aim, so called polarizable force fields
are currently under development. There are several different approaches, varying
in accuracy, computational cost and applicability to different systems. The topic of
treating polarization phenomena in molecular structures, the available methods to
do so, and the implications on simulation results are the subject of Chapter 8, where
further information is given.

2.3.3. Computational methods to treat non-bonded interactions

Short-range interactions

This Subsection is based on refs [133, 206]

Short-range interactions can be tackled by introducing so-called neighbor lists
and cutoff radii, up to which atomic interactions are considered. Employing a cutoff
radius reduces the number of actual evaluations of the specific energy term. How-
ever, the simulation still needs to check each atom position individually, to find out
whether atom j is within the cutoff radius of atom i. This is still highly computa-
tionally demanding. This issue can be addressed by introducing Verlet lists and the
linked-cell method. The Verlet list method is based on constructing lists for each
atom, including all neighboring atoms within a certain cutoff radius. Contributions
to the potential energy term only have to be calculated for atoms within the lists.
However, the lists need to be updated in every time step to keep track of atoms
moving out of one ”neighborhood” and into another.

Therefore, the linked-cell method is preferable for large system sizes. It is based
on dividing the simulation cell into smaller units, called bins and keeping lists of
which particles are situated in which bins. To evaluate pairwise interactions for
each atom only particles in the same bin plus a limited number of neighboring bins
have to be considered. This reduces the computational demands of evaluating pair-
wise interactions significantly.

The combined use of Verlet lists and the linked-cell method is even faster than the
individual methods on their own. In this way, pairwise interactions are calculated
using Verlet lists and linked cells are employed to update these Verlet lists. This
reduces the computational effort compared to a pure linked-cell method, because
only a small fraction of the atoms in neighboring bins are actually within the cutoff
radius of the considered, original atom in the central bin.

Long-range interactions

This Subsection is based on refs [133, 206].
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The above described linked-cell and Verlet list methods cannot be employed to
treat long-range potentials like the Coulomb potential as they cannot simply be
truncated at a cutoff radius. The contributions from far away atoms are still too
significant to neglect. An additional difficulty in treating the Coulomb potential is its
strong variation at small distances. The basic concept employed to computationally
treat the Coulomb potential in MD simulations is to divide it into two additive
parts, a possibly strongly varying short-range term and a smoother long-range part.
Then both parts are treated with different, suitable methods. To be precise, for
the short-range part the particle-particle method is used, employing once again the
linked-cell method described above in real space. The long-range term on the other
hand is tackled by transition into reciprocal space using a Fourier transformation,
where it can be more easily solved using just a few k-vectors. This imposes the
condition on the long-range term that it must be a smooth function and involve
only slow variations at all distances.

This separation into two terms which are solved individually in real and reciprocal
space, is the basis of the so-called particle-particle particle-mesh (P3M or PPPM)
method206,207 which is one of the most widely employed approaches to treat Coulomb
interactions in MD simulations. The LAMMPS171 code, employed in this thesis, also
makes use of the P3M method to calculate Coulombic pairwise particle interactions.

2.4. Details of molecular dynamics simulations
specific to this work

In the following, some specific details of the MD simulations presented in this work
are given.

For MD simulations of alkyl thiolates on Au(111) substrate ten layers of gold
are used to simulate the surface plus underlying bulk metal. The gold atoms are
kept fixed during the simulation run. The system is treated with periodic boundary
conditions in x- and y-direction. The LAMMPS171 code (version 14 Feb 2013) is
used to perform all MD simulations. It uses the velocity Verlet170 algorithm for
time integration in time steps of 1 fs, with the SHAKE172 algorithm employed to
treat hydrogen atoms. Long-range interactions are treated with the particle-particle
particle-mesh (P3M) method.206 For heating and cooling phases an NV E ensemble
together with a Berendsen174 thermostat is employed. To describe the system in
equilibration phases, when the target temperature is reached an NV T ensemble in
combination with a Nosé-Hoover175,176 thermostat is used.

2.4.1. Partial atomic charges

Partial atomic charges, needed to calculate pairwise Coulomb interactions (as de-
scribed in Section 2.3) are assigned according to the ESP charge partitioning scheme.208,209

This method fits point charges to the atoms in a molecule so that the electro-
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static potential at points around the molecule (defined by the Merz-Singh-Kollman
scheme208,209) is reproduced. This calculation of atomic partial charges is carried
out with the Gaussian09210 code making use of the B3LYP functional211–214 and an
aug-cc-pVTZ basis set.215–218 Finally the charges of indistinguishable atoms, like two
hydrogens bound to one carbon atom in an alkyl chain are assimilated manually by
using the mean value of the two calculated individual atomic charges for both.

In the MD run the hydrogen of the thiol group is removed as the molecules bind
dissociatively to the gold substrate. To avoid treating molecules with a net charge
the calculated partial atomic charge of this hydrogen is added to the partial charge
of the sulfur atom in the MD input file.

2.4.2. Force fields

For most atomic interactions the CHARMM36 general force field ”CGenFF”194 (ver-
sion 2b7) is used. This force field is parametrized to enable calculations of a diverse
range of small organic molecules and drug like compounds.135,194 To describe the
gold-organic interactions the GoIp force field219 is used. The gold-sulfur interac-
tion is also described by a special force field, since the possibility of dissociation
of the Au-S bond needs to be taken into account. The SAM molecules should be
allowed to move freely on the Au(111) surface during the MD simulation, which
necessitates the use of a breakable Au-S bond. This is provided by the force field
developed by Jang et al.220 which is based on a modified Buckingham potential. For
the Au-S interaction a cutoff radius of 12 Å is chosen for pairwise contributions. The
Lennard-Jones potential used in the CHARMM force field is assigned an inner and
outer cutoff radius of 12 Å and 14 Å.
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3. Density functional theory

In theoretical chemistry and solid state physics the aim is most often to describe
the electronic structure of some complex many-body system, e.g. of individual
molecules, monolayers or bulk structures. For an accurate description of these sys-
tems at atomic levels a quantum-mechanical approach is essential. However, treating
such large systems of hundreds of atoms with state of the art wavefunction based
methods is computationally challenging if not impossible. Density functional theory
(DFT), in contrast, relies on the fundamental principle that any ground state system
property can be expressed as a functional of the ground state electron density n0(r).
With this basic approach the whole system can be described with only one scalar
function of 3 spatial coordinates instead of having to consider 3N variables for a
system of N electrons, as in wavefunction based methods.

This significant difference has made DFT the standard method of choice for inves-
tigating molecular systems on a quantum-mechanical level. Theoretical solid state
physics employing DFT has developed into an incredibly large and diverse field
enabling amazing insights into the electronic structures of numerous systems. In
combination with experimental methods, DFT has been paramount in the investi-
gation of molecular assemblies and their structural and electronic properties.

A lot of recommendable literature describing DFT in every detail and special
aspect is available. Thus, in the following only the very basic aspects of DFT will be
discussed. For a more detailed description the reader is referred to any one of the vast
number of comprehensive textbooks about DFT. For the writing of this thesis the
following references have been consulted and were found to be very instructive and
helpful: [221–224] together with the brief but concise summary of density functional
theory given in [225]. Additionally, the original articles of Hohenberg and Kohn
[226], Kohn and Sham [227] and Kohn’s nobel lecture [228] are recommended.

3.1. Basics of density functional theory

This Section 3.1 is based on refs [221, 223, 224].
For additional aspects, not discussed in these books, individual references are pro-
vided.
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3.1.1. Schrödinger equation and Hamiltonian

The time-independent Schrödinger equation for a many-electron wave function Ψ,

ĤΨ(r1, ..., rN ,R1, ...,RM) = EΨ(r1, ..., rN ,R1, ...,RM) (3.1)

is the basis of most theoretical approaches in chemistry and solid state physics. It
describes the system with the help of the Hamiltonian Ĥ for an interacting system
of M nuclei and N electrons, which are situated at positions RI and ri respectively:

Ĥ =
~2
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(3.2)
In Equations 3.1 and 3.2 upper case indices correspond to properties of nuclei, while
lower case indices describe electronic properties.

In Equation 3.2 the first two terms describe the kinetic energy of the electrons and
nuclei respectively. The following terms give the electrostatic interactions between
(i) electrons and nuclei (attractive) (ii) electrons and electrons (repulsive) and (iii)
nuclei and nuclei (repulsive).

At this point the Born-Oppenheimer approximation229 can be used to simplify the
Hamiltonian. This approximation concerns the second term of Equation 3.2. As the
nuclei are much heavier than the electrons, and thus move much more slowly, electron
and nucleus movements can be separated. Electrons are essentially described as
moving in the field created by nuclei at ”fixed” positions in space. In this way
the kinetic energy term of the nuclei is eliminated from Equation 3.2. Also, the
electrostatic interaction between nuclei yields a significant, but constant term, so it
will not be included explicitly in the following considerations.

The remaining Hamiltonian for the electronic system consists of only three terms

Ĥ = T̂ + V̂ext + V̂int , (3.3)

with the kinetic energy operator for the electrons T̂ , the external potential acting
on the electrons V̂ext (created by the nuclei) and the electron-electron interaction V̂int.

With the Born-Oppenheimer approximation the original Schrödinger equation has
been reduced to its electronic part. However, the many-electron wavefunction still
depends on 3N variables for N considered electrons. These are still far too many
variables to consider for actually interesting physical systems consisting of hundreds
of atoms. A step towards addressing this issue is made by the Hohenberg-Kohn
theorems described next.
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3.1.2. The Hohenberg-Kohn theorems

Theorem I221 states that the external potential Vext(r) of Equation 3.3 is uniquely
defined by the ground state particle density n0(r) (except for a constant). As the
external potential determines the many-body wavefunction for all states of the sys-
tem, this means that ”all properties of the system are completely determined given
only the ground state density n0(r)”.221

Theorem II221 states that a universal functional for the energy E[n] can be de-
fined by the electron density n(r), which is valid for any external potential Vext(r).
This functional allows to determine the exact ground state energy and density of
the system by the variational principle. The ground state electron density is the one
that minimizes the functional E[n].

The important assertion of the Hohenberg-Kohn theorems is that the ground state
electron density alone determines all properties of a system. Thus, one can describe
the whole interacting system with the electron density, which depends on only 3
variables instead of 3N .

It follows from theorems I and II that the total energy of the system can be
expressed as a functional of the electron density n(r)

E[n] = T [n] + Eint[n] +

∫
d3rVext(r)n(r) (3.4)

= FHK [n] +

∫
d3rVext(r)n(r) , (3.5)

in which the Hohenberg-Kohn functional

FHK [n] = T [n] + Eint[n] (3.6)

is defined. It includes all internal energies, both kinetic and potential, of an interact-
ing electron system. The remaining term of Equation 3.4 describes the interaction
of the electron density with the external potential Vext(r) created by the nuclei. The
Hohenberg-Kohn functional FHK [n] is universal by construction, meaning it is inde-
pendent of the external potential and valid for any interacting system of electrons.
The ground state energy E0 of a system can, in principle, be found by minimiz-
ing the energy functional with respect to the electron density. The corresponding
density, yielding the minimum energy is then the ground state electron density n0(r).

This minimization can be treated as a two-step process as considered by Levy and
Lieb.230–234 This consideration also provides an alternative definition of the universal
functional and is quite instructive. For this reason the next subsection gives a brief
overview of the Levy-Lieb approach.
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Levy-Lieb formulation of the universal functional

We start again with the total energy of a system, given by the expectation value of
the Hamiltonian, in this case:

E =
〈Ψ|Ĥ|Ψ〉
〈Ψ|Ψ〉

= 〈Ĥ〉 = 〈T̂ 〉+ 〈V̂int〉+

∫
d3rVext(r)n(r) (3.7)

Minimizing the energy with respect to all variables in the wavefunction Ψ yields the
ground state. The idea of Levy and Lieb was to split up the minimization into two
parts. First one only considers wavefunctions, which all produce the same electron
density n(r) and minimizes over those wavefunctions:

ELL[n] = min
Ψ→n(r)

[〈T̂ 〉+ 〈V̂int〉] +

∫
d3rVext(r)n(r) (3.8)

= FLL[n] +

∫
d3rVext(r)n(r) (3.9)

Equation 3.9 defines the Levy-Lieb functional

FLL[n] = min
Ψ→n(r)

[〈T̂ 〉+ 〈V̂int〉] (3.10)

This first minimization step finds the wavefunction corresponding to the energy min-
imum for every considered electron density n(r). In the second step of the Levy-Lieb
approach the energy functional ELL[n] can then be minimized with respect to the
electron density. The one electron density, which minimizes the energy functional
is the ground state density, and the minimum energy value represents the ground
state energy.

The Levy-Lieb formulation is thus a restatement of the Hohenberg-Kohn func-
tional. It also clarifies the meaning of the universal functional in the form of Equa-
tion 3.10 as ”the minimum of the sum of kinetic plus electronic interaction energies
for all possible wavefunctions having the given density n(r)”.221

Secondly, the two-step minimization approach shows a way, in which the exact
universal functional could be determined in principle.

In practice however, neither the Hohenberg-Kohn theorems nor the Levy-Lieb
formulation provide a practical way to solve the interacting electron problem. This
is where the Kohn-Sham ansatz comes into play, which is discussed in the next
Section.

3.1.3. The Kohn-Sham approach

In the Kohn-Sham approach, suggested by Walter Kohn and Lu Sham in 1965227 the
complex interacting many-body system is replaced by an auxiliary non-interacting
electron system. The Kohn-Sham ansatz assumes that there is an auxiliary system
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which has the same ground state electron density as the original, interacting one.
With the use of this transition the problem is simplified to treating independent-
particle equations with all complicated many-body terms included into a so-called
exchange-correlation functional.

Thus, the functional of the total energy can be written in the following form

E[n] = TS[n] +

∫
d3rVext(r)n(r) + EHartree[n] + Exc[n] , (3.11)

where TS[n] is the kinetic energy functional of the non-interacting auxiliary system
and EHartree[n] describes the classical Coulomb interaction energy of the electron
density n(r) with itself:

EHartree[n] =
1

2

∫
d3rd3r′

n(r)n(r′)

|r− r′|
(3.12)

Equation 3.11 defines the exchange-correlation functional Exc[n], which includes all
many-body effects not described by the other three terms

Exc[n] = FHK − (Ts[n] + EHartree[n]) (3.13)

= 〈T̂ 〉 − Ts[n] + 〈V̂int〉 − EHartree[n] , (3.14)

where the definition of the Hohenberg-Kohn functional FHK [n] of Equations 3.5 and
3.6 was used. Equation 3.14 shows that the exchange-correlation functional is the
difference in kinetic and potential terms between the interacting and non-interacting
system, where the electron-electron interactions have been replaced by the Hartree
term.

By minimizing the total energy functional with respect to electron density one
ends up with the non-interacting single-particle Kohn-Sham equations

ĤKSΨi(r) = εiΨi(r) , (3.15)

with the Kohn-Sham Hamiltonian

ĤKS = −1

2
∇2 + VKS(r) , (3.16)

which includes the effective Kohn-Sham potential VKS(r):

VKS(r) = Vext(r) +

∫
d3r′

n(r′)

|r− r′|
+
δExc[n(r)]

δn(r)
(3.17)

= Vext(r) + VHartree(r) + Vxc(r) (3.18)
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The electron density n(r) is connected to the Kohn-Sham wavefunctions Ψi by:

n(r) =
N∑
i

|Ψi(r)|2 (3.19)

To solve the Kohn-Sham equations (3.15) one requires the Kohn-Sham potential
(Equation 3.17), which depends on the electron density via the exchange-correlation
functional. The electron density, however, is determined by the Kohn-Sham wave-
functions (see Equation 3.19). Thus, one is faced with a set of single-particle equa-
tions, dependent on a potential that must be solved self-consistently with the electron
density. In practice, one starts with an initial guess for the density, with which the
Kohn-Sham potential is determined. Then the Kohn-Sham equations are solved for
this potential, which results in a new electron density, calculated from the new Kohn-
Sham wavefunctions. This process is repeated until some convergence criterion is
met. The final ground state electron density also determines the ground state energy.

At this point it should be noted that the Kohn-Sham equations describe the in-
teracting system exactly. If the exchange-correlation functional were known, solving
the Kohn-Sham equations would lead to the exact solution. In practice, however,
approximations for the exchange-correlation interactions are required, the accuracy
of which determines the quality of the whole calculation. Consequently, a lot of ef-
fort has been put into the development of suitable exchange-correlation functionals.
The simplest and yet quite successful and widely applied ones are the local density
approximation (LDA) and the generalized gradient approximation (GGA).

3.1.4. Exchange-correlation functionals

In this Section, the two most widely used forms of the exchange-correlation func-
tional, namely the local density approximation (LDA) and the generalized gradient
approximation (GGA) are briefly described.

One great advantage of the Kohn-Sham approach is the separation of the non-
interacting electron kinetic energy and the long-range Hartree term from the re-
maining exchange-correlation term. Due to this separation the exchange-correlation
functional can be approximated in a local form

Exc[n] =

∫
dr n(r)εxc(n(r), r) , (3.20)

where εxc(n(r), r) is the exchange-correlation energy per electron at point r, which
only depends on the electron density in close vicinity of point r.

The local density approximation (LDA) is based on Equation 3.20, where now the
exchange-correlation energy density of the homogeneous electron gas is used as an
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approximation for εxc(n(r), r):

ELDA
xc [n] =

∫
dr n(r)εhomxc (n(r)) (3.21)

The generalized gradient approach235 goes one step further by not only considering
the local electron density, but also taking the gradient of the electron density into
account:

EGGA
xc [n] =

∫
dr n(r)εxc(n(r),∇n(r)) (3.22)

The Perdew-Burke-Ernzerhof235,236 (PBE) functional, which was used for calcula-
tions in this thesis, also belongs to the GGA class of exchange-correlation function-
als.

As a last note it should be stated that, of course, the development of function-
als has not stopped with the generalized gradient approach. Ever more precise, yet
also computationally more demanding functionals have been developed, among them
hybrid functionals like the popular B3LYP214 and range-separated hybrid function-
als,237 which have proven to be quite successful.

3.2. DFT calculation details specific to this work

For DFT calculations presented in this work the program VASP238–241 (version 5.3.2)
has been used. The code is periodic in all 3 spatial directions. The systems studied in
this work, however, are 2D periodic (infinite slabs extended in the x- and y-direction
represented by a repeated unit cell). To be able to use the code a large vacuum gap
is introduced into the unit cell along the z-axis.119 With this approach an infinite
number of 2D slabs are created along the vertical axis. As the individual layers have
different potentials on both sides, a spurious potential gradient is introduced into
the system. To compensate this a dipole correction in z-direction is implemented
into the VASP code. This, in effect, places a dipole layer at the top of the unit cell,
which exactly compensates the potential difference present in z-direction between
repetitions of the unit cell (see Figure 3.1). In this way the individual layers are
decoupled electrostatically and can be viewed as isolated slabs. The vacuum gaps
used for the SAMs described in this work are in the range of 20 Å to 25 Å.
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Figure 3.1.: Schematic illustration of the repeated slab approach used to simulate
a 2D slab with the 3D-periodic code VASP238–241. To decouple the individual layers
electrostatically a large vacuum gap is included in the unit cell and a dipole correc-
tion is employed during the calculation. This essentially places a self-consistently
determined, artificial dipole layer (indicated as red and blue bars) near the top of
the unit cell (indicated as black boxes) to compensate the electrostatic field of the
slab.

As a sidenote it should be mentioned that this dipole correction is available in
VASP for all three spatial directions. A full correction is needed for example for
describing an isolated molecule in vacuum. In this case a large unit cell containing
just one molecule and no substrate with dipole corrections in x-, y- and z-direction
would be the appropriate approach.

To describe exchange-correlation effects, the Perdew-Burke-Ernzerhof235,236 (PBE)
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functional is used. The interaction between core and valence electrons is treated with
the projector-augmented wave242 (PAW) formalism, which is an advancement of the
pseudopotential method.243 Depending on how accurately the region near the core
is described, the available PAW potentials are called ”soft”, ”normal/standard” or
”hard”, the latter being the most precise and, therefore, the computationally most
expensive ones. The specific atomic PAW potentials used for individual calculations
are given in the respective sections of this work.

In conjunction with the PAW method, VASP uses a plane wave basis set, for
which the cutoff energy can be chosen. In this work a cutoff energy of 300 eV is used
for soft potentials . In the case of ”standard” potentials it is increased to 400 eV.
Higher cutoff energies are only used for special tests and are stated explicitly.

Van der Waals interactions are included in the calculation by the vdWSurf method,
developed by Ruiz et al.244 in the implementation of Al-Saidi et al.245

To describe the system in reciprocal space an automatic Monkorst-Pack246 k-point
grid is chosen.

The convergence criterion for the total energy in the electronic self-consistent
cycle is chosen as 10-6 eV. For geometry optimizations the forces between atoms are
converged to 10-2 eV Å-1.

In certain cases the total energy of the unit cell is already converged, while the
total z-dipole moment of the cell is not. Accurately calculated dipole moments are
however a necessity in further data evaluation. Therefore, an additional convergence
check for the dipole moment of the unit cell is introduced and the convergence
criterion is set to 10-4 eÅ. This dipole convergence loop is a customized addition to
VASP used in our working group. It was implemented by Elisabeth Wruß.

3.3. Calculating core level energies within the DFT
framework

There are two methods available to calculate core level energies within the DFT
framework. The initial state and the final state approach. In the following I will
briefly describe the basic principles of both and compare them with respect to us-
ability for the systems studied in this thesis. Finally, I will give the reasons why the
initial state method was chosen for calculations throughout this thesis.

3.3.1. The initial state method

The initial state method in VASP is based on a standard DFT calculation, performed
with all electrons present in the molecule, where the Kohn-Sham eigenvalues of the
core states are recalculated after the charge density of the valence electrons has been
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determined in a self-consistent cycle.247,248 These Kohn-Sham eigenvalues are then
interpreted as core level energies.

This is not a completely accurate description of the system (and an XPS mea-
surement process, which we desire to describe), as a molecule with all its electrons
present is modeled with this approach. In a real XPS measurement however, an
electron is removed from an atomic core shell and a so-called core hole is generated.
In the initial state approach the existence of this core hole is ignored.247,248 This in-
troduces an inaccuracy as the electronic ground state of a molecule with a core hole
is different from the ground state of the same molecule with all electrons present.249

Secondly, screening effects of the highly polarizable metal substrate are also not
explicitly treated in the intial state calculation method.250,251 This introduces an
additional inaccuracy, which mostly affects atoms nearest to the metal substrate
as they interact strongest with it.252 The influence of substrate screening effects on
atoms farther away from the interface is already quite weak.

3.3.2. The final state method

If atomic core level energies are calculated using the final state method, a separate
DFT calculation is needed for every atom of interest in the unit cell. This is different
from the initial state approach, where the core level energies of all atoms in the unit
cell can be obtained in one single DFT calculation. This difference stems directly
from the underlying methodological approach of the two procedures.

In the final state approach248,249,253–258 one (or one half of a) core electron is re-
moved from one atom in the unit cell and placed in the valence region248, which, in
the cases treated in this thesis, is described by states in the metal directly above the
Fermi energy. Note that by this approach the unit cell remains charge neutral. A
DFT calculation is then performed with this electronic configuration in the unit cell.
This also explains, why a separate calculation is needed for every atom of interest
in the unit cell. An individual DFT run has to be performed with the core electron
removed from the one atom in question. The final state approach represents the
situation of an XPS measurement more realistically than the initial state method,
as the core hole is explicitly included into the calculations in this way. Secondly,
screening effects of the metal are also intrinsically treated with this approach.248,249

Therefore, in principle, binding energies can be calculated more accurately with the
final state method than with the initial state approach.

However, for describing the systems of interest in this thesis the final state method
has one crucial disadvantage. The very fact that it is more accurate by introducing
an actual core hole into the calculation poses the problem. The electron is removed
from its atom to the valence region, and a core hole is created. This transfer of
charge creates an effective dipole inside the molecule. Dipoles are equally created
in real XPS measurements, where photons remove electrons from atomic core shells
and a screening charge builds up in the metal substrate. However, in experiments
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this happens only to a small fraction of the molecules inside the SAM. In DFT
calculations, the infinite 2D array of molecules inside a SAM is described by a small
unit cell making use of periodic boundary conditions (see Section 3.2). So if a
quantity is modified in the unit cell it is repeated over and over infinitely. Therein
lies the problem. Due to the small unit cell size the dipole moment created in one
molecule of the unit cell is repeated in every ”neighboring” unit cell, which creates
an unrealistically high dipole density in DFT calculations compared to the actual
situation in an XPS experiment.

As was previously mentioned in Section 1.1, a regular array of dipoles leads to
collective electrostatic effects, changing the electrostatic potential inside the SAM,
which in turn shifts the atomic core level energies drastically (see Chapter 5).

To avoid this artifact the unit cell size needs to be large enough as to represent
the actual electrostatic situation in an XPS experiment. Specifically, the distance
between the core hole induced dipoles (which is essentially the size of the unit cell,
as only one molecule per unit cell is ”assigned” a core hole) would have to be large
enough, so that collective electrostatic effects play a negligible role compared to the
shifts in core level energies one wants to study. Such unit cell sizes, however, remain
far beyond current computational possibilities.

Finally, it should be repeated that the dipolar density does not pose a problem
in real life XPS experiments. The artificially high dipole density in calculations is
a sole artifact of the use of periodic boundary conditions in combination with the
restricted unit cell size and does not represent the actual experimental situation.

3.3.3. Reasons for choosing the initial state method

The inherent inclusion of screening effects of the metal in the final state method is
important if one wants to accurately describe atoms near the metal surface252,253,
as in the investigation of surface core level shifts.254,259 However, in this thesis, only
SAMs of long, upright standing molecules are treated. The aim is to compare cal-
culated results with experimentally obtained XP spectra. The XPS signal of atoms,
however is damped exponentially with increasing distance of the atom in question
from the surface of the SAM.260 This means, the signal of the lowest lying atoms
in the SAM, the ones closest to the metal substrate, and therefore the ones most
affected by metallic screening, contribute to the XP signal intensity hardly at all,
due to the strong damping effects caused by the monolayer above. Therefore, for
the specific systems described in this thesis the advantages of the computationally
more sophisticated final state methods are not essentially needed. Additionally, the
error introduced by the above mentioned unrealistic dipole density inherent to the
final state method renders results obtained with this approach untrustworthy for the
systems discussed in this thesis. The slight errors associated with the initial state
method on the other hand are acceptable. They do not qualitatively change the
results.

Additionally, to make the calculations more realistic, a customized procedure was
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developed, which allows to include screening effects of the metal substrate that are
neglected in the initial state approach, into our data evaluation. These screening
effects are treated in a data-processing step after the DFT calculation is finished.
Core-level energies are shifted according to an electrostatic image charge model261,262

which is described in detail in Chapter 5. XP spectra are then calculated from the
individual, screened atomic core level energies as superposed, damped Gaussian
functions (details see Chapter 5). To test this method it is applied to two different
SAM-substrate systems and the calculation results are compared to measured data.
Details of this study can be found in Chapter 5.

This computational procedure to obtain atomic core level energies and XP spectra
was also employed for the calculations presented in Chapters 6 and 7.
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4. Geometry optimization

To calculate specific system properties one first needs to know the exact molecular
geometry and arrangement of the SAM on the substrate. This configuration can
be found by employing geometry optimization techniques. As quantum mechanical
effects play a crucial role in the systems investigated in this thesis, one cannot ne-
glect them in the geometry optimization procedure. Thus, in this work geometry
optimization is performed within the DFT framework. A standard conjugate gradi-
ent method200,263,264 seems suitable for the task and is available within the program
packages used in this work.

However, when applying this standard technique of geometry optimization to
SAMs of long alkyl thiolates on gold substrate the simulation nearly inevitably gets
stuck in some local minimum geometry instead of converging toward the global
energetic minimum. In other words, the final geometry of the simulation depends
heavily on the starting geometry. This is a dramatic drawback of the method,
practically rendering it useless for the systems of interest here. Figure 4.1 shows two
examples of such local minimum structures.

(a) (b)

Figure 4.1.: Examlpe of two local minimum geometries obtained with a conjugate
gradient procedure for a full coverage C5EC10 SAM. The global minimum structure
was not found in both cases. The simulations got stuck in local minima, which
heavily depend on the starting geometry. In (a) the molecules show an unrealistic
kink at the docking group, while they are strongly bent in (b).

The structure on the left of Figure 4.1 has a kink directly at the docking group,
whereas the arrangement on the right shows strongly bent molecules. In these two
cases it is quite obvious that the simulation did not converge to the global minimum
structure. This might not be the case for all ”end geometries”.
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The reasons why the conjugate gradient method fails for this type of SAM can
be found in its structural properties. These SAMs consist of molecules with rather
long alkyl backbones, which are highly flexible and can easily twist and bend. On
top of that, alkyl thiolates on Au(111) substrate are relatively loosely packed, even
at full coverage. There is enough space left in the SAM for the molecules to move
quite a lot. In simulations we encounter molecules rotating around their main axis
quite freely. They can also change their tilt angle to a certain degree or partially
bend over. Cis-trans deformations, also called gauche defects1,163,164,166,265,266 can
also occur in the backbone. This freedom of movement leads to a rather complex
potential energy surface (PES) with many local minima. The conjugate gradient
method is not specialized to overcome high potential barriers, which is necessary to
effectively sample the potential energy surface of these complex systems and reach
the global minimum structure. Thus, I found the standard conjugate gradient pro-
cedure not effective to find the global minimum structures for the systems presented
in this work. Instead the finally obtained geometry heavily depended on the initial
starting geometry of the optimization procedure.

A solution to this dilemma is the following: Combining density functional the-
ory with molecular dynamics simulations to access the advantages of both methods.
This combined approach is applied for calculations of alkyl thiolates presented in
this thesis.

Molecular dynamics is good at sampling the potential energy landscape for several
reasons.200 Firstly it allows the use of larger unit cells than DFT. Secondly one has
the option of controlling the temperature of the sample in the simulation. Thus by
heating the SAM one can introduce thermal energy into the system and energy bar-
riers can be overcome. Molecules can get out of a present configuration more easily
and make larger structural changes during the simulation. Thus the influence of the
starting geometry on the outcome of the optimization can be eliminated. Not even
the molecular binding sites on the gold substrate have to be predetermined during
MD runs. The choice of a suitable force field for the gold sulfur interaction allows
the molecules to stay mobile on the substrate. For the calculations presented in this
work the force field of Jang et al.220 was used, as it allows breaking of the gold sulfur
bond (for details see Chapter 2). The heating phase in the simulation is followed by
an elongated equilibration period at room temperature to allow the system to settle
in the minimum geometry at this temperature, which also represents experimental
conditions. To remove thermally introduced defects from the SAM, the sample can
also be artificially cooled to basically T = 0 K in the simulations. A customized
temperature profile can be introduced for a specific system. Total simulation times
of several tens of nanoseconds are possible. Depending on the unit cell size, the
computational cost is still reasonable for quite extended simulations.

These are clear advantages of the MD method. However, one has to bear in mind
that classical force fields are employed in this method. Still, as already previously
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stated, quantum mechanical effects are vital for correctly describing the systems of
interest in this work and must not be neglected. Thus for SAMs of alkylthiols, both
methods (MD and DFT) are used complementary for geometry optimization. An
initial geometry optimization within the MD framework is performed to reach the
vicinity of the total global minimum. Then, using the SAM geometry found in this
MD simulation as a starting point, a quantum mechanical geometry optimization
using density functional theory is performed in a second step. In the following the
details of this procedure are given.

4.1. Details of the geometry optimization procedure

In this Section the specific procedure of the geometry optimization combining MD
and DFT is described.

The exact parameters (including force fields, functionals, basis sets etc.) used for
the individual MD and DFT steps are the same as stated in the respective Chapters
2 and 3. This procedure has been applied for all geometry optimizations of SAMs
of functionalized and unfunctionalized alkyl thiolates on gold substrate described
in the Chapters 5 and 6. It was not necessary for SAMs of aromatic molecules as
described in Chapter 7. Terphenyls are quite rigid molecules compared to the long
alkyl thiolates, restricting the molecular movement in the SAM. Additionally, these
molecules are packed much more densely at full coverage than alkyl thiolates on
gold, thus leaving them even less room to reorient inside a SAM. These two reasons
combined explain why a standard quantum mechanical geometry optimization using
VASP238–241 in conjunction with GADGET267 (described below) is sufficient for the
terphenyl SAMs described in Chapter 7. The procedure employed for alkyl thiolate
SAMs on gold substrates is described in the following.

The geometry optimization process is started with an MD run using a unit cell
containing ten layers of gold substrate with a Au(111) surface on which 16 molecules
are placed. All gold atoms were kept fixed throughout the entire simulation. The
starting geometry of the molecules is chosen with zero tilt angle and the same ran-
dom twist angle for all. This arrangement however does not at all influence the
outcome of the simulation due to the temperature profile used during the MD run.

The MD process was started at T=0 K with a fast heating phase up to T=750 K
over t=0.2 ns to introduce thermal energy and allow the molecules to move freely,
also enabling lateral motion on the substrate. This heating phase is followed by a
slow cooling to room temperature (T=300 K) over t=1.3 ns with a constant cool-
ing rate and subsequent equilibration at room temperature for t=5 ns. This allows
the molecules to find and settle in the minimum energy structure within the used
MD framework. At this stage the general molecular arrangement is nearly satisfac-
tory for subsequent DFT optimization, but it is still affected by thermally induced
defects. These include bent molecules, cis-trans defects and a certain variation in
the twist angles of the molecules. These defects are caused by random motions of
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the molecules at finite temperature and are not representative of the ground state
described in the subsequent DFT calculations. For the specific application in this
work they are an obstacle, as the aim is to use the final configuration for DFT op-
timizations in which a cis-trans defect, for example, would remain present.

Thus, following the equilibration phase at room temperature, the sample is artifi-
cially cooled down to T=5 K to get rid of the defects. This is done quite slowly over
a timespan of t=4 ns to give the molecules enough time to straighten out at these
low temperatures. The finally obtained geometry creates the starting point for the
subsequent DFT geometry optimization.

As the MD unit cell is way too large to be handled in a quantum mechanical DFT
calculation, four representative, neighboring molecules are picked from the end ge-
ometry obtained with MD and placed on a gold substrate of five layers. The DFT
optimization of this smaller unit cell is then performed using VASP238–241 (version
5.3.2) in conjunction with the program GADGET267 developed by Tomáš Bučko.

GADGET is a tool that enables optimizing the geometry in internal coordinates
instead of cartesian coordinates and offers alternative initial guesses for the Hesse
matrix (for this work Fischer’s model268 was used).

Without these features geometry optimization of SAMs of long, flexible alkyl
thiolates is not successful as the molecular tilt angles do not deviate from the initial
configuration during the course of the optimization procedure. Changing the tilt
angle of a whole molecule, or even several, interacting, neighboring molecules in
cartesian coordinates means that all atomic (x,y,z) coordinates have to change by
rather a big amount in the same geometry step. Such a step is not chosen in
optimization algorithms, where mostly small changes from one geometry to the next
are made. When the system is treated in internal coordinates, however, altering the
tilt angle of a whole molecule requires just one coordinate to change. Such a small
variation is a standard step in geometry optimization procedures.

For this reason we have found geometry optimizations performed in cartesian
coordinates completely unsuccessful for SAMs of long, upright standing molecules
on substrates. Optimizing in internal coordinates using GADGET267, in contrast,
yielded good results for the same systems.
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Part II.

Results and Discussion
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5. Understanding chemical vs.
electrostatic shifts in X-ray
photoelectron spectra of organic
self-assembled monolayers

In the first part of this thesis the working principle of density functional theory,
including the initial and final state methods to calculate core level energies have
been presented. In this chapter these methods are applied to the investigation of
self-assembled monolayers of alkylthiols, functionalized with dipolar groups. A gen-
eral procedure to correctly calculate core level energies and XP spectra for these
systems in devised and presented. The method is tested on two different SAMs,
one including a terminal dipolar unit, while the other one is characterized by an
embedded dipolar group. The effects of chemical and electrostatic influences on XP
spectra are studied and verified by comparison to experimental data.

This Chapter has been published in the Journal of Physical Chemistry C, see ref
[269]. It is reproduced here without changes.
Reproduced with permission from ”Taucher, T.; Hehn, I.; Hofmann, O.; Zharnikov,
M.; Zojer, E. Understanding Chemical versus Electrostatic Shifts in X-ray Photo-
electron Spectra of Organic Self-Assembled Monolayers. J. Phys. Chem. C 2016,
120, 3428-3437”. Copyright 2016 American Chemical Society.

Author Contributions:
The work presented in this chapter was a collaborative effort between Thomas
Taucher, Iris Hehn, Oliver Hofmann, Michael Zharnikov and Egbert Zojer and the
work was published in the Journal of Physical Chemistry C.269 Thomas Taucher and
I are equally contributing first authors of this publication.

The idea to use partially fluorinated alkylthiolate SAMs and mid-chain ester func-
tionalized alkylthiolate SAMs for this study was conceived by Egbert Zojer. Michael
Zharnikov provided the initial incentive to write a paper comparing the effects of
chemical versus electrostatic shifts in XP spectra. Thomas Taucher and I per-
formed all calculations and theoretical evaluations shown in this chapter. Specif-
ically, Thomas Taucher performed all calculations of the partially fluorinated sys-
tem (F8H11SH) and I performed all calculations of the ester-functionalized sys-
tem (C10EC5) including the MD preoptimization. The postprocessing step to in-
clude substrate screening effects and exponential damping was developed jointly by
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Thomas Taucher and me, with greatly appreciated input and help from Oliver Hof-
mann and Egbert Zojer. Thomas Taucher performed extensive preliminary tests to
establish the initial state method as the more suitable one to calculate core level
energies of the studied systems. Michael Zharnikov provided the measurement data
and contributed to data interpretation in numerous lively discussions. The first draft
of the manuscript was written jointly by Thomas Taucher and me. Its final version
also contains valuable input and contributions by Oliver Hofmann and Egbert Zojer,
concerning data presentation and wording of the manuscript. I wrote the Support-
ing Information Section (Section 5.6) and prepared all figures for this section. The
figures depicting the chemical structures and unit cells of the main paper (Figures
5.1 and 5.2) were prepared by Thomas Taucher. Egbert Zojer made the schematic
figure depicting the energy levels in the system (Figure 5.5). I prepared all figures
depicting calculation results (Figures 5.3, 5.4, 5.6 and 5.7).

5.1. Introduction

A convenient way of tuning the properties of a given substrate is by covering
it with covalently-bonded self-assembled monolayers (SAMs).1,4,76 Such interface-
modifiers have been applied in numerous ways, e.g., for controlling the wettability
of surfaces,270–272 for providing protection from corrosion,273,274 for enabling ad-
hesion of biological cells,275 as sensors,48,47 for nanopatterning,276–278 and in or-
ganic electronics. In the latter context, they were applied for modifying electrode-
semiconductor24,27,53,61,62,64,72,74 and dielectric-semiconductor63,66 interfaces. SAMs
were even used as active layers in organic transistors.58–60 Of crucial importance for
electronic applications are changes of the substrate work function induced through
SAMs bearing polar terminal groups28,61–63,114,279,280 or polar units embedded into
the molecular backbones.24–26,281 Embedded dipolar groups also directly impact the
electronic states within the SAMs and their alignment relative to the Fermi-level.21,22

A common approach for characterizing the properties of such SAMs is X-ray
photoelectron spectroscopy (XPS).116,282 By means of chemical shifts (i.e., shifts
in the core-level binding energies induced by the immediate chemical environment
of an atom) it is possible to verify the chemical integrity of the SAM, to under-
stand details of its composition, and to explore its homogeneity.110 Recently, in
addition to chemical shifts, a variety of factors affecting the XPS binding energies
have been mentioned.15,25,26,283–285 For ionic crystals it is known that the Madelung
energy needs to be taken into account to correctly describe shifts in binding en-
ergies.122,286 A related effect of particular interest in the present case is that for
SAMs containing dipolar elements within the molecular backbones binding-energy
shifts can be associated with changes of the local electrostatic energy due to poten-
tial shifts caused by the dipoles.25,26 Indeed, collective electrostatic effects arising
from the superposition of the fields of periodically assembled dipoles have been dis-
cussed extensively in the context of the valence electronic structure of organic ad-
sorbate layers.119,122,123 They are also crucial for understanding adsorbate-induced
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work-function changes28,119,121–123,287 and, more recently, their exploitation as a tool
for designing monolayers with highly complex electronic properties has been sug-
gested.22 As XPS is very sensitive to such effects it provides a highly valuable tool
for characterizing the local electrostatic energy in complex adsorbate structures.
However, for such a task it is absolutely crucial to understand how collective elec-
trostatic effects and chemical shifts interact to give rise to the finally measured XPS
signals.

Consequently, the purpose of the present paper is to obtain a coherent under-
standing of the interplay between these two effects. This is achieved by performing
density functional theory (DFT) calculations on carefully selected model SAMs and
comparing the results to high resolution XPS (HRXPS) measurements.25,288 In this
way we show that both chemical and collective electrostatic effects have to be taken
into account to fully interpret XP spectra. The presented results imply that when
chemically identical entities are incorporated into complex adsorbate layers their
XPS signature can serve as an efficient probe for variations in the local energy land-
scape.

5.2. Investigated systems

The interplay between chemical and electrostatic shifts for core-level energies is rel-
evant far beyond the field of self-assembled monolayers and applies to all systems in
which assemblies of polar elements occur. Still, their discussion is most straightfor-
ward for extended and typically very well-ordered chemically bonded SAMs, where
complications such as core-hole screening effects become less relevant (vide infra).
Thus, we chose two SAMs, whose properties and chemical integrity are very well
characterized.25,288 They belong to the most established type of SAMS, namely sub-
stituted alkyl thiolates on Au(111),1 and, therefore, serve as prototypical model
systems for the present study. They comprise a partially fluorinated alkyl thiolate
and a similarly long alkyl thiolate containing a polar ester group embedded into the
aliphatic backbone. Their structures and the used surface unit cells are shown in
Figure 5.1 and 5.2, respectively. Their full experimental characterization is contained
in the above-mentioned references.
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Figure 5.1.: Chemical structures of (a) 12,12,13,13,14,14,15,15,16,16,17,17,18,18,19,19,19-
heptadecafluorononadecane-1-thiolate (F8H11SH) and pentyl-11-
sulfanylundecanoate (C10EC5) bonded to a Au surface. The different background
colors refer to C atoms with chemically clearly distinct environments (see Results
and Discussion section 5.4).
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Figure 5.2.: Schematic pictures of the Au(111)/SAM interface are shown for
F8H11SH (a) and C10EC5 (b). The surface unit cell is indicated by the black
parallelepiped, showing the applied periodic boundary conditions used in the sim-
ulations as well as the vacuum gap to decouple the periodic replicas in z-direction
(for details see main text).
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Both layers are bonded to Au(111) surfaces. The choice of the partially fluori-
nated alkyl thiolate (hereafter referred to as F8H11SH consistent with ref. [288]) is
motivated by the presence of five chemically different carbon species, that can be
identified in high-resolution XP spectra.288 This makes this SAM an ideal candidate
for studying chemical shifts and for benchmarking the applied methodology. The
alkyl thiolate (hereafter referred to as C10EC5 consistent with ref. [25]) contains
a polar ester group and is an example of a system for which electrostatic shifts in
the XP spectra have been suggested.25 An important aspect of C10EC5, in which
it conceptually differs from F8H11SH, is that the alkyl chains above and below the
ester group (blue and red in Figure 5.1a) are chemically identical, i.e. there are two
chemically equivalent segments of the chains, which are separated by a dipole. Both
in ref. [288] and [25] several chain lengths, degrees of fluorination and different ester
positions have been investigated; we chose the present systems because they are of
comparable lengths. Moreover, the C5 segment above the ester in C10EC5 is short
enough that in experiments an appreciable signal from the bottom chain can still
be detected (with similar intensities for C5 and C10 segments for a photon energy
of 580 eV), while it is long enough to be well ordered.25

The F8H11SH SAMs on Au(111) have been shown to grow in a commensurate
p(2x2) arrangement with one molecule in the unit cell.288 This structure is also cho-
sen in the present study (cf. Figure 5.1). In passing we note that also a c(7x7) cell
containing 17 molecules and non-commensurate structures have been reported.289–292

These are not considered here. For the ester containing alkyl thiolates we used a
(3 x 2

√
3) unit cell containing four non-equivalent molecules in a herringbone ar-

rangement293 in analogy to a structure commonly reported for non-substituted alkyl
thiolates.13,294–298 The above choice of unit cells results in a molecular footprint, A,
of 29.70 Å2 for F8H11SH and 22.27 Å2 for C10EC5. Note that the reduced packing
density for the F8H11SH SAM is a consequence of the larger size of the fluorine
atoms compared to the hydrogens. Accordingly, a chiral arrangement of the CF2

groups is favored in the respective segment,288 while for all alkyl segments a copla-
nar, all trans conformation is obtained.

For the reduced-coverage calculations of F8H11SH a 4x4 super-cell was chosen
and all molecules but one were removed, yielding A = 475.2 Å2. This corresponds
to a nominal coverage Θ = 1/16. In the C10EC5 case, the unit cell was doubled in
the longer direction and quadrupled in the shorter one and again all molecules but
one were removed. Nominally, this yields Θ = 1/32 (note that here the primitive
unit cell contained four molecules), but as the packing density in the full coverage
monolayer is significantly higher, the molecular footprint increases only to 712.8
Å2. In this context it is important to note that we kept the molecules fixed at the
adsorption geometries of Θ = 1, in order to isolate the impact of diluting the dipoles
from the massive changes of the molecular orientation occurring at low coverages,
where alkyl thiolates are known to lie flat on the Au substrate.13
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5.3. Theoretical methods

5.3.1. Computational details

We performed slab-type band structure calculations based on density functional
theory using the Vienna ab initio simulation package (VASP v5.3.2)238–241 and em-
ploying the Perdew-Burke-Ernzerhof (PBE) functional235,236 in conjunction with the
projector augmented-wave method (details on the potentials are specified in the
SUI).242,299 Long-range van der Waals interactions were accounted for using the vd-
WSurf method244 in the implementation of al Saidi et al.245 The used cutoff energy
for the plane-wave basis set was 400 eV and the total energy was converged to
10−6 eV. Γ-centered k-point meshes with 8x8x1 and 4x4x1 k-points were used for
F8H11SH and C10EC5 SAMs at full coverage (bearing in mind the different sizes
of the respective surface unit cells). When increasing the unit-cell size, the k-point
mesh was scaled accordingly.

In all simulations the surfaces were represented by slabs consisting of five layers
of Au to model the Au(111) surface with the SAM adsorbed to only one side of the
slab. To avoid spurious surface relaxations the Au lattice constant was determined
by applying the same methodology as used for calculating the surfaces. It was found
to be 4.141 Å , which is very close to measured (4.079 Å300) and calculated values
(4.154 Å301) reported in literature. The geometry optimizations were started with
thiolates placed at fcc hollow sites of the Au(111) surface; periodic replicas of the
slab were decoupled by a vacuum gap of ca. 30 Å and a self-consistently determined
dipolar layer.302 In the simulations, the topmost two layers of the Au slab were al-
lowed to relax, while the other three layers were fixed at the bulk geometry. In the
geometry optimization the forces were converged to 10−2 eV Å−1.

The geometry update was performed via the GADGET267 tool, which (i) enables
the use of internal coordinates for describing the adsorbate layer and (ii) provides
advanced algorithms267 for the initial guess of the Hesse matrix, where, in the present
work, Fischer’s model268 was applied. To sample the very rich configurational space
of the highly flexible mid-chain ester-functionalized alkyl thiolates, we did a pre-
optimization using molecular dynamics (for details see the Supporting Information).

5.3.2. Calculating XPS core level shifts

Relative XPS core-level shifts were calculated within the initial-state approach,
which in VASP relies on a recalculation of the Kohn-Sham eigenvalues of the core
states subsequent to the self-consistent determination of the charge density associ-
ated with the valence electrons.247 Relative shifts of these energies are often found
to reproduce very well the experimentally obtained results .28,303–305 In passing we
note that we compared the results obtained using this approach to full potential cal-
culations employing the FHI-aims code,306 which yielded quantitatively consistent
core-level shifts (for details see the Supporting Information).
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For the present systems, where we are primarily interested in core-level excita-
tions of atoms relatively far away from the metal surface, the initial-state approach
is preferable over the a priori more sophisticated final state approaches.248,249,253–258

In the latter, screening effects especially by the metal atoms are considered explicitly
in the quantum-mechanical simulations. This is particularly important for atoms
very close to the metal surface, i.e., the sulfur atoms252 and the first few carbons.
It would, however, result in serious artefacts in the present case: Final state ap-
proaches rely on calculating the energy for a situation with one or one-half of an
electron (employing Slater’s transition state theory307) excited from the core into
the valence region. In our systems, the unoccupied valence region is represented
by states in the metal right above EF . This means that any carbon core-level ex-
citation is associated with a charge transfer from an atom within the SAM into
the metal substrate (i.e., over an appreciable distance especially for carbon atoms
near the surface of the SAM). This gives rise to a significant dipole moment, which
would not pose a significant problem if the excitation happened only in individual
molecules (as in the experiments). Due to the periodic boundary conditions one,
however, deals with an excitation-induced large dipole in every unit cell resulting
in an artificial potential gradient and in a shift of the core-level energies due to
collective electrostatic effects (vide supra). Hence, for including screening effects via
the final-state approach, one would need to converge the size of the unit cell until
the excitation-induced dipoles are dilute enough such that the described artefacts
become significantly smaller than the shifts in core-level energies that one intends
to describe. This would require intractably large unit cells.

As in the here-applied initial-state approach the screening of the core-hole by the
highly polarizable metal substrate is not directly considered in the calculations of
the core-level energies,250,251 it needs to be accounted for by an electrostatic image
charge model.261,262 There the core-level energies including screening are expressed
as:

εC1s,screened = εC1s +
1

4ε(z − z0)
(5.1)

Here, ε is the dielectric constant of the SAM. We chose ε = 2.26 for both systems
for the full coverage case.25 This approach neglects that the SAMs are of only finite
thickness, which is expected to have a negligible effect on the results. Also direct
screening effects within the dielectric SAM are not accounted for. For the low
coverage calculations ε = 1.0 was used, since they represent essentially isolated
molecules on the substrate. The constant z0 is the position of the image plane. It was
set to 0.9 Å above the average z-position of the top gold layer.308,309 z is the position
of the atom whose core-level is excited. The screening shifts core-level energies to
less negative values (smaller binding energies) and affects the atoms closest to the
substrate most. As the molecules we investigated consist of rather long alkyl chains,
the overall impact of screening on the XP spectra is comparably small, since the
atoms in the SAM far away from the substrate, for which screening is least relevant,
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contribute most strongly to the experimental signals. To compare the results of the
calculations directly to the experiments, we simulated XP spectra by associating
each C 1s core level with a Gaussian peaki centered at εC1s,screened and subsequently
summing over the contributions of all atoms weighted by an exponential attenuation
function to account for the finite escape depth of the photoelectrons:260

wi(d) = w0 exp

(
−d
λ

)
, (5.2)

The individual weights wi(d) depend on d, the vertical distance between atom i and
the topmost layer of atoms in the SAM, and the damping factor, λ. w0 is a scaling
constant, which does not affect the shape of the spectra. λ is given by260

λ = 0.3 ∗ Ekin ∗ eβ , (5.3)

where Ekin is the kinetic energy of the escaping electron, which is determined by the
energy of the incident photon (in our case 580 eV) minus the binding energy of the
electron (calculated C 1s energy). The empirical attenuation factor β was chosen
such that experimental relative peak heights were reproduced by our calculations.
We used β = 0.638 for ester SAMs and β = 0.55 for partially fluorinated SAMs,
where the smaller value in the latter case accounts for the stronger damping due to
the significantly increased electron density in the fluorinated SAM.

5.4. Results and discussion

5.4.1. XP spectrum of the partially fluorinated SAM
(F8H11SH) – dominance of chemical shifts

The calculated core-level energies are shown together with the simulated and mea-
sured XP spectra for densely packed F8H11SH SAMs in Figure 5.3. It is well es-
tablished that calculated core-level energies are better suited to reproduce core-level
shifts rather than reproduce absolute binding energies.303–305,310 Therefore, while the
core-level energies in the left panel of Figure 5.3 are reported as calculated, the sim-
ulated spectrum in the right panel of Figure 5.3 is stretched by a factor of 1.15 and
shifted by 20.1 eV to align them with the experimental curve. This is analogous to
the strategy commonly applied when comparing calculated energies of Kohn-Sham
orbitals with experimentally measured binding energies in the valence region.311 In
this context it needs to be stressed that, while this procedure improves the quan-
titative agreement between the measured and simulated curves, it is by no means
necessary for reproducing the experimentally observed trends in our calculations.

iVariance = 0.135 eV and 0.1 eV for C10EC5 and F8H11SH, respectively; adapted to best fit to
the experimental spectra.
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Figure 5.3.: DFT-calculated (screened) C 1s core-level energies relative to the
Fermi energy for each carbon atom in a full coverage F8H11SH SAM (left panel).
The right panel shows the XP spectrum calculated from the individual C 1s energies
of the SAM (black). Additionally, the measured HRXP spectrum288 of a full coverage
F8H11SH SAM on Au(111) is shown (light blue). The measurements were performed
with an incident photon energy of 580 eV. Five Gaussian peaks are fitted to the mea-
sured spectrum; the assignment of these peaks is discussed in the main text. While
the core-level energies in the left panel are reported as calculated, the simulated
spectrum has been stretched by a factor of 1.15 and subsequently shifted by 20.1 eV
(binding energy = [εC1s,screened − EF ] ∗ 1.15 + 20.1eV ). As a consequence of that,
the left and right scales do not cover the same range of values. The experimental
spectrum is reprinted with permission from (Lu, H.; Zeysing, D.; Kind, M.; Terfort,
A.; Zharnikov, M. Structure of Self-Assembled Monolayers of Partially Fluorinated
Alkanethiols with a Fluorocarbon Part of Variable Length on Gold Substrate. J.
Phys. Chem. C 2013, 117, 18967–18979). Copyright (2013) American Chemical
Society.

For understanding the details of the calculated as well as measured XP spectra it
is useful to identify groups of carbon atoms with chemically different environments
along the chain. In ref. [288] five chemically distinct carbon species have been as-
signed to various features of the high-resolution XP spectra (cf., Figure 5.3): (1)
The terminal carbon atom bonded to three fluorine atoms giving rise to the peak
at the most negative binding energy (violet curve); (2) the carbon atoms in the
fluorinated segment having two fluorinated carbon atoms as nearest neighbors and
associated with the highest intensity feature in the spectrum (green curve); (3) the
other terminal carbon atom in the fluorinated segment adjacent to the hydrocar-
bon segment visible as an asymmetry of the line shape of the main peak (yellow
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curve); (4) the terminal carbon atom of the hydrocarbon segment, adjacent to the
fluorinated segment (dark blue); and (5) the carbons in the other CH2 groups with
only CH2 carbons and sulfur (see below) as neighbors causing the main feature at
least negative binding energies (red curve). These assignments are fully confirmed
by a comparison between the simulated and measured spectra and by tracing back
the features in the simulated XP spectrum to the core levels of individual carbon
atoms in the left panel of Figure 5.3. The simulations also clearly reveal a slightly
shifted binding energy of the very first carbon atom due to the bonding to the sulfur
atom. Moreover, we observe increasingly less negative core-level binding energies
for the CH2 carbon atoms upon approaching the metal surface, which is a conse-
quence of the increasing screening. The latter two effects are not resolved in the
experiments due to the close values of the binding energies for the respective carbon
atoms as well as the progressively strong attenuation of the photoelectron signal
for the deeply located atoms. Overall, the excellent agreement between theory and
experiment for the F8H11SH SAM confirms that the used methodology is capable of
reliably describing chemical shifts in photoemission for self-assembled monolayers.

5.4.2. XP spectrum of the alkyl thiolate SAM containing an
embedded ester group (C10EC5) – significance of
electrostatic shifts

As can be clearly seen in Figure 5.4, also for the C10EC5 SAM the main features of
the measured XP spectra, namely the relative peak positions and the relative peak
intensities are very well reproduced in the simulations. The peak associated with the
carbonyl carbon (marked yellow in Figure 5.4) at the most negative binding energy
is clearly resolved in the experiments. This is a clear consequence of the modified
chemical environment of that particular carbon atom that is bonded to two oxy-
gen atoms. Right next to it we find the peek associated with the ether C (marked
green in Figure 5.4), which is still significantly chemically shifted with respect to the
emission from the carbon atoms in the aliphatic chain segments, albeit to a lesser
degree than for the carboxylic C atom. As in the F8H11SH case, we find that the
peak associated with the first carbon directly bound to the sulfur docking group is
slightly shifted to more negative binding energies in the calculations. The feature
due to the terminal CH3 carbon is not resolved as a separate peak in the simulated
and measured XP spectra as the associated shift is much smaller than for the CF3

carbon in the F8H11SH example.
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Figure 5.4.: DFT-calculated (screened) C 1s core level energies relative to the
Fermi energy for each carbon atom in a full coverage C10EC5 SAM (left panel).
The reported C 1s energies and z-positions are averaged over the four molecules in
the unit cell. The impact of this averaging is negligible, with typical (maximum)
variations on the order of 0.01 eV (0.1 eV). The right side of the figure shows the
XP spectrum calculated from the individual C 1s energies of the same SAM (black).
Additionally the measured HRXP spectrum25 of a full coverage C10EC5 SAM on
Au(111) is shown (light blue). The measurements were performed with an incident
photon energy of 580 eV. Four Gaussian peaks are fitted to the measured spec-
trum; the assignment of the obtained peaks is discussed in the main text. While
the core-level energies in the left panel are reported as calculated, the simulated
spectrum has been stretched by a factor of 1.15 and subsequently shifted by 20.1 eV
(binding energy = [εC1s,screened − EF ] ∗ 1.15 + 20.1eV ). As a consequence of that,
the left and right scales do not cover the same range of values. The experimental
spectrum is reprinted with permission from (Cabarcos, O. M.; Shaporenko, A.; Wei-
dner, T.; Uppili, S.; Dake, L. S.; Zharnikov, M.; Allara, D. L. Physical and Electronic
Structure Effects of Embedded Dipoles in Self-Assembled Monolayers: Characteri-
zation of Mid-Chain Ester Functionalized Alkanethiols on Au111. J. Phys. Chem.
C 2008, 112, 10842–10854). Copyright (2008) American Chemical Society.

While all these differences in core-level energies can be understood as a conse-
quence of different chemical environments, this is not the case for the shift between
the two most prominent peaks of the spectrum located around -285 eV. They can
be unambiguously assigned to the CH2 groups in the bottom and top segments of
the molecule (below and above the ester group). These two segments are chemically
equivalent, but still the associated average C 1s core-level energies differ by as much
as 0.86 eV. In passing we note that this difference is not caused by different degrees
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of screening of the core holes in the upper and lower segments, as can be gauged
by experiments on non-substituted alkyl thiolate SAMs16 and also from a simula-
tion in which a difference of 0.71 eV is still present when this screening is switched off.

Thus, there must be another origin for that shift in core-level energies. As already
suggested by Cabarcos et al.,25 this has to be related to the regular arrangement
of the ester dipoles. Although the dipole moments originating from the polar es-
ter groups are strongly inclined relative to the surface normal,25 their components
perpendicular to the substrate are still sizable. This can be shown by calculating
the dipole moments per molecule perpendicular to the film surface in hypothetical
free-standing SAMs arranged in the geometry the molecules adopt on the surface
(but after replacing the polar thiol group by a hydrogen to isolate the polar con-
tribution of the ester). The obtained perpendicular dipole moments per molecule
then amount to 0.51 Debye at full and to 0.76 Debye at 1/32 coverage. The smaller
value at full coverage is the consequence of well-known depolarization effects. The
horizontal components of the dipoles are compensated by a polarization of the metal
(cf., mirror charges).

The individual electric fields originating from the ester dipole perpendicular to
the substrate add up and cause a sharp drop in the electrostatic energy.119 The drop
is very strongly localized, as, contrary to the situation of isolated dipoles, electric
fields decay rapidly in densely packed SAMs.122 As also the core-levels are strongly
localized at individual carbon atoms their energies directly follow the dipole-induced
change of the electrostatic energy. This results in very different binding energies of
the core-levels of the upper and lower alkyl segments relative to the Fermi-level of the
metal and, consequently, in strongly different kinetic energies of the photoelectrons.
This is illustrated schematically in Figure 5.5. In that sense, the core-level energies
serve as very sensitive probes of the local electrostatic energy within the SAM.
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Figure 5.5.: Schematic illustration of the energy level alignment in the C10EC5
SAM. The core and valence levels of the bottom segment (1) and top segment (2)
of the molecules are separated by an ordered two-dimensional array of dipoles. The
associated shift in energy results in two different measured electron kinetic energies
at the detector (E1

kin and E2
kin). The green arrows symbolize the XPS measurement

process with the incident photon energy hν. EF denotes the Fermi energy, which is
the same on the sample and detector side of the setup282 in contrast to the vacuum
energy Evac. The work function of the clean gold substrate is modified by the
applied SAM to the resulting value Φ. For the sake of clarity we assume an infinitely
extended sample and detector; i.e., no distinction between the vacuum level directly
above the sample and at a distance much larger than the sample dimensions is
made, as this again would not affect the differences in the kinetic energies of the
photoelectrons.

Since this shift in the electrostatic potential arises from the collective superposition
of the fields of the 2D arranged dipoles, it is (i) directly proportional to the dipole
density and (ii) expected to diminish for individual dipoles, where instead of the
highly localized122 step in the electrostatic energy a much smaller and smeared out
shift in the binding energy of the core levels due to the electric field of an individual
dipole is to be expected.119 This provides an efficient handle for testing the above
hypothesis that such electrostatic effects indeed impact measured core-level ener-
gies: Upon reducing the coverage of the SAM (with - in this computer-experiment
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- maintained geometry and dipole orientation, vide supra), XPS core-level shifts in-
duced by collective electrostatic effects should decrease and for very low coverages
essentially disappear. In contrast, chemically induced shifts ought to persist.

5.4.3. XP spectra at reduced coverage – turning off collective
electrostatic effects

In the following, we discuss core-level energies at strongly reduced coverages (cf.,
section 5.2) for the C10EC5 and F8H11SH systems. The evolution of the spectra
for gradually reducing the coverage can be found in the Supporting Information.
A conceptually related situation, at least as far as the impact of the ester-dipoles
is concerned, would be a homogeneously mixed SAM consisting of a minority of
C10EC5 molecules embedded into alkyl thiolates.

Figure 5.6a compares the core-level energies of C10EC5 molecules in full and low
coverage SAMs. The most important result of this comparison is that for the low
coverage SAM the shift between the core level energies of the upper and lower alkyl
segments has essentially disappeared. As a consequence, in the simulated XP spectra
the main peak is no longer the superposition of two clearly resolved maxima, but is
rather dominated by a single feature. This very much supports the above hypothesis
that the shift in the full-coverage SAM is of purely electrostatic origin. Consistent
with this scenario, the carbonyl carbon and the ether carbon core level energies
are still shifted with respect to the rest of the chain, as the origin of that shift is
“chemical” in nature.
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Figure 5.6.: Calculated C 1s core level energies of (a) C10EC5 and (b) F8H11SH in
the full coverage SAMs (black) compared to the low-coverage situation (red). The
molecular geometries are kept the same at both coverages (for further details see
section 5.2). The right plot shows the XP spectra calculated from the individual 1s
orbital energies of all carbons in the unit cell plotted without shifting and stretching
of the original data, as we do not compare to experimental spectra here.

What still remains to be explained is why the positions of all C 1s core levels
are shifted to smaller binding energies in the low-coverage SAMs. This can again
be traced back to collective electrostatic effects (or rather the lack thereof) in the
low-coverage situation: One must not forget that also at the metal/SAM interface
a significant dipole is present (i) due to the thiolate group and (ii) as a consequence
of bonding-induced charge rearrangements. This second ordered dipole layer causes
a potential drop at the metal/SAM interface at full coverage. This results in an
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electrostatic shift of the core-level energies of all atoms situated above the docking
group, i.e., all carbon atoms within the SAM, for the same reasons as in the case of
the ester dipole. At low coverage that step-like change in the electrostatic energy
diminishes and is replaced by the much weaker potential energy modification due
to an individual dipole. Noteworthy, the rigid shift of the C 1s core-levels in the
bottom segment far from the dipoles between the two different coverages allows a
determination of an upper limit for the shift in the electrostatic energy due to the
thiolates (including the bonding to the metal), which for the present configuration
of the chains amounts to 1.25 eV. The reason for this value representing only an
upper limit is that it is affected also by differences in the core-hole screening (cf.,
section 5.3.2). When neglecting screening effects, the shift is reduced to 0.94 eV.

The above “electrostatic” view is fully corroborated by the electron electrostatic
energy within the SAM at full and low coverages, which is shown in Figure 5.7.
There one clearly sees the significantly higher electrostatic energy around the isolated
molecule (right) compared to the densely packed monolayer (left). What is also
clearly resolved is that the top and bottom segments of the C10EC5 molecule at
low coverage experience a very similar electrostatic environment, while there is a
significant shift in energy between the regions around the top and bottom segments
at full coverage. I.e., the polar ester groups induce a potential energy step at high
coverages, while the potential modifications associated with the ester group are very
local for the isolated molecule.
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Figure 5.7.: Calculated electron electrostatic energy for the full coverage C10EC5
SAM (molecular footprint of 22.3 Å2) shown on the left, and the low coverage
C10EC5 SAM (molecular footprint of 712.8 Å2) shown on the right; the potential is
plotted in the plane containing the (essentially parallel) long molecular axes of two
(of the four) neighboring molecules in the unit cell. The electrostatic energy is given
with respect to the Fermi level of each system.

When comparing the F8H11SH high- and low-coverage SAMs a picture evolves
that is consistent with the above considerations (see Figure 5.6b): There is a rigid
shift of all C 1s core-level energies to lower binding energies in the low-coverage case.
Again, the reason is that the step in the electrostatic energy due to the thiolates
diminishes at low coverages. The effect is somewhat smaller for the F8H11SH SAM
(only 1.0 eV compared to 1.25 eV for the C10EC5 SAM). This is a consequence of
(i) the lower density of docking groups in the latter case (c.f., section 5.3.1) and (ii)
the somewhat different docking geometry for a situation with all molecules parallel
(F8H11SH) compared to a herringbone packing (C10EC5).ii

iiNote that we see similar changes in work-function modifications when studying pure alkyl thio-
lates in the respective geometries.
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Interestingly, the differences in core-level energies for the two coverages are smaller
in the fluorinated section of the SAM. This can be understood as the consequence
of a small dipole component pointing towards the surface that is localized in the
interface region between the fluorinated and non-fluorinated sections of the SAM
(cf., molecular dipole contribution in ref. [17]). This causes a comparably small
upwards-shift of the core level energies in the fluorinated section of the SAM; i.e., also
in F8H11SH electrostatic shifts do play a role, but they are very small compared to
the chemical shifts and, therefore, typically not accounted for when interpreting the
experiments. When reducing the coverage, these electrostatic shifts again disappear
explaining the smaller net-shift to lower binding energies in the fluorinated section
of the SAM.

5.5. Conclusions

The considerations in this paper show that shifts in the core-level binding ener-
gies measured for thin organic films by x-ray photoelectron spectroscopy are not
only determined by the chemical environment of the atoms of interest. Addition-
ally, variations in the electrostatic energy caused by collective electrostatic effects
(albeit often overlooked) play an equivalently important role. This is shown by
a comparison between experimental and theoretical XP spectra combined with an
in-depth analysis of the local electrostatic situation in two prototypical thiolate-
bonded self-assembled monolayers. As a consequence, great care has to be taken
when exclusively associating experimentally observed changes in core-level binding
energies with chemical changes occurring in an adsorbate layer. Peak shifts of several
tenths of an eV or more can be caused either by interfacial charge rearrangements
(here due to the bonding of the thiolates) or by polar groups incorporated into the
studied molecules. As a consequence, when using chemically identical species in
different spatial regions of an adsorbate (i.e., when ruling out chemical shifts), XPS
can become a powerful tool for probing local variations in the electrostatic energy,
making it a highly promising technique for studying nanoscopic electronic devices
even beyond its well-recognized capabilities.

5.6. Supporting information

5.6.1. Simulation details of the pre-optimization using molecular
dynamics

The potential energy surface (PES) of the C10EC5 alkyl thiolate SAM is rather
complex including many local minima. To efficiently sample this PES we com-
bined the DFT-based geometry optimization as described in the main manuscript
with a pre-optimization using molecular dynamics (MD). To run the simulations
the program package LAMMPS171 (v. 14 Feb 2013) was applied. The Verlet170

algorithm was used to solve the equations of motion in time steps of 1fs. The
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SHAKE172 algorithm was employed for constraining the mobility of the hydrogen
atoms during the simulation. For temperature slopes we chose an NVE ensem-
ble (Berendsen thermostat)174 and in the equilibration phase an NVT ensemble
with the Nosé-Hoover175,176 thermostat was used. Coulomb interactions were calcu-
lated in reciprocal space with the particle-particle-particle-mesh (PPPM)206 method.
The atomic charges needed were calculated for an isolated molecule using the ESP
charge-partitioning scheme,208,209 where the charges are assigned to reproduce the
quantum-mechanically calculated electrostatic potential at points selected according
to the Merz-Singh-Kollman scheme.208,209 Gaussian09210 with the B3LYP211,213,214,312

functional and an aug-cc-pVTZ215–218 basis set were used for this calculation.
For most interactions the CHARMM36 general force field194 (v. 2b7) was used.

However, the gold-organic interactions were described with the GoIp219 force field,
which we found to be most appropriate for modelling organic adsorbates, and the Au-
S bond was described with the potential designed by Jang et al.220 This potential is of
a modified Buckingham type and allows bond breaking, thus allowing the molecules
to move on the substrate. Hence, we do not predetermine the bonding sites already
with the starting configuration. The cutoff radius for pairwise interactions was
chosen as 12 Å for Au-S. The Lenard-Jones potential (lj/charmm/coul/long) used
for the CHARMM force field had an inner cutoff radius of 12 Å and an outer one of
14 Å.

The Au(111) surface in the MD run was represented by ten layers of gold. The
positions of the gold atoms were kept fixed during the simulation. Periodic boundary
conditions in x- and y-direction were employed, creating a 2D infinite slab. The lat-
eral extension of the periodic unit cell was chosen such that it contained 16 C10EC5
molecules in dense packing. At the start, all molecules were oriented upright with
the same twist angle (i.e., not introducing any bias towards a herringbone arrange-
ment of the molecules). To reach the global minimum we employed a temperature
ramp, first heating the sample to T = 750 K (over a timespan of t = 0.2 ns). This
allows the molecules to move freely on the substrate and lifts any bias incurred by
the arbitrarily chosen starting configuration. The sample was then cooled to room
temperature (T = 300 K) over t = 1.3 ns with a constant cooling rate and equi-
librated there for t = 5 ns. Afterwards the system was slowly cooled to T = 0 K
over a timespan of t = 4 ns to prevent thermal motion of the molecules, thus giving
us straight molecular geometries without thermally induced “defects” in the final
geometry. From the final structure, four representative molecules were picked and a
unit cell containing five layers of gold substrate and four molecules was created for
further geometry optimization using density functional theory (DFT).

5.6.2. Details of the PAW potentials used for VASP calculations

Table 5.1 lists the PAW potentials used for all VASP calculations in this work, except
the “VASP soft PAW” test calculation shown in Figure 5.8. For this test calculation
soft PAW potentials were used for carbon and oxygen atoms.
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Table 5.1.: List of PAW potentials used for VASP calculations in this work.

element potential

Au PAW PBE Au 06Sep2000
S PAW PBE S 17Jan2003
C PAW PBE C 08Apr2002
H PAW PBE H 15Jun2001
O PAW PBE O 08Apr2002
F PAW PBE F 08Apr2002

5.6.3. Testing different PAW potentials and comparison to a full
potential code

In Figure 5.8 we compare C1s energies of the C10EC5 SAM calculated with different
PAW potentials to estimate the influence of the set of used potentials. As a reference
we use results obtained with the full potential code FHI-aims306 for the same system.

Figure 5.8.: C1s energies of the full coverage C10EC5 SAM calculated with VASP
using standard PAW potentials (Au, S, C, H, O) (open blue diamonds) and partially
soft PAW potentials (Au, S, C s, H, O s) (open red stars). The results are com-
pared to those obtained using the full potential code FHI-aims306 (full black dots)
employing “tight” settings for all elements, except sulfur, for which “light” settings
have been used. For the sake of comparing the different calculation methods all core
level energies shown in this plot are unscreened energies.
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The result of the VASP calculation using standard PAW potentials is nearly iden-
tical to the FHI-aims calculation, save for a small rigid offset. The calculation
performed with soft PAW potentials for carbon and oxygen, however, differs notice-
ably from the other two calculations at the carbonyl carbon (the carbon lowest in
energy and chemically most different).

5.6.4. The impact of screening on calculated C1s energies

Figure 5.9 shows a scatter plot of the carbon 1s core level energies of a full coverage
F8H11SH SAM. We compare the unscreened values with the ones including screening
effects.

Figure 5.9.: Calculated C 1s core level energies of a full coverage partially flu-
orinated alkyl thiolate SAM (F8H11SH) including (full black dots) and excluding
(open red diamonds) screening effects by the metal.

We see that the screening of the metal substrate shifts core level energies to less
negative values. Atoms closest to the substrate are affected the most, whereas there
is practically no influence on atoms near the top of the SAM. Combined with the
strong damping of the XPS signal of deep lying atoms (see next section) the impact
of screening on the systems portrayed in this work is rather small.

5.6.5. Impact of damping on calculated C1s spectra

Figure 5.10 shows calculated XP spectra of the F8H11SH system including and
excluding attenuation effects for the photoelectrons.

62



Figure 5.10.: Calculated XP spectra of a full coverage F8H11SH SAM, comparing
a spectrum which takes an exponential attenuation of the signal into account (red
solid line) and one neglecting it. Both curves include screening effects of the metal
as described in the main article.

We see that attenuation effects are significant. The intensity of the peak assigned
to the bottom alkyl chain (at ≈ -265 eV) is reduced to about one third. The intensity
of the fluorinated part of the molecule (≈ -271 eV) is only slightly reduced, as it
constitutes the top part of the SAM. The CF3 signal (≈ -272.5 eV) is unaffected by
attenuation effects, because this carbon is situated right at the top of the SAM.

5.6.6. Comparing non-stretched calculated XP spectra to
experiments

Figures 5.11 and 5.12 compare the experimental XP spectra of full coverage F8H11SH
and C10EC5 SAMs with calculated spectra which were only shifted and not stretched.
They are included here for the sake of comparison to stress that the reproduction
of the experimental trends/shifts by the simulations is by no means related to the
commonly applied stretching of the energy scale of the Kohn-Sham eigenstates.
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Figure 5.11.: Comparison of the measured HRXP spectrum288 of a full coverage
F8H11SH SAM on Au(111) (light blue) with the calculated spectrum (black). The
calculated spectrum was rigidly shifted by -20.3 eV to align the main peak with the
experimental one, but not stretched. The measurements were performed with an
incident photon energy of 580 eV. The experimental spectrum is reprinted with per-
mission from (Lu, H.; Zeysing, D.; Kind, M.; Terfort, A.; Zharnikov, M. Structure
of Self-Assembled Monolayers of Partially Fluorinated Alkanethiols with a Fluoro-
carbon Part of Variable Length on Gold Substrate. J. Phys. Chem. C 2013, 117,
18967–18979). Copyright (2013) American Chemical Society.
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Figure 5.12.: Comparison of the measured HRXP spectrum25 of a full coverage
C10EC5 SAM on Au(111) (light blue) with the calculated spectrum (black). The
calculated spectrum was rigidly shifted by -19.7 eV to align the main peak with
the experimental one, but not stretched. The measurements were performed with
an incident photon energy of 580 eV. The experimental spectrum is reprinted with
permission from (Cabarcos, O. M.; Shaporenko, A.; Weidner, T.; Uppili, S.; Dake,
L. S.; Zharnikov, M.; Allara, D. L. Physical and Electronic Structure Effects of Em-
bedded Dipoles in Self-Assembled Monolayers: Characterization of Mid-Chain Ester
Functionalized Alkanethiols on Au111. J. Phys. Chem. C 2008, 112, 10842–10854).
Copyright (2008) American Chemical Society.
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From Figures 5.11 and 5.12 we see that the calculated spectra, when only shifted
rigidly without any stretching, qualitatively reproduce the measured ones quite ac-
curately. All peaks found in the experimental spectra are present in the calculations
and the relative peak intensities match. There are only slight differences regarding
the exact values of the XPS peak shifts.

5.6.7. Intermediate coverages

Figure 5.13.: Calculated C 1s core level energies of F8H11SH SAMs at different
coverages. We show three different coverages in this plot: full coverage (black dots),
a coverage of 1/4 (green diamonds) and a coverage of 1/16 (blue hexagons). For the
sake of comparison ε = 2.26 was used for calculating screening effects in all three
cases shown here (in contrast to the main manuscript, where ε = 1 was used at the
lowest coverage).

In Figure 5.13 we see that the results for full coverage and a coverage of 1/4 are
still quite different from one another. However, coverages of 1/4 and 1/16 yield
already pretty similar results. We therefore interpret a coverage of 1/16 as dealing
with isolated molecules on the substrate for the F8H11SH system. The case is
a bit different for the C10EC5 SAM discussed next (see Figure 5.14), where it
was necessary to reduce the coverage even more to eliminate collective electrostatic
effects.
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Figure 5.14.: Calculated C1s core level energies of C10EC5 SAMs with different
coverages. The intermediate coverages that were calculated are included in this plot:
full coverage (black dots), a coverage of 1/4 (green diamonds), a coverage of 1/16
(blue hexagons) and a coverage of 1/32 (red triangles). For the sake of comparison
ε = 2.26 was used for calculating screening effects in all four cases shown here (in
contrast to the main manuscript, where ε =1 was used at the lowest coverage).

We see a trend going from full to low coverage, with the energetic difference
between bottom and top segment gradually decreasing. The electrostatic shift of
the bond dipole also vanishes gradually from full to low coverage. The results for
coverages 1/16 and 1/32 are already nearly identical. The electrostatic situation
does not change anymore, the molecules behave as if isolated in both cases. For
a coverage of 1/4 there still is some collective electrostatic interaction present, but
much weaker than in the full coverage system. Thus, an electrostatic shift between
bottom and top chain can still be seen, but it is much smaller than in the full
coverage system.
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6. Effects of embedded electric
dipole layers in alkanethiolate
self-assembled monolayers

In the previous chapter a method to calculate core level energies of dipolar alkylth-
iol SAMs, based on DFT and the initial state approach, has been presented and
applied to two different test cases, namely a partially fluorinated alkylthiol and an
alkylthiol with an embedded, dipolar ester group. On the example of these two
functionalized SAMs the impact of chemical and electrostatic effects on XP spectra
has been demonstrated. Now that we are confident about the applicability of the
method described in the previous chapter, the same method is employed to study
SAMs of ester-functionalized alkylthiols in more detail. Especially the impacts of
chain length, and molecular orientation on electronic properties like the work func-
tion and core level energies are of interest and are addressed in this chapter. The
systems are studied employing DFT calculations as well as numerous experimental
techniques.

Author contributions:
The work presented in this chapter was a collaborative project between experimen-
tal and theoretical partners. It was initiated by the experimental groups of David
L. Allara and Michael Zharnikov. Egbert Zojer and I contributed the simulation
part of this work. We are currently preparing a manuscript about this work for
publication in a scientific journal. As the experimental and theoretical results are
closely connected and rely on each other for data interpretation I decided to include
both parts of the joint work in this thesis. Only presenting my theoretical contri-
bution would mean leaving out a significant and very important part of the overall
findings of this project. I.e., the inclusion of the experimental results is crucial for
putting the simulations into a proper scientific context. I, therefore, included the
experimental sections of our joint manuscript, which is currently in preparation, in
this thesis. I want to state that I did not perform the measurements presented in
these sections, nor did I write the text. The detailed author contributions to the
work presented in this chapter are stated in the following.

Nichole Sulliven, Peng Peng Zhang, Masato Maitani, Jean-Francois Morin, Paul S.
Weiss and David L. Allara contributed to synthesizing the molecules and were also
partly involved in measurements. Swen Schuster, Orlando Cabarcos and Michael
Zharnikov prepared the SAMs, performed all shown XPS, NEXAFS, IR and work-
function measurements and evaluated the experimental data. I performed all DFT
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and MD calculations presented in this work. Manuel Vieider and Otello Roscioni
taught me how to run MD simulations, which was crucial for the geometry preopti-
mization performed with MD in this work. Interpretation of the experimental and
calculation results proved quite difficult and I enjoyed numerous extensive and lively
discussions with Swen Schuster, Michael Zharnikov, David L. Allara and Egbert Zo-
jer about the subject. The original idea to investigate mid-chain ester functionalized
SAMs was conceived by David L. Allara and Michael Zharnikov. Egbert Zojer su-
pervised the theoretical part of this work.

All sections related to experimental techniques and results, as well
as the introduction, were written by Michael Zharnikov. He and Swen
Schuster also prepared the figures depicted in these sections. Specifically,
these sections are 6.1, 6.2, 6.3 and 6.4. These sections are directly taken
from our joint manuscript, which is currently under preparation for fu-
ture journal publication. I wrote the other sections, namely 6.5, 6.6, 6.7 and 6.8
and prepared all figures shown in these sections.

6.1. Introduction

It is well known that molecules can be adsorbed onto metal or semiconductor surfaces
to form highly organized, oriented self-assembled monolayers (SAMs).1,313 Molecu-
lar engineering of solid surfaces by SAMs to adjust a wide range of physical and
chemical properties has been of interest for many applications, including sensors,47,48

electronic devices,314,315 selective crystal growth,316,317 and nanolithography.49–51 Re-
cently, there has been growing interest in exploiting SAMs specifically to tailor the
interfacial electronic properties on metal and semiconductor surfaces for device ap-
plications such as organic solar cells, light emitting diodes and organic thin film tran-
sistors.24,47,58,59,61,62,64,72,74,114,280,315,318–325 The strategy involves self-assembly on an
electrode surface via a precursor SAM molecule containing a functional group with
an electric dipole to form a dipole layer which will in turn modify the electrode work
function and its energy level alignment to the levels of the organic active layer and
thereby impart significant improvements in charge injection and transport during
device operation.61,62,72,114,321,323,324 In addition to work function modifications in the
case of metal electrodes, SAMs on semiconductor surfaces also can modulate electric
transport of the sub-surface channel via introduction of a local electric field or new
surface states.47,319,320,322 This phenomenon is now utilized in sensor technology and
field effect transistors.48,319,326

Within the above, SAM-based strategy of the work function tuning, a functional
group with an electric dipole is usually attached to the molecular backbone as the
terminal moiety.17,27,28,61,101,115,279,327 The surface potential and work function (Φ)
shift correlate well with the polarity of this moiety, following simple trends provid-
ing a practical recipe for work function engineering. Additional factors such as a
contribution related to the bonding to the substrate and the effect of the molec-
ular backbone were considered to be either more difficult to vary (bonding to the
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substrate)328 or of a minor importance (molecular backbone),329,330 so that the ad-
justment of the terminal polar group became the most popular and frequently used
strategy.

This approach has, however, essential drawbacks since the variation of the ter-
minal polar group not only changes the work-function of the substrate, but, simul-
taneously, has the potential to modify the growth mode of the semiconductor film.
The latter also has significant implications on the performance of the entire device.
In addition, the terminal groups of the intermediate SAM can be affected by the
growing semiconductor, especially if these groups are reactive, resulting in a change
of their polarity and, consequently, diminishing their positive effect.

An alternative strategy to avoid the above drawbacks is the embedding of a polar
group into the molecular backbone,24,26,331 as in particular has been demonstrated
recently by the example of thioaromatic SAMs with the embedded pyrimidine moi-
ety.26 Depending on the orientation of this group in the backbone, the work func-
tion of the system could be changed by either +0.57 or -0.42 eV (with respect to
an unfunctionalized thioaromatic reference SAM) without changing the chemistry
for docking to the substrate or the chemical composition of the SAM-ambient in-
terface.26 Significantly, the tuning of the work function is not the only effect of the
embedded pyrimidine group, since it also induces a potential discontinuity inside the
monolayer, electrically shifting the core-level energies in the regions above and below
the dipoles relative to one another. The respective shift could be observed directly by
X-ray photoelectron spectroscopy (XPS), reflected as the different binding energies
(BEs) for the emissions associated with the both regions. This observation, along
with a few others,51,283–285 questions the generally accepted chemical shift model282

in its specific applications to monomolecular films, and suggests that electrostatic
effects are important as well. I.e., such electrostatic shifts are superimposed on the
chemical ones and can even play a dominant role in certain cases.

Interestingly, the respective electrostatic effects in photoemission associated with
embedded dipoles have been observed before for SAMs of mid-chain ester function-
alized alkanethiols (ATs) on Au(111), and explained tentatively within a simple
phenomenological model combined with DFT calculations of isolated molecules to
determine the direction and magnitude of the ester group dipole in internal molec-
ular coordinates.25 Significantly, both the phenomenological model and the calcula-
tions were based on the structural data obtained by a careful characterization of the
SAMs by quantitative infrared reflection spectroscopy (IRS), near-edge X-ray ab-
sorption fine structure (NEXAFS) spectroscopy, and ancillary ellipsometry. These
measurements enabled to definitively establish the molecular chain structures and
ester group orientations, along with film thickness.25

Given the success of the above study and considering the recent progress in theory
regarding the understanding of electrostatic properties of SAMs,22,26,281,330 we have
decided to revisit the mid-chain ester functionalized ATs on Au(111). Along these
lines, we have further expanded both the set of dipole-containing SAM precursors
and the types of experiments used to characterize the electrostatic behavior of the
SAMs, most importantly, performing work function measurements in addition to
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studying core-level excitations. These measurements were performed by two differ-
ent techniques, viz. via the secondary electron cut-off in ultraviolet photoelectron
spectroscopy (UPS) and by non-contact, atomic force microscopy (NC-AFM ). Note
that the NC technique, applicable to metal, semiconductor and even insulator sur-
faces at near-atomic resolution,332 provides a powerful, non-invasive way to obtain
spatial surface information complementary to UPS work function data.327,333 To
provide further insight, the experimental studies are now combined with up-to-date
quantum-mechanical modeling of actual metal-SAM interfaces.

6.2. Experimental methods

6.2.1. Sample preparation

Details for the synthesis of the ester molecules have been described previously.25 The
compounds studied and the abbreviations for their SAMs are listed in Table 6.1.i

Note that to designate different systems, we will use the nomenclature CnECm for
the mid-chain ester functionalized alkanethiols, where n and m denote the number
of CHx segments below and above the ester group. Additionally, C10E*C10 refers
to a system in which the ester group has been reversed and C10EC4EC5 contains
two ester groups. The -(CH2)n- segment close to the substrate will be referred to as
the bottom segment, and the one at the ambient side as the top segment. Note also
that the monolayers of C5EC10, C10EC5, C10EC10, C15EC5 have already been
described to some extent in our previous publication,25 whereas SAMs of C10EC15,
C15EC10, C10E*C10, and C10EC4EC5 are new.

iIn the final manuscript, which we are currently preparing for journal publication, this table will
be placed in the Supporting Information.
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Table 6.1.: SAM precursor molecules and their abbreviations used in this study.

compound abbreviation

SH(CH2)11CH3 C12

SH(CH2)15CH3 C16

SH(CH2)17CH3 C18

SH(CH2)19CH3 C20

SH(CH2)21CH3 C22

SH(CH2)5COO(CH2)9CH3 C5EC10

SH(CH2)10COO(CH2)4CH3 C10EC5

SH(CH2)10COO(CH2)9CH3 C10EC10

SH(CH2)10COO(CH2)14CH3 C10EC15

SH(CH2)15COO(CH2)4CH3 C15EC5

SH(CH2)15COO(CH2)9CH3 C15EC10

SH(CH2)20COO(CH2)4CH3 C20EC5

SH(CH2)10OOC(CH2)9CH3 C10E*C10

SH(CH2)10COO(CH2)4COO(CH2)4CH3 C10EC4EC5

Vacuum deposited Au on a mica substrate (Agillent / Molecular imaging, Tempe,
AZ) was used for the AFM studies. After hydrogen flame annealing, the sub-
strate was immersed into a 0.1 mM thiol solution in absolute ethanol (Pharmco)
for 24 h. Upon removal from solution, the surface was thoroughly rinsed with
dichloromethane, acetone and ethanol, then dried under a nitrogen flow, and im-
mediately loaded into the UHV AFM chamber. Thermally evaporated Au/Cr (200
nm/10 nm thickness, respectively, ≈1-1.5 nm rms surface roughness of the final Au
film) on native oxide covered Si wafers was used for the IRS and photoemission
studies. The pressure of the thermal evaporator system was kept at or below 5 x
10−8 Torr during the entire deposition process. The substrate was immersed directly
into the thiol solution after removal from the thermal evaporator. For transport to
synchrotron for the XPS and UPS data collection, the freshly made samples were
immediately put into clean fluoroware wafer containers and packed in plastic bags

73



sealed under argon purge for transport. This procedure has proven to be very effec-
tive for keeping the sample integrity.

6.2.2. Sample characterization: General comments

The mid-chain functionalized and reference SAMs were characterized by infrared re-
flection spectroscopy (IRS), high resolution XPS (HRXPS), UPS, AFM, and Kelvin
probe measurements using NC-AFM. All experiments were performed at room tem-
perature. The HRXPS, UPS, and NC-AFM measurements were conducted under
ultra-high vacuum (UHV) conditions (base pressure < 5 x 10−10 Torr). The experi-
ments were complemented by theoretical simulations.

6.2.3. Infrared reflection spectroscopy and associated spectral
simulations

IR spectra were obtained using a customized Fourier transform infrared spectrometer
(BioRad FTS-7000, Digilab, Randolph, MA) with the sample and detector optics
housed in an external N2 purge box. The signal was collected by a liquid N2 cooled
MCT detector. Spectra were obtained using p-polarized light at an 86◦ incidence
angle with 2 cm−1 resolution and averaged over 800 scans to improve the signal to
noise ratio.

Details of the spectral simulation procedures have been previously presented25

and the procedures in the present case follow the previous work in exact detail. The
simulations utilize a combination of experimental and theoretical data. In brief,
isotropic optical function spectra were obtained from transmission spectra of pressed
KBr pellets containing precisely known concentrations of pure, polycrystalline thiol
(or disulfide as was convenient ). Vibrational assignments and transition moment di-
rections were made with the help of spectra calculated from DFT theory for isolated
molecules fixed in a planar, all-trans conformation. The isotropic optical function
spectra were converted to anisotropic tensor spectra by use of the transition moment
directions and the tensor spectra were then used to simulate spectra of an assembly
of oriented molecules at selected chain tilt angles to the surface normal and twist
angles of the chain planes around the long molecular axis.

6.2.4. Photoemission experiments

HRXPS measurements were performed at the bending magnet beamline D1011 of the
MAX-IV synchrotron radiation facility in Lund, Sweden, using a SCIENTA SES200
electron energy analyzer. The spectra were recorded in the Au 4f, S 2p, C 1s, and
O 1s regions with a special emphasis on the C 1s range to monitor the electrostatic
effects. The spectra acquisition was performed in normal emission geometry, at
photon energies (PEs) of either 350 or 580 eV. The binding energy (BE) scale of
every spectrum was individually calibrated using the Au 4f7/2 emission line of the
underlying Au substrate at 83.95 eV.334 The energy resolution was 70-100 meV,
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which is noticeably smaller than the full width at half maximum (fwhm) of the
spectral features relevant in this study. The spectra were fitted by symmetric Voigt
functions and either Shirley-type or linear backgrounds. For all samples, the same
fit parameters were used for identical spectral regions for a given photon energy.

6.2.5. UPS experiments

Work functions of the samples were determined by measuring the secondary electron
cutoff of the UP spectra following a standard approach.283 The experiments were
performed at the Max IV facility, using the same beamline and experimental station
as in the case of the HRXPS measurements. The photon energy was set to 50 eV.
The samples were biased by -25.6 V relative to ground so that the low energy portion
of the spectrum could be observed. The positions of the cutoffs in the samples were
referenced to those of C16/Au and freshly sputtered gold.

6.2.6. AFM measurements: lateral force imaging

Molecular lattice images were taken by contact mode AFM using a RHK 350 AFM/STM
scan head with force modulation probes (PPP-FMR, Nanosensors, Switzerland; can-
tilever force constant ≈ 2.8 N/m). Typical images were obtained at ≈ 5 nN normal
force (including the capillary force between the tip and the sample) at scan rates
from 50 to 200 nm s−1. Due to the stick-slip friction characteristics, lateral force
images can display atomic features that are not necessarily shown in the topography.

6.2.7. Surface potential (Kelvin probe) measurements

Experiments were conducted in a Jeol JSPM-4500A AFM system equipped with
SPM 100 electronics and a PLL Pro universal AFM controller (RHK technologies,
Troy, MI). All data were taken using conducting Pt-Ir coated Si cantilevers (PPP-
NCHPt, Nanosensors, Switzerland) with typical spring constants and Q-factors of
40 N/m and 330 kHz in air (Q-factor ≈20 k in UHV). The tips were thoroughly
rinsed by anhydrous dichloromethane and absolute ethanol before loading into the
UHV system to remove any organic contaminants from the surface and then blown
dry by nitrogen gas. The probe was further degassed under UHV at 150◦C for 2 h by
heat radiation from a nearby tungsten filament. This provided a constant probe tip
surface which gave reproducible CPD measurements on a standard alkanethiolate
SAM.

During each experiment, the approach of the tip to the surface was done cautiously
to avoid any damage or crashing into the surface. To ensure that the tip condition
was unchanged, the work function of a clean Au{111} surface, preloaded and stored
in the UHV chamber, was measured before and after characterization of each SAM.
Differences between the surface potential values of the SAMs and Au{111} references
yielded a consistent set of data for all the SAMs.

The tip was scanned in non-contact mode by oscillating it close to its resonant
frequency with the tip-surface interaction detected by either a change of its vibrating
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amplitude or a shift of its oscillating frequency. For the reported measurements, the
frequency modulation (FM) mode was used , in which the vibrating amplitude is kept
constant by a phase shifter and automatic gain controller applied on the probe drive.
The frequency shift is then measured by a phase lock loop (PLL). Simultaneous
topography images were achieved by regulating the tip-sample distance to keep
a constant frequency shift. Data were obtained from at least three independent
samples for each SAM on ≈10 different spots on each surface and the final values of
the intercept for each SAM taken as the average over all the measurements. Each
measurement gives the contact potential difference (CPD) between the tip and the
sample surfaces. The work functions (∆Φwork) for each SAM were further calculated
as as ∆Φwork = (CPD)SAM - (CPD)Au, where the bracketed quantities represent the
averaged CPD values for multiple measurements of a given SAM and its companion
Au{111} reference.

6.3. Experimental results

6.3.1. SAM structure

In our previous study, the orientation of the alkyl chain segments and the embed-
ded ester moiety in the CnECm SAMs were deduced from the best fits of spectral
simulations, based on classical electromagnetic theory, to experimental IRS data
along with the analysis of the NEXAFS spectra.25 The results of both procedures
agreed within experimental error to give an overall average of alkyl chain tilt from
the surface normal of 31(±4)◦ and a chain twist around the long axis of 60(±5)◦

(see Figure 6.1). Note that the above values are more strict for the bottom -(CH2)-
segments which, within experimental error, exhibit conformational ordering and ori-
entation identical to those reported previously for the alkyl chains in non-substituted
AT (NSAT) SAMs on Au(111), while the top segments are significantly more con-
formationally disordered. However, the both segments are generally aligned in an
extended form as shown in Figure 6.1, where a schematic of the orientation of the
CnECm molecules in the respective SAMs is given, along with the definitions of the
tilt and twist angles (right hand side).
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Figure 6.1.: Schematics of a fully extended all-trans isolated chain for an embedded
ester molecule positioned on a substrate surface plane. The coordinate system on the
right shows the molecule on a surface (xy-plane) with the long axis of the molecule
tilted away from the z-axis and the chain plane twisted around the long molecular
axis. When the molecule is fully upright along the z-axis and not twisted the CH2

plane lies in the xz-plane. The directions of the z-projections of the molecular dipoles
for the C10EC10 and C10E*C10 molecules are shown on the left.

In addition, the experimental data of the previous study25 suggest that the O=C=O
ester group is coplanar with the C-C-C plane of the bottom and top -(CH2)- seg-
ments (a certain degree of conformational disorder notwithstanding).

Significantly, the above geometry defines the orientation of the ester group and,
consequently, the direction of the related dipole moment which appears to be strongly
tilted with respect to the surface normal, as shown in Figure 6.1. Consequently, its
projection on the z-axis (i.e. the surface normal), defining the potential disconti-
nuity within the SAM, depends strongly on the exact adsorption geometry which,
even though similar on the average (see below), can differ to some extent for the
different, mid-ester functionalized films.

In the present study all the IR spectra of the CnECm SAMs have nearly identical
patterns to those in the previous study.25 Applying the same methods of analysis
as used previously gives chain orientations within experimental error of the values
above, viz. -(CH2)- chain tilt from the surface normal of 31(±4)◦ and a chain twist
around the long axis of 60(±5)◦. Since the IR spectral pattern of the reversed
ester film, C10E*C10 however, was slightly different than for the CnECm SAMs,
we present here the respective experimental spectra and best fit simulations (Figure
6.2).
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Figure 6.2.: IR spectra of the C10E*C10 reverse ester SAM: experimental (full
black line), best-fit simulation (dashed red line). The best fit values for the tilt
and twist angles of the -(CH2)- chain parts with estimated errors are shown in the
graphs. The low frequency data (left) shows modes for both the alkyl chains and
the ester group while the high frequency data shows the C-H stretch modes. The
best fits represent global fits so not all modes have equal errors as noted particularly
for the C=O stretch near 1730 cm−1.

The overall result is that, on the average, the -(CH2)- segments of the C10E*C10
film are tilted from the surface normal at 32(±4)◦ with a chain twist around the long
axis of 120(±4)◦, which can also be considered as -60 (±4)◦ in view of the symmetry.
These values are, within the error ranges, very close to those obtained for the set of
CnECm monolayers and establish that inverting the ester group orientation in the
alkyl chain has a negligible effect on the overall SAM structure.

In order to definitively establish if there is a uniform molecular arrangement in
both the standard (CnECm) and reverse ester SAMs on the substrate surface, lateral
force AFM measurements were performed. Typical images for the C10EC10 and
C10E*C10 monolayers are shown in Figure 6.3.
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Figure 6.3.: Lateral force AFM topography images of the C10EC10 and C10E*C10
SAMs with 2-D Fourier transforms shown in the insets. Both images clearly show a
hexagonal pattern which corresponds to the standard

(√
3 x
√

3
)

R30◦ arrangement
with a lattice spacing of ≈0.50 nm.

Both images confirm an ordered arrangement with the adsorbates in a
(√

3 x
√

3
)

R30◦

hexagonal lattice with the expected ≈0.50 nm nearest neighbor spacing, which cor-
responds to a surface density of ≈4.60 molecules nm−2. Such a lattice is typical
of the NSAT SAMs on Au(111) surface, apart from the c(4 x 2) modulation of
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It is difficult to say whether such a modulation occurs in the given case. The
main conclusion is, however, that both standard and reverse ester SAMs exhibit
long-range structural order, with the structure being nearly identical to that of the
non-substituted alkylthiol SAMs on the same substrate. Another important finding
is that the reverse ester SAM has a virtually identical arrangement on the Au(111)
surface as the standard embedded ester monolayers, which is expected given the
almost identical average orientation of the -(CH2)- segments in these two types of
SAMs.

6.3.2. Electrostatic effects: photoemission

The C 1s XP and HRXP spectra of the NSAT SAMs on the Au(111) substrate exhibit
a single emission at a BE of 284.85 - 285.0 eV, accompanied by two weak shoulders,
which are hardly perceptible, especially in the XPS case, and can only be recognized
within a very detailed analysis.16,110 The binding energy of the emission depends
slightly on the length of the molecular backbone and increases somewhat with chain
length (≈17 meV per C atom).16 In contrast to these reference systems but in
agreement with our previous study25 and a recent work on mid-chain substituted
thioaromatic SAMs26 the C 1s HRXP spectra of all the CnECm SAMs exhibit not
one but two major -(CH2)- related emissions. The two peeks are associated with
the bottom and top segments. In Figure 6.4, where the C 1s HRXP spectrum of the
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C10EC10 SAM is presented as a representative example of the entire CnECm series,
they are clearly resolved along with the peaks associated with the carbonyl and ether
carbon. The individual emissions are color-coded according to the schematics of the
C10EC10 molecule shown in the inset of Figure 6.4 with individual parts of the
molecule marked by specific colors.

Figure 6.4.: Decomposition of the C 1s HRXP spectrum of the C10EC10 SAM,
representative of the entire CnECm series. The individual emissions associated with
individual parts of the C10EC10 molecule are color-coded using a schematics of this
molecule with the individual parts marked by specific colors. Binding energies of
the characteristic emissions are given.

The difference between the BE positions of the emissions associated with the bot-
tom and top -(CH2)- segment is ∼0.9 eV. This difference cannot be explained within
the general concept of chemical shifts since both segments are chemically identical.
The reason for the difference is, as mentioned above, a pure electrostatic effect, viz.
a potential discontinuity inside the monolayer associated with the embedded dipolar
ester groups.

The occurrence of two different emissions for the chemically identical top and
bottom -(CH2)- segments is additionally illustrated by Figure 6.5, where the C 1s
HRXP spectra of the CnEC5 series are presented. Analogous data for another
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representative series (C10ECn) can be found in Figure 6.6.ii

Figure 6.5.: C 1s HRXP spectra of the CnEC5 SAMs with n = 10, 15 and 20.
The spectra are decomposed into individual emissions which are color-coded, viz.
bottom -(CH2)- segment (red), top -(CH2)- segment (blue), ether carbon (green),
and carbonyl carbon (yellow). The vertical dashed lines mark the BE positions of
the emissions associated with the top and bottom -(CH2)- segments as a guide to
the eye.

iiIn the final manuscript, which we are currently preparing for journal publication, this figure will
be placed in the Supporting Information.
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Figure 6.6.: C 1s HRXP spectra of the C10ECn SAMs at n = 5, 10 and 15.
The spectra are decomposed into individual emissions which are color-coded, viz.
bottom -(CH2)- segment (red), top -(CH2)- segment (blue), ether carbon (green),
and carbonyl carbon (yellow). The vertical dashed lines mark the BE positions of
the emissions associated with the top and bottom -(CH2)- segments.

Whereas the BE positions and intensities of the ether and carbonyl peaks are
persistent over the CnEC5 series (Figure 6.5), as can be expected (apart from a
minor shift in C20EC5, which will be explained later on) - since the positions of
these atoms with respect to the SAM-ambient interface do not change, there is a
noticeable intensity redistribution within the major feature comprised of the emis-
sions related to the -(CH2)- top and bottom segments. According to the spectral
decomposition procedure performed consistently over the entire series (see Section
6.2), this redistribution stems from the increasing contribution of the bottom seg-
ment with increasing n, whereas the contribution of the top segment, appearing at
a ∼0.8 eV higher BE, does not change. Such a behavior is understandable since
the photoemission signal from the top segment of the constant length is persistent
over the series, whereas the photoemission signal from the bottom segment increases
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with increasing n. This signal is, however, strongly attenuated by the top segment
overlayer resulting in its comparably low intensity even though the bottom segment
is considerably longer than the top one. The case of the reverse ester is presented
separately in Figure 6.7, along with the data for the C10EC10 and C16 SAMs given
for comparison.

Figure 6.7.: C 1s HRXP spectra of the C16, C10EC10, and C10E*C10 SAMs. The
spectra of the two latter films are decomposed into individual emissions which are
color-coded, viz. bottom -(CH2)- segment (red), top -(CH2)- segment (blue), ether
carbon (green), and carbonyl carbon (yellow). The vertical dashed lines mark the
BE positions of the emissions as a guide to the eye.

The spectrum of the C16 film, representative of the NSAT films, exhibits a single
emission peak at a BE of 284.95 eV. The spectrum of the C10EC10 SAM shows
the two major emissions at 284.61 and 285.54 associated with the bottom and top
-(CH2)- segments, respectively, with much lower intensity of the former feature be-
cause of the strong attenuation of the respective signal by the top-segment overlayer
at the given kinetic energy of the photoelectrons. In addition, there are the less
intense but clearly perceptible ether and carbonyl peaks. In contrast, the spectrum
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of the C10E*C10 monolayer is dominated by a single emission at ∼284.65 eV which,
presumably, contains contributions from both bottom and top -(CH2)- segments,
with the latter contributions being much more intense, similar to the C10EC10
case. The presence of the single emission only suggests that there is almost no BE
shift between the peaks associated with bottom and top -(CH2)- segments for the
C10E*C10 SAM implying that the reverse ester does not create a potential disconti-
nuity inside the film . The effect of the reversal is, however, well visible (Figure 6.7)
since the major emission, representative of the top -(CH2)- segment, and the ether
and carbonyl peaks shift to lower binding energies considerably upon the reversal of
the ester group. As to the absolute BE shift associated with the embedding of the
reverse ester, it is just a matter of reference. In particular, instead of the BE of the
bottom segment peak for the CnECm and C10E*C10 films, the BE of the sole C 1s
peak for the NSAT SAMs with the same total number of C atoms in the backbone
can be considered. Such a reference will diminish the upward BE shift associated
with the standard ester orientation (C10EC10) but results in a reasonable downward
BE shift in the case of the reverse ester, as seen in Figure 6.7. A careful analysis of
the HRXP spectra acquired at both 350 and 580 eV gives values of +0.57 and -0.4
eV for the shifts of the top segment C 1s emission for the C10EC10 and C10E*C10
SAMs, respectively, as compared to the C20 monolayer.

The above shifts can also be monitored in the overview diagram in Figure 6.8,
presenting the C 1s BEs associated with the -(CH2)- chain or segments for all SAMs
studied.
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Figure 6.8.: Graphical summary of the C 1s BE data for the emission associated
with the alkyl chain in the NSAT SAMs (black squares) as well as the emissions
related to the top and bottom -(CH2)- segments in the mid-ester functionalized AT
SAMs (blue and red symbols respectively): CnECm and C10E*C10 (full circles),
C10EC4EC5 (rhombus). The dashed straight lines are guides for the eyes. The
energy differences between the individual peaks, viz. the average value for CnECm
and the derived values for C10EC10 and C10E*C10 with respect to C20 are shown
by the vertical arrows.

According to this diagram, the C1s BE shift between the bottom and top seg-
ments is ∼0.8 eV for most of the mid-ester functionalized SAMs, with some scatter-
ing within ±0.2 eV for the different systems. The C 1s BEs for the top and bottom
-(CH2)- segment of the ester SAMs display a similar dependence on the total back-
bone length as the C 1s BE for the NSAT monolayers with a slight increase of the
binding energy with increasing backbone length.

The overview diagram in Figure 6.8 contains also the results for the double ester
SAM, C10EC4EC5, which have not been discussed so far. The C 1s HRXP spectrum
for this system is presented in Figure 6.9, along with the data for the C10EC10 and
C15EC5 monolayers given for comparison.
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Figure 6.9.: C 1s HRXP spectra of the C10EC10, C10EC4EC5, and C15EC5 SAMs.
The spectra are decomposed into individual emissions which are color-coded, viz.
bottom and middle (C10EC4EC5) -(CH2)- segment/segments (red), top -(CH2)-
segment (blue), ether carbon (green), and carbonyl carbon (yellow). The vertical
dashed lines mark the BE positions of the emissions as a guide to the eye.

The spectrum of the C10EC4EC5 SAM is dominated by a broad, asymmetric
feature related to the -(CH2)- segments and accompanied by the ether and carbonyl
peaks. The latter peaks are more intense than the analogous emissions in the spec-
tra of the C10EC10 and C15EC5 monolayers, which is understandable since the
C10EC4EC5 SAM contains two ester groups instead of one. As to the major broad
feature, its decomposition in individual emissions is non-trivial and, in our opinion,
cannot be performed in non-equivocal fashion but only tentatively, since these emis-
sions are undistinguishable in the overall spectral envelope. Following general logics
and based on the data for the CnECm SAMs, three emissions associated with the
bottom, middle, and top -(CH2)- segments can be assumed within the joint enve-
lope, with the intensity relations mimicked from the spectra of the C10EC10 and
C15EC5 monolayers. Indeed, the top/bottom relation for C10EC10 corresponds to
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the (top+middle)/bottom relation for C10EC4EC5. Also, the top/bottom relation
for C15EC5 corresponds to the (top)/(middle+bottom) relation for C10EC4EC5.
The resulting decomposition of the asymmetric broad feature for the C10EC4EC5
SAM by three emissions is presented in Figure 6.9. Whereas the BE energy shifts
with respect to the middle segment emission can be considered as tentative only
(see e.g. a decomposition by two emissions only in Figure 6.10iii), the BE energy
shift between the emissions associated with the top and bottom -(CH2)- segments,
∼1.25 eV is presumably more reliable since it is closely related to the overall spec-
tral shape. This value is noticeably higher than the maximum shift for the CnECm
films (∼1.05 eV) but smaller than the double average shift in these films (∼1.6 eV),
suggesting a clear but limited effect of the double embedded ester.

Figure 6.10.: C 1s HRXP spectra of the C10EC4EC5. The spectra are decomposed
in individual emissions which are color-coded, viz. bottom + middle (red), and top
-(CH2)- segments (blue), ether carbon (green), and carbonyl carbon (yellow). The
vertical dashed lines mark the BE positions of the emissions as a guide to the eyes.

iiiIn the final manuscript, which we are currently preparing for journal publication, this figure will
be placed in the Supporting Information.
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6.3.3. Electrostatic effects: work function

The embedding of the dipolar ester group into the alkyl backbone should affect the
work function of the entire system. An overall graphical summary of ∆Φ values
(relative to the value for the C16 monolayer, viz. -0.85 eV with respect to the clean
gold substrate) is provided in Figure 6.11 where both the main data set taken from
the UPS cutoff measurements and the limited set obtained from surface potential
AFM are shown in separate graphs.

Figure 6.11.: Graphical summary of work function (Φ) data. In both panels the
values of Φ are given in terms of ∆Φ, defined as the difference between the work
function of each SAM and the work function of a corresponding unsubstituted alka-
nethiolate SAM (Cn) with the same number of carbon atoms in the molecule. Thus
for SAMs with values along ∆Φ=0 there is no shift relative to the alkanethiolate
SAM while values with ∆Φ<0 correspond to SAMs with lower work functions than
the alkanethiolate SAMs. The black dots represent unsubstituted alkanethiolate
SAMs and the other data points are labelled with the specific ester functionalized
SAM. Left panel: the major set of data which was obtained by PES measurements
at two different photon energies (see text for details). The slopes of the two main
linear correlations are shown by arrows. Right panel: the smaller set of data
obtained from surface potential AFM measurements.

The agreement between the UPS and AFM derived values is quite good con-
sidering intrinsic differences between these two techniques and the fact that the
experiments were absolutely independent and performed on different samples.

The work function of the NSAT SAMs decreases with increasing length of the
molecular backbone, which can be tentatively explained by a progressive change in
the polarizability of the alkyl matrix.122,329 A similar general tendency is observed
for the ester SAMs. Significantly, there is a noticeable ∆Φ shift of -(0.2-0.35) eV
between the values for the NSAT films and CnECm SAMs, manifesting the effect
of the embedded ester group. The only exception is the C15EC5 monolayer for
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which no shift is observed. The ∆Φ values for the C10EC10 and C10E*C10 SAMs
exhibit qualitatively symmetric behavior with respect to the reference value for the
NSAT film with the same total amount of C atoms in the backbone: ∆Φ is negative
for C10EC10 (-0.4 eV) and positive for C10E*C10 (+0.65 eV) . Quantitatively, the
absolute values of ∆Φ are not equal for the standard and reverse positions of the
embedded ester group, similar to the asymmetry observed for the C 1s BE shift,
but in the different direction. As to the double ester system, the ∆Φ value for the
C10EC4EC5 SAM is, on average, comparable to that of the C10EC10 monolayer
(almost the same total number of C atoms), so that the effect of the additionally
embedded ester group on the work function of the entire system is very weak, if any
at all.

6.4. Discussion of experimental results

All mid-chain ester functionalized AT SAMs of this study exhibit pronounced elec-
trostatic effects associated with the embedded dipole group, in agreement with the
results of the previous work dealing with some of these systems25 as well as of
a recent study of analogous thioaromatic monolayers with embedded pyrimidine
groups.26 The electrostatic effects are manifested in two ways, viz. as a BE shift of
the C 1s emissions related to the bottom and top -(CH2)- segments of the molecular
backbone and as a change in the work function of the entire system.

A BE shift of the C 1s emissions related to the chemically identical bottom and
top -(CH2)- segments is of particular importance for the correct description of pho-
toemission from SAMs since it suggests that the general concept of the chemical shift
can be applied to these systems to a limited extent only. In some selected cases,
as e.g. in the given study and some recent work,25,26,51,269,283–285 this concept is not
sufficient for the adequate description of the XP spectra and should be combined
with electrostatic considerations. The reason for this behavior is the insulator char-
acter of the SAM matrix, enabling creation of an electrical potential distribution,
including its discontinuity, inside the monolayer. Such a discontinuity can be in par-
ticular created by a layer of dipolar groups embedded into the backbone of the SAM
constituents at a certain position, as occurs in the given case, for the mid-chain ester
functionalized AT SAMs. Accordingly, the core-level energies in the region above
and below the dipoles differ relative to one another, which is reflected in the kinetic
energy of the photoelectrons and, subsequently, in the BE of the respective emissions
in C 1s XP spectra. Such a BE difference observed experimentally for most of the
CnECm SAMs is ∼0.8 eV (see Figure 6.8), correlating nicely with a simple theo-
retical estimate of 0.81 (±0.06) eV based on the orientation of the ester groups in
the SAMs and their dipole moment.25 A certain variation in the BE difference value
(±0.2) eV observed for the CnECm SAMs can be tentatively explained by specific
deviations from the average adsorption geometry. Since the dipole associated with
the embedded ester group is strongly inclined with respect to the surface normal,
even small structural differences can result in noticeable change of its projection
onto this normal, redefining the value of the potential discontinuity.
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An alternative reference for the C 1s BE shift in the ester SAMs is the BE of the
analogous emission in the NSAT monolayer with the same total number of C atoms
in the backbone. Surprisingly, the latter BEs, lie approximately halfway between
the values for the bottom and top segments in the ester SAMs, as shown in Figure
6.8. A close analysis of this figure suggests that the introduction of the ester moiety
into the AT backbone does not only result in the C 1s BE shift between the bottom
and top -(CH2)- segments but also in a lowering of the BE of the bottom segment
(by 0.2-0.3 eV) with respect to the value for the NSAT monolayer with the same
number of C atoms as the bottom segment of the ester SAM. This is illustrated by
Figure 6.12 where the C 1s BE values for the ester SAMs are arranged according to
the length of the bottom -(CH2)- segment and compared to the NSAT of the same
length.

Figure 6.12.: Graphical summary of the C 1s BE data for the emission associated
with the alkyl chain in the NSAT SAMs (black squares) as well as the emissions
related to the bottom -(CH2)- segments in the mid-ester functionalized AT SAMs
(red and lilac symbols). The symbols are arranged either in accordance with the
number of C atoms in the backbone (NSAT SAMs) or in the bottom alkyl segment
(ester SAMs). Different symbols are used for C10EC4EC5 (lilac down triangle) and
C10EC10 (lilac up triangle) to distinguish from the other systems.

A probable explanation for this BE difference, which is also substantiated by
the theoretical results discussed in the following sections, is a difference in the bond
dipole between ester SAMs and NSAT monolayers. If the Au-S-C bond varies slightly
for different SAMs this will affect the effective z-dipole component, energetically
shifting the binding energies of the whole molecule independently of the ester dipole
effect. Thus, the BE difference manifests itself already in the respective bottom
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segments and not only in the top alkyl part. As to screening of the photoemission
hole by the substrate electrons, it is especially strong for the short chain molecules,
following the standard 1/r dependence of the Coulomb potential, explaining, in
particular, the exceptionally low C 1s BE value for the bottom -(CH2)- segment in
the C5EC10 film (Figure 6.8).

The use of the NSAT SAMs as the reference results in the smaller value of the
electrostatic shift associated with the top -(CH2)- segment in the ester SAMs, viz.
+(0.3-0.55) eV, but is more consistent with the behavior of the ”reverse ester”,
C10E*C10 film. With respect to the NSAT reference, the reversal of the embedded
dipole direction, performed in this system, results in a shift of ca. -0.4 eV, in con-
trast to the value of +0.57 eV for the C10EC10 monolayer. Such a quasi-symmetric
behavior following the direction of the embedded dipole is logical and expectable, in
contrast to the lack of any perceptible C 1s BE shift for the top -(CH2)- segment of
the C10E*C10 SAM with respect to the bottom segment (see Figure 6.7).

The quasi-symmetric behavior of the photoemission shift with respect to the di-
rection of the embedded dipole correlates nicely with the ∆Φ values for the C10EC10
and C10E*C10 SAMs, viz. -0.4 eV for C10EC10 and +0.65 eV for C10E*C10 (see
Figure 6.11). Apart from this correlation, the above results for ∆Φ suggest that
the work function of AT SAMs can be varied in a controlled fashion within ±(0.4-
0.65) eV range by the embedded dipole strategy. Significantly, this variation is
not accompanied by a significant change in the molecular orientation and the SAM
structure with respect to the ”parent” NSAT films, as follows from the IR (Fig-
ure 6.2), NEXAFS spectroscopy,25 and AFM (Figure 6.3) data. Also, the physical
and chemical identities of both SAM-substrate and SAM-ambient interfaces remain
persistent. Thus, the dipole control can be fully decoupled from the interfacial chem-
istry, which represents a useful practical tool for molecular engineering of interfaces.
Both aliphatic (this work) and aromatic26 SAMs can then be used for this purpose
within the embedded dipole strategy.

A change in the work function upon the embedding of the dipolar ester group was
also observed in all other CnECm SAMs studied, except for the C15EC5 monolayer
(see Figure 6.11). The value of ∆Φ, measured with respect to the NSAT SAMs with
the same total number of C atoms in the backbone, varies between -0.2 eV and -0.35
eV depending on the particular system, which is most likely related to the minor
structural differences between the different films. The work function modification
with respect to NSAT SAMs is comparatively small because the difference in bond
dipole between ester SAMs and NSAT SAMs partially cancels the effect of the ester
dipole. Apart from this shift, the CnECm SAMs follow a linear trend of ∆Φ with
the total number of C atoms, as observed in Figure 6.11, mimicking the behavior of
the NSAT films which exhibit similar trend, with a slope of -17.5 meV/C.

The reason for the special behavior of the C15EC5 SAM, in terms of the prac-
tically non-existent work function modification with respect to an NSAT SAM is
unclear at the moment. According to the spectroscopic analysis this film has a sim-
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ilar structure as all other CnECm monolayers of this study.

The ∆Φ effect observed for the CnECm films should, at the first glance, redouble
in the case of the ”double ester”, C10EC4EC5 monolayer. However, the ∆Φ value for
this system -(0.4-0.5 eV) is comparable to that for the C10EC10 SAM (ca. -0.4 eV)
which has the same total number of C atoms but only one embedded ester group.
A reason for this behavior can be specific orientation of one or both ester groups
of the C10EC4EC5 monolayer, so that the projection of the respective dipole onto
the substrate normal is small. Note that the single-ester-group-like value of ∆Φ
for the C10EC4EC5 SAM correlates well with the behavior of the second ”finger-
print” of the electrostatic effects, viz. the C 1s HRXP spectrum (Figure 6.9). Even
though a nonequivocal decomposition of this spectrum is not possible (see e.g. Fig-
ure 6.10), the BE difference between the C 1s emission stemming from the bottom
and top -(CH2)- segments, limited by the spectral envelope, is very close to that of
the C10EC10 SAM.

Apart from the above discussion, specific for the C10EC4EC5 SAM, the correla-
tion between the electrostatic effects of the embedded dipole in photoemission and
work function should also be considered for the other mid-ester functionalized AT
monolayers. As far as the NSAT SAMs with the same total number of C atoms
in the backbone are taken as the reference, the direction of the C 1s BE shift for
the top -(CH2)- segment emission in the HRXP spectra correlates fully with the
sign of ∆Φ and is determined by the electrostatic energy shift associated with the
embedded dipolar ester group.

Also the absolute value of the BE shift with respect to the NSAT reference, viz.
+(0.3-0.55) eV correlates well with the absolute value of ∆Φ, viz. (0.4-0.65) eV, even
though a perfect agreement for the individual systems could not be achieved. Both
the BE shift and ∆Φ are determined by the extent of the potential discontinuity
associated with the embedded dipole combined with the effect of the interfacial Au-
S dipole. The work function modification additionally depends on the orientation
of the terminal methyl groups which carry a certain dipole moment.328 Differences
in the average orientation of the methyl groups are well possible, both related to
the parities of the top and bottom -(CH2)- segments (so called odd-even effects) and
different degrees of the conformational and orientational disorder in the top segment
part of the SAMs. Note, however, that the analysis of the ∆Φ data in Figure 6.11
did not allow to make any reliable conclusions regarding the impact of the odd-even
effects in the ester SAMs. They should be present but, most likely, work together
with a variety of other factors and are therefore hardly traceable.

6.5. Theoretical methods

For this work we performed slab type density functional theory (DFT) calculations
to gain insight into the electronic structure of the systems of interest. To arrive at the
minimum energy configuration we employed a pre-optimization step using molecular
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dynamics (MD) simulations, making use of the program package LAMMPS.171 In
this step 16 molecules were placed on 10 layers of gold substrate and a simulation
run was performed, including heating up to T=750K, annealing at T=300K and
subsequent slow cooling to T=5K to get rid of the thermal motion of the molecules.
Throughout the simulation the gold substrate was fixed. The molecules were mobile
on the gold substrate. Details of the preliminary MD runs are the same as described
in Chapters 4 and 5. With this temperature profile we were able to find the minimum
energy geometry within the classical MD method and use it as a starting point for
subsequent quantum mechanical (QM) geometry optimization using DFT. For this
second optimization step a
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3
)

unit cell containing four molecules adsorbed
on the fcc hollow sites of a Au(111) substrate was used (see Figure 5.2 of Chapter 5).
It is the same unit cell that was already employed for calculations of the C10EC5
SAM presented in Chapter 5. This unit cell, as well as a simple
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R30◦

unit cell containing one molecule are reported in literature for alkylthiolates on
gold substrate.13 We chose the larger one to include the possibility of a herringbone
arrangement of the molecules. The gold substrate was modeled using five layers, of
which the top two were kept mobile during the geometry optimization. The bottom
three layers were fixed to simulate bulk gold. The gold lattice constant was d=4.141
Å. A 6x6x1 Monkhorst-Pack246 k-point grid was employed in reciprocal space.

For the quantum mechanical geometry optimization the program package VASP238–241

(version 5.3.2) in combination with GADGET,267 a tool that enables optimizing in
internal coordinates, was used. Due to the 3D periodic nature of the code, we
employed a dipole correction in z-direction to electrically decouple the individual
slabs.302 To that end a vacuum gap of 25Å to 30Å was introduced in the z-direction
of the unit cells. The exchange-correlation functional chosen was the PBE func-
tional,235,236 van der Waals interactions were included with the vdWSurf244 method in
the implementation of Al-Saidi et al.245 The projector-augmented wave (PAW)242,299

formalism was used to describe core-valence interactions and a plane wave basis set
with a cutoff energy of 400 eV was used for all calculations. The convergence cri-
terion for the total energy in the self-consistent cycle was 10−6 eV and the ionic
relaxation was concluded if forces acting on the ions were lower than 10−2 eV Å−1.
The total z-dipole moment of the unit cell was converged to 10−4 eÅ.

After obtaining the minimum energy geometry in this way, core-level energies were
computed following the initial state247 approach. This method does not intrinsically
include screening effects of the substrate. We accounted for them in a postprocess-
ing step in the form of a classical image charge potential261,262 Vim = − 1

4ε(z−z0)
, with

the position of the image plane z0=0.9Å above the top gold layer.308,309 The dielec-
tric constant was ε=2.26.25 To calculate XP spectra from the pure core-level ener-
gies, individual Gauss curves were calculated and summed up including exponential
damping according to.260 The incident photon energy was chosen as hν=580eV, in
accordance with the experimental data presented in the previous section and a value
of β=0.638 was used to describe damping effects. The details of this data evaluation
are described in Section 5.3 of Chapter 5 (see also ref [269]).
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6.6. Simulation results

6.6.1. Comparison to experiment on the test system C10EC5

As was already shown in Chapter 5, the calculation method employed in this work is
able to quite accurately reproduce experimental XPS results for the C10EC5 SAM,
see Figure 5.4. We see the experimentally observed splitting of the main peak into
two subpeaks (∆C1s = -0.79 eV), which can be directly assigned to the bottom and
top segment of the chain. Additionally, the peaks of the chemically shifted ether
and carbonyl carbons are reproduced correctly. Complementary to measurements,
calculations give information about the binding energies of individual atoms inside
the SAM. This data is not available in such local detail through XPS measurements
and gives valuable insights into the effects happening inside the layer.

In the following we also calculated the work function modification of the C10EC5
SAM with respect to a SAM of pure alkyl thiolates on Au(111) substrate. This
reference SAM has a backbone of 16 carbon atoms, to give it equal overall length as
the C10EC5 SAM. The calculated work function modification of the C10EC5 SAM
with respect to this C16 reference SAM is -0.76 eV. This value agrees quite well with
the calculated peak splitting in XP spectra. For evaluating the electrostatic shift
in core level energies one can also calculate the difference between the screened and
damped average core level energy of the carbons in the top and bottom chain instead
of using an unfunctionalized alkylthiol reference SAM. This shift is ∆C1stop−bot =
-0.79 eV for C10EC5.

6.6.2. Changing the twist angle - horizontal ester orientation

Rotating the mid-chain ester functionalized alkylthiols around their main axis by
180◦ results in a changed orientation of the ester dipole without affecting the main
structural properties of the SAM like tilt and azimuth angle. (see Figure 6.13 which
shows a sketch of this reorientation) Thus, such a rotation of the molecules could
easily occur inside a SAM. As the molecules do not need more space or disturb their
neighbors in this configuration a certain fraction of the molecules could reorient in
this way inside a SAM either as individual molecules or in patches. Indeed we do
find such twisted molecular orientations in the MD pre-optimization for most of the
studied systems.
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Figure 6.13.: Left: schematic depiction of a C10EC5 molecule with regular ori-
entation of the ester dipole. Right: C10EC5 molecule rotated by 180◦ around the
main molecular axis. This rotation around the molecular axis results in a nearly
horizontal orientation of the ester dipole, indicated as a green arrow. The z-dipole
component is drastically reduced.

This reorientation, however, can have a drastic impact on the electronic proper-
ties of the SAM, even though the structural consequences, regarding the molecular
packing and tilt angles are minimal. In the following we will illustrate this using
the C10EC5 system as a representative example. Figure 6.14 shows the calculated
C1s core level energies of a C10EC5 twisted SAM, where all four molecules in the
unit cell were rotated by 180◦ as described above and of a regular C10EC5 SAM for
comparison. The difference in calculated total energies for ”twisted” and ”regular”
C10EC5 SAMs is ≈0.16 eV per molecule, the regular being lower in energy.
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Figure 6.14.: Calculated C 1s core level energies relative to the Fermi energy for a
full coverage C10EC5 SAM (full blue dots) and a full coverage C10EC5 SAM with all
molecules twisted by 180◦ (open red diamonds) are shown. The carbon z-position
is given relative to the position of the top gold layer (z=0 Å). The depicted C1s
energies and z-positions are averaged over all four molecules in the unit cell. The
impact of this averaging is, however, negligible, as the maximum difference in energy
between equivalent C atoms amounts to 0.09 eV.

In Figure 6.14 we see that the bottom and top segment of the C10EC5 twisted
SAM have nearly identical core level energies (shift top-bottom segment = 0.01 eV).
This result is in stark contrast to the regular C10EC5 SAM, which shows a signifi-
cant drop in core level energies from the bottom to the top segment. We attribute
this lack of energetic difference to electrostatic origins. In the C10EC5 SAM the
difference in core level energies is caused by the regular arrangement of the ester
dipoles in the SAM. The densely packed, parallel z-dipole components cause a drop
in potential and the core level energies follow. In the case of twisted molecules, how-
ever, the ester dipole moment happens to be oriented in a nearly perfectly horizontal
fashion. Due to this lack of effective z-dipole moment, the potential landscape sees
no sharp drop at the position of the ester group and thus also the core-level energies
remain unaffected.

To test this explanation we take a look at the potential landscape inside the SAM.
This should offer further insight. Figure 6.15 shows the plane-averaged electron
electrostatic energy of a C10EC5 horizontal SAM, a C10EC5 regular SAM and a
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reference C16 SAM.

Figure 6.15.: Plane-averaged electrostatic energy of an electron calculated for three
different systems: a regular C10EC5 SAM (dashed blue line), a C10EC5 twisted
SAM, where all molecules are twisted by 180◦ (dotted red line), which results in a
horizontal orientation of the ester dipole moments and a C16 reference SAM (solid
black line) without any ester group. All three SAMs are densely packed. The energy
is plotted as a function of the z-position in the SAM relative to the top gold layer
(z=0 Å). The first five distinct peaks on the left show the five layers of gold substrate,
the smaller peaks after that represent the SAM. The top of the SAMs is reached at
a z-position of about 20 Å above the top gold layer.

The leftmost five peaks (minima) visible in Figure 6.15 are assigned to the five
layers of gold substrate. They are identical for all three shown systems. However, the
systems differ significantly in the vacuum side potential (rightmost side of the Figure
6.15). The regular C10EC5 SAM shows a distinct drop in potential relative to the
C16 reference. This drop appears already at the ester group (z ≈ 12 Å above the top
gold layer) and leads to the shift in core level energies, which results in the double
peak structure found in XPS measurements and calculations (see Figures 6.5 and
6.14). The work function modification for C10EC5, calculated as the difference of
the vacuum side electrostatic potentials of the C10EC5 SAM and the C16 reference
SAM is ∆Φ = -0.76 eV. The twisted C10EC5 SAM, however, shows a qualitatively
different behavior. In this case the vacuum side potential is practically identical
to the one of the C16 reference SAM. In Figure 6.15 we see that the potential for
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C10EC5 twisted lacks the distinctive minimum indicating the ester group, which
is present for the C10EC5 SAM. This means that, due to the reorientation of the
ester group, there is no vertical dipole component left, thus no potential drop occurs
in z-direction. This also explains the lack of electrostatic XPS peak splitting for
this SAM. The different potential landscape should also be reflected in the work
function modification. For the twisted C10EC5 SAM it is calculated as ∆Φ = -0.24
eV (with respect to a C16 reference). Contrary to expectations it is not exactly
zero. This discrepancy is, however, not caused by the ester group. This can be
seen, when taking a look at the core level energies again. The shift between top and
bottom segment is 0.01 eV. Thus, no electrostatic shift happens between the two
segments. Therefore, the ester group does not cause a potential difference in this
case. However, the XPS shift between the bottom segment of C10EC5 twisted and
a reference C16 SAM is -0.35 eV, the same discrepancy we find in the vacuum side
potential and the work function modification. Thus we can assume that the cause
for this core level energy and potential difference between C10EC5 twisted and C16
is located at the gold-SAM interface. As we will show later, it is caused by the bond
dipole.

6.6.3. C5EC10 - a system with preferred horizontal ester
orientation

In the previous section we have shown that the molecular twist angle can have a
significant impact on the electrostatic potential inside the SAM and consequently
on the work function of the system and on atomic core level energies. We have
shown the impact of horizontal orientation of the ester dipole on the example of the
C10EC5 SAM.

In the following we discuss the C5EC10 system in the light of this aspect. For this
system the molecular dynamics pre-optimization step finds the majority of molecules
in the SAM oriented with horizontal ester dipoles. Only a few are found with ”reg-
ular” dipole orientation. Thus we chose this molecular orientation with horizontal
ester dipole as a starting point for the subsequent quantum mechanical optimiza-
tion. It was found to persist throughout the QM optimization. Figure 6.16 shows
a schematic depiction of the ester orientation for a C10EC5 and C5EC10 molecule
with the same twist angles, taking into account the tilt angle found inside SAMs.
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Figure 6.16.: Schematics of a C5EC10 molecule (left) and C10EC5 molecule (right)
with the same twist and tilt angles. Dipole moment orientations are indicated for
both molecules as green arrows. Due to the odd number of carbons in the lower
segment of the C5EC10 molecule and the zig-zag nature of the carbon backbone
the dipole moment of this molecule is oriented practically horizontally at this tilt
angle, which is representative of the general molecular orientation inside a SAM.
Only isolated molecules are shown here to better illustrate the orientation of the
ester group.

The fact that the C5EC10 SAM favors a horizontal ester dipole orientation is
caused by the odd number of carbons in the lower chain for this system in contrast
to the even number in the C10EC5 SAM, which shows the opposite behavior. The
zig-zag structure of the alkyl chain combined with an odd number of carbons in the
lower chain leads to a different orientation of the ester group, if the tilt and twist
angles are assumed to be similar in both cases. Apparently, in the C5EC10 case the
combination of these factors leads to a preferred horizontal orientation of the ester
dipole in our calculations.

The regular configuration of C5EC10 (with near horizontal ester dipole) was found
to have lower total energy in DFT calculations than the twisted ester orientation
by ≈0.3 eV per unit cell, which results in an energetic difference of ≈0.075 eV per
molecule. This makes it plausible that this is the preferred molecular orientation
for the C5EC10 molecule. Presumably both orientations are present with a certain
mixing ratio in experimentally studied SAMs.

For comparison, the difference in total energy for ”twisted” and ”regular” C10EC5
SAMs (in this case ”twisted” has the near horizontal ester dipole orientation) is
≈0.62 eV per unit cell, the regular being lower in energy. The energetic difference
per molecule is ≈0.16 eV. This is a larger energetic difference than encountered for
the C5EC10 SAM. Figure 6.17 shows the calculated C1s core level energies of a
C5EC10 SAM, compared to the reference C16 SAM.
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Figure 6.17.: Calculated C1s core level energies of a densely packed C5EC10 SAM
(full red dots), with all molecules oriented with near horizontal ester dipole and of a
C16 reference SAM (open black circles). The depicted C1s energies and z-positions
are averaged over all four molecules in the unit cell. The impact of this averaging
is, however, negligible, as the maximum difference in energy between equivalent C
atoms amounts to 0.09 eV. The core level energies are given relative to the Fermi
energy. We find only a slight difference in the core level energies of the top and
bottom segment carbons of C5EC10. The ether and carbonyl carbons in contrast
remain shifted with respect to the rest of the chain.

Figure 6.17 shows the same basic effects as already discussed for the horizontal
C10EC5 system (compare Figure 6.14). There is only a minimal potential drop
at the ester group, due to the mostly lacking z-dipole component. Therefore the
core level energies are very close for the bottom and top segment carbons. Only
the chemically different ether and carbonyl carbons exhibit significantly different 1s
energies. The lack of potential drop can be seen in Figure 6.18, which shows the
plane-averaged electron electrostatic energies of a regular C10EC5 SAM, a C5EC10
SAM with horizontal ester dipole orientation and a C16 reference SAM.
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Figure 6.18.: Plane-averaged electron electrostatic energy of a regular C10EC5
SAM (dashed blue line), a C5EC10 SAM (dotted red line) and a C16 reference
SAM (solid black line). The energy is plotted as a function of the z-position in the
SAM relative to the top gold layer. The first five distinct peaks on the left show the
five layers of gold substrate, the smaller peaks after that represent the SAM. The
top of the SAM is reached at a z-position of about 20Å above the top gold layer.

In Figure 6.18 we see that C5EC10 and C16 have practically identical vacuum side
potentials (right hand side of Figure 6.18), as C5EC10 exhibits no drop in potential
at the horizontally oriented ester group (explained above). The C10EC5 SAM shows
a potential drop at the ester group and thus has a different vacuum side potential
than C16 and C5EC10. The XPS shift found between bottom and top segment for
the C5EC10 system, however, is not exactly zero. It is calculated as ≈0.19 eV, so
apparently, the ester dipole is not oriented exactly horizontally. A small z-dipole
component is still present. If a C16 SAM is used as a reference for calculating the
XPS shift though (C1stop - C1sC16), instead of the bottom segment (C1stop – C1sbot),
we find an XPS shift of only -0.04 eV. This leads us to the assumption, that the
bond dipole difference between C5EC10 and C16 is compensated by the still slightly
present ester z-dipole of C5EC10 in this comparison. This can also be seen if we
compare the average top and bottom segment C1s energies of C5EC10 with the
average C1s energy of C16 (see full and dashed lines in Figure 6.17). There the C16
and the C5EC10 SAM differ by about -0.19 eV in the bottom segment and by only
-0.04 eV in the top segment. The influence of the bond dipole is explained in more
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detail in Section 6.6.5. The work function modification of C5EC10, determined as
the difference between the vacuum side electrostatic potentials of C5EC10 and C16
is ∆Φ = -0.03 eV.

Combining the results given above we come to the conclusion that C5EC10 shows a
qualitatively different behavior than we see in the C10EC5 SAM. It is more analogous
to the twisted C10EC5 system. With the C5EC10 system we could show that SAMs
with different chain lengths can orient in different ways and thus change properties
and measurement results quite significantly due to different ester orientations. This
might play an interesting role not just in calculations but also in experimental studies
of SAMs.

C5EC10 twisted

As an additional test of the interpretation put forward in the section above, a second
calculation on a C5EC10 SAM was performed. For this all four molecules in the
unit cell of the C5EC10 system described above were rotated by 180◦. According to
our theory this should reorient the ester dipoles inside the SAM so that they have a
significant z-component again, similar to the regular C10EC5 system.

In the according simulation of this second C5EC10 system, which we call
C5EC10 twisted we find a significant electrostatic shift between bottom and top
segment of the SAM in accordance with expectations. The calculated C 1s core
level shift between the two segments is ∆C1s = -0.79 eV. The calculated work
function modification for this SAM, ∆Φ = -0.87 eV. It agrees with the shift in core
level energies and is as significant as for the C10EC5 SAM.

6.6.4. Reverse ester system

After studying the influence of reorienting the ester group by changing twist angles,
we now take a look at what happens, when we chemically alter the orientation of the
molecular dipole. For this test the ester group is inserted reversely into the carbon
backbone (indicated as E* in the naming convention used in this work). In this case
the z-dipole moment is oriented towards the substrate instead of away from it as
in the regular ester-functionalized SAM. Figure 6.19 shows a schematic depiction
of a C10EC10 and a C10E*C10 molecule with the ester dipole moment indicated,
considering the molecular tilt angle inside a SAM.
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Figure 6.19.: Schematic depiction of a C10EC10 molecule (left) and a C10E*C10
molecule (right) with a reverse ester group embedded into the backbone. The dipole
moments of the ester groups are indicated by green arrows. Only isolated molecules
instead of SAMs are shown here to schematically illustrate the orientation of the
dipolar group more clearly.

In the following, we study the implications of reversed ester groups on the example
of the C10E*C10 system and compare it to the regular C10EC10 case. We choose
these SAMs, because of their equal chain lengths below and above the dipolar group.
In this way we try to exclude the influence of non-identical chain lengths on the
results. In calculations and experiments (see Section 6.3.1) both SAMs are found to
have the same bonding sites to the substrate resulting in the same packing density
of the film. Also the tilt angles of both SAMs are found to be comparable. So we
can assume with reasonable certainty that any differences in the behavior of the
two systems are connected to the electrostatic presence of the reversed ester group
and are not solely caused by a drastically different SAM structure. In Figure 6.20
we compare calculated C1s core level energies for both systems. The corresponding
plane-averaged electron electrostatic energies are shown in Figure 6.21.
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Figure 6.20.: Calculated C1s energies of a densely packed C10EC10 SAM (full
blue dots) and a C10E*C10 SAM (open red diamonds), which contains a reverse
ester component. Core level energies are given with respect to the Fermi energy as a
function of the z-position of the respective carbon atoms relative to the position of
the top gold layer (z=0 Å). The depicted C1s energies and z-positions are averaged
over all four molecules in the unit cell. The impact of this averaging is, however,
negligible, as the maximum difference in energy between equivalent C atoms amounts
to 0.09 eV. We find the C1s energies in the bottom segment to be identical for both
systems, the top segments differ significantly however.

In the C10EC10 SAM the top segment is shifted downward in energy by -0.79
eV compared to the bottom segment and by -0.75 eV with respect to the C16
reference. This is the same trend we already encountered in the C10EC5 system.
The C10E*C10 SAM in contrast shows an upward shift of the top segment of +0.70
eV (+0.75 eV with respect to the C16 reference). This agrees well with the simple
electrostatic picture. The reverse orientation of the ester group leaves the ester
dipole moment pointing toward the substrate instead of away from it. The z-dipole
component is inverted compared to a regular C10EC10 molecule. Thus, the jump
in electrostatic potential also changes direction and the core level energies follow
this trend. Considering the chemical shifts in Figure 6.21 one has to keep in mind
that in the reverse ester system the ether and carbonyl carbon have reversed z-
positions along the backbone compared to C10EC10, the ether C being situated at
lower z-position than the carbonyl C. The chemical shifts in both systems happen
independently of the electrostatic shifts. Both effects simply add up to result in
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the overall C 1s core level energy of each carbon atom. Due to the reversed dipole
in C10E*C10 the core levels of the carbonyl and ether carbon get shifted upward
compared to C10EC10. The according plane-averaged electron electrostatic energies
of the C10E*C10, the C10EC10 and the reference C16 SAM are shown in Figure
6.21.

Figure 6.21.: Plane-averaged electron electrostatic energy of a C10EC10 SAM
(dashed blue line), a C10E*C10 SAM (dotted red line) and a C16 reference SAM
(solid black line). The energy is plotted as a function of the z-position in the SAM
relative to the top gold layer (z=0 Å). All energies are given relative to the Fermi
energy. We see an opposite shift of the vacuum side potential for C10EC10 and
C10E*C10 compared to the C16 reference SAM.

The vacuum side potential shifts in opposite directions for C10EC10 and C10E*C10
compared to the C16 reference, due to the inversely oriented ester group. This is
clearly visible, as the C10EC10 and C10E*C10 potentials already start to differ at
the ester group (z ≈12 Å), the former shifting down in energy, the latter up. The
work function modifications for these systems, calculated from the vacuum side po-
tentials, are ∆Φ = -0.62 eV for C10EC10 and ∆Φ = +0.88 eV for C10E*C10, both
compared to the C16 reference SAM. The calculated work function modifications
and XPS shifts agree qualitatively. Quantitatively they differ by about 0.13 eV
for both C10EC10 and C10E*C10, the work function modification having the more
positive value in both cases. This trend is also observed in other calculated and
measured systems (see previous sections for calculation results and Figures 6.8 and
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6.11 for the experimental binding energy shifts and work function modifications).

6.6.5. Influence of the bond dipole

Above, we have extensively described the potential and core level shifts caused by the
ester dipole layer in various systems. The ester dipole, however, is not the only one
present in the studied systems. At the gold-SAM interface we find the bond dipole
(caused by the polar sulfur-carbon bond), which is nearly as prominent and must not
be neglected to arrive at a comprehensive picture. The densely packed molecules
create a regular arrangement of similarly oriented dipoles also at this interface,
analogous to the ester dipole layer described in more detail above. In contrast to
the ester dipole, however, the bond dipole affects the whole molecule, not just the top
segment. In fact, in the top segment, the two influences are superimposed and may
enhance or partially cancel each other, as was already briefly discussed in Chapter
5 (see also ref [269]). Apart from the tilt angle (which is very consistent throughout
all calculations) the bond dipole is influenced by the twist angle of the molecule as
this changes the Au-S-C bond angle noticeably. Therefore, we performed tests on
pure alkyl thiolate SAMs to get an estimate of the influence of the twist angle on the
bond dipole. These systems allow us to study the impact of the bond dipole without
having to separate ester dipole from bond dipole effects. We chose the C16 molecule
for these tests, as it is the one mostly used as a reference throughout this paper
and, thus, is of special interest to us. Secondly, it has about the same length as the
theoretically studied ester functionalized molecules. Therefore we can be reasonably
certain that chain length effects do not play a role when interpreting the obtained
data with regard to alkyl thiols with embedded dipolar units. We started with a
densely packed C16 SAM, with all molecules arranged identically (no herringbone
structure) and tested geometries with all molecules rotated by 90◦, 180◦ or just half
the molecules rotated by 90◦, which creates a herringbone pattern. We expect the
strongest deviations at a change in twist of 90◦. In these tests we find the maximum
influence of ≈0.4 eV on core level energies and work function indeed for this case.
Rotation by 180◦ showed surprisingly little variations in work function and core level
energies, only ≈0.06 eV, from the original SAM. The original and the 180◦ rotated
configuration apparently have a quite similar bond dipole component in z-direction.
With this small test series we found that the bond dipole can vary work functions
and core level energies up to about 0.4 eV in the studied systems. Considering that
the ester dipole shifts are of the order of 0.6 to 0.8 eV, we deem the bond dipole
influence highly non-negligible. Its effect may be especially serious when ester SAMs
are compared with other alkyl thiolate reference SAMs as the bonding geometry is
not guaranteed to be the exact same in both cases. Thus, when XPS shifts or work
function modifications are calculated with respect to a Cn SAM (for example: top
chain of C10EC5 vs. C16 reference) different bonding situations might introduce
deviations of up to around 0.4 eV. At this point we want to suggest that different
bond dipoles might be the reason for apparent minor discrepancies found between
results presented so far in this work (further discussion see below).

106



Different surface reconstructions are a second possible cause for changes in the
bond dipole. The study of such surface reconstructions and their influence on sys-
tem work functions was not the object of the investigation presented here. How-
ever, careful studies on this subject have already been published. Literature reports
variations of the work function on the order of 0.5 eV caused by different surface
reconstructions.337

6.6.6. Correlation between molecular chain length and work
function

To investigate the experimentally found influence of the total chain length on the
work function we performed calculations of alkyl thiolate SAMs with lengths between
9 and 18 carbon atoms, both in herringbone and non-herringbone configuration. In
our calculations we do not see an influence of the chain length on the sample work
function. Neither for herringbone arrangement, nor for non-herringbone packing.
However, we find a slight difference between odd and even number of carbons in
the alkyl chain. The work function modification changes by 0.05 eV between alkyl
thiolates with odd and even carbon numbers, odd numbers showing larger work
function modifications (compared to a pristine Au(111) surface). As we do not find
the overall molecular geometry (tilt, twist and azimuth angle) altered with increasing
chain length in our calculations, we attribute the slight difference to the orientation
of the terminal CH3 unit. Due to the zig-zag structure of the carbon chain the CH3

group is oriented differently for odd and even numbers. This influence, however,
seems negligible (0.05 eV) compared to other, electrostatic effects found in ester
functionalized alkyl thiolate SAMs (≈ 0.8 eV work function modification due to the
presence of the ester dipole).

6.6.7. Calculation data summary

Table 6.2 summarizes the calculated data for the systems discussed above. Core
level shifts and work function modifications are given.
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Table 6.2.: Calculated core level shifts and work function modifications for the
systems described above. All values are given in eV.

top-bot ... shift in average core level energies between the top and bottom segment
of one system

bot-C16 ... shift in average core level energies between the bottom segment of the
specified system and the C16 reference SAM

top-C16 ... shift in average core level energies between the top segment of the
specified system and the C16 reference SAM

Φi - ΦC16 ... work function modification of the specified system with respect to the
C16 reference SAM

system top-bot bot-C16 top-C16 Φi - ΦC16

C10EC5 -0.79 0.00 -0.80 -0.76

C10EC5 twisted 0.01 -0.35 -0.34 -0.24

C5EC10 -0.19 0.16 -0.04 -0.03

C5EC10 twisted -0.79 0.04 -0.75 -0.87

C10EC10 -0.79 0.04 -0.75 -0.62

C10E*C10 0.70 0.06 0.75 0.88

Please note that two systems of Table 6.2 show horizontal ester dipole orientation,
namely C10EC5 twisted and C5EC10, as discussed in more detail in the previous
sections. Table 6.2 shows that the top-C16 C1s shift agrees reasonably well with the
work function modification for all investigated systems.

Furthermore we find that the top-C16 shift is the sum of the individual bot-C16
and top-bot shifts. This means the total electrostatic shift between the core level
energies of each system’s top segment and the reference C16 SAM is given by the
individual contributions of the bond dipole shift (bot-C16) and the ester dipole shift
(top-bot), which simply add up.

6.7. Discussion of simulation results and comparison
to experiment

The calculated results are consistent within themselves. The top/bottom core level
shifts (column top-bot of Table 6.2) correspond to the ester orientation. The top
chain is shifted downwards by ≈ -0.8 eV for regular esters, upwards (≈ +0.7 eV)
for reverse esters and not at all for horizontal orientation of the ester dipole. These
core level shifts for SAMs with different ester orientation are in line with basic
electrostatic considerations.
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The calculated work function modification (column ”Φi - ΦC16” of Table 6.2) gen-
erally agrees with the calculated top/bottom core level shift. At first glance the
C10EC5 twisted and the C5EC10 SAMs seem to be an exception of this finding. In
these two cases the top/bottom shift does not exactly correspond to the work func-
tion modification but deviates by about 0.15 to 0.25 eV. This apparent inconsistency
however can be explained by the bond dipole contribution (column ”bot-C16” of Ta-
ble 6.2). The work function modification is calculated with respect to the C16
reference SAM. When the top segment core level shift is also evaluated using the
C16 SAM as a reference instead of the bottom segment of the same molecule these
shifts correspond exactly to the work function modification. In fact the difference in
core level energies between C10EC5 twisted (and C5EC10 respectively) and C16 is
already found in the bottom segment (column ”bot-C16”of Table 6.2). This substan-
tiates the explanation that different bond dipole contributions of C10EC5 twisted
(and C5EC10 respectively) and C16 are responsible for the discrepancy between
top/bottom core level shift and work function modification found for those systems.

Tests performed on non-functionalized alkyl thiolate SAMs (specifically C16)
showed that the maximum influence of twist angle induced changes of the bond
dipole on the work function for these systems is on the order of≈0.4 eV. This maxi-
mum influence was achieved by rotating all molecules in the unit cell by 90◦ around
the main molecular axes.

The overall work function modification of the system and the core level energy
of the top segment are defined by the superposed influences of the bond dipole and
the ester dipole. Both can add up or partially compensate depending on the exact
molecular orientation. See for example the calculations for the C10EC5 twisted and
the C5EC10 SAMs in Table 6.2. Notice that the core level energies of the bottom
segments vary for these systems compared to the other listed SAMs, which can be
attributed to different bond dipole contributions due to rotation around the main
molecular axes in these cases.

An experimental indication of different bond dipole situations being present in
different systems can be found in Figure 6.8 which shows the measured C 1s bind-
ing energy of Cn SAMs and the separate binding energies of the bottom and top
segments of ester functionalized alkyl thiolate SAMs. In this graph we find the bot-
tom segments of the functionalized SAMs and the non-substituted Cn SAMs rigidly
shifted with respect to each other. This shift cannot be caused by the ester dipole
as its electrostatic influence only affects the top segment. Therefore we surmise that
experimental Cn SAMs and ester functionalized alkyl thiolate SAMs have a slightly
different bonding geometry to the substrate, resulting in different z-components of
the bond dipole, which shifts the binding energies of both types of SAMs relative
to each other. The experimentally observed shift between the binding energies of
bottom segments and Cn SAMs is on the order of 0.2 to 0.4 eV, which is exactly
the same energetic variation we find in our test calculations concerning the energetic
influence of the bond dipole described above. The shift between bottom and top
segment binding energies seen in Figure 6.8 is attributed to the electrostatic influ-
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ence of the ester dipole.

The influence of the bond dipole raises the question of which reference to use
for determining XPS shifts. Comparing the average core level energies of the top
and bottom segment of the molecule has the advantage that both parts have the
same bond dipole influence. However, the bottom segment is subjected to stronger
screening effects of the metal substrate than the top segment (compare Figure 5.9 of
Chapter 5). This might increase the calculated XPS shift. The second possibility is
to compare the top segment to a pure alkyl thiolate reference SAM of similar overall
chain length (C16 in our case). In this case, screening effects should be similar
enough in both systems. However the bond dipole situation is not guaranteed to
be identical in both SAMs, which could possibly introduce deviations in XPS shift
evaluations of up to around 0.4 eV.

For comparing XPS shifts to work function modifications, which are calculated
using a C16 reference SAM it seems reasonable to also use a C16 reference to evaluate
the XPS shifts, always bearing in mind the above mentioned bond dipole issue. This
choice of reference system is supported by experimental data. For the C10EC10 SAM
for example the XPS shift between the bottom and top segment is -0.93 eV. If a
Cn SAM of the same chain length (C20 in this case) is used as a reference the shift
reduces to -0.60 eV. The former shift is much larger partially due to the fact that the
bottom segment is screened more strongly by the substrate than the top segment,
which increases the calculated shift. And partially the large difference of 0.33 eV
can also be attributed to different bond dipoles in the C10EC10 and the C20 SAM.
The XPS shift calculated with the Cn reference however agrees much better with the
measured work function modification of -0.44 eV which is also obtained using a Cn
reference. The same qualitative trend is also found in the other measured systems.
In the C10EC5 SAM for example the top/bottom shift of -0.84 eV is reduced to
-0.51 eV using a C16 reference. The effect is even more drastic in the case of
C5EC10 where the XPS shift is altered from -0.89eV (top/bottom) to only -0.27
eV (top/C16). The rather strong change in this case could be partially attributed
to the short bottom segment. It consists of only five carbon atoms which are all
rather close to the substrate so all experience strong screening effects. This creates
a stronger influence than for a molecule with a longer bottom segment, where the
averaging over all bottom segment carbons reduces the screening effects to some
extent, as atoms experience noticeably less screening with increasing distance from
the metal substrate. A strong screening influence for a short bottom segment could
also explain the exceptionally low energetic position of the C5EC10 bottom segment
in Figure 6.8. The molecule with the longest bottom chain (C20EC5) on the other
hand shows an above average binding energy of the bottom segment. This seems
to support the explanation put forward above. Generally, the difference between
experimental top/bottom and top/Cn XPS shifts is smaller the longer the bottom
segment of the molecule gets.

The influence of screening on the average C1s energy of the bottom segment can
be tested straightforwardly in calculations. As we account for substrate screening
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only in a postprocessing step after the actual DFT calculation (details see Section
5.3), we can compare C1s energies evaluated with and without taking screening into
account. And indeed we find the same trend as encountered in experiments. For the
C10EC5 SAM for example the average C1s energy of the bottom segment changes
by 0.26 eV (from -265.23 eV to -264.97 eV), which increases the bot-top shift. The
influence is larger for shorter bottom segments. For the case of the C5EC10 SAM for
example the bottom segment energy is changed by 0.41 eV due to screening effects.
The top segments on the other hand are much less affected, experiencing variations
of 0.1 eV or less.

Another experimental indication of the influence of different bond dipole situa-
tions in different SAMs can be found in Figure 6.8. There we see a rigid shift of the
whole C20EC5 HRXP spectrum to higher binding energies compared to the C15EC5
and C10EC5 spectra. The spectrum is shifted by about 0.2 to 0.3 eV, including the
carbonyl and ether peaks. This finding could be explained by slightly different bond-
ing situations in the different SAMs resulting in different z-components of the bond
dipole. This would give rise to exactly such a rigid shift of the whole spectrum
including the ether and carbonyl peaks as observed in Figure 6.5.

In contrast to experiments we did not find a dependence of the chain length on
the work function. Neither in pure alkyl thiolate SAMs nor in SAMs with embedded
ester groups. This justifies using the C16 SAM as a reference system for all theo-
retically investigated systems, even for the slightly longer C10EC10 and C10E*C10
molecules. In the light of the bond dipole influence it further seems reasonable to
use just one reference system for all SAMs to reduce the risk of further confusing the
results by having different bond dipole contributions in different reference systems.

The orientation of the CH3 terminal moiety in odd-even numbered carbon chains
was found to influence the work function by only 0.05 eV, playing just a minor role
in the overall energetic situation inside the SAM. We therefore identify the ester
dipole and the bond dipole as the two main contributing factors determining the
work function and core level binding energies of the studied systems.

Although the general qualitative agreement between measurements and simula-
tions is good, a few experimentally studied systems still show unexplained trends
which we do not fully understand yet, even with the help of calculations. The
C10E*C10 reverse ester system for example shows a work function modification of
+0.64 eV in experiments. The HRXP spectrum (see Figure 6.7) however reveals
only one major peak (apart from the small side peaks, unambiguously assigned to
the ether and carbonyl carbons) situated at the binding energy normally assigned to
the bottom segment in other ester functionalized alkyl thiolate SAMs. In contrast
to measurements we find a pronounced XPS shift between the bottom and top seg-
ment of C10E*C10 in calculations (see Figure 6.20). The shift is of equal value but
opposite in sign to the shift found in the regular C10EC10 system. We also observe
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good qualitative agreement between XPS shift and work function modification. The
absence of a double peak structure in the measured HRXP spectrum is particularly
confusing in the light of the fully present work function modification. This signifi-
cant, positive change in work function due to the adsorbed SAM renders the effect
of horizontally aligned ester dipoles very unlikely as an explanation for the absent
XPS peak splitting. If that were the case the work function modification would also
be only very minor compared to the Cn reference SAMs. However the work func-
tion modifications of the C10EC10 (exp: -0.44 eV, calc: -0.62 eV) and C10E*C10
(exp: +0.64 eV, calc: +0.88 eV) systems are significant and agree reasonably well
between experiment and calculation, calculations always producing a slightly larger
modification than experiments. The asymmetry in work function modifications for
these two SAMs could be explained by the bond dipole of the Cn reference SAM. As
seen from the identical bottom segment core level energies in Figure 6.20 the bond
dipoles of C10EC10 and C10E*C10 are similar. But the ester dipoles point in op-
posite z-directions for both cases. So using the same Cn reference for both systems
results in the bond dipole difference between ester SAM and Cn SAM adding up
to the ester contribution for the C10E*C10 system and partially compensating the
ester influence in the C10EC10 SAM.

When comparing the measured and calculated binding energies of the C10EC10
and C10E*C10 SAM (Figures 6.7 and 6.20) in more detail we find the positions
of the ether and carbonyl peaks shifted for the two different SAMs. Both these
carbons are shifted to smaller binding energies for C10E*C10 (keeping in mind that
ether and carbonyl carbon have exchanged z-positions for C10EC10 and C10E*C10
in Figure 6.20 due to the reverse ester orientation), the ether carbon experiencing a
slightly larger shift than the carbonyl C. This can be explained by the superposition
of chemical and electrostatic effects. The chemically shifted ether and carbonyl
carbons already experience the electrostatic influence caused by the ester group,
which is reversed in the C10EC10 and C10E*C10 SAM. Therefore also the energetic
positions of the ether and carbonyl carbons is affected inversely in both. In the
C10EC10 SAM the chemical and electrostatic influences add up, both shifting to
higher binding energies (more negative core level energies). In the C10E*C10 SAM
the electrostatic shift partially compensates the chemical shift. This explanation
is in line with the electrostatic top segment energy shift found in calculations for
C10E*C10. For experiments however, the absence of a HRXPS peak splitting is
even more confusing considering the observed influence on the carbonyl and ether
carbons, which can be plausibly explained by the electrostatic influence of the ester
dipole.

A second, possibly additional influence might be again the bond dipole which can
also cause a rigid shift of the whole spectrum. Such a bond dipole difference between
C10EC10 and C10E*C10 is not found in our calculations as shown by the nearly
identical average core level energies of the bottom segments of both systems: -264.92
eV for C10EC10 and -264.91 eV for C10E*C10. Such a bond dipole difference how-
ever might nevertheless be present in the experimental samples if the molecules are
rotated slightly differently there.
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In calculations we found that the C5EC10 system seems to prefer orienting with
a horizontal ester dipole. This stimulates the question whether such configurations
could also be present in experimental SAMs. Mixed SAMs consisting of molecules
with both regular and horizontal ester orientation are imaginable, either separated
into domains or intermixed. A distribution of molecules with varying twist angles
inside the SAM would affect the system properties differently than a SAM in which
all molecules have the same ester z-dipole moment. To be specific a mixed SAM,
consisting of molecules with ”regular” ester orientation and a certain fraction of
molecules with horizontally oriented ester dipoles is expected to show a reduced
work function modification as only the molecules with a z-dipole component would
contribute to the measured average value of the work function. The XPS shift, how-
ever, would be unaffected. Molecules with a ”regular” z-dipole moment would still
show a full peak splitting of -0.8 eV, whereas molecules without z-dipole component
would only give one signal corresponding to the energy of the lower segment (which,
in this case would also be the energy corresponding to the now electrostatically not
separated top segment). Such SAMs consisting of molecules with two different twist
angles would be expected to change relative XPS peak intensities, but not peak
positions compared to pure ”regular” SAMs.

For such mixed SAMs one can imagine that the homogeneity of the film and
the prevalent mixing ratio have significant influence on the actual behavior of the
system. Therefore, this topic is addressed and studied in detail in the next Chap-
ter. And indeed, one crucial result of this investigation is that the above described
scenario of mixed ”regular” and ”horizontal” dipoles depends significantly on the ho-
mogeneity of the film. In fact, a full XPS peak-splitting and simultaneously reduced
work function modification would only be observed in the case of separated domains
with different dipole orientations. A homogeneously mixed SAM would result in a
different XP spectrum (see Chapter 7 for more detailed information).

In the context of dipolar mixtures the C15EC5 SAM can be discussed. In ex-
periments it showed a significant HRXPS peak shift between the bottom and top
segment of -0.69 eV (-0.42 eV using a Cn SAM as reference) but practically no work
function modification, only -0.05 eV compared to a Cn reference SAM. This behav-
ior could possibly be understood in terms of a horizontal ester dipole orientation
for a large fraction of molecules in the SAM. As described above this would not
affect the position of the respective bottom / top segment XPS peaks. However,
if a large fraction of molecules in the SAM were oriented in such a way that the
ester dipole aligned parallel to the substrate this fraction would not contribute to
the work function modification, thus reducing it noticeably.

A flaw in this explanation however is the fact that the work function modifica-
tion is not simply reduced, but it is practically non-existent for C15EC5. For this
to happen either nearly all molecules would need to have a horizontal ester dipole
orientation, which we presume would affect the XP spectrum after all, in terms of
signal intensity. If only very few molecules had an electrically separated top seg-
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ment we would expect the according XPS peak to be of quite low intensity. An
alternative, or possibly additional explanation could be once again the bond dipole
contribution. It is conceivable that the difference in bond dipole between C15EC5
and the Cn reference SAM cancels the still present, although due to mostly horizon-
tal ester dipoles reduced, work function modification. Such a combination of effects
could be theoretically imagined. However it seems highly coincidental that both
effects should exactly cancel each other. At the moment though we cannot offer a
better explanation for the unusually small work function modification of C15EC5
observed in experiments.

The implications of horizontal orientation of the ester dipole could also possibly
explain the measured HRXP spectrum and work function of the double ester system
C10EC4EC5 (see Figures 6.8, 6.9 and 6.10 for the HRXPS data and 6.11 for the
work function modification). If the molecule is oriented in a way that aligns the
first (nearest to the substrate) ester group horizontally, this group will not produce
a potential discontinuity in the SAM. And therefore no separate peak will show up
in the XP spectrum. In this case only two instead of three peaks should be fitted
into the measured main peak of the XP spectrum (see Figure 6.10): one assigned
to the bottom and middle segment combined and one assigned to the top segment,
separated from the lower parts by the second ester group. For this decomposition
the XPS shift between bottom+middle and the top segment agrees with the one
found for the C10EC10 SAM. The work function modification measured for the
double ester system (-0.4 to -0.5 eV) is also comparable to the one measured for the
C10EC10 (-0.4 eV) SAM. This is a further indication that one of the ester groups
might be ”electrostatically inactive” due to horizontal dipole orientation. Another
observation corroborating this theory are the peak positions of the carbonyl and
ether carbons in the HRXP spectrum of the double ester system (see Figures 6.9
and 6.10). Their peaks are increased in intensity compared to the C10EC10 and
C15EC5 SAMs, but not shifted. The intensity increase is explained by the presence
of two ester units instead of one. However, if the first ester group were to produce an
electrostatic shift, the second ester group would be equally affected as the rest of the
molecule, meaning the carbonyl and ether signals of the second ester group would
be shifted. However, Figure 6.9 shows no indication of such a shift, which would
be noticeable as a distinct peak broadening at the very least. This experimental
finding further strengthens the hypothesis that in the double ester system the ester
group closest to the substrate is oriented horizontally and therefore does not induce
an electrostatic shift.

6.8. Conclusions

Mid-chain functionalized AT SAMs are an important system to study the electro-
static effects of the embedded dipolar groups, such as esters. Compared to aromatic
monolayers, having quite large structural units (phenyl rings), AT SAMs provide
better possibilities for parameter variation such as the identity of the embedded
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dipolar group, its position and orientation in the molecular backbone, as well as the
total length of this backbone. On the other hand, aliphatic SAMs are more prone
to structural variations including conformational disorder induced by the embedded
group, which makes it difficult to establish a correlation between the structural and
electrostatic properties. Nevertheless a clear correlation between the presence of the
embedded ester group and the work function and binding energies were found. The
embedded dipolar group modifies both quantities by up to several tenths of eV. This
electrostatic influence strongly depends on the precise orientation of the ester dipole
and its resulting, effective z-component (perpendicular to the substrate). Reversal
of the embedded dipolar group results in reversed electrostatic effects, while they
simply vanish for horizontal orientation of the ester dipole. The bond dipole was
identified as a second main electrostatic influence in the SAM, affecting electronic
properties by up to 0.4 eV. Both effects combine in the top segment of the SAM,
where they may enhance or partially cancel each other depending on the orientation
of the ester dipole. Furthermore, it was found that bond dipole differences between
functionalized AT SAMs and reference NSAT SAMs can introduce variations of the
determined work function modifications and BE shifts of up to 0.4 eV. This influence
is of special relevance in choosing a suitable reference system for data evaluation,
e.g. using the bottom segment of the same SAM or an NSAT SAM as a reference
to evaluate BE shifts of the top segment.
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7. Mixed monolayers of aromatic
molecules with embedded dipolar
elements

In the previous chapter, SAMs of alkylthiols with embedded dipolar groups were
extensively studied. The impact of chain length and dipole orientation was inves-
tigated. The implications of horizontal versus vertical dipole orientation were of
special interest. In this context, the possibility of mixed SAMs containing molecules
with both these dipolar orientations and the possible implications on film properties
were briefly addressed. To answer these open questions a study on mixed, dipolar
SAMs has been carried out, the results of which are presented in this chapter. How-
ever, SAMs of ester-functionalized alkylthiols are not an ideal system to test the
effects of mixed dipolar SAMs. Their structural variations, off-axis dipole moments
and varying bond dipole contributions make it unnecessarily challenging, or even
impossible to determine the exact impact of individual contributions. Therefore,
a system of functionalized, aromatic molecules was chosen as a test case. These
molecules, although exhibiting dipoles with opposite orientation along the molecu-
lar backbone (or no dipole at all in the case of the reference system) form highly
ordered SAMs with the same structural properties, independent of dipole orienta-
tion. This makes them an ideal test case to study the effects of mixing ratio and
film homogeneity on the electronic properties of the SAM, while avoiding spurious
effects caused by structural differences in the films.

Author Contributions:
The work presented in this chapter was a collaborative effort between experimen-
tal and theoretical partners. The individual contributions were as follows. Tarek
Abu-Husein and Andreas Terfort synthesized the molecules. Swen Schuster, To-
bias Wächter and Michael Zharnikov prepared the SAMs and performed all of the
HRXPS, work function and concentration measurements and provided me with the
according data. They also helped me in numerous discussions with interpreting the
experimental data. I performed all calculations and theoretical evaluations shown in
this chapter and analyzed the results. David A. Egger provided me with an initial
unit cell for the calculations of the pure TP1-up, TP-down and TP1 SAMs, which
I reoptimized to be consistent in the parameter settings for all calculations of this
chapter. I wrote the text and made all the figures shown in this chapter. Egbert
Zojer supervised the theoretical work and strongly contributed to the interpretation
of the data in numerous discussions. Finally, the idea to study mixed self-assembled
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monolayers of these molecules and to investigate the impact of homogeneity was
conceived by Egbert Zojer and Michael Zharnikov. We aim to publish the results
presented in this chapter in the form of a journal publication and are currently work-
ing on a manuscript. We plan to submit it to the Journal of Physical Chemistry
Letters in the near future. This chapter of the thesis presents all results and analyses
on mixed monolayers in detail, whereas the paper gives a compact account of the
most important, central aspects of the study.

7.1. Introduction

Controlling and tuning surface and interface properties has been one of the major
goals of research in the fields of chemistry, physics and nanotechnology for some time
now. In this context, self-assembled monolayers offer unique possibilities to modify
surface properties in a variety of ways. They can be employed for corrosion pro-
tection,273,274 to change wetting properties270,271 or to facilitate cell adhesion.275,338

Also photosensitive films can be created by adsorbing for example azobenzenes339–343

which change their conformation from trans to cis upon illumination. This is just a
small range of possibilities SAMs provide for altering surfaces chemically and phys-
ically. They also find wide application in the field of organic electronics, enhancing
the performance of organic transistors,58,59,66 solar cells53–55,57 and light emitting
diodes.344–346 They are included into the devices to purposefully modify contact-
semiconductor27,53,62 and dielectric-semiconductor63–66 interfaces or to improve film
growth.64,347 SAMs have even been used as active layers themselves.58–60

For these electronic applications the electric dipole moment of the molecules build-
ing the SAM is of crucial importance. It strongly influences the electrostatic sit-
uation inside the SAM through collective electrostatic effects25,28,119,121,122,269 and,
therefore, can significantly alter device properties like substrate work functions14,72–74

and charge injection barriers.61,62,108,344 Molecules with large dipole moments are par-
ticularly useful for such applications. The usual way to employ molecular dipoles is
in the form of terminal groups.14,27,28,61,115,279,285 This functional group is chosen to
provide the desired dipole moment for the application. Modifying the vacuum side
end group of the SAM, however, will also change the interaction with the next layer,
i.e. the chemical reactivity348,349 might be altered, as well as the growth properties of
the adjoining layer.64,316 Considering the number of unwanted side effects, it seems
undesirable to use the terminal group as a handle to tune the molecular dipole. On
the contrary it would be preferable to find a way that enables separate tuning of
the dipole moment and chemical interactions with the adjoining layer. This can be
realized by introducing embedded dipolar units into the backbone of the molecule
instead of at the end. In this way, the terminal group with its chemical, structural
and wetting properties remains in place, while the molecular dipole can be changed
at will to tune the work function of the substrate. The general concept of embedded
functional groups has already been employed and described in several studies.350–353

Dipolar functional units inside SAMs are a more recent topic of interest. Studied sys-
tems include ester groups inside alkylthiol SAMs25 (described in detail in Chapters
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5 and 6), pyrimidine substituted aromatic SAMs26 as well as mixed monolayers of
different carboranethiol isomers.24 In ref [26] the impact of substituting the central
ring of a terphenyl-4-methanethiol with a 2,5-pyrimidine group has been investi-
gated in an extensive experimental and theoretical study. We revisit these aromatic
SAMs with embedded dipolar groups in this work and investigate how they behave
in mixed monolayers. The impact of mixing ratio on the work function and atomic
binding energies in homogeneous mixtures is investigated. In a second step, we take
a look at how SAMs with domain structures behave. We investigate how phase sep-
aration of molecules with different dipole moments affects the electronic properties
of the SAM. In this work we complement density functional theory (DFT) calcu-
lations with high-resolution X-ray photoelectron spectroscopy (HRXPS) and work
function (WF) measurements. Theoretical and experimental results are presented
and compared.

7.2. Theoretical methods

All calculation results presented in the following were obtained with density func-
tional theory (DFT) using the program package VASP238–241 version 5.3.2. Periodic
boundary conditions were used in all spatial directions including dipole correction
and a vacuum gap of ≈20 Å in z-direction to decouple the individual 2D slabs302

artificially produced by the periodicity in z-direction. For optimizing the geome-
try we used the program GADGET267 in conjunction with VASP, which enables
optimizing in internal coordinates. The PBE functional235,236 was used in all cal-
culations together with PAW242,299 potentials and a cutoff energy of 300 eV for the
plane wave basis set. For the geometry optimization we chose a convergence crite-
rion of 10−2 eV Å−1 for the forces acting in the ionic relaxation. The total energy
in the self-consistent cycle of each DFT step was converged to 10−6 eV. For the
z-dipole moment of the unit cell a precision of 10−4 eÅ was required. Thus, the
calculations were extended beyond already achieved energy convergence if necessary
to converge the dipole moment to a sufficient level. Core-level energies presented
were calculated in the XPS initial state approach247 which does not by itself account
for screening effects of the substrate. These screening effects were included in the
form of a classical image charge model261,262 in a postprocessing step as described
in detail in Section 5.3 (see also ref [269]). The image plane position was chosen
as 0.9 Å above the top gold layer308,309 and the dielectric constant was ε=3.0. XP
spectra were calculated from the individual core level energies by summing up Gaus-
sian functions (variance=0.1 eV), accounting for the surface sensitive nature of XPS
measurements by including exponential damping as described in detail in Section
5.3 (see also ref [269]). The incident photon energy was chosen in accordance with
experiment as hν=580 eV and a value of β=0.65 for describing damping effects (see
Section 5.3 for details) was chosen for yielding the best agreement of relative peak
heights between calculated and measured XP spectra.
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7.3. Experimental methods

This section on experimental methods was written by Michael Zharnikov. It is taken
as is from our joint manuscript, which is currently in preparation for journal pub-
lication. Therefore, an italic font is used for this section. We plan to submit the
manuscript to the Journal of Physical Chemistry Letters. It has not yet been sub-
mitted though.

”The gold substrates (Georg Albert PVD-Beschichtungen) were prepared by ther-
mal evaporation of 100-200 nm of gold (99.99% purity) onto polished single-crystal
Si(100) wafers (Silicon Sense) primed with a 5 nm adhesion layer of titanium or
chromium. These substrates were polycrystalline, with predominant (111) orienta-
tion and a grain size of 20-50 nm. The SAMs were formed by immersion of freshly
prepared substrates into a mixed solutions of TP1-up and TP1-down in tetrahydro-
furan with a joint concentration of ∼0.1 mM for 24 h at room temperature. The
mixing ratio was varied. After immersion, the samples were carefully rinsed with
pure solvent and blown dry with a stream of N2.

Work function measurements were carried out using a UHV Kelvin Probe 2001
system (KP technology Ltd., UK). The pressure in the UHV chamber was ∼10−10

mbar. SAMs of hexadecanethiol on Au and freshly sputtered gold were used as
references. XPS measurements were carried out at the HE-SGM beamline (bending
magnet) of the synchrotron storage ring BESSY II in Berlin, Germany. The spectra
were acquired in normal emission geometry using a Scienta R3000 spectrometer.
The photon energy was set to 350 eV. The energy resolution was 0.2-0.3 eV. The
BE scale was referenced to the Au 4f7/2 emission of the gold substrate at 84.0 eV.354

The quality of the films was verified by additional XPS and X-ray absorption mea-
surements.”

7.4. Investigated systems

We studied SAMs of three different terphenyl-based molecules, either in pure mono-
layers or mixed monolayers. The chemical structures of the studied molecules are
depicted in Figure 7.1. They consist of a terphenyl-4-methanethiol reference system,
named TP1 in this paper, and two TP1 based molecules where the central pheny-
lene ring has been substituted with a 2,5-pyrimidine group (named TP1-down and
TP1-up). The pyrimidine unit introduces a significant, embedded dipole moment
(2.3 Debye)128,129 oriented along the molecular axis. For the TP1-down molecule the
pyrimidine dipole points towards the thiol docking group and the substrate, whereas
it points in the opposite direction for the TP1-up molecule. The TP1 system has
no pyrimidine unit and therefore lacks this dipolar contribution. This makes it an
ideal reference system as it is otherwise identical to the TP1-up and TP1-down
molecules. It has the same docking group, the same molecular length and, very cru-
cially, the same terminal group. We therefore they form similar packing geometries
for all SAMs.26 Quantities like the vacuum side work function will not be affected
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by the influence of chemically different terminal groups. This allows us to study
the influence of the embedded dipole moment, reducing other spurious effects to a
minimum.

Figure 7.1.: Schematic chemical structures of the three molecules discussed in
this paper. The arrows indicate the direction of the dipole moment of the central
pyrimidine unit (drawn from the negative to the positive end), which points in
opposite directions for TP1-down and TP1-up. The TP1 reference system without
a pyrimidine unit lacks this significant dipolar contribution.

All calculated SAMs were full coverage films with molecules binding to the fcc
hollow sites of the Au(111) substrate. The unit cells included five layers of gold
substrate with the topmost two layers mobile in the geometry optimization. The
bottom three layers were kept fixed during the optimization process to simulate bulk
gold. For all described systems a herringbone packing was assumed.26

To calculate pure SAMs containing only one molecule type we used a
(√

3 x 3
)

unit
cell containing two molecules (see Figure 7.2a) combined with a 8x5x1 Monkhorst-
Pack246 k-point grid. The

(√
3 x 3

)
unit cell is equivalent to the

(√
3 x 2

√
3
)

R30◦

structure reported for TP1 monolayers on gold in literature.26,355–358

We also performed calculations on mixed SAMs (TP1-up:TP1-down ; TP1:TP1-up
; TP1:TP1-down) with the mixing ratios 75:25, 50:50, 25:75. For these calculations
we used a

(
2
√

3 x 3
)

unit cell containing four molecules (see Figure 7.2a). The mix-
ing ratios were implemented as 3:1, 2:2, 1:3 molecules of each type per unit cell. The
k-point grid was chosen according to the unit cell size as a 4x5x1 Monkhorst-Pack246

grid. With these mixing ratios and the described choice of unit cell the calculations
describe homogeneously mixed SAMs.

For comparison we also performed a calculation of an inhomogeneously mixed
TP1-up:TP1-down SAM, showing phase separation into domains of one molecule
type. To describe such an inhomogeneously mixed structure, a larger unit cell is
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necessary. As a compromise between domain size and feasibility of the calculation
we chose a

(
6
√

3 x 3
)

unit cell creating a striped structure (see Figure 7.2a). This
unit cell includes six molecules of type TP1-down and TP1-up each; all TP1-down
molecules are situated in the left half of the unit cell, while all TP1-up molecules are
situated in the right half (see Figure 7.2b). Employing periodic boundary conditions
on this unit cell creates infinitely extended striped domains of each molecule type
of a width of three molecules. For this unit cell a 2x6x1 Monkhorst-Pack246 k-point
grid was used.

No geometry optimization of this large unit cell was performed, due to computa-
tional cost. Instead it was built from the individual, geometry optimized unit cells
of the pure TP1-down and TP1-up SAMs respectively (see details above).
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(a)

(b)

Figure 7.2.: (a) Top view of the terphenyl SAM structure on Au(111) substrate.
The three different unit cells used for calculations in this work are indicated by col-
ored boxes:

(√
3 x 3

)
(dotted cyan line),

(
2
√

3 x 3
)

(dashed red line) and
(
6
√

3 x 3
)

(solid blue line). (b) shows a sideview of the
(
6
√

3 x 3
)

unit cell used to create the in-
homogeneously mixed 50:50 TP1-up:TP1-down SAM. The six TP1-down molecules
are all situated in the left half of the unit cell, whereas the TP1-up molecules are
situated in the right half, clearly distinguishable by the different positions of the
nitrogen atoms (blue) in the respective molecules.
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7.5. Results and discussion

7.5.1. Pure SAMs

It has already been shown in a number of publications, e.g. [24, 25, 252, 269] that
a dipolar layer in a SAM leads to a highly localized drop in the electrostatic poten-
tial and consequently shifts the work function of the whole system due to collective
electrostatic effects. The molecules treated in this work were already studied by
Abu-Husein et al.26, who investigated pure layers of TP1, TP1-up and TP1-down
SAMs on Au(111) substrate. They showed in a combined experimental and theo-
retical study that the downward pointing dipole layer in the TP1-down SAM shifts
the core level energies of the vacuum side carbon ring to less negative values and
increases the work function of the system with respect to a pure TP1 reference SAM
without this dipole layer. The TP1-up SAM with a layer of dipoles pointing in
opposite direction, namely away from the substrate, showed the reverse trend. Core
level energies are shifted to more negative values and the work function is decreased.

We take these unmixed systems as a starting point for our calculations. However,
in contrast to calculations presented in ref [26], we include screening effects of the
substrate as described in the method section. Additionally, we calculate XP spectra,
including exponential damping of the signal. The calculated carbon 1s core level
energies of a pure TP1-down, TP1-up and a TP1 reference SAM are depicted in
Figure 7.3. We find a good qualitative and quantitative agreement with the results
presented in ref [26].

124



Figure 7.3.: Calculated carbon 1s core level energies of a pure TP1 SAM (pink
diamonds) a TP1-down SAM (cyan dots) and a TP1-up SAM (black triangles)
relative to the Fermi energy of the system. The given core level energies and z-
positions of the carbon atoms are obtained as average values of the two molecules in
the unit cell for each system. The maximum energetic difference in core level energies
between equivalent atoms in a unit cell is 0.06 eV. In the TP1-up SAM the dipole
layer shifts the C1s energies of the top ring downwards in energy. In the TP1-down
SAM the situation is reversed, the core level energies are shifted upward. In the
pure TP1 SAM no electrostatic shift takes place due to the lack of dipole moment.
In this case, all three carbon rings are energetically equivalent, save for screening
effects. These shift the 1s energies of the carbon ring nearest to the substrate to
slightly less negative energies.

The 1s energies of the carbons in the vacuum side ring are shifted with respect
to the substrate side ring according to the electric dipole introduced by the central
pyrimidine unit. The downward pointing dipoles in the TP1-down SAM shift C1s
energies upwards. In the TP1-up SAM the situation is reversed due to the opposite
orientation of the molecular dipoles. To quantify the effect we calculate the average
C1s energy of the carbons in the vacuum side ring (including screening and expo-
nential damping of the XPS signal) for all three depicted systems. The shift between
the top carbon rings of TP1-down/TP1-up and TP1 is symmetric for both function-
alized SAMs. The core level shift for TP1-down is ∆C1s = +0.77 eV, while it is
∆C1s = -0.74 eV for TP1-up. These calculated values are in good qualitative agree-
ment with the experimental shifts stated in ref [26], which are ∆C1s = -0.42 eV and
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∆C1s = 0.65 eV respectively for TP1-down and TP1-up. Note that calculated core
level energies have a negative sign, while measured binding energies have a positive
sign by convention. Therefore, the XPS shifts have different signs for calculated and
measured values. A calculated shift to more negative core level energies corresponds
to a measured shift to higher binding energies. The effect seems to be more pro-
nounced in calculations than in measurement. This observation was already made
and described in ref [26], where structural imperfections in the experimental SAM
like grain boundaries are discussed as possible causes.

The carbon atoms in the middle ring, containing the nitrogen atoms are afflicted
by chemical shifts and therefore show different core level energies than the carbons
in the two phenylene units. So are the carbons connecting the substrate and vac-
uum side ring to the central pyrimidine unit. The electrostatic shifts between the
carbons in the three rings and the mentioned chemical shifts manifest themselves in
the calculated and measured XP spectra, see the spectra of the pure TP1-up and
TP1-down SAMs shown in Figure 7.5. The main peak for these systems is created
by the strong signal of the carbons of the vacuum side phenylene ring. Additionally
there is a smaller ”shoulder” to the right/left of the main peak for the TP1-up/TP1-
down system. This shoulder is produced by the chemically shifted carbons in the
pyrimidine unit and by the carbon atoms in the substrate side phenylene ring. This
side peak is lower in intensity due to the stronger damping of the XPS signal of the
deeper lying atoms creating it.

The systems’ work functions are equally affected by the embedded dipole lay-
ers. The calculated work function modification (with respect to the work function
of a pure TP1 SAM on Au(111) substrate) is ∆Φ = +0.75 eV for the TP1-down
SAM and ∆Φ = -0.71 eV for the TP1-up SAM. These values agree qualitatively
and quantitatively very well with the calculated shift of the core level energies. In
measurements26 work function modifications of ∆Φ = +0.56 eV and ∆Φ = -0.42 eV
for the TP1-down and TP1-up SAMs were found.

Concluding this first introductory section we can state that our calculation method
yields very good agreement with published data for the already studied pure TP1-
down and TP1-up SAMs on Au(111). In general, effects are more pronounced in
calculations than in experiments. This, however, was also already stated and its
origin tentatively explained in ref [26]. We therefore are confident in applying this
approach to mixed SAMs presented in the following.

7.5.2. Homogeneous mixtures of molecules with opposing
dipoles

Now that we have defined how a pure SAM’s properties are affected by the embed-
ded dipolar group, we investigate how such molecules behave in mixed SAMs. We
specifically are interested in how properties of the SAM can be influenced by varying
the mixing ratio. First we take a look at a homogeneously mixed SAM consisting of
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a 50:50 ratio of TP1-up and TP1-down molecules. The calculated carbon core level
energies are depicted in Figure 7.4 and in the form of an XP spectrum in Figure 7.5.

Figure 7.4.: Calculated C1s energies of a homogeneously mixed TP1-up : TP1-
down SAM with the mixing ratio 50:50. The average atomic C1s energies of the
TP1-down molecules (cyan dots) and TP1-up molecules (black triangles) in the
SAM are shown relative to the Fermi energy of the system as a function of the
average z-position of the individual carbon atoms.

In Figure 7.4 we see that the substrate side rings of both molecule types inside
the SAM have the same C1s energies. This does not yet distinguish them from
the pure SAMs described above. The vacuum side rings of TP1-up and TP1-down
molecules in the mixed SAM, however, also have nearly identical C1s energies. This
is a qualitatively different trend from the one encountered in pure TP1-up and
TP1-down SAMs. In the homogeneous mixture, an upward pointing dipole of a
TP1-up molecule is surrounded by the downward pointing dipoles of its TP1-down
neighbor molecules and vice versa. Thus, we find no cluster of equally oriented
dipoles in a homogeneously mixed SAM. This prevents the collective electrostatic
effects responsible for the potential discontinuity and the associated shift in core
level energies found in pure TP1-up and TP1-down SAMs. The lack of collective
effects explains the missing electrostatic shift between the substrate and vacuum
side ring for the mixed SAM. The qualitatively different behavior of pure and mixed
TP1-up/down SAMs can be seen even more clearly in calculated XP spectra (shown
in Figure 7.5).
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Figure 7.5.: Calculated XP spectra of a pure TP1-up (black), TP1-down (cyan),
a homogeneously mixed 50:50 TP1-up:TP1-down (green) and a pure TP1 reference
SAM (pink). The shown XP spectra were calculated from the calculated C 1s
core level energies of the four shown systems according to the method described in
Section 7.2. All four spectra are depicted relative to the respective Fermi energy of
each system.

In Figure 7.5 we see that the main peaks of the pure TP1-up and TP1-down SAMs
are shifted symmetrically with respect to the TP1 reference SAM. We also see the
lower intensity ”shoulders” next to the main peaks of the TP1-up and TP1-down
SAMs already mentioned in the previous section discussing pure SAMs. They are
caused by the carbons in the middle and substrate side rings, which are energetically
different (due to chemical and electrostatic effects) from the carbons of the vacuum
side ring creating the strong main peak.

The XPS peak of the homogeneous mixture and the TP1 reference SAM are found
at the same energy, symmetrically in between the TP1-up and TP1-down peak. The
electrostatic shift due to the pyrimidine unit does not happen for 50:50 mixed SAMs
in the same way as for pure SAMs. No collective electrostatic shift is observed in
the mixed case. The C1s energies of the bottom and top ring are the same. The
peaks of the TP1 reference SAM and the 50:50 homogeneous mixture, however,
have higher intensity than the other two pure SAMs, the TP1 reference having the
highest signal intensity of those four spectra. This is caused by the carbons of the
middle ring, which lie at the same energy as the two other rings for TP1, which is
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not the case for TP1-up and TP1-down SAMs. In those cases, the carbons in the
pyrimidine unit are chemically shifted. This leads to lower, more broadened peaks
for pure TP1-up and TP1-down SAMs. The pure TP1 SAM in contrast creates
a higher, narrower XPS peak. The 50:50 homogeneous mixture is an intermediate
case. Here the substrate and vacuum side ring are not noticeably electrostatically
shifted with respect to each other and do add up in the XPS signal. The carbons in
the middle pyrimidine unit however are chemically shifted to different C1s core level
energies and do not add to the main XPS signal of the other carbons. Therefore the
XPS peak of the 50:50 mixtures is higher than the peaks of the pure TP1-up and
TP1-down SAMs but still lower than the signal of the TP1 reference SAM.

For a complete picture we also take a look at the work function modification
(vacuum side work function relative to the work function of a pure gold substrate)
of the different SAMs. The value for the 50:50 homogeneous mixture ∆Φmix = -
1.21 eV is practically the same as the work function modification of the pure TP1
SAM ∆ΦTP1 = -1.29 eV. These values lie essentially halfway between the work
function modifications of the pure TP1-up ∆ΦTP1−up = -2.00 eV and TP1-down SAM
∆ΦTP1−down = -0.54 eV. These results agree nicely with the previously presented
carbon core level energies.

Varying the mixing ratio

In this part we take a look at how the properties of the SAM can be influenced by
varying the mixing ratio. We performed calculations of TP1-up : TP1-down mixed
SAMs with the ratios 75:25, 50:50 and 25:75. XP spectra were calculated for these
mixed SAMs and compared with spectra of the corresponding pure SAMs. Calcu-
lated results are also compared to measured spectra of the same mixed SAMs. The
calculated and measured HRXP spectra are shown in Figure 7.6. The peakwidths
(full width at half maximum = FWHM) of the calculated and measured spectra are
summarized in Table 7.1. Note that the calculated XP spectra have been obtained
using an extrinsic broadening with a variance of 0.1 eV. This value was chosen to fit
the FWHM of the calculated pure TP1-up spectrum to the experimental spectrum
of TP1-up. The same broadening has been used to obtain all other spectra (and
FWHM) shown in Figure 7.6 and Table 7.1. This is the reason why the agreement
in FWHM between experiment and calculation is perfect for TP1-up. For the other
systems calculated and measured FWHM still agree quite well.
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Figure 7.6.: Calculated (top) and measured (bottom) HRXP spectra of TP1-up
: TP1-down mixed SAMs with different ratios: pure TP1-up (black), 75 up : 25
down (red), 50 up : 50 down (green), 25 up : 75 down (blue) and pure TP1-down
(cyan). The calculated spectra are aligned relative to the Fermi energy of each
system. The given mixing ratios for the experimental SAMs are the concentrations
in the solution. Measurements were taken at BESSY with an incident photon energy
of hν=580 eV. Notice the different x-axes in both graphs: C 1s core level energies
relative to the Fermi energy for calculated spectra and electron binding energy for
measured spectra. The two spectra are rigidly shifted by 19.15 eV with respect to
each other. It is well know that calculated absolute core level energies are not suitable
for comparison to absolute measured binding energies; instead relative energies and
energy shifts are the quantities to be compared.303–305,310
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Table 7.1.: Full width at half maximum (FWHM) of the calculated and measured
XP spectra of pure and mixed TP1-up and TP1-down SAMs. FWHM values are
given in eV.

TP1-up : TP1-down ... mixing ratio in the solution

FWHMcalc ... full width at half maximum of the calculated spectra

FWHMexp ... full width at half maximum of the measured spectra

TP1-up : TP1-down FWHMcalc FWHMexp

100 : 0 1.25 1.25
75 : 25 1.07 1.15
50 : 50 0.90 1.10
25 : 75 1.01 1.00
0 : 100 1.47 1.25

For varying mixing ratio we still find one dominant main peak associated with the
vacuum side carbon ring. The low intensity ”shoulder”caused by the carbon atoms in
the middle ring (as already seen in pure TP1-up and TP1-down SAMs) is also present
in the XP spectra of mixed SAMs. The main peak shifts linearly with mixing ratio
from the TP1-up pure SAM towards less negative energies to the pure TP1-down
SAM. The SAMs described with these calculations are all homogeneous mixtures,
even the ones with 25:75 mixing ratio. The molecular dipoles do not form isolated
clusters of one type but are intermixed with opposing dipoles. They do not produce
combined collective effects, but interact on a local scale. They can fully or partially
compensate each other’s electrostatic effects. Thus, overall we encounter averaged
effects, which manifest themselves in the linear shift of the distinct main peak with
mixing ratio. The corresponding HRXPS measurements show the same trends that
were found in calculations. Note that calculated absolute core level energies are not
suitable for direct comparison to measured binding energies.303–305,310 Instead relative
core-level energies and energy shifts should be used for comparison.303–305,310 Thus,
the different x-axes in Figure 7.6 should be noted, giving the calculated C 1s core
level energy and the measured binding energy respectively. The rigid energetic offset
between those two quantities, however, is no hindrance for the interpretation of the
data as we aim to find qualitative trends and compare only relative energies and not
absolute values.

Another featured observed in the spectra shown in Figure 7.6 is the varying peak
height for SAMs with different mixing ratios. This is equally found in calculation
and in experiment, although the experimental spectra show a more pronounced
effect. It has to be kept in mind though, that the experimental peak heights are not
absolutely reliable as a certain variation is introduced in different measurements.
The pure TP1-up and TP1-down SAMs produce the lowest and broadest peaks
(FWHM = 1.25 eV and 1.45 eV), whereas the homogeneous 50:50 mixture has
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the highest intensity and the narrowest peak (FWHM = 0.90 eV calculated, 1.10
eV measured). This can be explained by the XPS contributions of the individual
carbon rings. The more pronounced the energy difference between the three rings,
the broader and therefore lower the resulting main XPS peak gets. For the 50:50
homogeneously mixed SAM we already saw in the scatter plot (Figure 7.4) that the
average C1s energy of carbons in the two phenylene rings is practically identical.
Their respective contributions to the XPS signal lie at the same binding energy,
adding up, thereby increasing the peak intensity. For SAMs with strong energetic
difference between the carbon rings (like the pure TP1-up and TP1-down cases) the
XPS signals of the individual rings are not positioned at the same energy, therefore
creating a broader peak with lower maximum intensity. Intermediate mixing ratios
behave accordingly (FWHM ≈ 1 eV).

One difference between measurement and calculation is that the main peak in
measured XP spectra does not shift exactly linearly with mixing ratio. On that
note one has to keep in mind that the mixing ratio given is the one of the solution
used for producing the films. However, the concentration in the actual SAM can be
quite different from the concentration in the solution. This is a commonly observed
behavior in mixed SAMs.24,359,360 In the case of the TP1-up : TP1-down mixture it
is not possible to experimentally determine the actual mixing ratio in the adsorbed
SAM. The usual approach is to compare relative nitrogen 1s signal intensities in XP
spectra, to determine the concentration of nitrogen containing molecules in the film.
However, in this case both molecules of the mixture contain two nitrogens each.
Therefore, XPS peak intensities yield no information about the mixing ratio of this
particular SAM. From the peak shifts, which are larger from pure to 75:25 (and
25:75) mixtures, than from 75:25 (25:75) to 50:50 we assume that all three mixed
cases are actually closer to a 50:50 mixture than to a 75:25 mixture. This is plau-
sible from an electrostatic point of view, as dipoles prefer antiparallel over parallel
orientation as the energetically favorite one. This explanation is corroborated by
our simulations, which show that the total system energy per molecule of the 50:50
mixture is 75 meV lower than for the 27:75 up:down mixture, and 60 meV lower
than for the 75:25 mixture.

The non-linear shift observed in XPS peak position is analogously found in the
measured work function modification, which also shows a non-linear behavior with
respect to the concentration in solution (see Figure 7.8).

As a result of our calculations we also have knowledge about the electrostatic
potential inside the SAM. It is shown in the form of the calculated plane-averaged
electron electrostatic energy in Figure 7.7.
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Figure 7.7.: Calculated plane-averaged electrostatic energy of an electron as a
function of z-distance from the substrate given relative to the Fermi energy of each
system. The data for the pure SAMs TP1-down (cyan), TP1 (pink) and TP1-up
(black) and as well as for homogeneously mixed TP1-down : TP1-up SAMs with the
mixing ratios 75:25 (dark blue), 50:50 (green) and 25:75 (red) is shown. The vertical
distance is given relative to the average position of the atoms in the topmost gold
layer (z=0 Å). The features situated between z=0 Å and z=18 Å correspond to the
adsorbed SAMs. The electrostatic energy inside the gold substrate is not affected
by the adsorbed SAMs26 and is, therefore, not shown in this plot for the sake of
clarity.

In Figure 7.7 we see that the electrostatic energy in the SAM below the pyrimidine
unit is the same for all depicted systems. It only starts to differ at the pyrimidine
unit situated at z ≈ 8 Å above the gold substrate. The essential feature of this plot,
the electrostatic energy on the vacuum side of the SAM (shown on the right side of
Figure 7.7) is directly linked to the mixing ratio. It shifts up linearly with increas-
ing/decreasing TP1-down/TP1-up content in the SAM. Consequently the system
with a 50:50 mixing ratio shows nearly identical vacuum side electrostatic energy as
the TP1 reference SAM as the electrostatic influences of the TP1-up and TP1-down
dipoles cancel in this case. The clearly visible shift in electrostatic energy, which is
caused by the dipolar pyrimidine groups leads to the shifts in XP spectra described
before and the work function modifications presented next.

Calculated and measured work function modifications for mixed SAMs are de-
picted in Figure 7.8. The values are given relative to a pure TP1 reference SAM.
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The measured SAMs with mixing ratios of 10:90 and 90:10 were not reproduced in
calculations due to computational cost. The unit cell sizes necessary to describe
these mixing ratios render calculations prohibitively time consuming and expensive.

Figure 7.8.: Measured (red and blue open symbols) and calculated (full black dots)
work function modification of TP1-up : TP1-down mixed SAMs of varying mixing
ratio. The work function modification is given relative to the work function of a
pure TP1 SAM.

As we see in Figure 7.8 the calculated work function modification follows the
same trend as the calculated XPS peak positions described previously. It shifts
gradually to more positive values for increasing TP1-down content in the SAM.
The TP1-down molecules in the SAM increase the work function compared to TP1,
whereas the TP1-up molecules decrease it. The actually observed work function
is created by the combined contributions of both molecule types present in the
SAM. For a homogeneous 50:50 mixture, the opposite shifts exactly compensate
each other. In this case the work function modification is practically identical to the
one of the pure TP1 reference SAM on gold substrate. We observe quite good
qualitative agreement between calculation and measurement. In this context it
should be stated that the given experimental concentrations are the concentrations
present in the solution used for SAM preparation. The mixing ratio in the actual
adsorbed SAM might vary from the ratio in the solution if one of the components
adsorbs preferentially.24,359,360 The concentration in the SAM, however, cannot be
determined directly from measurements in this case as both molecule types contain
two nitrogen atoms each. Thus, the XPS intensity of the nitrogen 1s peak does
not give an indication of the actual molecule content in the SAM. Consequently, the
lateral position of the experimental data points in Figure 7.8 is not to be fully trusted.
If one takes into account the possibility that some of the measured data points should
be shifted along the concentration axis to represent the actual concentration in the
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SAM, even better agreement with the calculated data is conceivable. As already
previously mentioned, such a non-linear shift with solution-concentration is also
observed in the measured XPS peak positions of TP1-up : TP1-down mixed SAMs
(see Figure 7.6). Both these observations can be explained by the assumption that
the 75:25 and the 25:75 solutions probably create a mixture much closer to 50:50
in the adsorbed SAM as dipoles prefer antiparallel over parallel alignment. The
calculated total system energies per molecule support this hypothesis. The energy
of the 50:50 mixture is 75 meV lower than the one of the 27:75 up:down mixture,
and 60 meV lower than the one calculated for the 75:25 mixture.

7.5.3. Reducing the dipole density

In the previous section the effects of homogeneously mixing upward and downward
pointing dipoles in a SAM was studied.

In the following, we investigate what happens if we just use one dipole orienta-
tion in a SAM but vary the dipole density. The goal here is to change the distance
between molecular dipoles inside the SAM, while the packing density of molecules
is kept constant. This can be achieved by mixing the functionalized TP1-up or
TP1-down molecules with the ”pyrimidine-less” TP1 molecules. In this way we
can produce SAMs with diluted dipole density, while keeping the same molecular
packing and arrangement in the SAM. The TP1 molecules do not contribute elec-
trostatically to the effects, but they keep the dipolar TP1-up/TP1-down molecules
from reorienting or falling over.

Thus, mixed SAMs containing either TP1-up and TP1 or TP1-down and TP1 are
investigated. In analogy to the previous section the mixing ratios 100:0, 75:25, 50:50,
25:75 and 0:100 are considered for both the TP1 : TP1-up and TP1 : TP1-down
case. Contrary to the TP1-up : TP1-down mixtures discussed previously, these films
allow a determination of the actual concentrations in the SAM as only one of the
molecules contains nitrogen.

In experimentally studied SAMs we find a difference in concentration between
the solution used for SAM preparation and the actually adsorbed SAM. Tables 7.2
and 7.3 list the respective concentrations present in solution and in the SAM for
different mixing ratios. The molecular concentrations were determined separately
from the intensity of the nitrogen 1s signal of the XP spectra and from NEXAFS
measurements. The concentration values obtained from both measurements were
then averaged.
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Table 7.2.: Mixing ratio in the solution used for SAM preparation and in the actual
adsorbed SAM for mixed SAMs of TP1 : TP1-up. Concentrations in the SAM were
extracted separately from NEXAFS measurements and the intensity of the nitrogen
1s signal in XPS measurements. Values of both measurements were then averaged.

mixing ratio in the solution mixing ratio in the SAM
TP1 : TP1-up TP1 : TP1-up

100 : 0 100 : 0
75 : 25 77 : 23
50 : 50 54 : 46
25 : 75 32 : 67
0 : 100 0 : 100

Table 7.3.: Mixing ratio in the solution used for SAM preparation and in the actual
adsorbed SAM for mixed SAMs of TP1 : TP1-down. Concentrations in the SAM
were extracted separately from NEXAFS measurements and the intensity of the
nitrogen 1s signal in XPS measurements. Values of both measurements were then
averaged.

mixing ratio in the solution mixing ratio in the SAM
TP1 : TP1-down TP1 : TP1-down

100 : 0 100 : 0
75 : 25 68 : 32
50 : 50 36 : 64
25 : 75 12 : 82
0 : 100 0 : 100

First we take a look at the XP spectra for these systems. Figure 7.9 shows the
calculated and measured spectra for both types of mixed SAMs with various mixing
ratios.
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Figure 7.9.: Calculated (top) and measured (bottom) HRXP spectra of a pure
TP1-up SAM (black), a pure TP1 SAM (pink) and a pure TP1-down SAM (cyan).
Also shown are the spectra of mixed SAMs consisting of TP1-up : TP1 with mixing
ratios 75:25, 50:50, 25:75 (red, green, blue) and TP1 : TP1-down mixtures with
the ratios 75:25, 50:50, 25:75 (dark red, dark green, dark yellow). The depicted
calculated spectra are aligned to the respective Fermi energies of each system. The
mixing ratios stated for the experimental SAMs give the concentrations in solution.
The corresponding concentrations of each component in the adsorbed SAM are listed
in Tables 7.2 and 7.3. The HRXPS measurements were performed at MAX-Lab with
a photon incident energy of 580 eV. Notice the different x-axes in both graphs: C 1s
core level energies relative to the Fermi energy for calculated spectra and electron
binding energy for measured spectra. The spectra are rigidly shifted by 18.8 eV with
respect to each other. It is well know that calculated absolute core level energies are
not suitable for comparison to absolute measured binding energies, instead relative
energies and energy shifts are the quantities to be compared.303–305,310
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In Figure 7.9 we find good qualitative agreement between experimental and cal-
culated XP spectra. The same main features are encountered in both cases. The
position of the main XPS peak clearly correlates with mixing ratio. Starting from
the pure TP1-up SAM it gradually shifts to less negative energies with decreasing
TP1-up content towards the signal of the pure TP1 SAM. The TP1 : TP1-down
mixtures continue this trend seamlessly. The XPS peak shifts further to higher
energies with increasing TP1-down content. The pure TP1-down SAM, however, in-
troduces a slight inconsistency in this measurement series. Its main peak is situated
at around -284 eV binding energy, when it should be placed at around -283.5 eV to
fulfill the gradual trend. In the light of the previously presented data, especially the
XP spectra of the TP1-up : TP1-down mixtures (Figure 7.6), where TP1-down per-
fectly agrees with the rest of the data we conclude that here we are faced with some
sort of measurement error. Conditions in SAM preparation and/or measurement
might have been slightly different from the other systems in this series. Therefore,
in our interpretation of the data this TP1-down spectrum is not fully trustworthy
and should be remeasured to clear up the situation. However, we do not have ac-
cess to any new measurement data at the moment. This point however, will be
addressed in the future. Nevertheless, in the light of the other presented data, we
are reasonably confident in our interpretation of the measurement series and the
identified trend.

The ”shoulder”, created by the energetically shifted carbons in the middle and
substrate side ring is distinctly visible in the spectra of the pure TP1-up and TP1-
down SAMs. For the depicted mixed SAMs though, it gradually vanishes with
increasing TP1 content. Fewer and fewer molecules in the SAM have energetically
shifted carbons in the middle and substrate side ring with increasing TP1 content.
This reduces the peak width and increases the main signal intensity.

The according, calculated plane-averaged electron electrostatic energies of these
mixed TP1 : TP1-up and TP1 : TP1-down SAMs are depicted in Figure 7.10.

138



Figure 7.10.: Calculated plane-averaged electrostatic energy of an electron as a
function of z-distance from the substrate given relative to the Fermi energy of each
system. We show the data for a pure TP1-down SAM (cyan), a pure TP1 SAM
(pink) and a pure TP1-up SAM (black). Also depicted are the spectra of mixed
SAMs consisting of TP1-down : TP1 with mixing ratios 75:25, 50:50, 25:75 (dark
yellow, dark green, dark red) and TP1 : TP1-up mixtures with the ratios 75:25,
50:50, 25:75 (blue, green, red). The vertical distance is given relative to the average
position of the atoms in the topmost gold layer (z=0 Å). The features situated
between z=0 Å and z=18 Å correspond to the adsorbed SAMs. The electrostatic
energy inside the gold substrate is not affected by the adsorbed SAMs26 and is,
therefore, not shown in this plot for the sake of clarity.

There we see that all SAMs have the same electrostatic energy on the substrate
side (left side of Figure 7.10), while the vacuum side potential (shown on the right
side of Figure 7.10) shifts up linearly with increasing/decreasing TP1-down/TP1-
up content in the SAM. The same trend as in the TP1-up : TP1-down mixture is
found here. This shift in the electrostatic energy causes the peak shifts found in XP
spectra for these mixed SAMs and the work function modifications presented next
in Figure 7.11.

Figure 7.11 shows the measured and calculated work function modifications for
TP1 : TP1-up and TP1 : TP1-down mixtures. The work function modifications are
given relative to the work function of a pure TP1 reference SAM.
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Figure 7.11.: Measured (open blue diamonds) and calculated (full black dots)
work function modifications of TP1:TP1-up mixed SAMs (left half of the plot) and
TP1:TP1-down mixed SAMs (right half of the plot), given relative to the work
function of a pure TP1 reference SAM. The work function modification is depicted
as a function of the TP1-up/TP1-down content in the SAM for both experimental
and calculated data. Note the inverted x-axis on the left half of the plot. The
TP1-up content in the SAM increases going from the center of the plot towards the
left.

The workfunction modification increases linearly with decreasing TP1-up and in-
creasing TP1-down content. This is in accordance with XPS measurements. It also
adheres to expectations as TP1-up shifts the potential down and vice versa for TP1-
down. The workfunction modification is therefore affected accordingly. We find a
good qualitative agreement between calculation and experiment. The slope of the
linear increase found in calculations is again slightly higher than in experiments.
This was already seen for the TP1-up : TP1-down mixed SAMs (see Figure 7.8).

7.5.4. Inhomogeneous mixtures - dipolar domains

In the previous sections homogeneous mixtures of upward and downward pointing
dipoles were studied quite thoroughly. We also depicted the consequences of diluting
the dipole concentration inside the SAM. What is still missing so far is an assessment
of the influence of phase separation. It is conceivable that some systems do not
mix homogeneously but rather form isolated domains of similar dipole orientation.
This could happen, for example, when structurally different molecules are mixed or
influences other than electrostatics favor phase separation of dipolar molecules.

To test the impact of such dipolar phase separation, we make use of the same
studied molecules as before. In calculations we have the possibility to arrange the
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individual molecules into separate domains with upward and downward pointing
dipoles and study the effects of this alternate arrangement. All other structural
parameters, like packing density, docking sites, orientation of the molecules inside
the SAM remain the same as in the previously studied homogeneous mixtures. Ad-
ditional side effects of structural reorientation can be excluded in this way. Thus we
can give an estimation of how phase separation influences XP spectra or measured
work functions. By comparing calculated and measured data we can then gain in-
formation about the exact structure of a SAM and the distribution and orientation
of dipoles. At this point it should be mentioned that the unit cell used to simulate
the inhomogeneous mixture represents the situation of short-range phase separation.
Using a large enough unit cell to capture long-range phase separation in the SAM
is not possible due to the prohibitively high computational demand.

Figure 7.12 shows the calculated C1s core level energies of a 50:50 TP1-up : TP1-
down mixed SAM with separate up and down domains. The average of the respective
middle molecules of each domain is shown, which is less affected by domain boundary
effects. In this way we can get an estimate of the electrostatic situation inside the
domain while reducing the spurious effects of the domain boundaries. This is a
reasonable approach, as in real SAMs domains are larger than is possible to handle
in DFT calculations. There are many more molecules inside a domain than at the
boundary. So to get a representation of the situation inside a domain from DFT
calculations we use the data obtained from the central molecules of each domain
and evaluate molecules at the domain boundary separately.
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Figure 7.12.: Calculated C1s core level energies of a full coverage SAM with sep-
arate TP1-up and TP1-down domains. The mixing ratio is 50:50. The average C1s
energies of the central two TP1-down molecules (cyan dots) and TP1-up molecules
(black triangles) are shown relative to the Fermi energy of the system as a function
of the average z-position of the individual carbon atoms. Individual atomic C1s
energies of the two equivalent molecules of each domain used for averaging devi-
ate by less than 0.05eV. Additionally, the C1s energies of a pure TP1 SAM (pink
diamonds) are included in the figure for comparison.

In contrast to the homogeneously mixed TP1-up : TP1-down SAM we see a differ-
ent energetic situation for TP1-up and TP1-down molecules in this inhomogeneous
mixture. In the TP1-down domain C1s energies of the vacuum side ring are shifted
upward by ≈ +0.38 eV compared to a pure TP1 reference. In the TP1-up domain
the reversed effect is observed, namely a shift downward in energy by ≈ -0.35 eV.
These shifts are smaller than in pure TP1-down and TP1-up SAMs, but they are
still substantial.

The existence of opposite electrostatic shifts is an indication that the molecules
in both domains are sufficiently screened from the respective neighboring domains
to show collective electrostatic effects. The molecules inside a domain primarily feel
the influence of their immediate neighbors, which have similar dipole orientation.
This does not hold for the molecules situated directly at the domain border. These
molecules have neighbors with both possible dipolar orientations and, therefore, no
clear electrostatic shift is found for these molecules. Their C1s energies are influenced
by local fields that yield no useful information about the general overall electrostatic
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picture in the SAM and are therefore not included in Figure 7.12.
As an additional feature in Figure 7.12 we see that the C1s energies of the substrate

side phenylene rings are not completely identical for molecules in the up and down
domain. This is an effect of the striped SAM geometry. The TP1-up stripes can be
thought of as embedded in the potential of their neighboring TP1-down stripes and
vice versa,23 which, consequently, influences core level energies. As this effect also
affects the central molecules of each domain, we can surmise that stripes of a width
of three molecules apparently do not shield the central molecules completely from
the potential of the neighboring domains.

Figure 7.13 shows the corresponding, calculated XP spectrum of this inhomoge-
neous TP1-up:TP1-down mixed SAM. Additionally the spectra of the homogeneous
50:50 mixture and the pure TP1-up and TP1-down SAMs are depicted.
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Figure 7.13.: Calculated XP spectrum for an inhomogeneous 50:50 TP1-up:TP1-
down mixture exhibiting separate domains for each molecule type (violet curve).
Additionally, the calculated spectra of a homogeneously mixed 50:50 TP1-up:TP1-
down SAM (green) and a pure TP1-up (black) and a pure TP1-down (cyan) SAM
are shown. The orange curves show the spectra obtained from the inhomogeneous
50:50 mixture only using the central two molecules of each domain for evaluation,
thereby reducing the influence of domain edges. The spectrum evaluated with an
extrinsic broadening of variance 0.1 eV is shown as an orange solid line, whereas the
dashed orange line depicts the same spectrum evaluated with a reduced variance of
0.05 eV to show the two peak contributions of the separate domains more clearly.
All other depicted spectra were evaluated with a variance of 0.1 eV.

The peaks of both 50:50 mixtures lie right in the middle between the peaks of
the pure SAMs. The peak of the inhomogeneous SAM (violet) is noticeably broader
(FWHM = 1.19 eV) and lower in intensity than the peak of the perfect molecular
mixture (FWHM = 0.90 eV). It is comprised of two separate main contributions,
namely TP1-up and TP1-down. TP1-up shifts the vacuum side ring down in energy,
TP1-down shifts it up. This results in peak broadening. The domain sizes are rather
small in the used unit cell, due to computational restrictions mentioned above. This
results in the unrealistic situation that many molecules are situated at the edge of the
domains and comparatively few at the center. The molecules at the boundaries are
influenced by the neighboring domain and local electrostatic fields. To distinguish
the signal contributions of the molecules inside the domain from the ones at the
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domain boundaries we show the orange curves in Figure 7.13, which show the XP
spectra of the same inhomogeneous SAM, however, only using the C1s energies of
the central molecules of each domain for evaluation. The spectrum shown as a solid
orange line was evaluated with a variance of 0.1 eV for the Gaussian functions.
The spectrum included as the dashed orange line was obtained using a reduced
variance of 0.05 eV to show the two separate peak contributions of the individual
domains more clearly. Comparison of the different XP spectra of 7.13 shows that
an inhomogeneous mixture leads to a significant increase in the FWHM or even to
a clear double peak feature if the domains are large enough. The effect of peak
broadening can be seen even more clearly when normalized spectra a plotted (see
Figure 7.14).

Figure 7.14.: Normalized, calculated XP spectra of a TP1 SAM (pink), a homo-
geneous 50:50 up:down mixture (green), the striped 50:50 mixture (violet) and the
striped 50:50 mixture using only the central two molecules of each domain for eval-
uation (orange). All spectra shown in this figure are evaluated with an extrinsic
broadening using a variance of 0.1 eV.

Figure 7.14 shows that the homogeneous up:down mixture (FWHM = 0.90 eV)
and the TP1 reference SAM (FWHM = 0.85 eV) have nearly identical peakwidths.
This is not the case for the inhomogeneous, striped SAM. For the spectrum including
all molecules a heavily increased FWHM of 1.19 eV is observed. When eliminating
edge effects by only including the central molecules in the evaluation (orange curve)
the FWHM increases even more to a value of 1.45 eV.
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To get an idea of the XP spectrum a SAM with larger domains would create,
we show the 50:50 weighted superposition of the spectra of the pure TP1-up and
TP1-down SAMs in Figure 7.15. In this case the double peak structure is even more
pronounced. The XP spectra of the homogeneous 50:50 mixture and the pure TP1
SAM are included for comparison.

Figure 7.15.: Normalized, calculated XP spectra of a TP1 SAM (dashed pink line),
a homogeneous 50:50 up:down mixture (green), and the 50:50 weighted superposition
of the spectra of the pure TP1-up and TP1-down SAMs (gray). All spectra shown
in this figure are evaluated with an extrinsic broadening using a variance of 0.1 eV.

The results presented in Figures 7.13 to 7.15 indicate that with increasing domain
size the XPS peak splitting gets more and more distinct.

From these results we conclude that core level energies are qualitatively very dif-
ferent in homogeneously and inhomogeneously mixed SAMs. The precise molecular
arrangement heavily influences C1s energies. We therefore believe that XPS could be
used to probe the homogeneity of a SAM. Phase separation of dipolar molecules on
the substrate should result in a distinctively different signal (significant peak broad-
ening or even clear double peak features in case of large domains) and, therefore, be
detectable in XPS.

In the next paragraph we investigate how the formation of dipolar domains affects
the work function of the system. Pure dipolar SAMs are compared with homoge-
neous and inhomogeneous mixtures. Table 7.4 summarizes the calculated work func-
tion modifications of various systems. The values are calculated as the difference
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between the average vacuum side electrostatic potential (more than 10 Å distance
to the top of the sample) of the SAM in question and the reference system. Values
are given relative to a pristine Au(111) substrate and relative to a pure TP1 SAM
on Au(111) substrate.

Table 7.4.: Calculated work function modifications ∆Φ of various systems, given in
eV. The work function modification is given relative to a pristine Au(111) substrate
and relative to a pure TP1 SAM on Au(111) substrate.

system
∆Φ ∆Φ

relative to Au(111) relative to TP1

TP1 -1.29 0.00
TP1-up -2.00 -0.71
TP1-down -0.54 0.75
50up:50down hom -1.21 0.08
50up:50down inhom -1.26 0.03

From Table 7.4 we see that the work function of the inhomogeneous SAM shows
a qualitatively different behavior than the core level energies (XP spectrum) of the
same system. In the XP spectra a clear distinction between homogeneous and inho-
mogeneous mixtures is found. The work function modification, however, is nearly
identical for both mixtures and the TP1 reference SAM. Neither the homogeneous,
nor the inhomogeneous 50:50 TP1-up:TP1-down mixture affects the work function
of the gold substrate any differently than the pyrimidine-less TP1 SAM does. We
further see that the calculated values for these systems lie in the middle between the
work function modifications of the pure TP1-up and TP1-down SAMs. From this
comparison we conclude that the work function apparently is not affected by the
domain structure in the inhomogeneous SAM. From pure SAMs on the other hand
we know, that the work function is significantly shifted by the adsorption of dipolar
monolayers. We therefore conclude that, as the work function is averaged over the
extension of the domains, the opposite effects of the TP1-up and TP1-down domain
cancel each other.

To better understand this behavior we take a look at the potential directly above
the SAM for this inhomogeneous system. Figure 7.16 shows the electron electrostatic
energy of horizontal cut planes at increasing z-distances from the top of the SAM.
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Figure 7.16.: Electron electrostatic energy at horizontal cut planes (parallel to the
substrate) at increasing z-distances from the top of the inhomogeneous TP1-up :
TP1-down SAM. The TP1-down domain is situated on the left half of the plots, the
TP1-up domain on the right. Subfigures a to f give the electrostatic energy at the
following z-distances from the top of the SAM (determined as the average z-position
of the topmost hydrogen atoms): (a) z=0 Å, (b) z=1 Å, (c) z=2 Å, (d) z=4 Å,
(e) z=6 Å, (f) z=9 Å. The lateral positions of the molecules in the SAM below are
indicated as a guide to the eye.

Close to the SAM the electrostatic energy above the TP1-down stripe (left halfs
of Figures 7.16 a-f) is noticeably higher than in the TP1-up stripe (right halfs of
Figures 7.16 a-f). TP1-down molecules collectively shift the potential upwards,
while TP1-up molecules, due to their reversed dipole orientation, shift it downwards
by the same amount. The difference in electrostatic energy between the TP1-up
and TP1-down domain gradually vanishes with increasing z-distance from the SAM.
The electrostatic potential above both regions assimilates gradually. At a distance
of z ≈ 8 Å from the top of the SAM the electrostatic energy can be considered
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homogeneous. The opposite influences of the dipolar domains are averaged at this
distance.

With this insight into the potential situation above the SAM the calculated work
function modifications can be understood much better. The individual domains
influence the potential significantly, but the effects compensate each other already
at small distances above the top of the SAM. Thus, the work function modification
yields just averaged information about the electrostatic situation in the SAM. XPS
on the other hand probes the film much more locally as is apparent from the clear
influence of the homogeneity of the SAM on core level energies.

Discussion: homogeneous vs. inhomogeneous mixtures

From the results presented above for pure dipolar SAMs as well as homogeneous and
inhomogeneous mixtures we draw the following conclusions. Apparently electrostatic
XPS shifts are generated already in small domains, whereas the work function is
averaged over a much larger area. Thus the work function modification for the
domain structure is the same as for a homogeneous mixture. So when measuring a
SAM that consists of individual patches with different dipolar orientation one could
expect to see this in the form of significantly broadened or even split peaks in XP
spectra. Work function measurements, however, would not reveal a phase separation
of dipolar molecules.

In this light we can interpret the experimental data presented in this work from an
additional angle. XPS measurements of all presented mixed SAMs showed neither
double peak structures nor peak broadening. Furthermore, the binding energy of
the single main peak shifts linearly with mixing ratio. Thus we conclude that all
experimentally studied SAMs of varying mixing ratios form homogeneous mixtures.
No separation into domains of one molecule type takes place.

Such a homogeneous dispersion of TP1-up and TP1-down molecules also seems
plausible from an electrostatic perspective. Dipoles prefer to align antiparallel to
each other, as this is the energetically favored arrangement. If no other, stronger
influences (for example steric or conformational restrictions) compensate this trend,
molecules can be expected to prefer antiparallel dipolar alignment. This leads to
quite homogeneous mixtures of TP1-up and TP1-down molecules. This argument
also holds for mixtures with just one strongly dipolar molecule type (see TP1 :
TP1-up and TP1 : TP1-down mixtures). Also in this case the dipolar molecules
will try to distribute evenly on the substrate instead of all clustering together as
this would be energetically unfavorable. The tendency to homogeneous intermixing
of molecules for TP1:TP1-up and TP1:TP1-down is observed in calculations and
experiments alike as presented above.

7.6. Conclusions

Self-assembled monolayers of pyrimidine-substituted terphenyls on gold substrate
have been investigated with experimental and theoretical means. The impact of
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dipole orientation on work function and core level energies in pure and mixed SAMs
has been studied. Both quantities were found to be in good agreement in calcu-
lations and experiments. A clear correlation with the mixing ratio of the SAMs
was found. Homogeneous and inhomogeneous mixtures result in qualitatively dif-
ferent XP spectra. In contrast, such a clear distinction between homogeneous and
inhomogeneous SAMs was not found in the systems’ work functions.

This suggests that XP spectra give more localized information about the film than
work function measurements. XPS can be used to assess the homogeneity of a film
as well as the chemical composition and electrostatic situation in the SAM. Work
function measurements on the other hand yield information averaged over a larger
area of the sample and, therefore, cannot provide such localized information about
short range variations of the electrostatic potential inside the SAM.

For the specific systems investigated in this work no double peak structure was
revealed in XP spectra, independent of mixing ratio. We therefore deduce that
the investigated molecules show no tendency to form separate domains. Instead
molecules with opposing dipole moments readily intermix on the substrate to form
homogeneous SAMs. This is in accordance with the simple electrostatic picture of
dipoles favoring antiparallel orientation as the energetically preferable configuration
over parallel alignment.
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8. Accounting for depolarization
effects in molecular dynamics
simulations of self-assembled
monolayers

In the previous chapters, density functional theory (DFT) has been used as the main
method to study structural and electronic properties of self-assembled monolayers.
Molecular dynamics (MD) was only employed as a tool for geometry preoptimiza-
tion, albeit a crucial one. In fact, as explained in more detail in Chapter 4, geometry
optimization of alkylthiol SAMs without the preoptimization step, resulted in com-
pletely arbitrary and wrong final geometries. This shows that MD is a powerful
tool to investigate self-assembled monolayers, especially their structural properties.
Large scale systems, containing a few hundred molecules can be studied. The inves-
tigation of disorder or domain structures in the film, even including the effects of
temperature variations is possible. However, quantum-mechanical effects, like the
phenomenon of depolarization are neglected in classical, force field based MD. This is
a significant setback, especially for the study of self-assembled monolayers on metal
substrates, where this effect is reported to influence molecular dipoles quite strongly.
To address this issue we devised and tested a method to account for depolarization
effects in MD simulations of self-assembled monolayers, which is presented in this
chapter.

Author contributions:
The work presented in this chapter was a joint effort of Iris Hehn, Manuel Viei-
der, Luca Muccioli, Claudio Zannoni, Egbert Zojer and Otello M. Roscioni. The
basic idea to account for depolarization effects in MD simulations and study the
impact on self-assembled monolayers was put forward by Egbert Zojer. Otello M.
Roscioni came up with the concept of using electrostatic embedding to describe de-
polarization effects and to combine it with MD simulations in an iterative process to
self-consistently update atomic partial charges and molecular structures. The details
of individual calculations steps and the total final process were developed, tested and
improved by Otello M. Roscioni and me jointly. I performed the test calculations
and the comparison to the analytical Topping model presented in Section 8.3, as well
as the test calculations and comparison between the embedding procedure and a pe-
riodic boundary DFT code presented in Section 8.5. Otello M. Roscioni performed
the calculations applying the full procedure on four different systems presented in
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Section 8.6. The results were evaluated jointly between Otello M. Roscioni and me.
Manuel Vieider performed preliminary MD simulations on mid-chain ester function-
alized alkylthiol SAMs and he and Otello M. Roscioni taught me how to set up
and evaluate MD simulations. Luca Muccioli and Claudio Zannoni provided advice
during the development of the procedure. Egbert Zojer provided valuable advice
and constant support during the development and testing of the method. The data
was interpreted jointly between Otello M. Roscioni, Egbert Zojer and me.

The text of this chapter was written by me. Otello M. Roscioni provided an
outline of the simulation procedure that I used as a basis for writing Section 8.2.
He also prepared the flowcharts depicted in Figures 8.1 and 8.2. I prepared all other
figures and tables of this chapter.

8.1. Introduction

Dipolar molecules in dense, regular arrangements behave quite differently from in-
dividual molecules. This is due to the collective interaction of aligned dipole mo-
ments.119,122 Individual dipole moments get reduced by the influence of the electric
field created by all neighboring dipolar molecules. This phenomenon is called depo-
larization and it can have a significant effect, potentially reducing molecular dipole
moments by as much as a factor of three.17,61,124 This is of special importance for
SAMs of molecules with large initial dipoles. The overall dipole moment of a SAM
most significantly influences system properties like the potential inside the mono-
layer, the system’s work function or atomic binding energies (see Chapters 5 to 7).
Additional to the influence of depolarization on electronic properties one could ex-
pect some impact on the structural properties of SAMs. Especially in cases where
molecular dipoles are not exclusively oriented along the molecular axes but have also
horizontal components one might expect depolarization to indirectly have an influ-
ence on the SAM structure. By depolarization the orientation of the dipole moment
relative to the molecular axis can be changed. This can influence how the molecules
arrange with respect to each other inside the SAM. Such structural reorientations
involving possibly larger spatial scales like order-disorder effects can be best studied
using molecular dynamics (MD) simulations, as this method allows the use of much
larger unit cells than purely quantum mechanical calculation methods like density
functional theory (DFT).

However, as described in Chapter 2 conventional molecular dynamics simulations
use additive force fields. They treat electrostatic interactions using Coulomb po-
tentials of partial atomic charges, which are included as purely additive terms to
the potential energy function of the force field. The atomic charges are calculated
for an isolated molecule in vacuum on a quantum mechanical level according to
one of several available charge partitioning schemes like ESP208,209, Hirshfeld361–363,
Mulliken364 or any other required one. Furthermore, the atomic charges remain un-
changed throughout the entire MD simulation. This electrostatic description com-
pletely neglects polarizability of molecules and, therefore, depolarization effects are
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not accounted for in conventional MD simulations.

However, for many systems (including SAMs, thin films, bulk materials or biolog-
ical systems like proteins, lipid bilayers or cell membranes) polarization phenomena
can be expected to have a crucial influence on structural, electronic and functional
properties.365–369

This is the reason why currently considerable effort is being dedicated to the de-
velopment of so-called polarizable force fields.134,135,181,367,369–371 These force fields
try to substitute the conventional additive approach of treating electrostatic inter-
actions by explicitly including polarization effects into the functional form of the
force field.372–375 Several different approaches defined by different levels of accuracy,
applicability to various types of systems and computational demands are under de-
velopment.135,181,376–386

These force fields have been designed in the last couple of years and are now
available for the first time. However, they are still in the crucial state of testing
and parameters have to be optimized to correctly treat various systems. So far they
have been successfully applied to a few selected systems.135,181,387–394 It also has to
be mentioned that difficulties have been encountered and some system properties
have been described incorrectly by the new force fields.395–397

According to refs [134, 135, 181, 369, 373] there seems to be a general agreement
within the MD community that firstly the further development of polarizable force
fields is the next crucial step in improving the quality of MD simulations. Secondly,
these new force fields need to undergo the same rigorous testing and improvement
processes as the standard additive force fields, which already have gone through
several iterations of adapting and improving parameter sets.135,373 Thirdly, there
seems to be an agreement that the conventional, widely tested additive force fields
currently in use will still remain an integral part of MD simulations in the years to
come.135,369,373 Polarizable force fields have a much higher computational demand
than additive ones, increasing calculation times by a factor of 2.135,398 This leads
to direct restrictions of the system sizes and overall simulation time spans treat-
able with this method. Therefore, it is expected that polarizable force fields will be
primarily employed to simulate systems that are highly sensitive to depolarization
effects and which cannot be described qualitatively correctly without them. For
other systems conventional additive force fields will still remain in use.135,181,367,369

From a practical point of view one has to consider that development and testing
of force fields, especially the precise parametrization for each different class of sys-
tems is a rather time consuming process.135,181,373,377 As has already been seen in the
past in the development of additive force fields, the systems most studied with MD
will be treated with priority in this process. In practice this means that force fields
and corresponding parameter sets will first be tested and improved for biological
systems, like proteins, lipid bilayers and nucleic acids and will only later be adapted
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for small organic molecules and chemical compounds.135 This is partly due to the
fact the MD is most commonly applied in the field of molecular biology, while fewer
scientific groups use the method to investigate systems of small organic molecules.
Secondly, many diverse structures fall in the class of ”small organic compounds”,
which makes the accurate parametrization of a force field for this highly diverse
field extremely demanding.135,181,194

For these reasons we propose an alternative approach to include depolarization ef-
fects into MD simulations, which is suitable for self-assembled monolayers of aliphatic
and aromatic molecules on metallic substrates. It is not intended to substitute po-
larizable force fields, but rather offer the user another option to account for depo-
larization in MD simulations, with different advantages and disadvantages.

Our suggested method is based on combining molecular dynamics simulations
with an electrostatic embedding procedure399–402 to generate more realistic partial
atomic charges. The calculation of atomic charges is performed in an iterative pro-
cess where the charges and molecular geometries are updated self-consistently until
the molecular dipole moment is converged.

The basic principle of electrostatic embedding is surrounding a central molecule
of interest with a finite size cluster of neighboring molecules to account for the influ-
ence of the electric field of the surrounding SAM. One thereby makes the assumption
that an infinite 2D slab can be approximated by a finite size cluster. This issue is
addressed in Section 8.3. The details of the proposed computational process are
discussed in Section 8.2.

One advantage of our proposed approach over the use of polarizable force fields
is that the calculation of atomic charges in the electrostatic embedding process can
be performed basically with any computational method of choice. This means MD
simulations can be combined with any desired level of theory suitable to the problem
at hand. This puts the user in a position to decide which level of accuracy is needed
and make a customized compromise between detail of description and computational
demand. Additionally, any available charge partitioning scheme can be used with
our method. The atomic charges calculated in the embedding step can then be used
in combination with very well established and tested conventional additive force
fields. This is a serious advantage of the proposed method as it can be applied to
systems for which no suitable polarizable force fields are available yet.

In the following section a description of the suggested methodological approach
and computational details are given.
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8.2. Computational method

In standard MD simulations, partial atomic charges are calculated for one isolated
molecule in vacuum. We improve this step by using an electrostatic embedding ap-
proach.399–402 In the embedding scheme the central molecule of interest is surrounded
by a 2D cluster of point charges, representing the neighboring molecules, including
image charges due to the metal substrate. The atomic partial charges of the central
molecule of the cluster are then calculated using density functional theory, taking
into account the electrostatic potential of the surrounding cluster of point charges.
This has to be done in an iterative process as the current set of partial atomic charges
is used to create the embedding cluster for the next step. The process is repeated
until the molecular dipole moment is converged. The atomic partial charges of a
single molecule in vacuum are used as a starting guess for iteration.

With this approach depolarization as caused by charge rearrangements inside the
molecule can be accounted for. However, another contribution to depolarization are
structural changes of the molecular geometry arrangement on the substrate. For
this reason, a second iteration loop is added to our proposed method, in which the
molecular structure and packing geometry is optimized using MD simulations.

The combined iterative procedure is depicted in the form of a flowchart in Figure
8.1.
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Figure 8.1.: Flowchart depicting the full procedure described above including an
inner loop where the embedding iteration is performed and a connected outer loop
where the molecular packing structure is adapted in MD runs. This figure was
produced by Otello M. Roscioni.

In the following, a step-by-step description of the whole process, consisting of
two connected iteration cycles is given. Subsections 8.2.1 and 8.2.2 add additional
computational details about the inner and outer loop of the iteration cycle.

1. Calculate atomic charges for an isolated molecule in vacuum

2. Run a MD simulation of a large sample (16 or 32 molecules) in order to deter-
mine the packing structure of the SAM. Use the set of atomic charges obtained
in the previous iteration run (or the initial charges determined in step 1. for
the first iteration run).

3. Identify a repetitive unit and build a unit cell by selecting 2 molecules (rep-
resentative of the found surface mesh; accounting for herringbone packing by
using 2 molecules in the unit cell). Carry out a thermal annealing (using
MD) at low temperature. This yields the unit cell for building the embedding
cluster.
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4. Use the geometry of the unit cell (containing 2 molecules) combined with the
last set of atomic charges to build the background charge distribution for the
embedding cluster according to the following steps:

a) Transform the 2 molecules in the unit cell to a closed-shell configuration,
by capping the terminal sulfur atom with a hydrogen atom. This needs
to be done as the molecules extracted from MD simulations do not have
a terminal hydrogen atom attached to the sulfur, due to the sulfur-gold
bond in the MD run. However, as the embedding cluster contains no gold
substrate this step is necessary.

b) Optimize the geometry of both molecules in the unit cell separately at the
desired quantum mechanical level, without changing the relative molecu-
lar orientation. For this optimization, the dihedral angles are constrained.
This ensures that the packing geometry obtained from MD simulations is
retained, but it allows the bond distances and angles to relax according
to quantum mechanical interactions.

c) Choose one molecule in the unit cell to be the central molecule.

d) Use the unit cell (with relaxed molecular geometries) to build a circular
cluster of molecules, where each molecule is represented by the atomic
point charges of the central molecule (use the atomic charges calculated
in the last iteration). Choose the cluster size large enough so that it
sufficiently approximates the electric field of an infinite slab at the center
of the cluster.

e) Add image charges for all molecules, including the central one to the
embedding cluster. The position of image plane is determined according
to the method presented in ref. [403] (details see below).

f) Compute new atomic charges for the central molecule in the presence of
the embedding charge distribution constituted by the circular cluster of
molecules plus the image charges.

g) Repeat from step d) until the dipole moment of the central molecule
reaches the convergence criterion.

5. Use the new set of atomic charges, which include molecular depolarization,
and repeat from step 2.

6. End the procedure when the SAM structure and the molecular dipole achieve
self-consistency.

8.2.1. Details on the outside loop: updating the molecular
geometry

In order to avoid local minima in the MD simulations, a thermal annealing at high
temperature is carried out, which melts the SAM. A new structure is obtained
upon slow cooling to room temperature (T = 300 K) and further annealing at this
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temperature. In order to reduce thermal disorder, the sample is then slowly cooled
to T = 10 K. The unit cells of SAMs based on alkyl thiols (C10EC5 and C5EC10)
contain 16 molecules (area of the unit cell: 17.3 x 20.0 Å), while they contain 32
molecules (area of the unit cell: 34.6 x 20.0 Å) for aromatic thiols (CSBPT and
DPYMT, see Section 8.4 for a description of the systems). This choice ensures
the melting of the sample during the annealing at high temperature, while keeping
the number of molecules to a manageable level. The different number of molecules
used for the two families of SAMs (linear chains or aromatic cores) arises from the
fact that linear molecules are more flexible than aromatic ones and less sensitive to
periodic boundary conditions.
After the annealing of the large sample, a small unit cell (containig two molecules
to account for a possible herringbone structure) with a surface area of 8.7 x 5.0 Å is
extracted and minimized again using the MD method. This structure is then used
to build the electrostatic embedding cluster.

For these MD simulation runs the program LAMMPS171 (version 10 Feb 2015) was
used. The velocity Verlet170 algorithm was used for time integration in time steps
of 1 fs. The SHAKE172 algorithm was used to describe hydrogen movement for the
rigid aromatic molecules (CSBPT, DPYMT). The PPPM206 solver was employed to
handle electrostatic interactions. Simulations used NVT ensembles together with the
Nosé-Hoover175,176 thermostat. The CHARMM36 general force field ”CGenFF”194

(version 2b7) was used to model bonded and nonbonded atomic interactions. To
describe the gold-organic interaction the GoIp219 force field was used, whereas a
special, breakable force field, developed by Jang et al.220 was employed to describe
the gold-sulfur bond. Furthermore, the gold substrate was modeled by 10 layers of
fixed gold atoms, with a Au(111) surface.
The temperature profile used for MD simulations of large samples (16 or 32 molecules)
was:

• 1 ns: heating from 100 K to 800 K

• 10 ns: annealing at 800 K

• 5 ns: cooling from 800 K to 300 K

• 10 ns: annealing at 300 K

• 7 ns: cooling from 300 K to 10 K

The temperature profile used for the subsequent MD simulations of small samples
(2 molecules) was:

• 20 ps: heating from 10 K to 80 K

• 20 ps: annealing at 80 K

• 20 ps: cooling from 80 K to 10 K
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8.2.2. Details on the inside loop: the embedding process

Figure 8.2 depicts the part of flowchart 8.1 that corresponds to the inner loop of the
iterative process.

Figure 8.2.: Flowchart depicting just the inner loop of the full procedure described
above, where the embedding iteration is performed (three boxes on the lower right)
and the connection to the outer geometry optimization loop (top left box). This
figure was produced by Otello M. Roscioni.

Figure 8.2 shows the iterative cycle of the embedding process (marked d) to g) in
the step-by-step description above) as well as the connection to the outer loop, i.e.
the quantum mechanical optimization of the 2 molecule MD unit cell to adjust the
bond lengths and angles (top left box; points a) and b) of the step-by-step descrip-
tion of Section 8.2).

In this iteration process, updating the atomic charges of the embedding cluster
in each run employs a mixing scheme to avoid numerical oscillations. Charges of
the previous two runs are mixed in a 6:4 ratio to build the cluster of run n + 1:
qcluster,(n+1) = 0.6qn+0.4qn−1. This results in a smooth convergence of the molecular
dipole moment without oscillations.

The circular 2D embedding cluster has to be chosen large enough so that it ap-
proximates, at its center, the electric field of an infinite 2D slab. Tests have been
carried out for all four investigated systems to determine the appropriate cluster
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size. The cluster size was increased until the electrostatic potential variations at
the center were converged to 0.1eV. This results in cluster sizes of 1178 molecules
for the C10EC5, C5EC10 and CSBPT system and 3270 molecules for the DPYMT
system. Details about the studied molecules can be found in Section 8.4.

Image charges, due to the metal substrate are included into the embedding clus-
ter, where the position of the image plane is determined according to the method
presented in ref. [403]. Accordingly, the image plane is positioned at such a distance
below the thiol group of the molecule as to place it 0.18 Å above the position of
where the jellium edge of the gold substrate would be. The jellium edge is located
d/2 above the top gold layer according to ref [403], where d=2.308 Å is the dis-
tance between individual Au(111) layers in the substrate. The adsorption distance
between sulfur and gold is determined from the last MD run.

For optimizing the molecular geometry of the two-molecule unit cell on a quantum
mechanical level as well as calculating the atomic charges of the central molecule in
the embedding cluster, density functional theory (DFT) is used. More specifically, we
make use of the program Gaussian09210 combined with the B3LYP211–214 functional
for exchange-correlation effects. Carbon and hydrogen atoms are described with a
cc-pVTZ215–218 basis set, whereas an aug-cc-pVTZ215–218 basis set is used for sulfur,
nitrogen and oxygen atoms. Partial atomic charges are assigned according to the
ESP method following the Merz-Singh-Kollman scheme.208,209

8.3. Comparison between 2D electrostatic embedding
and the Topping model

It has been stated in a number of publications that the Madelung potential of an infi-
nite 3D crystal cannot be approximated by a simple cluster calculation400,404–407 and
that more advanced methods have to be employed.401,408 Our approach to include
depolarization effects in MD simulations, however, is based on using electrostatic
embedding to approximate the electric field of the infinite slab. We rely on the
concept that the field of an infinite 2D slab can be represented by a finite cluster
with reasonable accuracy.

To make sure the embedding approach is valid in two dimensions we compare the
potential energy calculated for a finite 2D cluster of point dipoles with the analytical
solution for an infinite 2D slab given by the Topping model.124,409

The analytical expression describing the mutual potential energy per dipole for
an infinite 2D array of point dipoles is given by409

wtopping =
1
2
µ2

a3
K , (8.1)
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where µ is the z-component of each dipole, a is the nearest neighbor distance to
the next dipole and K is a numeric factor calculated by Topping. It is given by
Kr = 9.0336 for a rectangular arrangement of point dipoles and by Kh = 11.0342
for hexagonal packing.409

The mutual potential energy per point dipole of a finite size cluster (wcluster) is
obtained by summing up individual Coulombic contributions of dipoles up to a cer-
tain cluster size. These values are then compared to the analytical value given of
the Topping model wtopping (see Equation 8.1). Tests were performed for rectangular
and hexagonal packing of dipoles, both yielding the same qualitative results. In the
following we only show the results for hexagonal packing as the real SAMs we want
to study with our proposed method also have hexagonal packing.

The z-dipole moment is chosen as µ = 5 Debye and the nearest neighbor distance
is a = 5 Å, which has to be inserted into Equation 8.1 in units of cm. The resulting
mutual potential energy per point dipole has units of ergs. The exact choice of dipole
moment and lattice spacing is not essential, however, for verifying the convergence
of the finite sum to the analytical value. The two parameters are included in both
evaluations (finite cluster and Topping formula) and cancel each other in the ratio
wcluster/wtopping.

In Figures 8.3 and 8.4 the ratio of the mutual potential energy per point dipole of
a finite size cluster and the analytical value of the Topping model (wcluster/wtopping)
is depicted as a function of cluster size.

Figure 8.3.: Convergence of the electrostatic potential energy of a 2D finite cluster
of point dipoles in hexagonal arrangement to the analytical value of an infinite
2D array according to the Topping model.409. The ratio wcluster/wtopping is plotted
as a function of cluster size. The same convergence was found for a rectangular
arrangement of dipoles.
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Figure 8.4.: Convergence of the mutual electrostatic potential energy of a 2D finite
cluster of point dipoles in hexagonal arrangement to the analytical value of an infinite
2D array according to the Topping model.409 The ratio wcluster/wtopping is plotted
as a function of cluster size. This is a zoom of Figure 8.3 for smaller cluster sizes.
At cluster sizes of around 1000 to 1500 dipoles the electrostatic potential energy of
the finite cluster is already converged to 95% of the analytical value given by the
Topping model.409

In Figure 8.3 one can clearly see that the potential energy of a finite cluster
converges to the analytical value for an infinite 2D slab. This is the most important
result as it shows that indeed the electrostatic effect of an infinite monolayer of
dipoles can be approximated correctly by a finite size cluster in two dimensions.

Secondly, Figures 8.3 and 8.4 show that convergence is quite fast at the beginning
and then slows down for huge cluster sizes. For the embedding step in the entire
procedure, as described in Section 8.2, cluster sizes in the range of 1500 to 3500
molecules are used. The potential of a cluster of point dipoles of this size is already
converged to ≈ 96% to 98% of the value given by the analytical Topping model (see
Figure 8.4). Despite the fact that real extended molecules cannot be seen as perfect
point dipoles, this adequate convergence in a simple point dipole model additionally
supports our choice of cluster size for the embedding step of the final procedure.

8.4. Investigated systems

In Section 8.6 the full procedure as described in Section 8.2 is applied to four dif-
ferent SAMs. For these test cases we chose the four molecules depicted in Figure
8.5. An Au(111) substrate is used for all four systems in MD runs and all SAMs are
studied at full coverage.
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(a) C10EC5 (b) C5EC10 (c) CSBPT (d) DPYMT

Figure 8.5.: Chemical structures of the four test systems we chose for this
study: (a) pentyl 11-sulfanylundecanoate (named C10EC5) and (b) decyl
6-sulfanylhexanoate (named C5EC10) are alkylthiolates with embedded dipo-
lar ester groups. Molecules (c) 4-(4-sulfanylphenyl)benzonitrile or cyano-
substituted biphenylthiol (called CSBPT) and (d) 2-(pyrimidin-5-yl)pyrimidine-5-
thiol, dipyrimidinethiol (called DPYMT) are the test cases for SAMs of dipolar
aromatic molecules.

C10EC5 and C5EC10 (Figures 8.5a and 8.5b) are alkylthiolates with embedded
ester groups as already described in Section 1.2.1 and studied in Chapters 5 and
6. They have a large, off axis dipole moment associated with the embedded ester
group, which makes them good candidates to study depolarization effects. From a
structural point of view, these molecules are characterized by their long and highly
flexible alkyl backbones. Additionally, they are quite loosely packed on a Au(111)
surface even at full coverage. These structural properties allow the molecules to
move and reorient rather freely even in a densely packed SAM. Consequently, it is
quite a challenge to correctly determine and optimize the molecular geometry and
packing structure of SAMs of these molecules, making them excellent test cases es-
pecially for the MD part of the proposed method. We chose C10EC5 and C5EC10
as representatives of this type of molecules to study the impact of odd-even effects.
The former molecule has ten carbon atoms in the lower segment and five above the
ester group. The situation is reversed for the C5EC10 molecule. This affects not
only the vertical position of the ester group in the SAM, but also its orientation due
to the odd and even number of CH2 units in the lower segment.

CSBPT and DPYMT (Figures 8.5c and 8.5d) belong to the class of aromatic
molecules which is an equally important group for SAM formation and is, therefore,
included in this study. SAMs of aromatic molecules have rather different structural
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properties than alkyl-based SAMs and are, therefore, a good second test case for
the proposed method. Both molecules, CSBPT and DPYMT are characterized by
their rigid backbone comprised of two phenylene / pyrimidine rings. Thus they have
less molecular flexibility than the aliphatic molecules C10EC5 and C5EC10. The
spacious aromatic rings also lead to a denser packing of CSBPT and DPYMT com-
pared to C10EC5 and C5EC10 for the same molecular arrangment on the Au(111)
surface. The rigidity of their backbone and the close packing make aromatic SAMs
a quite different challenge and a good additional test case for the geometry opti-
mization part of our procedure. Simulating SAMs of these larger molecules poses
quite different requirements to the method than alkylthiolates. Aromatic molecules
have less space to move individually in their close-packed SAM structure. There-
fore, they tend to reorient collectively, which has to be taken into account for MD
simulations. The chosen unit cell is larger for these systems (32 molecules) than for
the above described C10EC5 and C5EC10 cases (16 molecules in the MD unit cell).
This adaptation facilitates the reorientation of the molecules in the unit cell. When
the unit cell is chosen too small, all molecules would need to reorient collectively
due to the periodic boundary conditions. Individual molecular movement would be
restricted. However, the energy barrier for such collective movement is too high and
would not be overcome in the MD run, resulting in an erroneous final structure still
influenced by the starting geometry.

When the unit cell is chosen large enough, however, SAMs of these aromatic
molecules are usually easier to simulate in MD and generally yield nicely ordered
structures due to the restricted possibility of molecular movement.

From an electrostatic point of view, CSBPT and DPYMT are highly interesting
as both of them have a large dipole moment which, in contrast to C10EC5 and
C5EC10, is oriented along the molecular axis. Furthermore, both the molecular
dipoles of CSBPT and DPYMT have z-components pointing towards the docking
group and the substrate not away from it like C10EC5 and C5EC10. For CSBPT
the dipole mainly stems from the polar cyano group. DPYMT has no special polar
terminal group, instead the two pyrimidine rings are responsible for the molecular
dipole.

8.5. Testing the electrostatic embedding on a
monolayer of CSBPT molecules

As a first tryout of the method on real molecules we perform a standalone test of
just the electrostatic embedding iteration without the outer geometry optimization
loop. The aim here is to see whether the system is described correctly and whether
depolarization effects are accounted for in a correct manner. To this end we define
as our test system a free standing monolayer of CSBPT molecules in a specifically
chosen rectangular arrangement. The lattice spacing between the molecules is 4 Å
and 8 Å in x- and y- direction respectively. The molecules are all oriented upright (z-
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direction); their phenylene rings are aligned parallel to the yz-plane. We try out two
cases. The first one with the arrangement described above, meaning 0◦ tilt angle. In
the second case we tilt all molecules by 45◦ in x-direction to introduce a horizontal
dipole component into the system and see how our embedding procedure handles it.
These artificial test systems are very well defined and we exactly know the orienta-
tion of the molecular dipoles in both configurations, namely along the molecular axis.

On these systems we perform the embedding iteration, as described in Section
8.2, by building circular clusters with a cutoff radius of 150 Å , (containing 2203
molecules) from small unit cells (4 x 8 Å) containing just one molecule. The cal-
culation parameters are slightly different from the ones described in Section 8.2 to
be consistent with the VASP238–241 calculations we use as a benchmark for the test
(described in the paragraph below). We therefore use the PBE235,236 functional to-
gether with the 6-311++G(d,p)410–419 basis set. Also it should be noted that no
image charges are included in the embedding cluster, as we investigate a free stand-
ing molecular layer without metallic substrate here.

To benchmark the results obtained with Gaussian09210 and the embedding proce-
dure, we perform density functional theory calculations of the same systems with the
periodic boundary code VASP. This alternative calculation uses a unit cell contain-
ing one molecule combined with periodic boundary conditions, thereby mimicking
an infinitely extended 2D layer of free standing CSBPT molecules. Depolarization
effects are treated implicitly.

To see the influence of depolarization on the molecular dipole moments we also
calculate the dipole moment of an isolated CSBPT molecule in vacuum with both
different methods (Gaussian09 and VASP).

In VASP (which is a 3D periodic DFT code) an isolated molecule in vacuum is
treated by placing it into a large unit cell (50 x 50 x 50 Å in this case) and including
dipole corrections in all three spatial directions (details see Chapter 3).

In the end we compare the molecular dipole moments obtained with the embed-
ding approach and the VASP code. We use the VASP results as benchmark values
to see how close our embedding scheme can reproduce them.

Please note that in VASP calculations the dipole moment is only accessible indi-
rectly through the dipole correction. For a monolayer calculation, however, only the
dipole correction in z-direction is used. Therefore, the horizontal components are
not calculated for a monolayer. We only get information about the z-component.
This, however is no problem as the z-dipole moment is the quantity we are interested
in for studying depolarization.

Table 8.1 gives the molecular dipole moments for the test system of upright stand-
ing molecules and Table 8.2 summarizes the results for the 45◦ tilted case.
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Table 8.1.: Molecular dipole moments calculated for an isolated CSBPT molecule
in vacuum and in a regular, free standing monolayer of 0◦ tilt angle. The results
obtained with the Gaussian09210 code for an isolated molecule and by the embedding
procedure for a monolayer are compared with results obtained using the 3D periodic
DFT code VASP238–241 for the same molecular arrangements.

dx , dy , dz ... x-,y-,z- components of the molecular dipole moment

γ =
dz,molecule

dz,layer
... depolarization factor

system
dx dy dz γ

[Debye] [Debye] [Debye]

molecule (emb) 0.00 0.86 -5.38
molecule (VASP) 0.00 0.68 -5.54
layer (emb) 0.00 0.84 -2.71 1.98
layer (VASP) - - -2.78 2.00

The dy component present in the 0◦ tilt single molecule calculations is due to
the dipole moment of the thiol group. The S-H bond is oriented along the y-axis.
However, the y-component of the dipole is of minor importance for this test study,
as we are primarily interested in the z-component associated with the molecular tilt
angle and depolarization effects.

In table 8.1 we find a very good agreement between results obtained with the Gaus-
sian09 code and the benchmark VASP results for the isolated molecule as well as the
monolayer. Furthermore, changing the configuration from an isolated molecule to a
monolayer reduces the z-component drastically by a factor of two, for both calcula-
tion methods. So we can state that depolarization indeed plays a significant role in
this molecular arrangement and that our embedding strategy is able to capture this
effect correctly. Table 8.2 summarizes the results obtained for the 45◦ tilted system.
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Table 8.2.: Molecular dipole moments calculated for an isolated CSBPT molecule
in vacuum and in a regular, free standing monolayer of 45◦ tilt angle. The results
obtained with the Gaussian09210 code for an isolated molecule and by the embedding
procedure for a monolayer are compared with results obtained using the 3D periodic
DFT code VASP238–241 for the same molecular arrangements.

dx , dy , dz ... x-,y-,z- components of the molecular dipole moment

γ =
dz,molecule

dz,layer
... depolarization factor

system
dx dy dz γ

[Debye] [Debye] [Debye]

molecule (emb) -3.80 0.86 -3.80
molecule (VASP) -3.92 0.68 -3.92
layer (emb) -2.80 0.80 -2.08 1.83
layer (VASP) - - -2.20 1.78

In Table 8.2 we clearly see how the molecular tilt of 45◦ in x-direction also affects
the orientation of the dipole moment, which now has a significant x-component. Also
in this tilted test system we find very good agreement between the dipole moments
calculated with Gaussian09 and VASP.

Looking at the values for the monolayer we see that depolarization significantly
reduces the z-dipole component again by almost a factor of two. Additionally, there
is also a reduction of the dipole moment in x-direction. This is a direct consequence
of the 45◦ tilt angle. In this test calculation depolarization only happens by charge
rearrangement in the molecule, not by a geometric reorientation of the molecule. So
if charges redistribute along the molecular axis to reduce the z-component of the
dipole moment, that automatically also reduces the x-component.

As a conclusion of this standalone test study of the proposed electrostatic em-
bedding procedure we can summarize that firstly, depolarization indeed plays a
significant role in the systems we want to describe and secondly, that our devised
method is able to correctly describe charge rearrangements inside the molecule that
lead to depolarization.

The second contribution to depolarization, namely change in the molecular confor-
mation and packing structure is captured by the MD part of the full MD+embedding
procedure. The combined influence of charge rearrangements and change in molec-
ular structure on depolarization is investigated in the next Section, where the full
procedure as described in Section 8.2 is applied to four different, realistic SAM
structures.
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8.6. Application of the full procedure to four different
SAMs

In this Section we apply the full procedure as stated in Section 8.2 to SAMs of
the four different molecules described in Section 8.4. The molecules differ in their
position and orientation of the dipole moment, as well as the rigidity of the back-
bone, thus creating four distinct test cases representing different types of systems to
characterize the applicability of our method.

The results of this investigation are summarized in Table 8.3 for the four respective
systems. The evolution of the z-dipole moment, the absolute molecular dipole, the
molecular tilt and the twist angle during the iteration process is presented.
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Table 8.3.: Results obtained for the four investigated systems by applying the
full iterative procedure described in Section 8.2. The given structural parameters
(columns three and four) describe the 2-molecule unit cell of the embedding cluster
used for calculating the atomic charges. The corresponding dipole moment is given
in columns five and six.

step ... iteration step of the outer (MD) loop

tilt ... average molecular tilt angle of the embedding unit cell

twist ... twist angle of the two molecules in the embedding unit cell relative to
each other; measured as the angle between the C=O vectors of the two molecules
(C10EC5, C5EC10) or as the angle between the lower phenyl rings of the two
molecules (CSBPT, DPYMT) respectively

|d| ... absolute value of the total molecular dipole moment

dz ... z-component of the molecular dipole moment

system step
tilt twist |d| dz

[◦] [◦] [Debye] [Debye]

C10EC5 0 (gas phase) 36.3 - 1.80 1.49

1 36.3 110.3 1.03 0.81

2 36.9 107.2 1.12 0.67

3 36.9 109.2 1.12 0.71

4 36.9 109.6 1.03 0.80

C5EC10 0 (gas phase) 34.1 - 3.77 0.46

1 34.1 89.9 4.80 0.19

2 34.8 80.9 4.82 0.29

3 35.3 76.9 4.78 0.32

4 34.9 79.5 4.83 0.27

CSBPT 0 (gas phase) 25.7 - 5.33 -4.62

1 25.7 119.4 2.02 -1.17

2 27.9 120.7 2.47 -2.28

3 25.9 120.7 2.45 -2.27

4 26.0 119.9 2.44 -2.24

DPYMT 0 (gas phase) 27.4 - 4.31 -4.05

1 27.4 174.5 1.69 -1.18

2 27.3 82.1 2.01 -1.71

3 25.3 1.6 2.10 -1.66

4 29.5 45.3 2.07 -1.60

5 30.1 44.7 2.11 -1.58

6 29.9 45.0 2.06 -1.57
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From the data presented in Table 8.3 we identify the following general trends:
The z-dipole moment is reduced significantly for all four systems. Furthermore,
the depolarization already happens mostly in the first embedding step. Subsequent
iterations, which update the geometry, influence the dipole moment only slightly fur-
ther. In this first embedding a slight numerical ”overdepolarization” is encountered,
which is then corrected in the following iteration steps.

The structural changes in the SAMs are rather minor for C10EC5, C5EC10 and
CSBPT. Tilt and twist angles only vary in a small range during the iteration and
the calculated packing structure, p

(√
3 x
√

3
)

R30◦ with herringbone arrangement
(see Figures 8.6a and 8.6b), remains the same throughout the iteration cycles. This
arrangement of molecules on the substrate is in good agreement with experimental
findings for these SAMs.13,25,87,420–422 The calculated tilt angles are a few degrees
higher than what is typically measured for these SAMs.25,423,424 This is due to the
fact that the SAM is artificially cooled to T=10K in the MD simulation to decrease
thermal motion and associated structural defects. During this cooling process we
find that the tilt angle increases by a few degrees compared to the room temper-
ature situation in the simulation. Tilt angle measurements of SAMs are typically
performed at room temperature.

The DPYMT SAM is an exception of this general outcome. It undergoes a struc-
tural change during the iteration from an initial (p

(√
3 x
√

3
)

R30◦) structure to a
c (3 x 2) arrangement with iteration step four (further information see below).
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(a) C10EC5 (b) C5EC10

(c) CSBPT (d) DPYMT

Figure 8.6.: Final molecular packing structures used for the last embedding step
of the four studied SAMs: (a) C10EC5, (b) C5EC10, (c) CSBPT, (d) DPYMT. For
the sake of clarity, hydrogens are not depicted for (a) and (b). The viewing angle
is chosen along the main molecular axis for each system. Cases (a), (b) and (c)
show a herringbone p

(√
3 x
√

3
)

R30◦ arrangement, whereas (d) forms a herring-
bone c (3 x 2) structure.

After these general findings a few system specific differences will now be addressed.
The dipole moment of the C10EC5 system has a far larger vertical component

than the C5EC10 system. In the latter case the molecular dipole is oriented nearly
horizontally. This phenomenon has already been addressed in Chapter 6. Thus we
only give a short reminder about the origins of this difference here. Due to the ≈ 30◦

tilt angle and the zig-zag nature of the carbon backbone, combined with the odd
number of carbons in the lower segment of the molecule, the ester dipole happens
to be oriented fairly horizontally for the C5EC10 molecule in a SAM, whereas it is
oriented at a different angle for the C10EC5 molecule which has an even number of
carbons in the lower segment. This argument only holds if the molecular tilt angles
and gold-sulfur bond geometries are reasonably similar in both systems, which is
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the case for C10EC5 and C5EC10, as also previously stated in Chapter 6.

At first glance it seems surprising that the absolute dipole moments of the two
chemically practically identical molecules C10EC5 and C5EC10 are so different, es-
pecially after depolarization. The total dipole moment of C5EC10 even increases
during the procedure, which seems counterintuitive. The explanation for both effects
however is fairly trivial. The embedding cluster is built from molecules in a config-
uration which is achieved by capping the sulfur atom with a hydrogen (as described
in Section 8.2). This introduces a rather significant dipole moment oriented along
the S-H bond of the thiol group which in turn is oriented nearly horizontally. Keep
in mind that the odd and even number or carbons in the lower segment of C5EC10
and C10EC5 lead to a different orientation of the ester dipole moment in the two
molecules. As a result the horizontal components of the ester and thiol dipole add up
for C5EC10, whereas they partially compensate for C10EC5. Additionally, as men-
tioned above, C5EC10 has a larger horizontal ester dipole component which causes
the overall larger total dipole moment of this molecule compared to the chemically
very similar C10EC5 structure. During the depolarization process charges in the
C5EC10 molecule redistribute in a way that decreases the z-component while in-
creasing the x-/y- components. Thus, the total dipole moment increases during the
iteration. Additionally, the horizontal dipole components of the molecules in the
SAM are aligned more or less head-to-tail, which means that they even increase due
to mutual polarization effects. This is basically the opposite effect to the depolar-
ization happening in z-direction.

It should be noted, however, that the horizontal dipole component calculated in
the embedding step is not directly relevant for MD simulations. The thiol dipole,
causing the large horizontal contributions, is not present in MD simulations of SAMs
on metal substrates, where the sulfur is bound dissociatively to the substrate.

CSBPT and DPYMT both have molecular dipole moments aligned along the
molecular axes which are oriented fairly vertically in both cases (tilt angles are ≈
25◦ and 30◦). Therefore, the z-component and the absolute value of the dipole mo-
ment are nearly identical. Also in these systems a strong depolarization to about
half the value (or even less for DPYMT) of a molecule in gas phase is observed.

These charge rearrangements inside the molecule might be connected to the change
in packing structure found for the DPYMT SAM. In contrast to the other three
systems the DPYMT SAM changes its packing from an initial p

(√
3 x
√

3
)

R30◦

structure without herringbone conformation to a herringbone c (3 x 2) arrangement.
Additionally the packing structure changes between herringbone (iterations 2,4,5
and 6) and non-herringbone (iterations 1 and 3) during the process. However, once
the system settles in the c (3 x 2) arrangement (in iteration step 4) the packing
structure does not change anymore in the following iterations 5 and 6.

The origin of this structural rearrangement might lie in the position of the nitrogen
atoms inside the DPYMT molecules. Oligophenylenes usually favor herringbone
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arrangement as it brings the positive hydrogens closer to the negative centers of
the carbon rings. An opposing influence is the tendency to form π-π stacking, also
commonly observed in aromatic molecules. This tendency seems to be the stronger
one in the DPYMT SAM at the beginning of the simulation. This is presumably
caused by the presence of nitrogen atoms in the DPYMT molecule, which have a
quite large negative charge. In the course of the simulation procedure, the atomic
charges apparently redistribute in the molecule in such a way that, starting from
iteration step 4, a herringbone configuration is energetically favorable. The partial
atomic charges calculated for the DPYMT molecule in gas phase and in the SAM
(taken from iteration step 6) are given in Table 8.4.

Table 8.4.: Partial atomic charges of the carbon and nitrogen atoms inside the
DPYMT molecule calculated for an isolated molecule in gas phase and in a densely
packed SAM (atomic charges from iteration step 6) according to the ESP charge
partitioning scheme.208,209

atom ... carbon/nitrogen atom positions:
C1-C4 and N1,N2 are part of the lower pyrimidine ring
C5-C8 and N3,N4 belong to the upper pyrimidine ring
carbons are numbered with increasing z-position in the molecule

qi,mol ... partial atomic charges of the gas phase molecule
qi,sam ... partial atomic charges of the molecule in a SAM

atom
qi,mol qi,sam

[e] [e]

C1 -0.511 -0.479
C2 0.496 0.418
C3 0.595 0.576
N1 -0.767 -0.790
N2 -0.850 -0.854
C4 1.128 1.208

C5 -0.906 -0.966
C6 0.754 0.785
C7 0.778 0.816
N3 -0.849 -0.923
N4 -0.862 -0.879
C8 0.856 0.972

Indeed we see that all atomic charges differ for a molecule in gas phase and in the
SAM. All nitrogen atoms have more negative atomic charges in the SAM than in gas
phase. Most carbons (but not all) show more positive charges due to depolarization.
However, from this data it is not completely clear to us what exactly causes the
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structural rearrangement, i.e. whether some of the atoms play a dominant role or
whether the changes on all atoms combine equally to a collective, net result.

As a conclusion, we think that the DPYMT system needs to be investigated
further to verify the origin of the change in packing structure. Despite the tests
performed so far, the possibility remains that some computational artifacts are the
source of the structural reorientation of the DPYMT SAM. The next logical steps
in this investigation are quantum mechanical calculations of the same system using
DFT and to compare the found structures and calculated dipole moments further
with experimental data. These necessary steps have not yet been carried out, but
will be tackled next in the continuation of this project.

To summarize this Section 8.6 we conclude with the following remarks:
The proposed procedure works well for all four investigated systems. Depolarization
effects play a significant role in all of them with reductions of the z-dipole moment by
a factor of two ore more being found. On the other hand, the studied SAMs undergo
only minor structural changes during the iteration cycles, except for the DPYMT
system discussed above. In this case the molecular arrangement in the SAM, de-
termined by MD simulations, changes from non-herringbone p

(√
3 x
√

3
)

R30◦ to
herringbone c (3 x 2) due to depolarization effects. The impact of depolarization on
the molecular packing structure seems to be highly system dependent, as the com-
parison between the structurally similar systems CSBPT and DPYMT and their
quite different behavior in these simulations shows.

From the findings presented above it can be deduced that depolarization in the
C10EC5, C5EC10 and CSBPT systems is primarily caused by charge redistribu-
tion inside the molecules, whereas geometrical and structural reorientation of the
molecules plays a minor role.

With this knowledge we can justify the approach taken in Chapters 5 and 6,
where MD simulations were used as a tool for preoptimizing molecular geometries
and packing structures of alkyl thiolate SAMs with embedded ester groups, such
as the C10EC5 and C5EC10 molecules also investigated here. In these cases, MD
simulations have been performed without accounting for depolarization effects.

As we see from the results presented in this Chapter though, this is a valid ap-
proach. Including depolarization does not significantly alter the SAM structure of
these systems. Therefore, returning to the less computationally demanding approach
of conventional MD simulations for the purpose of preoptimization is completely
justified for the systems in question. Changes in the molecular dipole due to de-
polarization are then implicitly accounted for in the subsequently performed DFT
calculations.
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9. Summary and Conclusions

In this thesis self-assembled monolayers of aliphatic and aromatic molecules with
embedded dipolar groups on gold substrates have been investigated by density func-
tional theory and molecular dynamics simulations. Structural and electronic prop-
erties related to the embedded groups, primarily atomic core level energies and work
functions have been studied.

In Chapter 5 the impact of the embedded dipolar group on XP spectra has been
investigated on two representative and experimentally extensively studied aliphatic
SAMs on Au(111) substrate consisting of (i) partially fluorinated alkylthiols and (ii)
alkylthiols with a dipolar ester group embedded in the molecular backbone. Car-
bon 1s core level energies were calculated using density functional theory combined
with the initial state approach and XP spectra were determined from these core
level energies including screening effects of the substrate and exponential damping.
A good agreement was found between calculation and experiment establishing the
applicability of the simulation and evaluation procedure for these systems. The par-
tially fluorinated alkylthiolate SAM showed five distinct peaks in the experimental
C 1s XP spectrum, associated to carbons in five distinct chemical neighborhoods
inside the molecule. All five peaks including relative peak positions and intensities
were reproduced in calculations, showing that chemical shifts in XP spectra are ac-
curately described in calculations. The mid-chain ester functionalized aklylthiolate
SAM showed four peaks in experimental XP spectra, two of which can be explained
by chemical shifts as they are associated with the carbons chemically bound to
oxygens. The two remaining peaks, which show a separation of 0.8 eV and are
generated by the CH2 backbone cannot be explained in the same way as the two
segments below and above the ester group are chemically identical. Calculations
identified electrostatic shifts, caused by the embedded ester groups as the origin of
this peak splitting. The ester dipoles inside the densely packed SAM form a regular
arrangement and create a potential discontinuity perpendicular to the substrate due
to collective electrostatic effects. This shifts the atomic core level energies of the top
segment atoms with respect to the bottom segment.

The distinction between chemical and electrostatic origins of XPS peak shifts
becomes even clearer in reduced coverage SAMs. To that end calculations with ar-
tificially reduced coverage were performed. The molecular orientation was kept the
same as in the full coverage case to exclude additional influences of structural reori-
entation. All electrostatic shifts in XP spectra gradually vanished with decreasing
coverage as they rely on the collective interaction of densely packed dipoles. They
completely disappeared at a coverage of 1/16 for partially fluorinated SAMs and at
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a coverage of 1/32 for the embedded ester SAMs. Chemical peak shifts on the other
hand were unaffected and remained present in the spectra to full extent.

As a main result of this investigation it can be stated that chemical and elec-
trostatic shifts both occur in XP spectra simultaneously and can add up or even
partially cancel. Furthermore, electrostatic shifts may not be neglected in the inter-
pretation of XP spectra as they can be of substantial size, with values of up to 0.8
eV found in the systems investigated here. XPS could consequently be employed as
a tool to probe the electrostatic situation inside a SAM.

In Chapter 5 an approach to correctly calculate core level energies within the
DFT framework, based on the initial state method and including screening effects
of the substrate was devised and thoroughly tested on two experimentally very well
studied aliphatic SAMs. All calculations presented in Chapter 5 showed excellent
agreement with experimental data. Based on these findings, the same method is
applied to investigate SAMs of alkylthiolates with embedded dipolar ester groups in
Chapter 6. The influence of bottom and top segment length as well as the impact
of dipole orientation on work functions and core level energies were studied. Mod-
eling results were compared to experimental data. A significant electrostatic shift
of ≈ 0.8 eV between bottom and top segment core level energies was found for all
systems with an ester dipole component perpendicular to the substrate, independent
of chain length. The work function modification of the studied systems with respect
to an unfunctionalized alkylthiolate SAM on gold substrate was also found to be
around ≈ 0.8 eV, corresponding well with calculated core level shifts. Experimen-
tal results were found to qualitatively correspond well with calculations for most
systems. Quantitatively, the experimentally observed XPS shifts and work function
modifications were slightly smaller (about 0.1 to 0.2 eV) than the calculated values.

Calculations showed that rotating the molecule around its main axis by 180◦

results in horizontal orientation of the ester dipole moment. The dipole component
perpendicular to the substrate vanishes. For such SAMs the core level energies of the
bottom and top segment were found to be identical as no electrostatic shift occurs.
The work function modification is reduced accordingly, as the contribution of the
ester dipole is absent. Such a rotation around the main axis can easily happen in
these systems as the highly flexible molecules are relatively loosely packed even at
full coverage and have room to move. Molecular dynamics simulations of larger unit
cells indicated that this rotated orientation occurs in SAMs for a certain percentage
of molecules and seems to be the preferred one for molecules with an odd number
of carbon atoms in the bottom segment.

A system with an embedded reverse ester group, meaning the ester group was
inserted into the molecular backbone ”upside down” was also studied. In this chem-
ically different molecule the ester dipole z-component points toward the substrate
instead of away from it. Consistent with expectations, all electrostatic effects were
found to be reversed for this SAM. The core level energies of the top segment carbon
atoms were found to be shifted to less negative values and the work function was
increased instead of decreased compared to a non-functionalized akylthiolate SAM
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of similar molecular length. Measurements of this system equally showed this sub-
stantial increase in work function. Experimental XP spectra, however, only showed
one major peak instead of two, as would be expected from calculation results and
simple electrostatics. This one main peak (associated with the top segment) is, how-
ever, shifted to lower binding energies compared to a non-functionalized alkylthiolate
SAM. This observation is in good quantitative agreement with calculations. A con-
clusive reason for the absence of a clear signal of the reverse ester bottom segment
in XP spectra has not yet been found.

The bond dipole was identified as a second important electrostatic influence in the
investigated SAMs. It also forms a regular arrangement in the SAM and, therefore,
creates an electrostatic shift qualitatively analogous to the ester dipole shift, but
affecting the whole molecule instead of just the top segment. Therefore, electro-
static influences of the bond dipole and the ester dipole add up (or partially cancel)
in the top segment of the molecule. The magnitude of the relevant bond dipole
component (perpendicular to the substrate) was found to be quite sensitive to the
molecular twist angle. To estimate the extent of this influence test calculations on
non-functionalized alkylthiolate SAMs on gold substrate were performed. A max-
imum variation of 0.4 eV in work function and core level energies was found for a
change in twist angle of 90◦. The influence of the bond dipole raises the question of
which reference to use for calculating core level shifts. Comparing top and bottom
segments of the same SAM ensures that the bond dipole contribution is identical in
both cases. However, screening effects influence the bottom segment more strongly
than the top segment due to proximity to the substrate and therefore the calculated
bot-top shift will be slightly increased. Non-functionalized alkylthiolate SAMs on
gold substrate of the same total molecular length can also be used as a reference
system. In this case screening effects are analogous in the compared top segments,
but the bond dipole contribution in both systems may be quite different, possibly af-
fecting the results by up to 0.4 eV. Due to the flexibility and relatively loose packing
of alkylthiols on gold substrate a certain variation in twist angles and the associated
change in bond dipole between different systems seems plausible. For comparing
core level shifts to work function modifications using an unfunctionalized aklylthiol
reference for both quantities was deemed preferential in this work to ensure con-
sistency and better comparability of both quantities. This approach was equally
employed in the evaluation of experimental data, where one is faced with the same
dilemma. Analogous to calculations, the use of the bottom segment vs. a Cn SAM
as a reference system produced quite different results.

The influence of the orientation of the terminal CH3 unit on work functions was
found to be negligible. Calculations of unfunctionalized alkylthiolate SAMs with
odd and even numbers of carbons in the backbone showed work function modifica-
tions (compared to a pristine Au(111) surface) differing by only 0.05 eV between
odd and even, independent of total chain length. This slight variation, caused by
the alternating orientation of the CH3 group in odd and even cases is deemed to be
of minor importance compared to the significantly larger chemical and electrostatic
shifts present in the ester-functionalized systems discussed above.
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In Chapters 5 and 6 the effects of embedded dipolar groups in pure SAMs were
studied. Electrostatic influences on the work function and atomic core level energies
were found. Naturally, the question arises, how embedded dipolar groups influence
the behavior of mixed SAMs. This topic is of special interest, as in Chapter 6, the
possibility of ”electrostatically inactive” molecules (due to a horizontal orientation
of the ester dipole) was introduced. It is quite plausible that in real SAMs such a
mixture of molecules with ”regular” and ”horizontal” dipole moments occurs. We,
therefore, investigated how the behavior of such mixed SAMs differs from pure ones
and how the homogeneity of the film influences electrostatic properties of the SAM.
These questions were addressed in Chapter 7. However, ester-functionalized alkylth-
iols do not pose an ideal test system, due to their structural variations, their off-axis
dipole moments and their sensitivity to twist angle related changes in the bond
dipole. Structurally reliable, dipolar, aromatic molecules are a much better choice.
Consequently, pyrimide-substituted terphenyls, which exhibit a dipole moment ori-
ented along the molecular axis were chosen as a test system for this investigation.
The central pyrimidine unit was inserted into the molecule in two possible orienta-
tions determining the direction of the electric dipole moment, towards (TP1-down)
or away (TP1-up) from the substrate. A non-functionalized terphenyl (TP1) SAM,
which lacks the dipolar contribution of the pyrimidine group but otherwise has
identical structural properties to the functionalized SAMs was used as a reference
system.

Pure SAMs of TP1-up and TP1-down show a behavior analogous to the ester-
functionalized alkylthiols described in Chapters 5 and 6. The core level energies of
the top phenylene ring are symmetrically shifted downward and upward with respect
to the vacuum side ring according to the dipole orientation, TP1-up shifting by -0.74
eV and TP1-down by +0.77eV. The work function of the system is equally affected.
Compared to a pure TP1 SAM, TP1-up decreases the work function by -0.71 eV
while TP1-down increases it by +0.74 eV. These calculated values were found to
qualitatively agree well with experiments, where work function modifications of
-0.42 eV (TP1-up) and +0.56 eV (TP1-down) were observed. Measured shifts in
binding energies, ∆BE = -0.42 eV (TP1-down) and ∆BE = 0.65 eV (TP1-up),
qualitatively reproduced the trend found in calculations. Note that calculated core
level energies have a negative sign, while measured binding energies have a positive
sign by convention. Therefore, the XPS shifts have different signs for calculated
and measured values. A calculated shift to more negative core level energies corre-
sponds to a measured shift to higher binding energies. From a quantitative point of
view, calculations slightly overestimate the core level shifts and the work function
modifications compared to experiments.

After the behavior of these pure systems was established several different mixed
SAMs were investigated. Firstly, mixtures of TP1 with either of the functionalized
molecules TP1-up or TP1-down were treated, which result in a reduced dipole den-
sity inside the SAM while avoiding structural changes. Secondly, mixtures of TP1-up
and TP1-down were investigated. Both types of mixed SAMs showed a clear cor-
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relation between the mixing ratio and core level energies as well as work function
modifications. The main peak in XP spectra, associated with the top phenylene ring
was found to gradually shift to lower binding energies with decreasing TP1-up and
increasing TP1-down content. The work function modification (relative to a pris-
tine Au(111) substrate) follows the same trend, decreasing gradually with decreasing
TP1-up and increasing TP1-down content. In the 50:50 mixture of TP1-up:TP1-
down the electrostatic effects of both dipolar components effectively cancel, resulting
in identical core level energies for the substrate and vacuum side phenylene ring. As
a result this mixed system shows a similar work function and XP spectrum as the
pure TP1 reference SAM.

To study the impact of phase separation into domains of opposite dipolar orien-
tation, an inhomogeneously mixed 50:50 TP1-up:TP1-down SAM was simulated. A
qualitatively different behavior was observed for this SAM than for the homogeneous
mixture of the same mixing ratio. Molecules in the TP1-up domains experience a
core level shift of -0.35 eV in the top phenylene ring, whereas molecules in the TP1-
down domains shift by +0.38 eV. This observation is reminiscent of the behavior of
pure SAMs albeit with a reduced energetic shift and is directly linked to the domain
structure of the SAM. As molecules inside one domain all have the same dipolar ori-
entation the resulting collective electrostatic effect leads to a potential discontinuity
inside the domain at the position of the central pyrimidine unit, shifting core level
energies in the top phenylene ring. The electrostatic field inside a domain was found
to be effectively shielded from neighboring domains. Therefore, core level energies
are shifted differently in TP1-up and TP1-down domains, which can be clearly seen
as a double peak structure in XP spectra.

The work function on the other hand was found to be no clear indicator of the
homogeneity of the film. The average electrostatic potential above the SAM was
identified as the relevant factor influencing a system’s work function. In calcula-
tions it was revealed that although the electrostatic potential directly above the
SAM differs substantially for TP1-up and TP1-down domains it quickly assimilates
to an average value with increasing distance from the top of the SAM reaching a
homogeneous distribution at a distance of ≈ 8 Å.

On the basis of this insight, measured XP spectra and work functions of mixed
SAMs of TP1 with TP1-up and TP1-down as well as mixtures of TP1-up and TP1-
down of varying mixing ratio were interpreted. In all cases, a continuous peak shift
with mixing ratio was observed in XP spectra. No double peak features were found.
The work function also showed a smooth correlation with concentration. Measured
spectra and work function modifications were found to be in excellent accordance
with calculations of homogeneous mixtures.

However, one observed difference in the TP1-up:TP1-down mixed SAMs was that,
whereas the XPS peak shifts and the work function modifications showed a clearly
linear correlation with mixing ratio in calculations, this was not exactly the case in
experiments. There, the shifts between pure SAMs and mixtures of 75:25 ratio were
distinctly larger than the shifts between 75:25 and 50:50 mixtures. This behavior
was attributed to a difference in mixing ratio between the solution used to prepare
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the SAM and the actual adsorbed SAM itself. In mixed SAMs of TP1-up:TP1-down
the exact mixing ratio in the adsorbed SAM cannot be determined experimentally,
as both molecules contain two nitrogens each. The molecular concentrations in the
solutions only provide a rough estimate of the situation in the SAM. It was concluded
that solutions of a 75:25 ratio actually generate SAMs with a ratio much closer to
50:50. This is quite plausible as dipoles favor antiparallel over parallel orientation
as the energetically favorable arrangement. This explanation was substantiated by
calculations, which showed that the 50:50 mixed SAM had a lower total system
energy than the 75:25 mixed SAMs (∆E ≈ 72 meV per molecule).

Due to the absence of any double peak features in measured XP spectra and the
near linear correlation of peak position with mixing ratio it was concluded that all
experimentally prepared SAMs of this study were homogeneous mixtures.

As a conclusion of this investigation, it is suggested that XPS could be used as
a tool to probe the homogeneity of ordered mixed monolayers of dipolar molecular
constituents. Peak splitting in XP spectra could be an indication of phase separation
in the SAM. The work function, however, cannot be used as a reliable indicator of
the homogeneity of a SAM.

In Chapters 5 to 7 the main method of theoretical investigation was density func-
tional theory. Molecular dynamics (MD) was only used as a tool, albeit an essential
one, for geometry optimization. However, MD offers some serious advantages over
density functional theory. Much larger unit cells can be studied including temporal
development of the system at a variable sample temperature. This makes MD a
powerful tool to investigate systems, where disorder or phase separation, like the
ones addressed in Chapters 6 and 7, play a role. In Chapter 7 a SAM consisting
of different dipolar domains was investigated using DFT. However, this calculation
was actually only a representative description of a small scale phase separation.
The unit cell needed to describe a more realistic SAM with larger domains would be
completely out of the range of what is currently possible with DFT due to the high
computational demand of this method. Molecular dynamics on the other hand, is an
ideal technique to investigate the structural properties of such large scale systems.

One of the main setbacks of molecular dynamics simulations, however, is the
omission of depolarization effects which can be substantial in densely packed SAMs.
Therefore, a method to account for polarization phenomena in MD simulations of
aliphatic and aromatic SAMs on metal substrates was developed and tested in Chap-
ter 8. The proposed approach combines electrostatic embedding with MD simula-
tions in a self-consistent iterative procedure. Depolarized atomic partial charges
are calculated in the embedding step on a quantum mechanical level using density
functional theory. The molecular structure of the SAM is then updated according to
the new set of charges in the MD part of the procedure. Application of this method
to four different SAMs, two aliphatic and two aromatic, showed that the dipole mo-
ments of molecules in SAMs were reduced to approximately half the value found for
individual, isolated molecules in vacuum condition. Comparison of the values ob-
tained with this embedding method to molecular dipole moments calculated with a
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periodic boundary density functional theory code and showed excellent quantitative
agreement.

Additionally, the influence of depolarization on the structural properties of SAMs
was studied. In three of the four test cases (two aliphatic and one aromatic) the
SAM structure was only slightly affected by depolarization. The packing structure
remained the same. Tilt and twist angles showed no significant change. The fourth
system (dipyrimidine-thiol), on the other hand, showed a structural reorientation
during the procedure going from a non-herringbone p

(√
3 x
√

3
)

R30◦ to a herring-
bone c (3 x 2) packing structure. In the course of the simulation, partial atomic
charges in the molecules changed in such a way that, apparently, a herringbone
structure became favorable compared to the tendency to form π-π stacking.

The results obtained for these four test systems show that depolarization has a
significant impact on molecular dipoles and thus on any related electronic proper-
ties. Furthermore, it was found that structural properties of a SAM can indeed be
affected by depolarization phenomena. However, no general rule or trend can be
given as the particular behavior was found to be highly system dependent.

In conclusion it can be stated that the work function of a surface is strongly influ-
enced by the adsorption of a dipolar SAM. This effect can be used to effectively tune
substrate work functions according to the requirements of the intended application.
It was further shown that homogeneously mixed SAMs of dipolar components can
be used to continuously tune the work function over a sizable range. Making use
of embedded dipolar groups as investigated in this thesis opens up the possibility
to adapt electronic properties without changing the interface to an adjoining layer,
leaving the terminal group as a second handle to modify this interface separately.
Furthermore, the importance of XPS as a tool for the investigation of self-assembled
monolayers was shown. It was demonstrated that, additionally to providing infor-
mation about the precise chemical nature of the film, XPS can be employed to probe
the local electrostatic situation inside a SAM with high accuracy. This enables a
local insight into the potential landscape of the monolayer and even allows to distin-
guish homogeneously mixed dipolar SAMs from films exhibiting phase separation.
Thus, XPS can be employed as a valuable tool to verify the homogeneity of dipolar,
mixed SAMs.

For all these reasons, it is believed that pure and mixed SAMs containing embed-
ded dipolar elements will play a significant role in the field of organic electronics,
especially in the area of contact work function tuning. XP spectroscopy is expected
to be of even increased relevance in the investigation of chemical, electrostatic and
even structural properties of dipolar SAMs in the future.
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