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Ps´1 Lagrangian polynomial

ΘJA Junction-to-ambiance thermal impedance

Is, Ias Intensity of the Stokes and the anti-Stokes peak

ν̃0 Radiated laser frequency in Raman measurements

ν̃R Raman frequency shift

xi



1 OUTLINE AND MOTIVATION

1 Outline and Motivation

Microelectronics production nodes and package sizes are diminishing and power integration is

increasing. As a consequence, heat management is becoming an increasingly important topic

in packaging technology. The essence of this work is to develop a better understanding of

thermal transport in microelectronics packaging. Therefore, I start by giving an overview of

the packaging process flow and of theoretic models describing heat transfer in solids. Essential

conduction mechanisms are explained with special focus on their temperature dependence.

The availability of precise thermal models is crucial for an optimized system design. But the

necessary thermal parameters of the materials used in the industry are often confidential or

not known and thus not readily available. The sparse information on materials compositions

prohibits calculations of properties like phonon and electron densities of states for calculating

thermal impedances or interface resistances or simulations on molecular level (MD).

Time dependent finite element simulations of simplified geometrical models of the packages were

performed. I tried to extract the relevant parameters of the simulation by inversely modeling the

thermal behavior of two microelectronic packages - one system in package (SiP) and one optical

land grid array package (OLGA) - to experimental results. Concepts for heating and temperature

measurements inside the package were restricted to electrostatic discharge protection (ESD)

diodes and bipolar junction transistors (BJT) embedded in the integrated circuit (IC). Still, for

a fundamental understanding of these 3-dimensional systems, temperature sensing approaches

on multiple levels (sandwich die structures) would be necessary. In addition, the package surface

temperature was measured using an infrared camera. All these measurements were done under

controlled conditions in a climate chamber for ambient temperature stabilization.

The obtained results are biased with high inaccuracies due to high sensitivities of materials

parameters to small temperature differences. Especially properties of materials that are not

part of the main heat paths could not be estimated using a second order response surface design

of experiment (DOE). Therefore, the main contributors to heat transport were identified and

thermal conductivities were adapted to fit the simulation results to the experiments.

Temperature measurements using ESD-diodes give rise to problems in repeatability and accuracy

and are therefore not an optimal concept for thermal characterization of semiconductor devices.

Still, their availability all over the die surface makes them an important tool. BJT temperature

references are a more suitable approach but require powering of the device and need to be

implemented on purpose into the IC. Die surface temperature measurements were done using

the implemented BJT sensor in the OLGA package and the most stable ESD diode for the SiP

package due to non-negligible and unclear power dissipation across the die, while in test mode,

required for the BJT temperature measurement.

Heat transfer in the optimized models was investigated and as an outlook further research

concepts using Raman microscopy and time constant spectra are discussed and suggestions for

further investigations are given.
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2 MICROELECTRONICS PACKAGING

2 Microelectronics Packaging

2.1 Process Flow

Packaging of semiconductor devices describes the process steps starting from the readily pro-

cessed wafer that contains the fully functioning silicon dice (and hence the integrated circuit) to

the final device ready for system assembly. For further interest a more detailed explanation of

packaging technologies and semiconductor manufacturing processes may be found, for example,

in [1] and [2].

2.1.1 Die Attach

After the wafer is diced usually using a diamond saw or a laser (stealth dicing), and all the

passives are soldered onto the lead frame or substrate, the die needs to be attached. Therefore,

a thermally and mostly also electrically conductive polymeric adhesive is used. Once thermoset-

ting polymers are cured they do not lose their solid state even if exposed to higher temperatures.

The most commonly used polymers are epoxy resins which offer high quality at low material

cost. Silver flakes are added to the epoxy matrix as a filler to ensure electrical conductivity.

Other additives like solvents, catalysts, and hardener are included to modify properties such as

processing temperatures, curing times, elastic moduli, moisture absorption, resin bleed, stress,

through put, life time, and dispensing quality. If no electrical conductivity is needed, thermally

conductive fillers are used. The adhesive is typically characterized by its glass transition tem-

perature, thixotropic index, ionic purity and coefficient of thermal expansion (CTE). The latter

is important to buffer stress, which might occur due to CTE mismatch between the die and the

lead frame or substrate.

2.1.2 Wire Bonding

The method of front side connection, that is important for the devices in this work, is wire

bonding. The pads on top of the die need to be connected to the lead frame or substrate.

Therefore, the bonder attaches a metal ball onto the die through a capillary and loops a fine wire

to the lead and joins it. The ball is attached to the pad by thermosonic („ 150˝C) or ultrasonic

bonding (room temperature) where the capillary pushes the ball onto the pad and creates the

intermetallic compound by friction. Then, the wire is looped to meet the package requirements

like loop height, elongation, and breaking strength. When the wire is attached to the lead, the

tail is broken off by lifting the capillary or by using a clamp. The most commonly used materials

are gold, aluminum, and copper. The latter is cheap but hard and needs oxidation prevention

by organic coatings [3]. The most commonly used gold wires are doped with beryllium, calcium,

or rare earths to slow grain growth and increase strength.

An alternative packaging approach without wire bonding is flip-chip packaging where an array

of bumps is placed onto the pads before the die is flipped and attached to the substrate. This

approach offers a solution for packages with a higher number of pins.

2



2 MICROELECTRONICS PACKAGING

(a) (b)

Figure 1: (a) SEM image of bonding wires on a dummy die surface. (b) Conducting die attach

with Ag-particles.

2.1.3 Encapsulation

High volume packaging has changed from expensive ceramic to much cheaper polymeric com-

pounds. These are compounds basically consisting of epoxy and phenol resins filled with silica

particles to adjust properties. The main task of the filler is to adjust the coefficient of thermal

expansion to that of silicon to reduce stress on the die. The composition and additives are cho-

sen to ensure flame retardance, good cure properties (low shrinkage), adhesion, and mechanical

properties. The filler content can be as high as 80 wt.% and therefore also has significant influ-

ence on the thermal behavior of the compound. An alumina filler increases the overall thermal

conductivity at the costs of a higher CTE. The role of interfaces between filler particles and the

epoxy matrix is discussed in section 3.3.5. Effects that are crucial to reliablilty are warpage and

delamination due to moisture that evaporates during the reflow soldering process, which also

can cause cracking of the package (”popcorning”) [1].

The encapsulation process is usually done using compression, injection or transfer molding. In

the most common transfer molding process, the material is first preheated and then forced into

a cavity that is loaded with the device. The pressure and temperature melt the material and the

form of the cavity then gives the desired form of the package. After filling, the epoxy (thermoset)

is cured by cooling of the mold. The biggest problem that can occur during the molding process

is voiding. This can arise due to pressure gradients or bad adhesion properties.

Figure 2: Transfer molding process [4]
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3 HEAT TRANSFER MECHANISMS

3 Heat Transfer Mechanisms

The theory described in this chapter is oriented on various sources, particularly [5, 6, 7, 8, 9].

When investigating thermal transport, three mechanisms need to be taken into account: Heat

transport via conduction, convection, and radiation.

3.1 Radiation and Convection

Radiation is described via Stefan-Boltzmann’s law,

P “ AεσT 4 (3.1)

which can be derived easily by integrating Planck’s radiation law.

The emitted power is proportional to the fourth power of the body’s temperature T and depends

on the Stefan-Boltzmann constant σ “ 5.67 ¨ 10´8 Wm–2K–4 and the emissivity ε of the body

that describes how close the radiating body is to a perfect black body. Here A is the area.

Convection needs to be taken into consideration when looking at moving particles or for the case

of natural convection. The velocity of fluid particles is reduced as they come into contact with a

boundary layer since they are reflected off the layer. The layer velocity directly at the boundary

may then be assumed to be zero. This layer then, by shear stress, retards the particles of the

layer above and so on. So the velocity increases perpendicular to the surface until it reaches the

free stream velocity.

The particles at the boundary achieve thermal equilibrium with the boundary surface but ex-

change energy with them of the layer above so that a temperature gradient establishes. The

heat flux at the boundary can then be described by Newton’s law of cooling [5]

q “ hpTS ´ T0q (3.2)

with the convection heat transfer coefficient h, which depends on the materials and the geometry

of the problem, the surface temperature TS and the ambient temperature T0. When there is no

forced particle flow, natural convection occurs. Due to temperature gradients, density gradients

occur and together with gravitation they induce a flow. The density of air decreases with

increasing temperature. Meaning in a setup with a heated plate, the density increases towards

higher altitudes. Hot air at the plate surface will rise and cool down. This implies stronger

gravitational force and therefore a descent of cool air that will be heated up. This circulation

pattern will cool the plate surface. Convection and, hence, the heat transfer coefficient, strongly

depends on the geometry and flow conditions of the problem.

3.2 The Influence of Natural Convection

When one includes convection, nonstationary assumptions need to be made. In addition to

conservation of energy, further conservation laws need to be considered: Conservation of mass

of the moving fluid (continuity equation), change of momentum by a force (Newton’s second

law of motion) and, if the fluid does not consist only out of one species, conservation of that

composition.

These governing equations for the boundary layer in case of natural convection are stated as
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3 HEAT TRANSFER MECHANISMS

follows [5]:
Bupx, yq

Bx
`
Bvpx, yq

By
“ 0 (3.3)

upx, yq
Bupx, yq

Bx
` vpx, yq

Bupx, yq

By
“ g

1

ρ
pρ0 ´ ρq `

µ

ρ

B2upx, yq

By2
(3.4)

upx, yq
BT

Bx
` vpx, yq

BT

By
“ α

B2T

By2
(3.5)

for u and v the x- and y- components of the mass velocity, parallel respective normal to the sur-

face, g the acceleration due to gravity, ρ the density, µ the viscosity and the thermal diffusivity

α “ κ{pρcpq, the ratio of the thermal conductivity κ and the product of density ρ and specific

heat at constant pressure cp.

Heat transfer from the outer device boundaries to the ambient air can be modeled in compu-

tational calculations in different ways. The physically accurate way of implementation is a full

computational fluid dynamics (CFD) simulation that models laminar or turbulent air flow in a

defined air domain. But already the application of a laminar volumetric flow - resulting from

the difference of the gravitational force of differently hot and therefore dense air layers - leads

to computational instabilities. These might be solved by sweeping the viscosity value of the air

domain and using these auxiliary results for the next sweep step. But due to the enormous node

number of the models this approach is computationally not affordable for this work.

To overcome this problem, two methods are mostly used to include natural convection into

thermal finite element simulations. First, heat transfer by natural convection can just be imple-

mented by defining heat transfer coefficients h that establish a heat flux following eq. 3.2. The

coefficient itself is defined by

h “

´κf
BT
By

ˇ

ˇ

ˇ

ˇ

y“0

Ts ´ T0
“
κf
L

BT ‹

By‹

ˇ

ˇ

ˇ

ˇ

y‹“0

”
κf
L

Nu (3.6)

using dimensionless independent variables

y‹ ” y
L and T ‹ ” T´Ts

T0´Ts

the thermal conductivity of air κf and defining the dimensionless temperature gradient at the

surface, the Nusselt number Nu. The first equivalence comes from the combination of eq. 3.2

and 3.11 at the objects surface at y “ 0.

The Nusselt number is a function of the geometry of the configuration and the Reynolds number,

a measure of laminarity of the flow. It represents the ratio of the inertia to viscous forces and

describes the transition from laminar to turbulent flow conditions.

ReL “
ρvL

µ
(3.7)

with v the maximum velocity of the fluid and L the characteristic length of the system, which

will be discussed in the results section. More detailed information can be found in [5] and various

fluid dynamics books.

Models for Nusselt numbers of basic geometries have been derived. To include natural convec-

tion, two cases of heat transfer coefficient estimations were used: Vertical wall and horizontal
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3 HEAT TRANSFER MECHANISMS

plate conditions. The corresponding coefficients are stated in eq. 3.8 and 3.9 [5].

h “

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

κf
L

¨

˝0.68`
0.67Ra

1{4
L

ˆ

1`
´

0.492k
µCp

¯9{16
˙4{9

˛

‚ RaL ď 109

κf
L

¨

˝0.825`
0.387Ra

1{6
L

ˆ

1`
´

0.492k
µCp

¯9{16
˙8{27

˛

‚

2

RaL ą 109

(3.8)

h “

$

&

%

κf
L 0.54Ra

1{4
L RaL ď 107

κf
L 0.27Ra

1{4
L RaL ą 107

(3.9)

with the Rayleigh number

RaL “
g
ˇ

ˇ

ˇ

Bρ
BT

ˇ

ˇ

ˇ

p
ρCp |T ´ T0|L

3

κfµ
(3.10)

.

3.3 Thermal Conduction

The part of heat transfer most important for solids is thermal conduction. It is governed mainly

by electrical carriers and phonons. The contributions of all carriers and excitations add up to

the total thermal conductivity κ. While in metals electrons carry most of the heat, phonons

dominate heat transport in insulators.

In the diffusive regime for timescales much greater than the scattering mean free time (τ)

and length scales much greater than the mean free path (λ) of the energy carriers, thermal

conductivity is defined by the ratio of the heat flux to a temperature gradient described by

Fourier’s law

κ “ ´
~q

~∇T
. (3.11)

where ~q is the heat flux which is the particle current, ´D∇n times their average energy Ē “ u
n

with D the diffusion constant, u the internal energy, n the particle density and cv “
du
dT :“ κ

D .

When looking at a gas with an applied one dimensional temperature gradient, the energy flow

equals the number of particles crossing one point before being scattered times their energy:

~q “ 1
2npEpx´ λq ´ Epx` λqqvx “ ´n

`

BE
BT
BT
Bxλ

˘

vx

with vx “
1
3v the Fermi velocity and the heat capacity cv “ nBE

BT and the sum over various gas

species i

κ “
1

3

ÿ

i

cv,iviλi (3.12)
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3 HEAT TRANSFER MECHANISMS

3.3.1 Electronic Thermal Conductivity

The electrical current density ~j is defined as the charge times the velocity, the density Dp~kq,

and the occupation fp~kq of all states ~k

~j “ ´

ż

e~vp~kqDp~kqfp~kqd~k (3.13)

and the heat flux

~q “ ´

ż

pEp~kq ´ µq~vp~kqDp~kqfp~kqd~k (3.14)

with only energies above the chemical potential contributing.

The distribution function fp~kq can be determined using the Boltzmann equation and the relax-

ation time approximation [10]

df

dt
“ ´

~Fext ¨∇~k
f

h̄
´ ~v ¨∇f ` f0p~kq ´ fp~kq

τp~kq
(3.15)

With

~Fext “ ´e ~E (3.16)

and

∇f0 “
Bf0

BT
∇T ` Bf0

Bµ
∇µ (3.17)

it follows in steady-state

fp~kq ´ f0p~kq

τp~kq
“ ´~vp~kq ¨

˜

´
Ep~kq ´ µ

T

Bf0

Bµ
∇T ` eBf0

Bµ

ˆ

~E ´
∇µ
e

˙

¸

(3.18)

with the equilibrium distribution function for fermions, the Fermi function f0p~kq.

Then

~j “ e

ż

τp~kq~vp~kqDp~kq~vp~kq ¨

˜

´
Ep~kq ´ µ

T

Bf0

Bµ
∇T ` eBf0

Bµ

ˆ

~E ´
∇µ
e

˙

¸

d~k (3.19)

and

~q “

ż

τp~kqpEp~kq ´ µq~vp~kqDp~kq~vp~kq ¨

˜

´
Ep~kq ´ µ

T

Bf0

Bµ
∇T ` eBf0

Bµ

ˆ

~E ´
∇µ
e

˙

¸

d~k (3.20)

The current is not required to flow in the direction of the electric field. But for many materials

(e.g. cubic) ~j ‖ ~E and eq. 3.19-3.20 can be simplified [8]. In the free electron model, so

considering metals, and defining an effective electric field ~Eeff “ ~E´ ∇µ
e and the integral Kn as

Kn “ ´
2

p2πq3

ż

~vp~kq2τp~kqppEp~kq ´ µqn
Bf0

BE
d~k (3.21)

then

~j “ e2K0
~Eeff ´

e

T
K1∇T (3.22)

7
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and

~q “ eK1
~Eeff ´

1

T
K2∇T (3.23)

When ~j “ 0 eqns. 3.22 and 3.23 give the electronic contribution to the thermal conductivity

κe “
1

T

ˆ

K2 ´
K2

1

K0

˙

(3.24)

Using σ “ e2K0 from eq. 3.22 and - since the derivative of the equilibrium distribution Bf0p~kq

BEp~kq
is

a narrow function around the chemical potential - expanding Kn around µ gives

Kn “ rpEp~kq ´ µq
nσpEp

~kqq

e2
`
π2

6
pkBT q

2 ¨
B2

BE2

˜

pEp~kq ´ µqn
σp~kq

e2

¸

`OpkBT q
4s
Ep~kq“µ

(3.25)

and therefore gives the constant ratio between the electronic contribution to thermal and the

electrical conductivity, the Wiedemann-Franz law

κe
σT

“
π2

3

k2
B

e2
`O

ˆ

kBT

µ

˙2

(3.26)

with the Lorentz number

L0 “
κe
σT

“
π2

3

k2
B

e2
“ 2.4453 ¨ 10´8 WΩ{K2 (3.27)

When including the Seebeck-coefficient S, which is the prefactor in the relation for the effective

electric field of eq. 3.22 when setting ~j “ 0

Eeff “
K1

K0eT
∇T “ ST (3.28)

The conductivity ratio becomes:
κe
σT

“ L0 ´ S
2 (3.29)

with a negligible small S for metals at room temperature.

3.3.2 Phonon Thermal Conductivity

The main contributors to phonon thermal transport are acoustic branches since the group ve-

locity of optical phonons is typically small. Nevertheless, they interact with acoustic phonons

and therefore also affect the thermal conductivity.

The analogon of the Boltzmann function eq. 3.18 for phonons is [8, 11]

Np ~Kq ´N0p ~Kq

τp ~Kq
“ ´p~vg ¨∇T q

BN0p ~Kq

BT
(3.30)

with Np ~Kq the distribution function for phonons with wavevector ~K and N0p ~Kq the Bose-

Einstein distribution, the equilibrium distribution for bosons. Again, in the isotropic case, and
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using that the heat flux for phonons is, integrating over all phonon modes ~K,

~q “

ż

Np ~Kqh̄ωp ~Kq~vgDpKqd ~K

“ ´

ż

h̄ωp ~Kqv2
gxcos2 θyτp ~Kq

BN0p ~Kq

BT
∇TDpKqd ~K

“ ´
1

3

ż

h̄ωp ~Kqv2
gτp

~Kq
BN0p ~Kq

BT
∇TDpKqd ~K (3.31)

with DpKq the density of phonon states, where for a cubic lattice DpKq “ 3K2{p2π2qdK [6]. In

the Debye model, a linear dispersion relation ωp ~Kq “ vK is used. Together with eq. 3.31, this

leads to the lattice contribution of the thermal conductivity [8]

κL “
kB

2π2v3

ˆ

kB
h̄

˙3

T 3

ż θD{T

0
τpxq

x4ex

pex ´ 1q2
dx (3.32)

with x “ h̄ω
kBT

and the Debye temperature θD “
h̄ωD
kB

. The Debye frequency ωD is defined so

that for the total number of phonon modes N satisfies

3N “

ż ωD

0
Dpωqdω (3.33)

Comparing that to the Debye result of the specific heat [6]

CV “ 9NkB

ˆ

T

θ

˙3 ż θD{T

0
dx

x4ex

pex ´ 1q2
“

3kB
2π2v3

ˆ

kB
h̄

˙3

T 3

ż θD{T

0
dx

x4ex

pex ´ 1q2
(3.34)

and using that the mean free path λpxq “ vτpxq, the Debye approximation for the lattice thermal

conductivity eq. 3.32 can be reduced to the form of eq. 3.12

κL “
1

3

ż θD{T

0
Cpxqvλpxqdx (3.35)

The BTE can be solved using various approaches, such as the lattice Boltzmann method, lattice

dynamics calculations, and molecular dynamics approaches like the Green-Kubo method [12].

Since the thermal conductivity is directly proportional to the group velocity of the phonons, it

is generally assumed that acoustic phonons carry most of the heat. Nevertheless Mittal et al.

[13] reported a contribution of 25 % of energy transport due to optical phonons in silicon thin

films at room temperature.

3.3.3 Scattering Processes

Electron transport in a material is mostly affected by three effects: Electrons scattering from

phonons which is called the ideal resistance (due to the fact that it cannot be avoided), electron-

defect interactions, and electron-boundary scattering. The effective relaxation time τe of the

electrons is the reciprocal sum of that of the different scattering mechanisms, as stated in

Matthiessen’s rule
1

τe
“

1

τdefect
`

1

τboundary
`

1

τphonon
(3.36)
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and so the resistances due to the different mechanisms add up. Electron-electron processes can

be added to that sum, especially when considering very pure metals at very low temperatures.

Considering entropy production by a thermal current due to a temperature gradient, Ziman [9]

states that the ideal electrical resistance is at high temperatures (T ąą θD) ρi9T , the ideal

electronic thermal resistance 1{κe,i “ const. and the Wiedemann-Franz law is obeyed. At low

temperatures (T ăă θD) the Wiedemann-Franz law does not hold, ρi9T
5 and 1{κe,i9T

2.

Impurity scattering is considered to be purely elastic and the scattered electron does not lose

energy, therefore, Fermi’s golden rule gives a collision probability

1

τdefect
9Wkk1 “

2π

h̄
δpEp~kq ´ Ep~k1qq|x~k1|V |~ky|2 (3.37)

with a proportionality factor including 1 ´ cospθq with θ being the angle between ~k and ~k1,

and V e.g. an ionized impurity potential modeled by a screened Coulomb potential. Large

angle scattering processes contribute stronger to the relaxation time τ but still all electrons get

scattered by static lattice defects with the same effectivity and no temperature dependence in

the relaxation time occurs. Then, the Wiedemann-Franz law gives a T´1 proportionality for the

thermal analogon 1{κe,0.

So since at low temperatures κe,i increases and κe,0 decreases, impurity scattering dominates the

electronic thermal conductivity in this temperature region. At higher temperatures the ideal

resistance takes over, κe will show a maximum and then decrease towards the constant value for

1{κe,i at high temperatures. Increasing defect concentration reduces the peak size in κe, since

impurity scattering dominates to higher temperatures. Boundary scattering must be considered

for thin films or nanodevices. Its basic effect is the reduction of the mean free path of the

electrons and therefore κe.

(a) (b)

Figure 3: (a) Scattering contributions to the electronic thermal conductivity κe (after [7]). (b)

Electrical conductivity and electronic thermal conductivity calculated using the Wiedemann-

Franz law [14, 15].
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3.3.4 N- and U- Processes

When an electron or a phonon scatters off another phonon the total momentum needs to be

conserved. A phonon can be annihilated or created:

~K1 ˘ ~K2 “ ~K3 ˘ ~G (3.38)

with ~G a reciprocal lattice vector. ”Normal” processes (N-processes) for which ~G “ 0 do not con-

tribute to thermal resistance directly but are transferring energy between different phonon modes

and are therefore preventing too large deviations from the equilibrium distribution. Umklapp

processes (U-processes) do not conserve the total crystal momentum and give rise to thermal re-

sistance since they can generate large changes in and almost reverse the direction of the phonon

wavevector as shown in fig. 4.

Figure 4: Umklapp scattering. The sum of the two momenta crosses the Brillioun zone and the

added reciprocal lattice vector changes the direction of the final wavevector (after [8]).

Different scattering mechanisms contribute reciprocally to the total relaxation time. But since

N-processes do not restore the equilibrium distribution, another model was found to include their

impact on the thermal conductivity, the Callaway model [16]. The relaxation time approximation

always underestimates κ and another scattering term is added to that of eq. 3.30 with τU p ~Kq

being the relaxation time for U- and τN p ~Kq that for N-processes:

Np ~Kq ´N0p ~Kq

τU p ~Kq
`
Np ~Kq ´N‹p ~Kq

τN p ~Kq
“ ´p~vg ¨∇T q

BN0p ~Kq

BT
(3.39)

The N-processes relax to a displaced distribution

N‹p ~Kq “
1

eh̄ω{kBT`~Λ¨ ~K ´ 1
(3.40)

where ~Λ is linear with ∇T and can be determined using the fact that N-processes do not change

the total phonon momentum.

There are different (often empirical) approaches to determine the relaxation times for different
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scattering mechanisms, which will not be stated here. Besides N- and U-scattering, defect scat-

tering, boundary scattering, and electron scattering are the main contributors to phonon thermal

resistance, which dominate at different temperature regimes as one can see in fig. 5 where at

high temperatures umklapp scattering takes over boundary and defect scattering that dominate

at low temperatures. At high temperatures, the increase of resistance due to umklapp scatter-

ing is stronger than the conductivity increase due to additional phonons, since the scattering

rate of more phonon processes increases more rapidly [17]. New anharmonic lattice dynamics

calculations have shown that an inclusion of four-phonon processes (where 1{τ increases like

T 2) show a comparable or even higher ratio of Umklapp processes that can reduce the thermal

conductivity of a less anharmonic material like silicon by about 25 % at 1000 K [18].

Figure 5: Main scattering contributions to the lattice thermal conductivity (after [8]).

Goldsmid [8] suggests a reduction of the thermal conductivity due to phonon-boundary scattering

of

∆κphb “ ´
2

3
κ0

c

λph
3L

(3.41)

with κ0 being κ without point-defect scattering and L the average grain size.

The Callaway model (3.39) usually fits best for isotropically pure crystals while the Debye model

(3.32) applies to solids with an appreciable amount of impurities.

It should be mentioned that the simple picture of wave vector direction change due to momentum

conservation, described above, is an oversimplification. The quantity that needs to be conserved

is the quasimomentum h̄~k that is only defined modulo h̄ ~G. There are many arguments that can

not be resolved using the easy picture. For example, when looking at the phonon dispersion

of silicon (figure 6a), a N-process of two longitudinal acoustic phonons ~k1 yields a longitudinal

optical phonon ~k3 with reversed group velocity. This shows that the categorization of one

particular scattering process into the normal or umklapp category depends on the choice of the

primitive unit cell. Therefore, it is better to look at the heat flux, defined as the product of

phonon energy and group velocity ~vg [19]

~q “
1

p2πq3

ż

h̄ω~vgn~kd
~k (3.42)
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3 HEAT TRANSFER MECHANISMS

with n~k the phonon occupation in the wave vector space. Then, in the Debye model, where

ω~v “ ~kv2, N-processes conserve and U-processes do not conserve the direction of the heat flux,

since a change of direction of ~k gives a change of the direction of the group velocity. But already

in the simplified picture of linear longitudinal and transverse acoustic branches, one can show

that processes within the first Brillouin zone can flip the direction of the heat flux (figure 6b).

If quasimomentum and energy are conserved for scattering of ~k1 and ~k2 yielding ~k3, then

~k1 “ ´
1´ vT

vL

1` vT
vL

~k3 and ~k2 “
2

1` vT
vL

~k3 (3.43)

with vT and vL the group velocities of the transverse and the longitudinal branch. Then, the

scattering process only contributes to a flip in the direction of the heat flux, eq. 3.42, if vT
vL
ă 1

2

[19].

(a) (b)

Figure 6: (a) Phonon dispersion of silicon [19]. Scattering of two longitudinal acoustic phonons

k1 yields a longitudinal optical phonon k3 with reversed group velocity, (b) phonon scattering in

a linear dispersion with longitudinal and transverse acoustic branches within the Brilluoin zone

flips the direction of the heat flux [19].

3.3.5 Thermal Interface Resistance

With the decrease of node sizes and semiconductor devices in general (transistors, MEMS, etc.)

it is not sufficient anymore to only consider bulk effects. Interface effects need to be taken into

account or at least into consideration. The investigation of heat transport phenomena shows

that the thermal resistance of multilayered samples is higher than the sum of their bulk compo-

nents.

Swartz et al. [20] explain the effect of a thermal interface resistance, which was first obtained

by Kapitza in 1941, who reported a temperature drop near a helium to solid boundary, using

the diffusive mismatch model (DMM). This boundary resistance (Kapitza resistance) is defined
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3 HEAT TRANSFER MECHANISMS

as the ratio of the temperature discontinuity at the interface to the power per unit area flowing

across that interface.

The Diffusive Mismatch Model

The most accepted explanation for this effect at elevated temperatures is the diffusive mis-

match model (DMM) constructed by Swartz et al. [20]. Heat conducting phonons are scattered

at the interface. Contrary to the acoustic mismatch model (AMM) for low temperatures be-

low 1 K, which assumes a geometrically perfect interface and entirely elastic phonon transport

(phonons treated as plane waves), the DMM assumes that all phonons that strike the interface

are scattered diffusively forwards or backwards with a probability depending on the phonon

density of states of the interfacing materials.

If the temperatures on both sides of the interface are the same, no net heat flow can occur and

the number of phonons of one state moving from one material to the other needs to be the same

as in the opposite direction. Using this principle of detailed balance, it is sufficient to calculate

the net heat flow from side 1 at T1 to side 2 at T2 by the difference of the heat flows from side

1 to side 2 when side 1 is at T1 and at T2.

The heat current density 1
A

9Q1Ñ2pT q is the sum over all phonons incident on an area A times

their energies h̄ω “ h̄c1,jk with j the phonon mode and k the wavevector. The number of

phonons incident by angles ϕ and θ is

N1,jpω, T q

4π
dΩc1,j cos θ (3.44)

with N the density of states times the occupation probability defined by the Bose-Einstein

distribution, and dΩ “ dϕ sin θdθ that gives the velocity contribution normal to the interface.

Then the heat current is

9Q1Ñ2pT q

A
“

1

2

ÿ

j

ż π
2

0

ż ωmax1

0
N1,jpω, T qh̄ωc1,j ¨ α1Ñ2pθ, j, ωq ¨ cos θ sin θdθdω (3.45)

with the transmission probability α, ωmax the maximum phonon frequency and the integral over

ϕ giving a factor of 2π.

For small temperature differences, the boundary resistance is then just

1

hbd
“

ApT2 ´ T1q

9Q1Ñ2pT2q ´ 9Q1Ñ2pT1q
(3.46)

The transmission probability α1Ñ2 can then be calculated using the assumption that all phonons

scatter and that the transmission probability does not depend on the wavevector and mode of

the phonon by

α1pωq “ 1´ α2pωq (3.47)

The number of phonons leaving one side of the interface per unit time is

ÿ

j

ż 2π

0

ż π
2

0
dθ cos θdϕci,jN1,jpω, T qαipωq (3.48)
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3 HEAT TRANSFER MECHANISMS

which, including that the transmission probability is independent of the incident angle, together

with eq. 3.47, gives

ÿ

j

ci,jNi,jpω, T qαipωq “
ÿ

j

c3´i,jN3´i,jpω, T qp1´ αipωqq (3.49)

and

αipωq “

ř

j c3´i,jN3´i,jpω, T q
ř

j ci,jNi,jpω, T q
(3.50)

Duda et al. [21] describe a model that distinguishes between completely diffuse scattering - like

described above - and partially diffuse scattering. In the latter case, the scattered carriers lose

their memory of their initial direction, but maintain their polarization. Then the principle of

detailed balance needs to be applied to the flux per polarization. Further it can be applied per

wavevector, so that the amount of inelasticity in the scattering process is included. Then both

sides in eq. 3.49 are multiplied by Epkq and integrated over all k-values for each material, which

may underpredict the interface resistance since it does not account for the lower probability of

higher-order phonon processes. Elasticity is included by integrating on both sides only up to

the lower cutoff frequency of the two materials. Therefore, considerable phonon flux towards

the boundary is neglected and the boundary resistance will be overestimated. They suggest as

a best compromise the completely diffuse model but using the lower dispersion relation of the

two materials for both of them.

Thermal interface resistance has appreciable influence in the ballistic regime at length scales

smaller than the phonon mean free path. Molecular dynamics (MD) simulations [22] suggest an

inverse power law dependence on the system length and no influence of dimensions perpendicular

to that of the heat flux. MD simulations and time-dependent thermoreflectance measurements

for silicon-germanium and silicon-aluminum interfaces give resistance values in the range of (1-

3)¨10´9 m2KW–1 [22, 23]. But also for interfaces between materials with highly dissimilar Debye

temperatures the interface resistance does not exceed values of 1.25 ¨10´7 m2KW–1 [24].

A more considerable influcence of thermal interface resistance was found in organic-inorganic

superlattice thin films deposited by atomic layer deposition (ALD) [25]. The thermal conductiv-

ity of TiO2 and ZnO superlattices was heavily reduced by periodically including hydroquinone

(C6H4(OH)2) layers. This reduction by a factor of about 10 also surpasses the theoretical min-

imal thermal conductivity based on a model of a lowest conductivity limit when the phonon

mean free path in the amorphous state reaches the atomic spacing. Fukushima et al. report

a thermal resistance of 1 ¨ 10´6 m2KW–1 corresponding to the AlN-epoxy resin interface in a

sandwich structure [26]. This effect is of notable importance to composite materials like the

mold compound that is a combination of resins and silica filler particles. In the SiP package,

described in section 5.1, the thickness of the mold compound above the die consists of 31 ˘ 5

organic/inorganic matrix-filler interfaces which is equivalent to a 55 µm thick pure silica layer

with a thermal conductivity of κ “ 1.8 Wm–1K–1 at room temperature. Reliability criteria

like a coefficient of thermal expansion close to that of silicon to reduce stress, low moisture

sensitivity, and adhesion properties are in the main focus of mold composition selection, filler

content, and particle size. But still, from the view of thermal optimization a lower filler content

with a bigger particle size could be advantageous.

15
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Figure 7: SEM image of silica filler particles embedded in a resin matrix.

3.3.6 Thermal Conduction in Semiconductors

For semiconductors, one cannot generalize that heat transport is mainly governed by electrons

or phonons. Also, the range of thermal conductivities is large. For instance, the thermal

conductivity of diamond is higher than that of metals. Another feature of semiconductors

is that heat transport is not only restricted to electronic and phononic thermal conduction.

Due to conduction of electrons and holes, bipolar heat conduction may govern heat transfer

characteristics of a semiconducting material.

If there are two types of carriers, their current densities are defined by the sums of their electrical

conductivities and the contribution of the electromotive field of the Seebeck effect [27, 8]:

il “ σl

ˆ

E ´ Sl
BT

BX

˙

(3.51)

with l “ 1, 2 for electrons and holes.

If there is no current, so i “ i1 ` i2 “ 0 and considering one dimension, then

pσ1 ` σ2qE “ pS1σ1 ` S2σ2q
BT

Bx
(3.52)

and

S “
S1σ1 ` S2σ2

σ1 ` σ2
(3.53)

Considering the heat flux, not only the Fourier component from eq. 3.11 but also the Peltier

effect needs to be taken into consideration:

~q “ pΠA ´ΠBq ¨~i (3.54)

with

Πmn “
qm
in
“ T ¨ Smn (3.55)

gives

~ql “ SlTil ´ κe,l
BT

Bx
(3.56)
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And again with

i1 “ ´i2 “
σ1σ2

σ1 ` σ2
pS1 ´ S2q

BT

Bx
(3.57)

~q “ ~q1 ` ~q2 “ ´

ˆ

κe,1 ` κe,2 `
σ1σ2

σ1 ` σ2
pS1 ´ S2q

2T

˙

BT

Bx
(3.58)

So the total electronic thermal conductivity (inside the brackets of eq. 3.58) does not only

consist of the electronic thermal conductivity contributions from electrons and holes but also

out of a bipolar contribution. This depends on the difference in the Seebeck coefficients which

should be largest for intrinsic semiconductors with a wide band gap. Still, for large band gap

semiconductors the bipolar contribution is often so small that it is overshadowed by lattice

thermal conduction.

3.3.7 Thermal Conduction in Polymers

The thermal conductivity of a polymer is mainly governed by its phase and therefore by the glass

transition temperature Tg. Amorphous polymers do not undergo a phase transition from solid to

liquid to gaseous like simple molecules. For example they decompose before boiling and so cannot

be evaporated. Polymers are classified via the thermodynamically metastable glassy, rubbery

and semi-crystalline state. The glassy-rubbery transition is a kinetically controlled transition

characterized by Tg. Figure 8 shows the phases depending on molar mass and temperature.

Figure 8: Phase transitions of amorphous polymers (after [28]).

Van Krevelen [28] states the thermal conductivity in polymers

κ “ L
Cp
V

ˆ

UR
V

˙3 „3p1´ vq

1` v

1{2

(3.59)

with a constant L, V the volume, Cp the specific heat at constant pressure, v “ 1{2 for liquids and

UR the molar sound velocity function. By fitting experimental results, Bicerano [28] suggested

an approximated temperature dependence of the thermal conductivity of amorphous polymers

of
κpT q

κpTgq
“

ˆ

T

Tg

˙0.22

(3.60)
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with an ascending behavior below the glass temperature Tg as can be seen in figure 9 while κ

increases with an increase of crystallinity [28].

κc
κa
´ 1 “ 5.8

ˆ

ρc
ρa
´ 1

˙

(3.61)

Figure 9: Temperature dependence of the thermal conductivity of amorphous polymers (after

[28]).

Typical room temperature values of the thermal conductivity of a phenolic resin or epoxy resin

are stated as κ “ 0.176 J/(m ¨ K) and κ “ 0.180 J/(m ¨ K) [28], respectively.

3.3.8 Thermal Conduction in Adhesives

Adhesives used for die attaching often consist of an epoxy resin with electrically conducting filler

particles, for example Ag-flakes. Heat transport through the adhesive is then mainly governed by

the formation of conductive paths through the merely conducting epoxy. The thermal resistance

between two surfaces attached together by an adhesive is then the sum of all bulk resistances

in a heat path and the thermal interface resistance between the particles. Meaning less contact

between particles and therefore larger particles of a filler increase its thermal conductivity. The

thermal conductivity of an adhesive with 50 wt% alumina filler was increased by a factor of 1.7

when increasing average filler particle size from ă10 µm to ă149 µm [29].

Still, dispensing technology and packaging sizes restrict the possibilities of increasing filler par-

ticle size. Therefore, higher conductivity is mainly achieved by increasing filler contents.

The influence of non-perfect interfaces can be taken into account by a so-called constriction resis-

tance, which then depends on the actual contact area and the distance of interfacing materials.

This resistance governs the total resistance of the thermal path [29].
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3 HEAT TRANSFER MECHANISMS

Figure 10: Ag-particles forming a conducting path through the adhesive epoxy (after [29]).

3.3.9 The Heat Equation

If the thermal properties of the materials are known, the temperature distribution can be cal-

culated numerically. The equation that describes heat conduction is the heat equation.

Within a volume the energy needs to be conserved, so the time derivative of the heat needs to

equal the spatial derivative of the heat flux. Hence, the heat equation is the continuity equation

dQ

dt
“ ´∇~q “ ∇ ¨ pκ∇T q (3.62)

The heat dQ will create a temperature change that is given by

dQ “ ρcpdT (3.63)

When including heat generation inside the volume Q and heat change due to convection with

flow velocity ~u (with ~u “ 0 inside the package), the whole equation can be stated as

ρcp
BT

Bt
` ρcp~u ¨∇T “ ∇ ¨ pκ∇T q `Q (3.64)
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4 Finite Elements Simulations

Finite elements simulations (FEM) are today’s standard approach for solving (partial) differ-

ential equations (PDEs). They are used in many disciplines like electromagnetics, solid and

structural mechanics, fluid dynamics, acoustics, and thermal conduction. The main concept is

to divide the domain of the function into elements of finite size and to solve the PDE at this ele-

ments’ vertices or edges. The main advantage of this method is the ability to deal with complex

PDE domain geometries by solving the equations on unstructured grids like tetrahedrons in 3D.

Especially curved objects are hard to represent on Cartesian grids of finite difference methods

(FDTD). Still, in comparison to these methods, solving a system of higher order elements with

the same number of cells using FEM requires more resources (CPU time, memory), since a linear

system of equations needs to be solved in order to update the solution.

4.1 Galerkin’s Method

In the finite elements method the form of the sought function is controlled by function values

at nodal points (node-based) or edges of the cell (edge-based basis functions, which are used

for vector fields, since they can overcome obstacles in continuity requirements and boundary

conditions more easily for these problems). The approximating function is expressed as a linear

combination of basis functions N e
i pxq weighted by nodal coefficients uei [30]:

uepxq “

p
ÿ

i“1

ueiN
e
i pxq (4.1)

i numbers the node and p the number of nodes of the element e.

For eq. 4.1 to be valid for any node, the basis functions need to be orthonormal. These functions

can be linear, polynomials of any order (polynomial basis functions), or even functions of any

shape. But the computational cost will strongly depend on their choice.

Figure 11: Linear (”rooftop”) basis functions with unit magnitude at the nodal points and

linearly decreasing to vanish at the neighboring nodes.

In so called weighted residual methods not the PDE itself is solved at every node (Point matching

method), but the integral of a weighted residual Rpxq “ upxq ´ fpxq (of a PDE upxq “ fpxq

with known fpxq) over the domain m of the weighting function:
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ż

m
WmpxqRpxqdx “ 0 (4.2)

In Galerkin’s method these weighting functions equal the basis functions N epxq used in eq. 4.1

and as a consequence the PDE separates into a system of linear equations, one for each basis

function. This system then can be cast into matrix form

“

Aeij
‰ “

uej
‰

“ rbei s (4.3)

with

Aeij “

ż

N e
i pxqN

e
j pxqdx (4.4)

and

bei “

ż

fpxqN e
i pxqdx (4.5)

which can be solved for u by inversion.

The computational cost and quality of the approximate solution depends on the quality and

number of elements. The discretization of the geometry - also known as meshing - is a difficult

task and its control is an important feature of FEM programs and pre-processors.

4.2 Time Dependent Simulations

When time dependent PDEs need to be solved, the equations are solved at every defined time

step. Still, the solution can be calculated explicitly for each step (eq. 4.8) or implicitly using

the previous time step (eq. 4.9). This is possible using a discrete approximation for the time

derivative
d

dt
fptq «

fpt`∆tq ´ fptq

∆t
(4.6)

and the substitution
d

dt
fptq “ gpt, fptqq (4.7)

Then for the explicit case the so-called Euler method is defined as

fpt`∆tq « fptq `∆tgpt, fptqq (4.8)

and for the implicit case (Backward Euler method)

fptq « fpt´∆tq `∆tgpt, fptqq (4.9)

where fptq depends on itself.

Explicit methods are not as stable as implicit ones. But they offer easy parallelization and,

hence, high performance for large models, non-linear effects, and short time frames, since small

time stepping is necessary for stable solutions.
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4.2.1 The Backward Differentiation Formula

Equation 4.9 is a special case (order 1) of the so-called Backward Differentiation Formula (BDF).

The BDF is an implicit method that approximates the function fptq by a polynomial in the

Lagrangian basis [31]

pjptq “
s´1
ź

k“0,k‰j

t´ tk
tj ´ tk

j “ 0, 1, ..., s´ 1 (4.10)

which has the property

pjptlq “ δjl (4.11)

Then fptq is approximated as

fptq « Ps´1ptq “
s´1
ÿ

j“0

pjptqfptjq (4.12)

s defines the order of the algorithm and as a consequence the quality of the approximation at

the cost of computational resources. It can be shown that BDF6 is the highest order algorithm

that is still stable. For time dependent simulations conducted in this work, the Backward

Differentiation Formula using second order Lagrangians was applied. The function at position

n` 2 is then defined via

3yn`2 ´ 4yn`1 ` yn “ 2hfptn`2, yn`2q (4.13)

with step size h and yn the solution at time tn. The usage of the Lagrange basis reduces the

computational effort. Still, BDF algorithms are not the fastest to choose but are very commonly

used due to their high numerical stability.

The non-linear implicit formula, eq. 4.13, is then solved using, for example, Newton’s method.

More information on the finite elements method can be found in references [32] and [33].
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5 Experimental Setup

5.1 Devices Under Test

In this work two devices under test (DUT) were investigated: A position sensor and an infrared

spectrometer.

The AS5171 is a high-resolution on-axis magnetic angular position sensor based on a Hall sensor

technology (CMOS) and is already on market. The magnetic field component perpendicular to

the Hall sensor array is converted into a voltage. It exhibits a 14-bit resolution and is built for

automotive applications like sensing of brake and gas pedal position, steering angle, fuel-level,

etc. The device is an integrated solution provided in a SiP package (System in Package).

(a) (b)

Figure 12: (a) Drawing of the AS5171 SiP (System in Package) package, (b) open package, die

surface, and bonding wires.

The second device is a 6-channel near infrared spectrometer for wavelength from 600 to 1000 nm.

The six diodes are covered with a multilayered interference filter. It may be used for multiple

purposes like LED light illumination trimming. It is provided in a 20-pin optical land grid array

(OLGA) package.

(a) (b)

Figure 13: (a) Top view onto the OLGA package mounted onto a PCB, (b) top view onto the

clear mold compound of the device.
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Further details of the structure of the packages are described in section 6.1.

5.2 Measurement Environment

The concept of the experiments is to heat up the devices by powering electrostatic discharge

protection (ESD) diodes at different positions on the die surface and to measure the temper-

ature. The temperature measurement was done using the linear temperature characteristic of

the voltage of a pn-junction while driving a constant current. This is explained in more detail

in section 5.2.4. To measure the temperature in the SiP package also an ESD diode was used,

while for the OLGA package the temperature was measured using a bipolar junction transistor.

Although the more accurate measurement with a bipolar transistor would also be possible in

the SiP package, its usage requires the chip to run in a special test mode, where the power dis-

sipation across the die is not exactly known. It should be mentioned that inaccurate modeling

of this effect, falsified many simulation results and was a major drawback of this work.

Both temperature measurement concepts are implemented in the integrated circuit, meaning

at the die surface, therefore, no temperature sensing in further device layers is possible. This

problem of a lack of three dimensional sensing possibilities will be discussed in the conclusion

section (section 10).

5.2.1 Ambiance Conditions

To perform reliable measurements, a controlled environment is necessary. This is a challenge for

thermal measurements, since it is impossible to create a system that is isolated from the environ-

ment. Temperature stabilization can be achieved using a climate chamber. In our experiments

the Vötsch R○ VT 4002 climate chamber was used, which is depicted in figure 14.

Figure 14: Vötsch R○ VT 4002 climate chamber used to control ambiance conditions.

In this tool the temperature is stabilized by constant fan rotation to distribute the temperature-

controlled air all over the measurement chamber. This approach cannot achieve a perfect tem-
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perature distribution and creates temperature differences as high as 1 K also after 20 minutes

of tempering. Furthermore, the forced convection created by the fan causes turbulent air flow

that can only be modeled in finite element simulations at very high computational costs. And

of course, the initial air flow at the fan needs to be known, which is not the case. The JEDEC

standard for thermal impedance measurements suggests a closed case inside the climate chamber

with dimensions bigger then the chamber available for our measurements. A smaller case would

result in heating up of the whole case and hence biased results. To overcome this contradiction

the climate chamber was turned off during the actual measuring time and the temperature evo-

lution was recorded at a position 4 cm above the device surface. Such a temperature profile can

be seen in figure 15.

Figure 15: Temperature development inside the climate chamber, 4 cm above the DUT surface.

One further root cause for errors is the internal temperature sensor of the climate chamber, that

gives differences to Pt100 temperature measurements as high as ˘0.7 K (fig. 16a).

(a) (b)

Figure 16: (a) Vötsch R○ internal temperature sensor temperatures in comparison to Pt100 tem-

perature measurement after settlement time of at least 20 minutes, (b) temperature characteristic

of a Pt100 class A resistor.

Knowing the exact ambiant temperature is crucial for thermal experiments. Approaches using
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type K thermocouples resulted in diode temperature characteristics with error margins too

high for a reasonable inverse modeling approach. Temperature measurement using Pt100 class

A resistors on the other hand is a very reliable method. The measurement temperature is

calibrated using the temperature dependent resistivity of platinum (fig. 16b) which gives a very

small measurement error of 0.15˝C + 0.002 T{˝C compared to that of a type K thermocouple

(ě ˘1.5˝C). When using Pt100 resistors for temperature measurement, Joule-heating of the

resistor needs to be considered. Therefore, a voltage measurement, while driving a current of

100 µA was used. The voltage on the Pt100 resistors was measured by four-terminal sensing

(Kelvin sensing) where the current carriage and voltage sensing is done on separate pairs of wires

to eliminate the resistance of the leads. The wires to the voltmeter hardly carry any current,

resulting in very accurate resistance measurements. The Kelvin measurements were done using

a KEITHLEY 2601B SYSTEM SourceMeter R○.

Both, the SourceMeter and the climate chamber, were controlled using a Python code that

addresses the devices per TCP/IP. The code is attached in the appendix.

5.2.2 Device Preparation

The SiP package is a package that can be mounted to its final location just by soldering wires to

its leads. No printed circuit board is needed and the package can be suspended by its leads. The

device was attached onto a 4.5 mm high FR4 frame that fixed the device on the leads and left

the molded parts with direct contact to ambient air. The construction can be seen in figure 17.

A ribbon cable was soldered onto the 8 leads to connect the device to a custom measurement

system for device testing (BMS).

(a) (b)

Figure 17: Measurement construction for the SiP package. (a) Top view, (b) side view.

The OLGA package is a surface mounted device (SMD) that has all its contact pads on the

bottom side of the substrate. It therefore needs to be mounted onto a printed circuit board and

a ribbon cable was attached to its 20 pins. The device can be seen in figure 18.
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(a) (b)

Figure 18: Measurement construction for the OLGA package. (a) Top view: the small rectan-

gular package in the middle soldered onto a printed circuit board, (b) side view

For isolation both device constructions were put onto a FR4 board that was lifted by 1.5 cm

above the climate chamber ground.

5.2.3 Infrared Camera Setup

To obtain information on the devices’ surface temperature, an optris R○ PI 160 infrared camera

was mounted above the devices (figure 19). The camera offers a 25 x 25 µm 160 x 120 pixel

focal-plane array with a frame rate of 120 Hz. Each of these pixels contains a microbolometer,

which is an uncooled silicon temperature sensor: A readout IC on a silicon substrate measures

the temperature change of an IR absorbing material (that is thermally isolated from the IC).

The spectral range of the camera reaches from 7.5 to 13 µm and gives a temperature accuracy of

˘2 K. The used 23˝ x 17˝ FOV optic with a focal length of 10 mm reaches a thermal sensitivity

of 0.08 K.

Figure 19: optris R○ PI 160 infrared camera mounted above the devices inside the climate cham-

ber.
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5.2.4 ESD Diode Measurements

5.2.4.1 The temperature dependence of forward biased pn-junctions

The current of a diode follows the characteristic [34]

I “ eA

ˆ

pn0Dp

Lp
`
np0Dn

Ln

˙ˆ

exp

ˆ

eV

kBT

˙

´ 1

˙

(5.1)

with e the elemental charge, pn0 the temperature dependent concentration of holes on the n-

side far away from the junction, np0 that of electrons on the p-side and L the corresponding

diffusion lengths. This relationship shows an almost linear voltage dependence on temperature

at a constant current for a specific temperature range. This measured behavior can be seen in

figure 20 for the two devices under test.

(a) (b)

Figure 20: Measured U-T characteristic of (a) the ESD protection diodes of the SiP package

and (b) the BJT temperature sensor of the OLGA package. The voltages are averaged over 5

runs.

The resulting characteristic fits of the diodes used are as followed. The positions of the junctions

can be seen in figure 21a for the OLGA and figure 21b for the SiP package.

TOLGA{K “ pU{V ´ 0.6815q{p´0.0021q ` 273.15 (5.2)

TSiP {K “ pU{V ` 0.5901q{0.0023` 273.15 (5.3)

5.3 Heating Configurations

The experiments were conducted using the most stable ESD diodes for heating. The maximum

current through one diode was limited to 90 mA. To gain diverse information, five different

experimental approaches were used:

• Heating of 1 ESD diode (D1) @ 90 mA.

• Heating of 2 ESD diodes (D1, D2) @ 90 mA.

• Heating of 3 ESD diodes (D1, D2, D3) @ 90 mA.
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• Heating of 3 ESD diodes (D1, D2, D3) @ 70 mA.

• Heating of 3 ESD diodes (D1, D2, D3) @ 50 mA.

The positions of the heated diodes of the OLGA device, referred to as D1, D2, and D3, can be

seen in figure 21a. The diodes are located in close proximity around the pads. In the model,

the heated boundaries are set on the wire-bond-to-die interface.

The BJT temperature sensor is located at the red marked spot.

(a) (b)

Figure 21: Positions of the heated ESD diodes at the interface between wire bond and die (blue).

The location of the temperature sensor is marked in red. (a) OLGA package. (b) SiP package.

Figure 21b shows the three diode positions as well as the position of the diode used for temper-

ature measurement for the SiP package experiments.

The diodes were heated to achieve constant power dissipation. The different step functions can

be seen in figure 22.

The concepts described in this chapter - the heating of ESD protection diodes and the tem-

perature measurements at the dice and packages’ surfaces - were the basis for finite elements

simulations that attempted to reproduce experimental results. The corresponding concept will

be described in the following chapters.
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(a) (b)

(c) (d)

(e) (f)

Figure 22: Power dissipation configurations of (a,b) 1 diode heating, (c,d) 2 diode heating, (e,f)

3 diode heating. For the OLGA package (left column) and for the SiP package (right column).
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6 Simulation Setup

6.1 CAD Models

The simulation models were set up using the software SolidWorks 2015 from Dassault Systèmes.

In a first step the existing basic device models were extended by bonding wires, substrate drills,

fingers, and leads. Then the whole model was extended to fit the experimental setup.

Figure 23 shows the comparison between the OLGA package cross section of the real device (a)

and of the simulation model (b). The package consists of a die (light gray) with the integrated

circuit processed at the die surface. This multilayer IC is passivized by a SiO2 and a Si3N4 layer.

These leave direct contact for the I/O contact pads that are connected to the substrate (blue) by

Au wire bonds. The sensing diode structure is overmolded by a lens shaped compound, mainly

consisting of epoxy resin and acid anhydride (beige). The whole structure is protected by a

liquid crystal polymer (LCP) cap (dark gray) that leaves a cavity above the clear mold. The

die attach consists of epoxy filled with silver particles and connects the die with the substrate.

(a) (b)

Figure 23: (a) Light microscope picture of the cross section of a cut device and (b) corresponding

view of the CAD model of the OLGA package.

In the first try, the measurement construction (figure 18) was modeled using a simplified geom-

etry where the PCB was modeled uniformly without conducting paths through the PCB to the

pin positions. The paths were implemented as direct connection from the leads on the bottom

side of the substrate vertically through the PCB. There, the copper domain was extended by

the length of the pins which were then extended horizontally to form the soldered ribbon cable

(figure 24a).

Figure 25 shows the added substrate structure that connects the wire bonds to the leads on the

device bottom side. This very accurate model is at the cost of higher computational effort, but

is necessary to include proper dimensions of the metallic fraction of the substrate that forms its

main heat conduction path.
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(a) (b)

Figure 24: CAD model of the OLGA package. (a) The device mounted onto a printed circuit

board (red) and connected by pins and wires. (b) The substrate (blue) and the die (gray).

Figure 25: Modeled substrate structure of the OLGA package.

In figure 26 the comparison between the cross section of the real SiP package and of the simula-

tion model is shown. The SiP package is a system solution that consists of two package bodies.

One covers the die with the actual IC, the second encloses three capacitors that work as filters.

The package itself is a custom solution where the die (light gray) is attached with a conductive

adhesive (with Ag-particles) to the lead frame (yellow). The latter connects both packages and

makes the devices mountable into its final position without the need of a PCB. The mold com-

pound (dark gray) surrounds both parts, the IC part and the filter part, completely and the

I/O pads on the die surface are wire bonded to the leads. The die is passivized by a SiO2 and

a Si3N4 layer and additionally protected by a polyimide layer.

(a) (b)

Figure 26: (a) Light microscope picture of the cross section of a cut device and (b) corresponding

view of the CAD model of the SiP package.

The construction explained in figure 17 realized as a CAD model is shown in figure 27a.
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(a) (b)

Figure 27: CAD model of the SiP package. (a) The device (violet) is attached onto a FR4

construction (red). A ribbon cable is soldered onto the leads (yellow). (b) The lead frame

(yellow) and the die (gray) are connected by wire bonds.

6.2 Simulation Assumptions

The finite elements simulations were performed using COMSOL Multiphysics R○ software (v5.2)

including the Heat Transfer Module by MathWorks, Inc.

The CAD models were meshed using a free tetrahedral mesh. Due to the fine geometry of the

wire bonds and the conducting path in the OLGA substrate, both devices consist of about one

million nodes. The size of the air domain was defined as the size of the climate chamber and

the measured ambient temperature was set as a fixed temperature boundary condition to the

air domain boundaries. To reduce the overall domain size, a sweep of the size of the air domain

was done. The model size was reduced in order to not influence the results of simulations of the

experiments.

Since it eases meshing, the models include geometric simplifications, like the cross section of

the soldered cables that follows that of the leads or pads. Therefore, the thermal conductivity

was adapted correspondingly. The die attach, capacitor solder, and passivation layers are all

modeled as two dimensional thin films that do not have heat capacity.

For thermal simulations, the heat equation (eq. 3.64) is solved. Mass density, specific heat

at constant pressure, and thermal conductivity are assigned to the used materials. The used

materials and their initial properties can be seen in table 1 and 2 of the results section. Most of

the material properties that are used as parameters to optimize the simulations were provided

by the subcontractor. It is not known how these properties were measured and how they are

influenced when the materials are actually processed. Also, company internal measurements on

various materials properties show the potential of large deviations from provided supplier values.
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7 Design of Experiment

7.1 Response Surface Design

The approach of inverse modeling of materials parameters in order to fit simulation results to

experiments requires a quantification of the quality of the results. Since the parameters influence

each other, the optimization needs to be qualified by a suitable design of experiment. A common

approach is to define a parameter space of the dimension of the number of parameters to optimize

and to perform experiments at specific points in this space. The result creates a response at

each of these points that is fit using a second order polynomial. The minimum of this resulting

response surface gives the optimal parameters. Depending on the available resources different

designs are used. The most common ones are a central composite design or a Box-Behnken

design. In both, a range for all parameters is defined. The first option requires experiments at

all corners of the parameter space, at the parameter space center, and at axial points where one

parameter is out of the defined range while all the others are set to their central values.

The Box-Behnken design only uses response values at the edge centers and does, therefore, need

less experimental runs.

(a) (b)

Figure 28: (a) Central composite design (b) Box-Behnken design for a three dimensional pa-

rameter space. The cube’s edge is the parameter range and the red dots mark the parameters

for experimental runs.

For the simulations done in this work, the Box-Behnken design was chosen due to the lower

computational cost and sparse access to simulation licenses. The analysis of the design was

done using Minitab 16 Statistical Software.

To be able to define parameter ranges, the response was minimized by optimizing every pa-

rameter separately while the remaining parameters were held at their initial values. Then, one

Box-Behnken optimization run was performed. The response surface results were used to narrow
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the parameter ranges down. Then, the simulation loop was repeated.

Figure 29: Simulation loop to narrow down parameter ranges.
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8 Results

8.1 Measurement Results

The measured temperature evolution of the first three measurement setups described in section

5.3 is plotted in figure 30 for the OLGA package and in figure 31 for the SiP package. The

diodes were heated for 1000 seconds so that the final temperature could be assumed to represent

steady state conditions. The ambient temperature was set to (25˘ 0.2q˝C. This was measured

using a Pt100 resistor located 10 cm away from the device and using the devices’ ESD diodes

itself. The data was averaged over 5 runs per heat configuration.

Figure 30: Temperature evolution for three different heat configurations: heating of one ESD

diode (blue), two diodes (red) and three diodes (orange). The temperature was measured at the

BJT temperature sensor.

Figure 31: Temperature evolution for three different heat configurations: heating of one ESD

diode (blue), two diodes (red) and three diodes (orange). The temperature was measured also

at an ESD diode.

A common way to describe heat evolution in microelectronics packaging is to determine the
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thermal impedance θJA between the junction and the ambient environment. It is defined as

θJA “
TA ´ TJ
Pdiss

(8.1)

with TJ the temperature at the junction, TA the ambient temperature and Pdiss the dissipated

power.

One can see in figures 32 and 33 that in both cases the thermal impedance deviates for the

one diode heat configuration. This can be due to the fact that the location of D1 (see figure

21) is separated from D2 and D3 which are located close to each other. Therefore, the heat

path is different and, hence, the thermal impedance. A temperature dependence of the thermal

impedance could not be verified in our approaches. It is important to mention that the actual

thermal resistance is θJA in steady state.

Figure 32: Thermal impedance of the OLGA package.

Figure 33: Thermal impedance of the SiP package.
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8.2 Emissivity Adjustment

To include radiation into the finite element simulation, the emissivity ε of the gray body needs

to be known, since it defines the radiated power following eq. 3.1. Therefore the surface

temperature of the mold compound and the lid cap were measured by attaching a NiCr-Ni

thermocouple onto the top of the device package and by an infrared camera at the same time.

The first attempts at measuring surface temperatures using Pt100 resistors failed, since the

resistor conducted too much heat. As a consequence, a repetition of the experiment without the

attached resistor resulted in too high temperature values at the IR camera read out while having

the emissivity already set to the maximum black body value of 1. The NiCr-Ni thermocouple

was calibrated using a 0˝C reference, realized by a Dewar vessel filled with pure ice water. The

temperature of the reference was measured using a Pt100 resistor.

Figure 34: Emissivity estimation using attached NiCr-Ni thermocouples and an infrared camera.

Top row: SiP package, Bottom row: OLGA package

The measurement was done using the same heat dissipation setup as described in section 8.4,

measuring the temperature over a time window of 1000 seconds. The results are shown in fig.

8.2a and 8.2b. The emissivity values of ε “ 0.85 ˘ 0.05 resp. ε “ 0.84 ˘ 0.05 are fit using a

least-squares approximation.
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(a) (b)

Figure 35: Thermocouple-, black body- and emissivity adjusted surface temperature (a) of the

SiP package and (b) of the OLGA package

The Stefan-Boltzmann law was applied onto the top boundaries of the mold compound of the

SiP and on top of the lid cap of the OLGA package using the ”diffusive surface” feature.

Figure 36 shows that the influence of radiation in the simulation is small and small deviations

in the emissivity are even negligible. The temperature difference between the simulation with

radiation (ε “ 0.84) and without radiation is as small as 0.4˝C after 1000 seconds of overall 340

mW power dissipation on the die surface. Still, this temperature difference can account for a

difference in optimized thermal conductivities as high as one magnitude of the initial parameters,

as will be shown in section 8.3.2.

(a) (b)

Figure 36: Influence of radiative lid surface on simulation results of OLGA package

8.3 Adjustment of Thermal Conductivity

Initially, an attempt was made to simultaneously optimize values for the specific heat and

the thermal conductivity in one time dependent simulation. But to fit the resulting seven

dimensional parameter space proved impractical.

As a consequence, to determine the thermal conductivity of the different materials, steady state
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simulations were used. In this case, equation 3.64 becomes

Q “ ´∇ ¨ pκ∇T q (8.2)

and the heat capacities do not contribute to the temperature distribution.

8.3.1 Set Materials Parameters

The materials included in the model as well as their thermal properties are listed in table 1 and

2. When available, temperature dependent properties were used. The properties of the unknown

materials are the values provided by the supplier. If a value range was given the initial value

was chosen as the mean value.

Table 1: Initial materials parameters of the OLGA package

Component Material ρ{kg ¨m´3 cp{J ¨ kg´1K´1 κ{W ¨m´1K´1

Leads Copper 8700 [35] cp,CupT q [36] κCupT q [37]

Wire bonds Gold 19280 [35] cp,AupT q [35] κAupT q [35]

Die Silicon 2329 [35] cp,SipT q [36] κSipT q [38]

PCB FR4 1900 [35] 1369 [35] 0.3 [35]

Substrate Copper clad

laminate

1900-2200 1020-1200 [39] 0.8

Clear mold Epoxy resin,

acid anhydride

1170-1230 830-1130 0.2

Die attach Epoxy resin,

Ag particles

1400 950 0.4

Lid cap Liquid crystal

polymer

1590-1630 1000 0.35-0.5
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Table 2: Initial materials parameters of the SiP package

Component Material ρ{kg ¨m´3 cp{J ¨ kg´1K´1 κ{W ¨m´1K´1

Lead frame Tin plated

copper

8700 [35] cp,CupT q [36] κCupT q [37]

Solder paste Sn95Sb5 7270 [40] 222.1 [40] 28 [41]

Wire bonds Gold 19280 [35] cp,AupT q [35] κAupT q [35]

Die Silicon 2329 [35] cp,SipT q [36] κSipT q [38]

Mold Epoxy resin,

phenolic resin,

fused silica

1950 810 0.96

Die attach Epoxy resin,

Ag particles

3400 510 2

Construction FR4 1900 [35] 1369 [35] 0.3 [35]

Plots of the temperature dependent functions can be found in the appendix. Values without

reference are supplier values.

8.3.2 Parameter Estimation

First an estimation on the influence of the materials parameters on the measured steady state

temperature was done. Therefore a materials parameter sweep of every material whose properties

were provided by the supplier was done separately, to get information about

• the influence of a change of the thermal conductivity of the material on the measured

steady state temperature

• the parameter range that would be necessary to fit the simulated steady state temperatures

to the measured one by adapting just one material’s thermal conductivity

Figure 37: OLGA Package: Influence and parameter range estimation of thermal conductivity

of materials under investigation.
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Figure 38: SiP Package: Influence and parameter range estimation of thermal conductivity of

materials under investigation.

Figure 37 shows the four components under consideration for the OLGA package: The sub-

strate, the clear mold compound, the die attach epoxy and the LCP lid cap. The comparison

factor describes the factor by that the supplier provided datasheet values were multiplied. One

can see that the thermal conductivity of the substrate is the governing property that achieves

the largest deviations in steady state temperature. The influence of the lid cap is negligible for

thermal conductivity adaption.

The System in Package consists basically of four materials in the main heat path. The mold

compound, the die, the die attach adhesive and the lead frame. The lead frame consists of tinned

copper with well known thermal properties. For both devices it is assumed that the die can be

modeled as pure silicon which leaves two parameters for the SiP package: the mold compound

and the die attach epoxy. As can bee seen in figure 38, the influence of the adhesive can be

neglected.

For the optimization of the thermal conductivity, the response was defined as the difference

between the simulated and the experimentally obtained temperature in steady state. It was

assumed that the experimental steady state temperature was reached when the change in mea-

sured temperature was below 0.2 K within 10 minutes.

The first simulation runs of the OLGA package were started using a parameter range of 0.1kinit ď

ktest ď 10kinit for the clear mold compound and for the die attach epoxy and a range of

0.5kinit ď ktest ď 2kinit for the substrate. A Box-Behnken design of experiment with 13 runs

per configuration was done for the five heating configurations described above. The resulting

response surfaces do not show a unique parameter combination that fits the simulation to the

experiment. Therefore the combination that is closest to the initial values was chosen (green

dot). This is indicated by the black line. Figure 39 shows contour plots of the response surface

exemplary for heat dissipation from 3 ESD diodes with a current of 90 mA through each diode

(333 mW total power dissipation).

This first run gave a rough parameter estimation that can be seen in table 3.
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Table 3: Parameter estimation for the OLGA package.

Package Parameter Comparison factor

OLGA Substrate κ 0.64

OLGA Clear mold compound κ 1.07

OLGA Die attach adhesive κ 0.99

As a consequence a finer adjustment was done confining the parameter ranges to ˘25% of

the found optimum values. For the substrate 0.49kinit ď ktest ď 0.81kinit, for the clear mold

compound 0.80kinit ď ktest ď 1.34kinit and for the die attach epoxy 0.74kinit ď ktest ď 1.24kinit.

The response surfaces are plotted in figure 39b,d,f. The resulting comparison factors can be seen

in table 4. The errors result out of measurement and response surface regression errors.

Table 4: Parameter estimation with confined ranges for the OLGA package.

Package Parameter Comparison factor

OLGA Substrate κ 0.7˘ 0.3

OLGA Clear mold compound κ 0.9˘ 0.1

OLGA Die attach adhesive κ 1.0˘ 0.2
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(a) (b)

(c) (d)

(e) (f)

Figure 39: Two dimensional projections of the three dimensional response surface. Demonstra-

tive example with 3 diodes and 333 mW overall heat dissipation. Left column: first run. Right

column: second run for finer adjustment.

The steady state temperature deviation of the SiP package was reduced to only the influence of

the thermal conductivity of the mold compound. The results of the sweep can be seen in figure

40.
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Figure 40: Response of the SiP package to changes in the thermal conductivity of the mold

compound. The arrow indicates the error.

The minimum was found again by second order polynomial fitting of the five heating configura-

tions and averaging their minima. The resulting comparison factor is stated in table 5.

Table 5: Parameter estimation for the SiP package.

Package Parameter Comparison factor

SiP Mold compound κ 3.6˘ 0.7

8.4 Adjustment of Specific Heat

Using these optimized thermal conductivity values, the complete heat equation, eq. 3.64, was

solved in time dependent FEM simulations to adjust the heat capacities of the materials under

investigation. Since the die attach adhesive is modeled as two-dimensional thin film, the remain-

ing components for the specific heat optimization are the substrate, the clear mold compound

and the LCP lid cap for OLGA and the mold compound for the SiP package. The defined

response is the difference of the integrals in a range of 10 to 900 seconds. The MatLab code for

this evaluation is appended.

Figure 41 shows the measured curve for the three diode - 90 mA - heating setup and the sweep

of the specific heat of the materials. For the OLGA package for all materials the value was

changed to the same extent.
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(a) (b)

Figure 41: Measured temperature evolution curve and specific heat sweep curves for the OLGA

package (a) and for the SiP package (b)

The resulting responses are plotted in figure 42. One can see that there is no minimum of the

specific heat in a reasonable range. The specific heat values of the OLGA package (substrate,

clear mold, lid cap) were all changed by the same factor. The comparison between measurement

and simulation of the OLGA package shows large deviations in the range of the largest derivative,

that can only be compensated with unreasonable high specific heat values. This suggested that

the model was too simple.

(a) (b)

Figure 42: The comparison factor of the specific heat of the OLGA package (substrate, clear

mold, lid cap) (a) and of the SiP mold compound (b) do not show a minimum in a reasonable

range.

8.5 Model Adaption

Adaptions of the models were done throughout this work. But the large deviation in the range

of the largest derivative suggests that the model simplifications still do not suit the goal of this

work. As a consequence, the conducting path inside the printed circuit board was modeled using

the average thickness of the copper lines to connect the the OLGA package’s leads to the true
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positions of the PCB’s pins. Again, the thermal conductivities were adapted to compensate the

wrong diameters.

In addition, the thermal conductivity of the PCB (fire resistant glass-reinforced epoxy laminate

(FR4)), for which the implemented COMSOL value was taken, was defined to be anisotropic

(κinplane “ 0.29 Wm–1K–1, κK “ 0.81 Wm–1K–1 [42]). The refined model of the OLGA package

construction can be seen in figure 43.

Figure 43: Adapted model of the OLGA package construction.

The optimized parameter set for the thermal conductivity for the model adaption is listed in

table 6 after three runs of narrowing down the parameter ranges. The response surfaces for the

case of largest power dissipation are plotted in figure 44.

Table 6: Parameter estimation with confined ranges for the adapted model of the OLGA package.

Package Parameter Comparison factor

OLGA Substrate κ 0.4˘ 0.3

OLGA Clear mold compound κ 0.9˘ 0.1

OLGA Die attach adhesive κ 1.0˘ 0.1
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 44: Two dimensional projections of the three dimensional response surface. Demonstra-

tive example with 3 diodes and 333 mW overall heat dissipation. Left column: first run. Middle

column: second run. Right column: third run.

The SiP package results including anisotropic FR4 are plotted in figure 45, the resulting com-

parison factor to the datasheet value is given in table 7.
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Figure 45: Response of the SiP package to changes in the thermal conductivity of the mold

compound. Including anisotropic thermal condcutivity of FR4. The arrow indicates the error.

Table 7: Parameter estimation with confined ranges for the adapted model of the SiP package.

Package Parameter Comparison factor

SiP Mold compound κ 0.9˘ 0.1

Figure 46 and 47 show the comparison of the one, two, and three diode heat configuration

between measurement and κ optimized simulations.

Figure 46: OLGA package: Comparison of measurement and simulation for the one, two, and

three diode configuration.
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Figure 47: SiP package: Comparison of measurement and simulation for the one, two, and three

diode configuration.

The comparison of measured surface temperatures, using the IR camera, and the simulated

temperature evolution on the SiP package top boundary, are shown in figure 48. The OLGA

package surfaces temperature simulations are far off the experiment, which could be due to

the cavity structure of the package. One can see that for the SiP package also the surface

temperatures are, with respect to the rather wide error margin of 2 K, in good agreement with

the simulations.

Figure 48: Measured surface temperatures and simulation results.

One can conclude that the influence of the anisotropy of the thermal conductivity of FR4 is sig-

nificant and the optimized parameters for the materials that are governing the thermal behavior

- namely the SiP mold compound and the OLGA substrate - are in a region close to the supplier

information. The optima plotted in figure 44 are in a narrow range of the substrate’s thermal

conductivity. As a consequence, since we were using the optima closest to the initial values, the

optimized thermal conductivities of the die attach adhesive and the clear mold compound are not

representative. Still, this result is very nice, considering the large simplifications in the design
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of the model and the experimental conditions and the simple implementation of air as a solid

domain, which simplifies the effects of natural convection (see section 8.6). For the deviation of

the thermal conductivity of the OLGA package substrate, two reasons appear likely: First, the

substrate consists of many small features. These, we tried to model as accurately as possible,

but small deviations in the structure already have non-negligible influence on the result. Also

the refinement of the finite elements mesh influences the results considerably. These effects are

not included in the error of the comparison factor. The second reason is the laminar glass fiber

structure of the substrate (figure 49). For a more detailed study, the thermal conductivity of the

substrate needs to be modeled anisotropically as well. Still, this would demand a more versatile

temperature measurement approach.

Figure 49: SEM picture of the substrate of the OLGA package.

Although the above results suggest reasonable agreement with the simulations, the adaption of

the specific heat, by using the integral difference between measurement and simulation does not

seem to be a valuable approach.

(a) (b)

Figure 50: Measured temperature evolution curve and specific heat sweep curves for the adapted

model of the OLGA package (a) and for the SiP package (b). Both models with an anisotropic

thermal conductivity of FR4.
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(a) (b)

Figure 51: (a) The comparison factor for the specific heat of the OLGA package (substrate,

clear mold compound, lid cap), for the three diode configuration, does not show a minimum in

a reasonable range. (b) The comparison factors of the specific heat of the mold compound of

the SiP package show a minimum close to the initial supplier value, consistent for three different

heating configurations (one, two, and three diode heating).

The SiP package simulations show a consistent optimum close to the initial supplier value, but

the optimization due to the adaption of the mold compound specific heat takes place in the

wrong time region of the temperature evolution. The measurement shows a faster temperature

rise within the first time period while it takes longer to reach steady state. This suggests that

the components with small time constants may be underrepresented in the simulations. More

discussion on the interpretation of time constants can be found in section 9.2. The simulations

of the OLGA package, with swept specific heat of substrate, clear mold compound, and lid cap,

do not show a minimum in the integral difference in a reasonable range.

It needs to be mentioned that the load boards used for contacting the devices were unstable

and continuity problems were pretty common. Also, information on the power dissipation while

using test modes, needed to contact the BJT temperature sensors, were partly wrong or missing.

This led to futile usage of the generally very sparsely available simulation license access.

8.6 Natural Convection Considerations

One reason for the discrepancy of the above results could be that the climate chamber was

modeled as a solid air domain. Therefore, convection effects are not explicitly implemented.

Since the chamber fan rotation was turned off, only natural convection occured. Due to the

large models, computational fluid dynamics simulations did not converge. Figure 52 shows

the approach to include natural convection boundary conditions using eq. 3.8 and 3.9 for the

not-adapted model. These equations are simplifications derived for single vertical walls and

horizontal plates. Hence, the characteristic length L cannot be clearly defined, although, as

simulations showed, it has a significant influence on the results. Therefore, the air flow does

not model reality sufficiently well. As a consequence, the optimized range estimations for the

thermal conductivity vary by more than a factor of six for the OLGA package substrate and
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the SiP package mold compound, between different heat configurations. Still, one can see that

the inclusion of these simplified conditions affects the time range of the largest curvature of the

temperature rise so that it resembles that of the experiment.

(a) (b)

Figure 52: Simulations including simplified horizontal plate and vertical wall natural convection

boundary conditions. (a) OLGA package, (b) SiP package.

8.6.1 Vacuum Measurements

To exclude the influence of natural convection, experimental runs under vacuum conditions were

done. These were conducted in the vacuum chamber of a scanning electron microscope. Since

this is not a temperature controlled environment, simulations could not reconstruct the thermal

behavior. Still, although most of the heat is assumed to be conducted downwards through the

die to the leads, one can see in figure 53 that convection has a major impact to the overall heat

transfer.

(a) (b)

Figure 53: (a) The SiP device contacted inside a SEM vacuum chamber. (b) The three diode

heat configuration with evacuated and vent chamber.
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8.6.2 Foam Embedded Device

To be able to estimate the influence of natural convection on the quality of the optimized

parameter values one last approach was conducted. It is stated [43, 44] that polyurethane foam

has a thermal conductivity close to that of air (κ « p0.025´ 0.03q Wm–1K–1), hence, it should

have low effect on the steady state temperature if there was no convection effects. Therefore,

the devices were embedded in a 20 x 15 x 15 cm box, filled with polyurethane foam. The devices

were located in the center of the box. The whole system was cured for two hours at 60˝C (see

figure 54).

Figure 54: The devices were embedded in polyurethane foam to exclude the effect of natural

convection.

Figure 55 shows the difference of the temperature evolution with and without polyurethane

environment. The steady state temperatures of the foam embedded devices lie consistently

p31˘ 2q % for the OLGA package and p26˘ 4q % for the SiP package, above that of the devices

in ambient air.

(a) (b)

Figure 55: Comparison of the heat up characteristics embedded in polyurethane foam and at

ambient air. (a) OLGA package, (b) SiP package.

A simulation was set up, using the materials parameters optimized above. The foam was modeled
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as uniform solid domain with ρ “ 30 kg m–3 and cp “ 1500 J kg–1K–1 [43]. Optimizing package

materials parameters, while using literature values for thermal conductivity of the foam (0.03

Wm–1K–1), yields results that do not compare to the range of the parameters optimized above.

A fit of the foam properties resulted in a thermal conductivity of p0.063 ˘ 0.006q Wm–1K–1

for both models, averaged over simulations for the one, two, and three diode configuration.

Since this value is consistent for both models, it is a reasonable assumption that the thermal

conductivity value from literature does not represent the reality conditions. Foam geometry,

density and cell size depends on its composition and the way it is deposited. Its contact to

the device boundaries cannot be assumed to be perfect. This affects the thermal resistance

within the foam. Murphy [45] and Thirumal et al. [46] also showed that moisture inside the

foam can have appreciable influence on its density and thermal conductivity. As a consequence,

a perfect foam environment can have higher thermal resistance, which would result in higher

steady state temperatures. This can explain the high thermal conductivity values of the foam in

the simulations, necessary to fit steady state temperatures of the experiment. As a consequence,

the difference between the measurements in figure 55 could be related to natural convection

(and a small part of radiation). Still, without knowing the foam’s exact thermal properties, no

valuable statement can be made.

As a conclusion, natural convection is not negligible, but an estimation of its influence on

above results will not be possible without mathematically correct implementation. This involves

computational fluid dynamics simulations that are computationally very expensive for models

with this number of elements.

8.7 The Influence of Thin Films on Top of the Die Surface

During the progress of this work, it turned out that the actual structure of the die’s surface is

not as initially assumed. The SiP package’s passivation also includes a polyimide layer above

the silicon nitride protection layer and the OLGA package has, due to the sensing diode concept,

a thin film structure above the passivation as can bee seen in the scanning electron microscope

pictures in figure 56.

(a) (b)

Figure 56: Device structure between die and mold compound. (a) OLGA package. (b) SiP

package.

On top of the top metal line (fourth metal line in figure 56a and bottom line in 56b), one can
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see the SiO2 and Si3N4 passivation and protection layer. The SiP package has additionally

a polyimide layer on top to absorb mechanical stress. The OLGA package also shows some

additional layers on top of the silicon nitride that consist of interference filters for the sensing

diodes and blackening layers as irradiation protection.

Not all these materials’ properties are known, but figure 57 shows, that an exclusion of the

passivation and protection layers does not result in a change of the results. Of course, still, due

to the lack of exact materials composition, no thermal interface resistance is included in the

models, which could have appreciable influence on the results.

(a) (b)

Figure 57: Comparison of simulations with and without passivation and protection layers. (a)

OLGA package with and without SiO2 and Si3N4. (b) SiP package with and without SiO2,

Si3N4, and polyimide. The inset shows the difference that comes from numerical noise.

8.8 Temperature Evolution and Heat Paths

The following figures show the temperature evolutions and heat paths within the packages. In

the OLGA package, most of the heat flows either downwards through the die and the die attach,

or through the wire bonds (right side of the die). Then, the conducting path in the substrate

dominates the heat path. The heat is transported off through the leads and the copper lines of

the printed circuit board. Almost no heat flows upwards through the lid attach into the lid. The

lid mostly warms up because of the air inside the cavity. The heat sources are defined directly

at the wire bond-to-die interface. This leaves the three bonding wires having by far the highest

temperature in steady state, due to the low heat capacity and low cross section of the bonds.

As a consequence, the heat path in this region is dominated by the vertical path, as indicated

by the three biggest arrows in the right column of figure 59 (mind that the top arrow in fig. 59b

indicates the downwards flux while the flux through the wire bond is represented by a smaller

arrow beneath). Still, when reaching the substrate, the heat flux is strongly dominated by the

substrate drills, fingers, and leads, which makes exact modeling a crucial requirement for thermal

simulations. This shows also that measurements on the anisotropic thermal conductivity of the

substrate will be important for future developments of inverse modeling approaches.
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(a) (b)

(c) (d)

(e) (f)

Figure 58: Temperature distribution of a cross section of the OLGA device (a) after 10 ms, (c)

after 1 s, (e) in steady state. Heat flux (b) after 10 ms, (d) after 1 s, (f) in steady state. The

arrow length is scaled by 4 ¨ 10´9 and corresponds to the heat flux at the arrow’s tail.
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(a) (b)

(c) (d)

(e) (f)

Figure 59: Temperature distribution of the die and lead structure of the OLGA device (a) after

10 ms, (c) after 1 s, (e) in steady state. Heat flux (b) after 10 ms, (d) after 1 s, (f) in steady

state. The arrow length is scaled by 10´10 and corresponds to the heat flux at the arrow’s tail.
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In the SiP package, the leads are only connected to the die via the bonding wires or the highly

thermal resistive mold compound. Only the ground lead is a direct extension of the ground plate

where the die is attached onto. Therefore, although all three powered diodes are on the left side

of the die, the heat flux is heavily dominated by the path vertical to the lead frame and then,

horizontal through the ground lead on the right side. In comparison to the OLGA package,

here the alternative paths through the bonding wires are almost negligible for the steady state

temperature measured on the die surface, as simulations with and without wire bonds showed.

Figure 62a shows infrared thermal images of a SiP device that was etched open using nitric acid

and sulfuric acid. The passivation layer on the die surfaces protected the die, and the IC was

still fully functional. Due to the high thermal conductivity of silicon, almost no temperature

gradients within the die can be seen. The heat from the powered diode in the top left corner

is distributed all over the die and the temperature of the mold compound, that surrounds die,

only rises slowly. The simulation in figure 62b reproduces the qualitative behavior well.
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(a) (b)

(c) (d)

(e) (f)

Figure 60: Temperature distribution of a cross section of the SiP device (a) after 10 ms, (c)

after 1 s, (e) in steady state. Heat flux (b) after 10 ms (d) after 1 s, (f) in steady state. The

arrow length is scaled by 2 ¨ 10´8 and corresponds to the heat flux at the arrow’s tail.
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(a) (b)

(c) (d)

(e) (f)

Figure 61: Temperature distribution of the die and lead structure of the SiP device (a) after 10

ms, (c) after 1 s, (e) in steady state. Heat flux (b) after 10 ms (d) after 1 s, (f) in steady state.

The arrow length is scaled by 2 ¨ 10´10 and corresponds to the heat flux at the arrow’s tail.
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(a)

(b)

Figure 62: Temperature evolution at the die surface of an etched open SiP package. (a) IR

measurement, (b) simulation.
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9 Outlook

9.1 Raman Measurements

The problem of the experimental setup, used for above results, is, that within the device structure

only temperature measurements at the die surface, hence, at one level could be made. Raman

signals are temperature dependent and are often used for temperature measurements using the

ratio of the vibrational Stokes- and the anti-Stokes peaks [47, 48, 49].

The ratio is given as
Is
Ias

“
pν̃0 ´ ν̃Rq

4

pν̃0 ` ν̃Rq4
¨ exp

ˆ

hcν̃R
kBT

˙

(9.1)

with ν̃0 being the radiated laser frequency and ν̃R the Raman shift. This ratio can be calculated

at every point on the half side of the spectrum, which reduces errors drastically and makes it a

widely used approach.

Figure 63: The Raman peak intensity is temperature dependent [49].

Nevertheless, for this method, it is necessary to obtain both sides of the spectrum, and a notch

filter is needed. These filters degrade, are very expensive, and were not available. Therefore,

this method could not be used for temperature mapping in our devices.

Still, the anti-Stokes peak itself suffers from amplitude change and change in Raman shift due

to a change in temperature depending on the rotational quantum number [47]. It can be a

usable approach to choose specific bands of the spectrum of the different materials of the device,

and calibrate their temperature dependence. Then, two temperature controlled plates can be

attached to both ends of the device to create a known heat flux. By using the known thermal

conductivity of silicon and the temperature mapping, an estimation of the thermal conductivity

of the different materials within the heat path can then be made.

The devices were embedded in epoxy resin and ground with eight different grain sizes to obtain

a polished cross-section of the device. Still, as can be seen in figure 64, the Raman intensity

varies strongly within the same material. The intensity map is plotted for the 1610 cm–1 band

of the clear mold compound of the OLGA device.
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Figure 64: The anti-Stokes signal of the 1610 cm–1 band of the clear mold compound of the

OLGA package varies strongly within the material itself.

This is most probably a result of the grinding process of the device. Also, the Raman intensity

does not show strong temperature dependence as measurements for the same band at room

temperature and at 50˝C show (figure 65).

Figure 65: The peak intensity of the anti-Stokes signal in the range of 1610 cm–1.

Finally, only for the clear mold compound and the die attach adhesive a Raman spectrum could

be obtained at all. These are plotted in figure 66.
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Figure 66: Anti-Stokes part of the Raman spectra of the clear mold compound and the die

attach adhesive of the OLGA package.

The interpretation of the spectra is out of the scope of this work. Still, some of the bands show

typical characteristics. The bands at 3000 cm–1 are typical for C-H-streching of aryl (aromatic

carbon rings) and methyl, and the 1610 cm–1 band is typical for C-C-streching between methyl

and quarternary carbon.

Temperature measurements using only anti-Stokes measurements still could be a reasonable ap-

proach if no notch filter for the standard Stokes-anti-Stokes-ratio method is available. Then,

alternative approaches for device preparation, like breaking or cutting, need to be considered.

Also, the calibration needs to be done for multiple bands to reduce the error margin to a rea-

sonable range. Still, this would require extensive measurement time using expensive equipment,

which is out of the cost range of this project.

9.2 Transient Measurements

Another concept are lumped networks. When heat flows through a multilayered system, the re-

sponse of the system to a temperature step function depends on the thermal conductivities and

heat capacities of the materials within the path. A one-dimensional heat path can be modeled

as a lumped RC network that represents the thermal resistances and heat capacitances of the

materials included in the path [50].

(a) (b)

Figure 67: (a) Lumped circuit model (Foster network) of the thermal resistances and heat

capacities of a three component system. (b) Equivalent Cauer network, assumed to represent

the real heat flow structure.
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The different components of the system need different amounts of time until they reach steady

state temperature. Therefore, to each component a time constant can be associated and the

response of the lumped circuit to a unit-step excitation can be written as

aptq “
ÿ

i

Ri ¨ p1´ expp
´t

τi
qq (9.2)

with the time-constant τi “ RiCi. For a continuous resistance spectrum and using the substitu-

tions z “ ln t and ζ “ ln τ , the resistance spectrum can be obtained by deconvolving the known

function wpzq “ exppz ´ exppzqq out of the equation [51]:

d

dz
apzq “ Rpzq˚ wpzq (9.3)

This lumped network can then be transformed into a so-called Cauer network, that is assumed

to represent to real heat flow structure, since the capacitances are related to ground (figure 67b).

This approach was tried measuring the cooldown transient for 10 seconds with a measurement

rate of 100 KHz at a A/D conversion of 18 bit. Longer measurements at higher frequency were

not possible due to memory restrictions of the company internal test system used to contact the

devices. The transients are shown in figure 69. Still, the approach using basic FFT could not

resolve a time constant spectrum. Reasons for this could be the too low measurement frequency

that creates numerical problems in the derivative and deconvolution. Also the low signal-to-noise

ratio of approaches with external 12 bit digital oscilloscopes resulted in no valuable outcome.

Although test probes with high attenuation and, hence, high input resistance (10 MΩ) and low

input capacitance (13 pF ) were attached, it changed the measured voltage on the analog pins.

These problems could maybe be solved by re-calibrating the temperature measurement while

using an external oscilloscope with a high enough resolution and by using more sophisticated

numerical deconvolution approaches.

In figure 68 one can see the time constants resulting out of a fit consisting of a sum of decaying

exponentials.

(a) (b)

Figure 68: Comparison of the time constants fit by a sum of 11 decaying exponentials. One,

two, and three diode configuration. (a) OLGA package. (b) SiP package.
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The forms of the figures for the one, two, and three diode heat configuration resemble each

other, and, therefore, illustrate that the time constants are characteristics of the heat flow. But

these results cannot be associated to distinct components.

(a) (b)

(c) (d)

(e) (f)

Figure 69: Cooldown transients for the one diode (first row), two diode (second row), and three

diode heat configuration (third row). Left column: OLGA package. Right column: SiP package.
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9.3 Computational Fluid Dynamics Simulations

As stated above, simple attempts to include natural convection by fluid dynamics simulations did

not converge. For a high quality statement on the impact of natural convection and, hence, for

reasonable results for an optimized parameter set using the method of this work, this approach

would need further examination. Still, concepts for convergence, like auxiliary sweeps of the

air viscosity would be needed and resources for the increased computational costs need to be

provided.

9.4 Measurement Concepts

For a more complete picture of thermal transport in microelectronics packaging, more diverse

measurement concepts need to be set up. Temperature measurements on various vertical levels

of the package would give a more detailed picture. For this purpose multi-die packages, built

from the materials under investigation, could be fabricated.

9.5 Thermal Property Measurements

Besides the concept of inverse modeling of materials parameters, direct measurements of the

properties need to be made. Differential scanning calorimetry (DSC) measurements were per-

formed, to obtain temperature dependent specific heats. Ever if samples of the used materials

are available, their processing has significant influence on their properties. Especially the ther-

mal conductivity strongly depends on the geometry of the material, for example when processed

as thin films. Therefore, measurement concepts like laser flash, guarded heat flow, transient

plane source or time-domain thermoreflectance methods need to be considered and appropriate

samples need to be provided.

9.6 Thermal Interface Resistances

Since papers show that the influence of interfaces to the overall thermal resistance can be sub-

stantial, concepts for calculations on its effect can be made. Molecular dynamics simulations

rely on the chosen potentials, and for first principle calculations, the phonon density of states

needs to be known. Both require knowledge of the exact materials composition or rather elab-

orate measurement concepts like inelastic neutron scattering. Generally, sparse information on

materials chemical compositions hinder additional approaches of thermal behavior calculations.

Multilayered test samples of the materials of interest can be made for estimating interface resis-

tances. Due to the high number of interfaces within the mold compound, thermal experiments

for different filler configurations could be set up.
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10 Conclusion

This work tries to give a better insight into thermal transport in microelectronics packaging.

An approach of inverse modeling of materials parameters by fitting simulations to experimental

results could optimize thermal conductivites within a reasonable range. These results are pretty

consistent over five different heat configurations for both devices. Still, they only represent the

optima closest to the initial supplier values. The parameters are very sensitive to small devi-

ations in the steady state temperature. This comes along with high deviations in the ambient

temperature of the controlled environment and, therefore, high sensitivity of the results to diode

calibrations. Inverse modeling of specific heat values did not succeed. This can be due to too

simplified models, but primarily to inproper inclusion of natural convection effects which have a

major influence on simulation results. A big hurdle was temperature conditioning and measure-

ment. It is a challenging task to provide a stable environment with a balanced temperature over

the whole experimental setup and to measure it reliably within small ranges. Approaches only

using radiative heating and a small measurement chamber could be more useful than approaches

relying on convective transfer like commercial climate chambers.

The optimized models include many simplifications, like perfect contacts, planar interfaces, per-

fect solder joints and large simplifications in the PCB structure. Also, the influence of interfaces

to heat transport is not included. These can have a significant impact on the thermal impedance,

especially in compound materials that have many interfaces with a small overlap in the phonon

density of states, like the encapsulation of the SiP package. As a consequence, these models

cannot fully represent the thermal behavior of the device. Still, they help to identify the com-

ponents most important for heat transport - namely the mold compound and the substrate,

precautions to take for future finite elements simulations, and give a good first picture of heat

transport within the devices. The heat flux in both devices is dominated by the path through

die and die attach adhesive to the lead frame while heat conduction through the wire bonds

plays a minor role for steady state temperatures.

For improvement of the thermal behavior of packages, experiments on different materials com-

positions would need to be done. Since packaging is not done in-house, this is a difficult task.

Still, the focus of packaging technology goes increasingly towards gaining knowledge on materials

properties, and thermal transport will become an increasingly important part of the game.
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11.1 Temperature Dependent Thermal Properties

(a) (b)

(c) (d)

(e) (f)

Figure 70: Temperature dependent thermal properties. Specific heat values out of literature

and calculated values using SGTE values for the Gibbs energy [52]. (a) Cu thermal conductivity

[36] (b) Cu specific heat [37] (c) Au thermal conductivity [35], (d) Au specific heat [35], (e) Si

thermal conductivity [36] (f) Si specific heat [38]
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11.2 Transient Response MatLab Code

The following code was written to calculate the integral difference for the specific heat optimiza-

tion. The function ”curveintersect” used in line 61 was coded by Sebastian Hölz and can be

found at MathWorks File Exchange.

1 function [out] = trapzsect(t,f,t0,f0,t_min ,t_max)

2 % trapezoidal integral between two intersecting discrete

functions with different lengths

3 % all input vectors are column vectors

4

5 t = t'; f = f'; t0 = t0 '; f0 = f0 ';

6

7 if t_min > t(2) && t_max < t(end -1) && t_min > t0(2) && t_max <

t0(end -1)

8 % set values below t_min and above t_max to 0. Interpolate

function to t_min and t_max:

9 t_min_ind = t<=t_min;

10 t_edit_h = t(max(t_min_ind .*[1: numel(t)])+1);

11 t_edit_l = t(max(t_min_ind .*[1: numel(t)]));

12 t(t_min_ind) = 0;

13 t(max(t_min_ind .*[1: numel(t)])) = t_min;

14 t(max(t_min_ind .*[1: numel(t)]) -1) = t_min -0.001* t_min;

15 f_edit_h = f(max(t_min_ind .*[1: numel(t)])+1);

16 f_edit_l = f(max(t_min_ind .*[1: numel(t)]));

17 f(t_min_ind) = 0;

18 f_low_val = f_edit_h -(f_edit_h -f_edit_l)/(t_edit_h -t_edit_l)

*(t_edit_h -t_min);

19 f(max(t_min_ind .*[1: numel(t)])) = f_low_val;

20

21 t0_min_ind = t0 <=t_min;

22 t0_edit_h = t0(max(t0_min_ind .*[1: numel(t0)])+1);

23 t0_edit_l = t0(max(t0_min_ind .*[1: numel(t0)]));

24 t0(t0_min_ind) = 0;

25 t0(max(t0_min_ind .*[1: numel(t0)])) = t_min;

26 t0(max(t0_min_ind .*[1: numel(t0)]) -1) = t_min -0.001* t_min;

27 f0_edit_h = f0(max(t0_min_ind .*[1: numel(t0)])+1);

28 f0_edit_l = f0(max(t0_min_ind .*[1: numel(t0)]));

29 f0(t0_min_ind) = 0;

30 f0_low_val = f0_edit_h -(f0_edit_h -f0_edit_l)/(t0_edit_h -

t0_edit_l)*(t0_edit_h -t_min);

31 f0(max(t0_min_ind .*[1: numel(t0)])) = f0_low_val;

32

33 t_max_ind = t>=t_max;

34 t_edit_l_ = t(max((t_max_ind -1)*(-1) .*[1: numel(t)]));
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35 t_edit_h_ = t(max((t_max_ind -1)*(-1) .*[1: numel(t)])+1);

36 t(t_max_ind) = 0;

37 t(max((t_max_ind -1)*(-1) .*[1: numel(t)])+1)= t_max;

38 t(max((t_max_ind -1)*(-1) .*[1: numel(t)])+2) = t_max +0.001*

t_min;

39 f_edit_l_ = f(max((t_max_ind -1)*(-1) .*[1: numel(t)])+1);

40 f_edit_h_ = f(max((t_max_ind -1)*(-1) .*[1: numel(t)])+2);

41 f(t_max_ind) = 0;

42 f_high_val = f_edit_l_ +(f_edit_h_ -f_edit_l_)/(t_edit_h_ -

t_edit_l_)*(t_edit_h_ -t_max);

43 f(max((t_max_ind -1)*(-1) .*[1: numel(t)])+1) = f_high_val;

44

45 t0_max_ind = t0 >=t_max;

46 t0_edit_l_ = t0(max((t0_max_ind -1)*(-1) .*[1: numel(t0)]));

47 t0_edit_h_ = t0(max((t0_max_ind -1)*(-1) .*[1: numel(t0)])+1);

48 t0(t0_max_ind) = 0;

49 t0(max(( t0_max_ind -1)*(-1) .*[1: numel(t0)])+1)= t_max;

50 t0(max(( t0_max_ind -1)*(-1) .*[1: numel(t0)])+2) = t_max +0.001*

t_min;

51 f0_edit_l_ = f0(max((t0_max_ind -1)*(-1) .*[1: numel(t0)])+1);

52 f0_edit_h_ = f0(max((t0_max_ind -1)*(-1) .*[1: numel(t0)])+2);

53 f0(t0_max_ind) = 0;

54 f0_high_val = f0_edit_l_ +(f0_edit_h_ -f0_edit_l_)/(t0_edit_h_ -

t0_edit_l_)*(t0_edit_h_ -t_max);

55 f0(max(( t0_max_ind -1)*(-1) .*[1: numel(t0)])+1) = f0_high_val;

56 else

57 disp('WARNING: t_min too low and/or t_max too high. Whole

time range taken. Please define t_min > t(2) resp. t0(2)

and t_max < t(end -1) resp. t0(end -2)')

58 end

59

60 % find intersections:

61 [t_intsect ,intsect] = curveintersect(t,f,t0,f0);

62

63 % find corresponding indizes below and above intersections (each

row corresponds to one intersection):

64 t_intsect = t_intsect(intsect ~=0);

65 intsect = intsect(intsect ~=0);

66

67 exit_var = 0;

68 if isempty(intsect)

69 f_int = trapz(t,f);

70 f0_int = trapz(t0 ,f0);
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71 out = sum(abs(f_int -f0_int));

72 exit_var = 1;

73 end

74

75 if exit_var == 0

76

77 % for f:

78 f_mat = repmat(f,numel(intsect) ,1);

79 f_intsect_mat = repmat(intsect ,1,numel(f));

80 t_mat = repmat(t,numel(intsect) ,1);

81 t_intsect_mat = repmat(t_intsect ,1,numel(f));

82 t_ind = abs(t_mat -t_intsect_mat)== repmat(min(abs(t_mat -

t_intsect_mat) ,[],2) ,1,numel(t));

83

84 [row ,s] = find(sum(t_ind ,2) ~=1);

85 [k,l] = find(t_ind(row ,:) ==1);

86 col = l(numel(l)/2+1: end);

87 for i=1: numel(row)

88 t_ind(row(i),col(i))=0;

89 end

90

91 t_close = t_mat(t_ind);

92 t_t_diff = t_close - t_intsect;

93 t_ind_low = t_ind;

94 t_ind_low(t_t_diff >0,:) = circshift(t_ind(t_t_diff >0,:) ,-1,2);

95 t_ind_high = circshift(t_ind_low ,1,2);

96 % for f0:

97 f0_mat = repmat(f0 ,numel(intsect) ,1);

98 f0_intsect_mat = repmat(intsect ,1,numel(f0));

99 t0_mat = repmat(t0 ,numel(intsect) ,1);

100 t0_intsect_mat = repmat(t_intsect ,1,numel(f0));

101 t0_ind = abs(t0_mat -t0_intsect_mat)== repmat(min(abs(t0_mat -

t0_intsect_mat) ,[],2) ,1,numel(t0));

102 t0_close = t0_mat(t0_ind);

103 t0_t_diff = t0_close - t_intsect;

104 t0_ind_low = t0_ind;

105 t0_ind_low(t0_t_diff >0,:) = circshift(t0_ind(t0_t_diff >0,:) ,-1,2)

;

106 t0_ind_high = circshift(t0_ind_low ,1,2);

107

108 % trapezoidal integration:

109 f_n_vec = repmat ([1: numel(f)],numel(intsect) ,1);

110 f_ind_low = f_n_vec(t_ind_low);

73



11 APPENDIX

111 f_ind_high = f_ind_low +1;

112 f0_n_vec = repmat ([1: numel(f0)],numel(intsect) ,1);

113 f0_ind_low = f0_n_vec(t0_ind_low);

114 f0_ind_high = f0_ind_low +1;

115 % integral residual of intersection time -frame:

116 f_resid_left = (t_intsect -t(f_ind_low) ')/2.*( intsect+f(f_ind_low)

');

117 f_resid_right = (t(f_ind_high)'-t_intsect)/2.*(f(f_ind_high) '+

intsect);

118 f0_resid_left = (t_intsect -t0(f0_ind_low) ')/2.*( intsect+f0(

f0_ind_low) ');

119 f0_resid_right = (t0(f0_ind_high)'-t_intsect)/2.*( f0(f0_ind_high)

'+intsect);

120 % integration:

121 f_int (1) = trapz(t(1,1: f_ind_low (1)),f(1,1: f_ind_low (1)))+

f_resid_left (1);

122 f0_int (1) = trapz(t0(1,1: f0_ind_low (1)),f0(1,1: f0_ind_low (1)))+

f0_resid_left (1);

123 if numel(intsect)>1

124 for i=2: numel(intsect)

125 t_f_ind_high = t(f_ind_high) ';

126 t0_f0_ind_high = t0(f0_ind_high) ';

127 if t_f_ind_high(i-1) > t_intsect(i)

128 f_int(i) = (t_intsect(i)-t_intsect(i-1))/2.*( intsect(

i)+intsect(i-1));

129 else

130 if numel(f_ind_high(i-1):f_ind_low(i))>1

131 f_int(i) = f_resid_right(i-1)+trapz(t(1,

f_ind_high(i-1):f_ind_low(i)),f(1, f_ind_high(i

-1):f_ind_low(i)))+f_resid_left(i);

132 else

133 f_int(i) = f_resid_right(i-1)+f_resid_left(i);

134 end

135 end

136 if t0_f0_ind_high(i-1) > t_intsect(i)

137 f0_int(i) = (t_intsect(i)-t_intsect(i-1))/2.*( intsect

(i)+intsect(i-1));

138 else

139 if numel(f0_ind_high(i-1):f0_ind_low(i))>1

140 f0_int(i) = f0_resid_right(i-1)+trapz(t0(1,

f0_ind_high(i-1):f0_ind_low(i)),f0(1,

f0_ind_high(i-1):f0_ind_low(i)))+f0_resid_left(

i);
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141 else

142 f0_int(i) = f0_resid_right(i-1)+f0_resid_left(i);

143 end

144 end

145 end

146 end

147 f_int(numel(intsect)+1) = f_resid_right(numel(intsect))+trapz(t

(1, f_ind_high(numel(intsect)):end),f(1, f_ind_high(numel(intsect

)):end));

148 f0_int(numel(intsect)+1) = f0_resid_right(numel(intsect))+trapz(

t0(1, f0_ind_high(numel(intsect)):end),f0(1, f0_ind_high(numel(

intsect)):end));

149

150 % summation of sectionwise area difference:

151 out = sum(abs(f_int -f0_int));

152

153 end

154 end

11.3 Keithley R○, Vötsch R○ TCP/IP Communication

The climate chamber and the SourceMeters were addressed via TCP/IP using the National

Instruments VISA environment. It is important to address the climate chamber as socket. The

function structure is shown as followed. The Keithley command list to define voltage and current

levels, compliances and readings can be found in the manual. The Python version used is v2.7.

1 import v i s a

2 rm = v i s a . ResourceManager ( )

3 v a r i n = u ’ \xb6 ’

4

5 # the Voetsch c l i m a t e chamber needs to be adressed v i a TCP/IP as

s o c k e t (SOCKET) . temp needs to be input as unicode u ’2 7 .0 ’ in degC

:

6

7 def set temp ( temp ) :

8 votsch = rm . open re source ( ’TCPIP : : l o c a l h o s t : : 7 7 7 7 : :SOCKET’ ,

r ead te rminat i on=’ \ r ’ )

9 w r i t e i n = u ’ 11001 ’+v a r i n+u ’ 1 ’+v a r i n+u ’ 1 ’+v a r i n+temp+u ’ \ r ’

10 votsch . wr i t e ( wr i t e i n , encoding=’ utf´8 ’ )

11 out = votsch . read ( )

12 print ’ set temp s u c c e s s ’+out

13 votsch . c l o s e ( )

14 return ’ Temperature s e t p o i n t at ’+temp+u”\u00b0”+’C ’

15
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16 def get temp ( ) :

17 votsch = rm . open re source ( ’TCPIP : : l o c a l h o s t : : 7 7 7 7 : :SOCKET’ ,

r ead te rminat i on=’ \ r ’ )

18 w r i t e i n = u ’ 11004 ’+v a r i n+u ’ 1 ’+v a r i n+u ’ 1 ’+u ’ \ r ’

19 votsch . wr i t e ( wr i t e i n , encoding=’ utf´8 ’ )

20 out = votsch . read raw ( ) . decode ( ’ a s c i i ’ , ’ i gno r e ’ )

21 temp read = out [ 1 : 3 ] + ’ . ’+out [ 4 : len ( out )´1]

22 votsch . c l o s e ( )

23 print ’ Current temperature at ’+out [ 1 : 3 ] + ’ . ’+out [ 4 : len ( out )´1]+u”

\u00b0”+’C ’

24 return temp read

25

26 # the K e i t h l e y sourcemeter needs to be adressed v i a TCP/IP as

instrument (INSTR) . v l v l needs to be s e t as s t r i n g ’ 1 ’ :

27

28 def s e t v l v l ( v l v l ) :

29 k e i t h l e y = rm . open re source ( ’TCPIP0 : : 1 2 9 . 2 7 . 1 5 8 . 8 4 : : i n s t 0 : : INSTR ’

)

30 k e i t h l e y . wr i t e ( ’ smua . source . l e v e l v = ’+v l v l )

31 k e i t h l e y . c l o s e ( )

32 return ’ Ke i th l ey vo l tage l e v e l now s e t to ’+v l v l+’ V ’
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