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Introduction
Yves André, in his book “G-Functions and Geometry”[And89], asks if a curve, which lies inside a
Shimura variety and contains infinitely many special points, is a Shimura subvariety. In 1998 he was
able to prove:

Theorem 0.0.1 (André’s Theorem[And98]). LetC ⊆ A2 be an algebraic curve such thatC is neither a
vertical nor a horizontal line and supposeC contains infinitelymany special points, thenC is amodular
curve.

The notion of a Shimura variety is highly technical and we confine ourselves to mentioning that
the varieties involved in André’s theorem, i.e. A2, which parametrizes pairs of elliptic curves, modular
curves, which parametrize isogenies between elliptic curves with cyclic kernel, and (certain) vertical
and horizontal lines, are Shimura varieties. Moreover a point ( j1, j2) ∈ A2 is called special if each
coordinate is the j-invariant of a CM elliptic curve.

Both, CM elliptic curves (among elliptic curves) and modular curves (among spaces parametrizing
elliptic curves) are exceptional and in this sense André’s theorem is an instance of what Zannier calls an
unlikely intersection[ZM12].

In themeantime, FransOort[Oor97] extended the conjecture to arbitrary Shimura subvarieties (in-
stead of just curves) and since then significant progress has been made going in various directions,
among others:

• Bas Edixhoven, Bruno Klingler and Andrei Yafaev[EY03; Yaf06; KY14] and others give proofs
conditional on the Generalized Riemann Hypothesis.

• Jonathan Pila[Pil09] and others use o-minimal theory to give unconditional proofs. Recently,
using such methods, Jacob Tsimerman[Tsi15] announced a proof for moduli spaces of princi-
pally polarized abelian varieties.

• LarsKühne[Küh12] and independentlyYuriBilu,DavidMasser andUmbertoZannier[BMZ13]
show André’s theorem using transcendence theory and give effective variations of the theorem.
In 2014, Gisbert Wüsholz fixed a gap in Kühne’s argument and proves a fully effective version
of André’s theorem[Wü14].

Like the proof ofAndré, the proofs of Bilu,Masser, Zannier, Kühne andWüstholz are split into two
parts corresponding tomodular curves and vertical andhorizontal lines respectively. WhereAndré uses
Siegel’s (ineffective) class number estimate in the modular curve case, Bilu, Masser, Zannier, Kühne
and Wüstholz use Baker’s theory of linear forms in logarithms. I will follow their argument and use
Wüstholz’ presentation is my main reference.

In the vertical and horizontal line case, André, Bilu, Masser and Zannier use Masser’s (effective)
transcendence measure, whereas Kühne and Wüstholz use linear forms in elliptic logarithms. Unfor-
tunately, theirmethods are beyondmy abilities and Iwill present the easier argument fromBilu,Masser
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Introduction

and Zannier. The effectivity of parts of their argument, which the authors consider a “standard affair”,
is presented only in brief and I am unable to conclude full effectivity however an expert may very well
disagree with my assessment. I will prove, using a theorem of Bilu and Borichev[BB13], the effectivity
in some special cases.

In 2014 I was fortunate to attend lectures by Gisbert Wüstholz, which introduced me to this sub-
ject and spawned this thesis at the suggestion of my advisor Robert Tichy. I am particularly grateful to
them.

BeforeAndré’s theoremcanbeproved,Chapter 1 develops elliptic curves fromaminimalist approach
to varieties. Using the Riemann-Roch theorem, elliptic curves are shown to be isomorphic to curves
given by short Weierstraß equations. An abelian group structure is placed on the underlying set of an
elliptic curve and the geometry of divisors is then used to show that this group structure coincides with
the geometric chord and tangent group law. Morphisms which respect this group law are studied and
finally the j-invariant is introduced and shown to be an invariant.

Chapter 2 develops the theory of complex tori in the style of the previous chapter, where Riemann
surfaces assume the role of smooth algebraic curves, complex tori are introduced as (group) quotients
of C and the topological properties of this quotient are used to study the meromorphic functions on
a torus. These meromorphic functions will satisfy an equation of an elliptic curve and the algebraic
j-invariant will give rise to an analytic pendant with rich properties.

In Chapter 3, the category of elliptic curves and the category of complex tori are shown to be equiva-
lent. Essential for this task is the unique Riemann surface structure on an elliptic curve, which uses the
implicit function theorem of Appendix A. Once the uniformization theorem is shown, the accessible
nature of complex tori is used to classify the endomorphism rings of elliptic curves and to single out
the class of CM elliptic curves.

In Chapter 4, the Fourier expansion of the j-invariant is shown and where the j-invariant satisfies
a transformation law for SL2(Z), an analogue is introduced which satisfies a transformation law for
certain subgroups of SL2(Z). These subgroups turn out to be intimately connected with cyclic sub-
lattices, respectively isogenies of elliptic curves with cyclic kernel, and modular curves are shown to
parametrize these isogenies.

In Chapter 5, the height of a polynomial and an algebraic number is defined and used to show that
the number of algebraic numbers of bounded height and degree is finite. Moreover the relation be-
tween the height and the discriminant of the endomorphism ring of a CM elliptic curve is investigated.
The j-invariant is compared with the function q(τ)−1 = e−2πiτ and their asymptotic similarity is ex-
plicitly measured. Lastly, the proof of André’s theorem is given and the effectivity of the argument is
discussed.
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1. Elliptic Curves
This chapter will provide the basic tools from algebraic geometry used throughout this thesis. While
this thesis is about moduli spaces of complex elliptic curves, the fact that these can be defined over
algebraic extensions of Q is secondary to the goal of this thesis and hence the approach used here will
not be the one of schemes. Rather, a more concrete approach following Chapter 1 of Hartshorne’s
“Algebraic Geometry” [Har77] and Silverman’s “The Arithmetic of Elliptic Curves” [Sil09] will be
used, where varieties will be given by sets of points inside either some affine n-spaceAn(= An(C)) or
projective n-space Pn(= Pn(C)).

1.1. Varieties
Definition 1.1.1. [Har77, p. 1] Let n ≥ 1 be a natural number. The affine n-space An is, as a set, Cn.
Sometimes it will be useful to consider An with the topology of Cn, in which case we explicitly refer
to this topology as the complex topology.

Definition 1.1.2. [Har77, p. 8ff] Let n ≥ 1 be a natural number. The projective n-space Pn is, as a set,
defined to be

Cn+1 − {0}/ ∼,
where ∼ is the equivalence relation

(x0, . . . , xn) ∼ (y0, . . . , yn) :⇐⇒ ∃λ ∈ C× : ∀i ∈ {0, . . . , n} : xi = λyi .

The equivalence classes will be denoted by (x0 : · · · : xn). As before, the quotient topology will be
useful at times and is also called the complex topology.

Definition 1.1.3. [Har77, p. 2ff] Let T ⊆ C[X1, . . . , Xn] be a set of polynomials. The zero set of T in
An is defined as

V(T) = {x ∈ An | ∀ f ∈ T : f (x) = 0}.
Clearly, the zero set of T coincides with the zero set of ⟨T⟩ and sinceC[X1, . . . , Xn] is Noetherian, the
ideal ⟨T⟩ has finitely many generators f1, . . . , fN ∈ ⟨T⟩ such that

V(T) = V(⟨T⟩) = V(⟨ f1, . . . , fN ⟩) = V( f1, . . . , fN ).

For a subset V ofAn, the ideal of V is defined as

I(V) = { f ∈ C[X1, . . . , Xn] | ∀x ∈ V : f (x) = 0}.

3



1. Elliptic Curves

Definition 1.1.4. [Har77, p. 9ff] A polynomial f ∈ C[X0, . . . , Xn] is called homogeneous of degree d if
every monomial in f has degree d. For (x0, . . . , xn) ∈ (x0 : · · · : xn) ∈ Pn and λ ∈ C×, we evaluate

f (λx0, . . . , λxn) = λd f (x0, . . . , xn).

While it makes no sense to evaluate a homogeneous polynomial on a projective point, the set of pro-
jective points on which f vanishes is well-defined. Let T be a set of homogeneous polynomials in
C[X0, . . . , Xn], then the zero set of T in Pn is defined as

V(T) = {x ∈ Pn | ∀ f ∈ T : f (x) = 0}.
An ideal inC[X0, . . . , Xn] is called homogeneous if it can be generated by a set of homogeneous polyno-
mials. As before, the zero setV(T) coincides withV(⟨T⟩) and sinceC[X0, . . . , Xn] is Noetherian, the
homogeneous ideal ⟨T⟩ has a finite generating set f1, . . . fN , consisting of homogeneous polynomials,
such that

V(T) = V(⟨T⟩) = V(⟨ f1, . . . , fN ⟩) = V( f1, . . . , fN ).

For a subset V of Pn, the ideal of V is defined as

I(V) = ⟨ f ∈ C[X0, . . . , Xn] | f homogeneous,∀x ∈ V : f (x) = 0⟩.

Definition + Proposition 1.1.5 (The Zariski Topology). Let {Ti | i ∈ I}, S,T either be a sets of poly-
nomials in C[X1, . . . , Xn] or sets of homogeneous polynomials in C[X0, . . . , Xn].

1. V (
∪

i∈I Ti) =
∩

i∈I V(Ti)

2. V(T) ∪V(S) = V(ST)

3. a) V(0) = An andV(C[X1, . . . , Xn]) = ∅ (affine case)

b) V(0) = Pn andV(X0, . . . , Xn) = ∅ (projective case)

The zero sets on An and Pn are the closed sets of the Zariski topology. Unless otherwise mentioned,
the affine and projective n-space carry the Zariski topology.

Proof. [Har77, Proposition 1.1., 2.1., p. 2,9] ■

Theorem 1.1.6 (Nullstellensätze). Let a be a (homogeneous) ideal, S and T be sets of (homogeneous)
polynomials and let V and W be subsets ofAn (respectively Pn).

1. If T ⊆ S, thenV(T) ⊇ V(S). If V ⊆ W , then I(V) ⊇ I(W).

2. I(V(a)) =
√
a andV(I(V)) = V , where V is the closure of V .

3. An algebraic set is irreducible if and only if its ideal is a prime ideal.

Proof. [Har77, Prop. 1.2., Cor. 1.4, Ex. 2.1., p. 3,4,11] ■

Proposition 1.1.7. [Har77, p. 5, Proposition 1.5.]

1. Any descending chain of algebraic sets inAn (respectively Pn) becomes stationary.
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1.1. Varieties

2. Any algebraic set inAn (respectively Pn) is a finite union of irreducible algebraic sets.

Proof. 1. Let X0 ⊇ X1 ⊇ . . . be a descending chain of algebraic sets, then I(X0) ⊆ I(Xn) ⊆ . . . is an
ascending chain of (homogeneous) ideals, which becomes stationary sinceC[X1, . . . , Xn] (respectively
C[X0, . . . , Xn]) is Noetherian. It follows that X0 = V(I(X0)) ⊇ X1 = V(I(X1)) ⊇ . . . becomes
stationary.
2. LetΩ be the set of algebraic sets which are not a finite union of irreducible algebraic sets and suppose
Ω is not empty. By 1,Ω contains aminimal element X which is not irreducible, since otherwise X = X
is a finite union of irreducible algebraic sets. Thus X = Y ∪ Z , for Y and Z algebraic and by the
minimality of X , Y and Z are the union of some irreducible algebraic sets Y1, . . . ,Yr and Z1, . . . , Zs .
Hence

X = Y ∪ Z = Y1 ∪ . . . ∪ Yr ∪ Z1 ∪ . . . ∪ Zs

is a finite union of irreducible algebraic sets. ■

Definition 1.1.8. [Har77, p. 3,10] An affine variety is an irreducible algebraic set inside someAn. Open
subsets of affine varieties are called quasi-affine varieties. Similarly, an irreducible algebraic set inside
some Pn is called projective variety and their open subsets are called quasi-projective varieties. A variety
is any or the former.

Definition 1.1.9. [Har77, p. 4,10] Let X ⊆ An be an affine variety, then the affine coordinate ring of X
is defined as

C[X ] = C[X1, . . . , Xn]/I(X).

Its quotient field, which exists since I(X) is prime, is called the function field of X . If Y ⊆ Pm is a
projective variety, the homogenous coordinate ring of Y is defined as

C[Y ] = C[Y0, . . . ,Ym]/I(Y ).

Given two homogeneous polynomials f , g ∈ C[Y0, . . . ,Yn] of equal degree d we can evaluate f
g at a

projective point P ∈ Pn provided g(P) , 0, since

f (λY0, . . . , λYn)
g(λY0, . . . , λYn)

=
λd f (Y0, . . . ,Yn)
λdg(Y0, . . . ,Yn)

and the function field ofY is defined as

C(Y ) =
{

f
g
| f , g ∈ C[Y ] homogeneous of equal degree, g , 0

}
.

The dimension of a variety is defined to be the transcendence degree over C of the function field of its
Zariski closure.

Definition 1.1.10. [Har77, p. 31] Let X = V( f1, . . . , fk) be variety lying inside either An or Pn. A
point P ∈ X is called regular (or non-singular or smooth) if it is not a solution of the system

∂ f i
∂X j

= 0,

where i = 1, . . . , k and j = 0, . . . , n in the projective case and j = 1, . . . , n in the affine case. If every
point in X satisfies this property, the variety is called regular (or non-singular or smooth).
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1. Elliptic Curves

Definition + Proposition 1.1.11. Let X and Y be varieties and assume that Y ⊆ An is quasi-affine. An
n-tuple ( f1, . . . , fn) of rational functions on X is called a pre-rational map if the domainU on which
all f i are defined is dense and open in X and

∀P ∈ U : ( f1(P), . . . , fn(P)) ∈ Y .

Twopre-rationalmaps ( f1, . . . , fn) and (g1, . . . , gn) are equivalent if they coincideon the intersection
of their domains. An equivalence class of pre-rational maps is called a rational map and is written
( f1, . . . , fn) : X −→ Y .

IfY ⊆ Pn is quasi-projective, we say that call a (n + 1)-tuple ( f0, . . . , fn) a pre-rational map if the
domain U on which all f i are defined is dense and open in X and

∀P ∈ U : ( f0(P) : · · · : fn(P)) ∈ Y .

Twopre-rationalmaps ( f0, . . . , fn) and (g0, . . . , gn) are equivalent if they coincideon the intersection
of their domains. An equivalence class of pre-rational maps is called a rational map and is written
( f0 : · · · : fn) : X −→ Y .

A rational map φ is a regular morphism if φ is defined at every point in X . A regular morphism
φ : X → Y is an isomorphism if there exists a regular morphismψ : Y → X such that φ ◦ψ andψ ◦ φ
are the identity maps on the respective varieties.

Proof. [Sil09, p. 11ff] ■

Proposition 1.1.12. For i ∈ {0, 1, . . . , n} let Ui be the quasi-projective variety Pn \V(Xi), then

φi :

{
An −→ Ui

(y0, . . . , yi−1, yi+1, . . . , yn) 7−→ (y0 : · · · : yi−1 : 1 : yi+1 : · · · : yn)
.

and

φi :


Ui −→ An

(X0 : · · · : Xi−1 : Xi : Xi+1 : · · · : Xn) 7−→
(
X0

Xi
, . . . , Xi−1

Xi
,
Xi+1

Xi
, . . . , Xn

Xi

)
are mutually inverse regular morphisms. The maps φi are called affine charts on Pn.

Proof. [Har77, p. 10ff, 18, Prop. 2.2., 3.3.] ■

Proposition 1.1.13 (The Segre Embedding). Let m and n be natural numbers. The function

φ :

{
Pm × Pn −→ Pmn+m+n

((x0 : · · · : xm), (y0 : · · · : yn)) 7−→ (xiyj)0≤i≤m,0≤ j≤n

is injective. We identify Pm × Pn with its image, which is a projective variety in Pmn+m+n.

Proof. [Har77, p. 13, Ex. 2.14.] ■
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1.2. Algebraic curves

Definition + Proposition 1.1.14. A rational map φ : X −→ Y is called dominant if there exists an open
subset U ⊆ X such that φ ↾U is a morphism and φ(U) ⊆ Y is dense. A dominant rational map
φ : X −→ Y induces a morphism of C-algebras

φ∗ :

{
C(Y ) −→ C(X)

f 7−→ f ◦ φ

and the degree deg φ of φ is defined as [C(X) : φ∗C(Y )]. The degree of φ is 1 if and only if there exists
a dominant rational map ψ : Y −→ X such that φ ◦ ψ and ψ ◦ φ are the identities (as rational maps)
on the respective varieties.

Proof. [Har77, p. 25ff, Theorem 4.4.] ■

Corollary 1.1.15. Let X be a variety andY ⊆ X any open and dense subvariety, thenC(X) = C(Y ). In
particular if X is quasi-projective,C(X) is isomorphic to the function field ofC(X ∩Ui), where Ui is
an affine chart on X .

Proof. SinceY is open and dense, the inclusion is a rational map of degree 1. ■

1.2. Algebraic curves
Definition 1.2.1. An (algebraic) curve is a one-dimensional variety.

Proposition 1.2.2. [Sil09, p. 19, Proposition 2.1] Let C be a curve, φ : C −→ Pn a rational map and
P ∈ C. If P is a regular point, φ is regular at P and if C is regular, φ is a morphism.

Proof. Letψ = ( f0 : · · · : fn), t be a uniformizing parameter at P and k = mini=0,...,n vP( f i), then

( f0 : · · · : fn) = (t−k f0 : · · · : t−k fn)

and hence φ is regular at P since vP(t−k f i) ≥ 0. ■

Definition 1.2.3. [Sil09, p. 27, 28] Let C be a smooth algebraic curve. The group of divisors DivC on
C is defined as the free abelian group generated by the set C . A divisor D ∈ DivC is written as

D =
∑
P∈C

nPP

with nP = 0 for almost all P ∈ C . Further we let vP(D) = nP and define the degree of D as
deg D =

∑
P∈C nP . The subgroup Div0C contains all divisors of degree 0. If f ∈ C(C)× is a rational

function on C we define
( f ) =

∑
P∈C

vP( f )P

and call it the principal divisor of f . Two divisors D and D′ are called equivalent if they differ by a
principal divisor, i.e. D = D′ + ( f ) for some f ∈ C(C).

7



1. Elliptic Curves

Definition 1.2.4. [Sil09, p. 30] Let C be a smooth algebraic curve. The C(C)-space of differentials
Ω(C) is the space generated by the symbols {df | f ∈ C(C)}modulo the relations

d( f + g) = df + dg

df g = f dg + gdf

da = 0,∀a ∈ C.

Definition + Proposition 1.2.5. Let C be a smooth algebraic curve andω a differential on C . For every
point P ∈ C there exists a rational function fP such that

ω = fPdt,

where t is a uniformizing parameter at P. For almost all points we have vP( fP) = 0 and hence we can
define the divisor associated withω as

(ω) =
∑
P∈C

vP( fP)P.

the dimension ofΩ(C) as aC(C)-vector space is 1 and for all f ∈ C(C) and allω ∈ Ω(C) the divisor
corresponding to fω is equal to ( f ) + (ω).

Proof. [Sil09, p. 31ff, Proposition 3.4., Remark 4.4.] ■

Definition+Proposition 1.2.6. LetC be a smooth algebraic curve and D a divisor onC . TheRiemann-
Roch space of D

L(D) = { f ∈ C(C)× | ∀P ∈ C : vP( f ) ≥ −vP(D)} ∪ {0}
is a finite-dimensional C-vector space.

Proof. [Sil09, p. 34, Proposition 5.2.] ■

Since ( fω) = ( f )+(ω) and the dimension ofΩ(C) is 1, all divisors corresponding to a differential
are equivalent and we define:

Definition 1.2.7. Let C be a smooth curve andω any non-zero differential on C . The dimension g of
L((ω)) is called the genus of C .

Throughout the chapter a central tool is the Riemann-Roch theorem:

Theorem 1.2.8 (Riemann-Roch). Let C be a smooth algebraic curve with genus g, D a divisor and K
a divisor corresponding to a differential, then

dimC L(D) = deg D + 1 − g + dimk L(K − D).

Moreover dimC L(K − D) = 0 if deg D ≥ 2g − 1 and deg K = 2g − 2.

Proof. [Mir95, p. 192, Theorem 3.11.] ■

8



1.3. Elliptic Curves

1.3. Elliptic Curves
Definition 1.3.1. [Sil09, p. 59] A smooth projective curve E of genus 1 together with a point O ∈ E is
called elliptic curve.

Proposition 1.3.2. [Sil09, p. 59ff, Prop. 3.1.] Let E be an elliptic curve and O a point on E.

1. There exist rational functions x, y ∈ C(E) and coefficients a1, a3, a2, a4, a6 ∈ C such that

y2 + a1xy + a3y = x3 + a2x2 + a4x + a6. (1.1)

2. The rational map

φ :

{
E −→ V(F) ⊆ P2
P 7−→ (x(P) : y(P) : 1)

,

is a morphism of degree 1, where

F(X,Y, Z) = Y 2Z + a1XY Z + a3Y Z2 − X3 − a2X2Z − a4X Z2 − a6Z3.

Proof. 1. The Riemann-Roch theorem ensures that

dimC L(nO) = n,

for n ≥ 1 and dimC L(O) = 1. Thus there exist rational functions x ∈ L(2O) \ L(O) and y ∈
L(3O) \ L(2O) such that

L(O) = spanC{1}
L(2O) = spanC{1, x}
L(3O) = spanC{1, x, y}
L(4O) = spanC{1, x, y, x2}
L(5O) = spanC{1, x, y, x2, xy}.

The rational functions x3 and y2 both have a pole of order 6 at O, hence y2 − x3 has a pole of order
at most 5 and is contained inL(5O). It follows that there exists a C-linear combination

y2 − x3 = −a1xy − a3y + a2x2 + a4x + a6.

2. Since E is a smooth curve, every rational map with domain E is a morphism. The degree deg φ is
equal to

[C(E) : φ∗C(V(F))] = [C(E) : C(x, y)]

and divides both [C(E) : C(x)] and [C(E) : C(y)]. These degrees are equal to the degrees of the pole
divisors (x)∞ = 2O and (y)∞ = 3O, hence deg φ divides both 2 and 3 and must therefore be equal
to 1[Sil09, p. 61, Corollary 3.1.1.]. ■
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1. Elliptic Curves

An equation of the form (1.1) is said to be in in long Weierstraß form. Since we only deal with elliptic
curves over the complex numbers it is possible to obtain a simplermodel by first completing the square
on the left-hand-side, i.e.

y2 + a1xy + a3y = y2 + 2
a1x + a3

2
y +

( a1x + a3
2

)2
−

( a1x + a3
2

)2
=

(
y +

a1x + a3
2

)2
−

( a1x + a3
2

)2
.

We obtain a new equation and an isomorphism

E −→ E ′ : Y ′2Z ′ = X ′3 + b2X ′2Z ′ + b4X ′Z ′2 + b6Z ′3

(X : Y : Z) 7−→
(
X : Y − a1X+a3

2 : Z
) .

A second simplification is given by a Tschirnhaus transformation(
x ′ − b2

3

)3
+ b2

(
x ′ − b2

3

)2
+ b4

(
x ′ − b2

3

)
+ b6 = x ′′3 + c4x ′′ + c6,

which yields another isomorphism

E ′ −→ E ′′

(X ′ : Y ′ : Z ′) 7−→
(
X ′ − b2

3 : Y ′ : Z ′
) .

If we were to consider elliptic curves over different fields than C, the above simplifications would still
be possible as long as 2 and 3 are invertible. The simplified equation

Y 2Z = X3 + AX Z2 + BZ3

is called a short Weierstraß equation [Sil09, p. 42ff]. As we have shown just now, every elliptic curve
has a model given by a short Weierstraß equation. The question arises whether every curve given by a
short Weierstraß equation is an elliptic curve?

Proposition 1.3.3. [Sil09, p. 59, Proposition 3.1.] Let E be the curve given by Y 2Z = X3 + AX Z2 +
BZ3, then the following are equivalent

1. E is an elliptic curve

2. E is smooth

3. The discriminant∆ of x3 + Ax + B is not 0.

Proof. 1 =⇒ 2. By definition.
2 =⇒ 3. Let F(X,Y, Z) = Y 2Z−X3−AX Z2−BZ3 and suppose X3+AX+B = (X−e1)(X−e2)2,
then the system of equations

{
F(X,Y, Z),

∂F
∂X

= −3X2 − AZ2,
∂F
∂Y

= −2Y Z,
∂F
∂Z

= Y 2 − 2AX Z − 3BZ2

}
(1.2)

10



1.3. Elliptic Curves

has the solution (e2 : 0 : 1).
3 =⇒ 2. Let (x0 : y0 : z0) be a singular point, that is, a solution of (1.2). If z0 = 0, the other
coordinates are 0 as well, which is not a point in P2 and we may assume that z0 = 1. Solving the
system for A and B gives

A = −3x20 and B = 2x30

and it follows that
4A3 + 27B2 = 4(−3x20)

3 + 27(2x30)
2 = 0,

which is just∆.
2 =⇒ 1. The Riemann-Roch theorem ensures that the degree of any differential is equal to 2g−2 and
it suffices to show for one differentialω that degω = 0. Let e1, e2 and e3 be the zeros of x3+ Ax+B,
then the rational function x− ei has a zero of order 2 at the point Pi = (ei : 0 : 1) and a pole of order
2 at O. It follows that

x − ei = t2i ,

where ti is a uniformizing parameter at Pi and

1

x
= t2O,

where tO is a uniformizing parameter at O. We can compute

vPi (dx) = vPi (d(x − ei)) = vPi (dt2i ) = vPi (2tidti) = 1

and
vO(dx) = vO

(
x2d

1

x

)
= vO(t−4O dt2O) = vO(t−3O dtO) = −3,

since 0 = d x
x = d 1

x −
1
x2

dx. It follows that deg((dx)) = 3 − 3 = 0 and hence g = 1. ■

Convention. From now on an elliptic curve is a curve of genus 1 given by a short Weierstraß equation.

With the previous Proposition we can now say that elliptic curves are parametrized by the points

(A, B) ∈ A2 \ {4A3 + 27B2 , 0}.
As itwill turnout, there exists a “smaller”,more canonicalmoduli space, which also parametrizes elliptic
curves and has the property that isomorphic curves correspond to the same point (which the above
space does not satisfy). Before we can construct this space, we need to know what a morphism of
elliptic curves is.

Definition 1.3.4. [Sil09, p. 66] Let E and E ′ be elliptic curves. A morphism φ : E → E ′ is called
isogeny or morphism of elliptic curves, if φ(O) = O.

Lemma 1.3.5. Let φ : E → E ′ be a non-constant morphism of elliptic curves, then φ is surjective and
has finite degree.

11



1. Elliptic Curves

Proof. If φ is non-constant it induces a morphism of C-algebras

φ∗ :

{
C(E ′) −→ C(E)

f 7−→ f ◦ φ

and a field extension C(E)/φ∗C(E ′). Since both C(E) and C(E ′) have transcendence degree 1 and
are finitely generated (for example by the rational functions x and y in Proposition 1.3.2), the extension
C(E)/φ∗C(E ′) is finite and algebraic.

For P ∈ E ′, there exists a rational function f ∈ L(2O) \L(O) by the Riemann-Roch theorem and
it follows that its inverse f −1 has a single zero at P of order 2. The pull-back f −1 ◦ φmust have a zero,
since otherwise it would be constant, which is impossible by the injectivity of φ∗. Thus, if Q ∈ E is a
zero of f −1 ◦ φ, then φ(Q) is a zero of f −1, which is only possible if φ(Q) = P.1 ■

Let us now introduce the group law of an elliptic curve. We will try to do this in a most economical
fashion, first by giving abijectionof an elliptic curvewith a group constructed from it and then showing
that the induced group structure is given by a morphism.

Definition 1.3.6. [Sil09, p. 28] The Picard group of divisors of degree 0 of a smooth algebraic curve E
is defined as

Pic0(E) = Div0(E)/(C(E)×).

Let φ : E → E ′ be a morphism, then the push-forward of divisors

φ∗ :

{
Pic0(E) −→ Pic0(E ′)∑

i niPi 7−→ ∑
i niφ(Pi)

turns the Picard group into a functor from the category of smooth algebraic curves to the category of
abelian groups.

Proposition 1.3.7. [Sil09, p. 61ff, Prop. 3.4.d] Let E be an elliptic curve andO ∈ E the point at infinity,
then

Φ:

{
E −→ Pic0(E)
P 7−→ P −O + (C(E)×)

is a bijection.

Proof. First, note that deg(P −O) = 0 and henceΦ is well-defined. For the injectivity, suppose there
exist points P and P′ such that

P −O + ( f ) = P′ −O + ( f ′),

where f , f ′ ∈ C(E)×. Then P − P′ =
(
f
f ′

)
and hence the rational function f

f ′ has, if P , P′, a
single, simple zero P, which is impossible since L(P) = C. It follows that P = P′ andΦ is injective.
Next, let D be a divisor of degree 0, then D + O has degree 1 and is equivalent to an effective divisor
of degree 1, i.e. a prime divisor P. In other words

D + (C(E)×) = P −O + (C(E)×)

and surjectivity follows. ■

1This argument is a variation of [Oss, p. 7, Theorem 6.1.]

12



1.3. Elliptic Curves

This bijection endows the set E with a group structure via

µ :

{
E × E −→ E
(P,Q) 7−→ Φ−1 (Φ(P) + Φ(Q))

and
ι :

{
E −→ E
P 7−→ Φ−1(−Φ(P))

with the neutral element O. To show that µ and ι are morphisms we need the notion of a hyperplane
divisor.
Definition 1.3.8. [Mir95, p. 135ff] Let H ⊆ P2 be a hyperplane given by a linear homogeneous poly-
nomial h ∈ C[X,Y, Z]. For an elliptic curve E the hyperplane divisor (H ∩ E) is defined via

vP((H ∩ E)) =

0 if P < H ∩ E
vP

(
h
g

)
where g is any linear homogeneous polynomial such that g(P) , 0

.

Note that the valuation at a point P ∈ H ∩ E is well-defined since

vP

(
h
g

)
= vP

(
hg′

gg′

)
= vP

(
h
g′

)
+ vP

(
g′

g

)
= vP

(
h
g′

)
.

Lemma 1.3.9. [Sil09, p. 63, Prop. 3.4.e] Let E be an elliptic curve, then any two hyperplane divisors
on E are equivalent.

Proof. Let h and h′ be two linear homogeneous polynomials and denote by H and H ′ the correspond-
ing hyperplanes. For P ∈ E and g linear homogeneous polynomial with h(P) , 0, we compute

vP

(
h
h′

)
= vP

(
hg
h′g

)
= vP

(
h
g

)
− vP

(
h′

g

)
= vP ((H ∩ E) − (H ′ ∩ E)) .

It follows that (H ∩ E) − (H ′ ∩ E) =
(
h
h′

)
. ■

Using hyperplane divisors we can construct the well-known geometric chord and tangent addition
of points on an elliptic curve E : Y 2Z = X3 + AX Z + BZ3. First, let us compute the degree of one
(and hence of all) hyperplane divisors. Let H : Y = 0, then

H ∩ E = {P1, P2, P3},
where X

Z (Pi) is a root of x3 + Ax + B, and we now know that every hyperplane intersects E in
exactly three points (counted with multiplicity). For the two points P and Q to be added, we define
the hyperplane H : h = 0 as the hyperplane spanned by P and Q if P , Q, or as the tangent
hyperplane at P if P = Q. In the latter case, we find the equation for h = aX +bY +cZ by requiring

h(P) = 0

∂h
∂X

(P) = a =
∂ f
∂X

(P)

∂h
∂Y

(P) = b =
∂ f
∂Y

(P)

∂h
∂Z

(P) = c =
∂ f
∂Z

(P).

13



1. Elliptic Curves

Note that this will give the coefficients only up to a scaling factor but since V(aX + bY + cZ) =
V(λaX + λbY + λcZ), this does not change the resulting hyperplane H . Given the points P and Q
and the hyperplane H , we find a third point R of H ∩ E. Let H ′ be the hyperplane spanned by R and
O (again taking the tangent hyperplane if R = O) and denote by R∗ the third point in H ′ ∩ E. Since
(H ∩ E) ∼ (H ′ ∩ E), we obtain

P + Q + R ∼ R + R∗ + O.

Eliminating R and subtracting 2O from both sides gives

(P −O) + (Q −O) ∼ (R∗ −O),

respectively Φ(P) + Φ(Q) = Φ(R∗). Finally, since finding the third intersection point of H ∩ E is
given by rational functions F,G and H , µ and ι are a rational maps defined everywhere and therefore
morphisms[Sil09, p. 63, Prop. 3.4.e].

Now that the group law of elliptic curves is established we can say what this means for isogenies.

Proposition 1.3.10. [Sil09, p. 71, Theorem 4.8.] Let φ : E → E ′ be an isogeny, then φ is a group
homomorphism.

Proof. Consider the commutative diagram

E E ′

Pic0(E) Pic0(E ′)

φ

Φ Φ′

φ∗

,

where the vertical maps and φ∗ are group homomorphisms and hence φ = Φ′−1 ◦ φ∗ ◦ Φ is also a
group homomorphism. ■

It follows that for two elliptic curves E and E ′, the set Hom(E, E ′) is an abelian group and the set
of endomorphisms End(E) = Hom(E, E) is a ring with composition as multiplication.[Sil09, p. 67]

1.4. The j-invariant of an Elliptic Curve
We return to the problem of finding a moduli space for elliptic curves. Our earlier attempt at a param-
eter space A2 \ {4A3 + 27B2} has the disadvantage that different points correspond to isomorphic
elliptic curves, e.g. (0, 1) and (0, 2). Here we use the j-invariant to construct the “best possible”mod-
uli space, in which every point corresponds to exactly one isomorphism class of elliptic curves.

Definition 1.4.1. Let E : Y 2Z = X3 + AX Z2 + BZ3 be an elliptic curve. The j-invariant of E is
defined as

j(E) = 1728
4A3

4A3 + 27B2
.

Theorem 1.4.2. [Sil09, p. 45ff, Prop. 1.4.]

1. Let E and E ′ be elliptic curves, then E � E ′ if and only if j(E) = j(E ′).

14



1.4. The j-invariant of an Elliptic Curve

2. For every j0 ∈ C there exists an elliptic curve E0 such that j(E0) = j0.

Remark. More conceptually the theorem states that the map

j :
{

Ell/ � −→ C

E 7−→ j(E)

is well-defined and bijective.

Proof. 1. Let E : Y 2Z = X3+AX Z2+BZ3 and E ′ : Y ′2Z ′ = X ′3+A′X ′Z ′2+B′Z ′3 elliptic curves
and let φ : E → E ′ be an isomorphism, then φ restricted to the 2-torsion points is an isomorphism

φ :

{
E[2] −→ E ′[2]

(ei : 0 : 1) 7−→ (e′i : 0 : 1)
,

where e1, e2 and e3 are the roots of x3 + Ax + B and similarly e′1, e
′
2 and e′3 are the roots of x ′3 +

A′x ′ + B′. The function

φ∗
(

X ′

Z ′
− e′i

)
has a zero at (ei : 0 : 1) and a pole at O, each of order 2 and hence

φ∗
(

X ′

Z ′

)
= λ

X
Z
,

and similarly

φ∗
(

Y ′

Z ′

)
= µ

Y
Z
,

for some λ, µ ∈ C×. It follows that

0 = φ∗(0) = φ∗ *,
(

Y ′

Z ′

)2
−

(
X ′

Z ′

)3
− A′

X ′

Z ′
− B′+- = µ2

(
Y
Z

)2
− λ3

(
X
Z

)3
− A′λ

X
Z
− B′

and we compare this with the defining equation of E to obtain λA′ = µ2A, B′ = µ2B and λ3 = µ2

and hence

j(E ′) = 1728
4A′3

4A′3 + 27B′2
= 1728

4µ6

λ3
A3

4µ6

λ3
A3 + 27µ4B2

= 1728
4A3

4A3 + 27B2
= j(E).

Now, suppose that j(E) = j(E ′) , 0, 1728, then algebraic manipulation of the equation j(E) =
j(E ′) yields

A3

A′3
=

B2

B′2
(1.3)

and we choose u ∈ C× such that A = u4A′ and B = u6B′. If j(E) = j(E ′) = 0, we choose u ∈ C×
such that B = u6B′ and finally, if j(E) = j(E ′) = 1728, we choose u ∈ C× such that A = u4A′.
Then

E −→ E ′

(X : Y : Z) 7−→
(
X
u2 : Y

u3 : Z
)

15



1. Elliptic Curves

is an isomorphism of E and E ′.
2. If j0 ∈ C \ {0, 1728}, the curve

E0 : Y 2Z = X3 − j0
48( j0 − 1728)

X Z2 +
j0

864( j0 − 1728)
Z3

has j-invariant j0 and is also defined overQ( j0). If j0 ∈ {0, 1728} curves E0 : Y 2Z = X3 + Z3 and
E0 : Y 2Z = X3 + X Z2 have j-invariant 0 and 1728, respectively. ■
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2. Complex Tori
The goal of this chapter is to establish a theory parallel to the theory of elliptic curves, where the role
of smooth algebraic curves is assumed by Riemann surfaces, elliptic curves correspond to complex tori
and we prove the corresponding results:

1. The isogenies between complex tori form abelian groups (Proposition 1.3.10 and the following
discussion),

2. The field of meromorphic functions on a complex torus (Proposition 1.3.2),

3. The j-invariant of a complex torus/lattice is an invariant (Theorem 1.4.2).

Where we used the purely algebraic Riemann-Roch theorem before, the approach of this chapter only
requires a little topology and facts from complex analysis and while I make some omissions, these are
minor technicalities.

2.1. Riemann Surfaces
Definition 2.1.1. [Mir95, p. 1] Let X be a topological space and U ⊆ X open. A homeomorphism

φ : U → V,

where V is an open subset of C, is called a chart. Two charts φ : U → V and φ′ : U ′ → V ′ are
compatible if either U ∩U ′ = ∅ or the transition function

φ′ ◦ φ−1 : φ(U ∩U ′)→ φ′(U ∩U ′)

is holomorphic. Note that this relation is symmetric by the inverse function theorem.

Convention. Phrases like “Let X be a topological space and φ : U → V a chart (on X )” carry the
implied meaning that U ⊆ X and V ⊆ C are open.

Definition 2.1.2. [Mir95, p. 3ff] Let X be a topological space. A set of pairwise compatible charts
A = {φi : Ui → Vi | i ∈ I} is called atlas if X =

∪
i∈I Ui .

Two atlasesA andA′ are compatible if all charts inA are compatible with all charts inA′. Equiv-
alently, A and A′ are compatible if A ∪A′ is an atlas on X . Using Zorn’s lemma, there exists for
every atlasA a unique maximal atlasA such that all atlases compatible withA are contained inA.

Definition 2.1.3. [Mir95, p. 4, Definition 1.18.] A topological space X together with an atlasA is called
Riemann surface if X is connected, Hausdorff and has a countable basis.

17



2. Complex Tori

Example. [Mir95, p. 4, Example 1.19.] The affine line C with atlas comprising the chart id : C → C is
a Riemann surface.

Definition 2.1.4. [Mir95, p. 38, Definition 3.1.] Let X and Y be Riemann surfaces and x ∈ X . A
function F : X → Y is called holomorphic at x if there exist charts φ : U → V and φ′ : U ′ → V ′ with
x ∈ U and F(x) ∈ U ′ such that

φ′ ◦ F ◦ φ−1 : φ(U ∩ f −1(U ′))→ V ′

is holomorphic at φ(x). The function F is called morphism (of Riemann surfaces) if it is holomorphic
at every point in X .

Remark. [Mir95, p. 39, Lemma 3.3.a., Lemma 3.5.b.] Since the transition functions between charts are
by definition holomorphic, a function F is holomorphic at x ∈ X with respect to φ and φ′ if and only
if it is holomorphic with respect to any other charts (at x and f (x)).

Moreover, the identitymap and the composition of twomorphisms are againmorphisms and hence
Riemann surfaces with morphisms form a category RS.

Proposition 2.1.5. Let F : X → Y be a bijective morphism, then F−1 : Y → X is also a morphism.

Proof. [Mir95, p. 40, Proposition 3.9.] ■

Definition 2.1.6. [Mir95, p. 39, Example 3.4.] Let X be a Riemann surface. A morphism f : X → C
is called holomorphic function (on X ). Concretely, f is a function such that for every chart φ : U → V
on X , the composition f ◦ φ−1 : V → C is holomorphic.

Lemma 2.1.7. Let X be a compact Riemann surface and f : X → C a holomorphic function, then f
is constant.

Proof. [Mir95, p. 29, Proposition 1.37.] ■

Definition 2.1.8. [Mir95, p. 42] Let X be a Riemann surface. A function f : X → C ∪ {∞} is called
meromorphic at x ∈ X if there exists an open neighbourhoodU of x such that f ↾U=

g
h , where g and

h are holomorphic functions with h . 0. The function f is called meromorphic if it is meromorphic
at every point of X .

Immediately we see that holomorphic functions are meromorphic and that the set of meromorphic
functions on a Riemann surface X form a field denotedM (X). Amorphism F : X → Y of Riemann
surfaces induces a morphism of fields

F∗ :
{
M (Y ) −→ M (X)

f 7−→ f ◦ F
.

We will pursue this further when we investigate elliptic functions.
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2.2. Complex Tori
Definition 2.2.1. A subgroup Zω1 + Zω2 ⊆ C is called a lattice if {ω1, ω2} is an R-basis of C. For a
latticeΛ the quotient group C/Λ endowed with the complex topology is called a complex torus.

Lemma 2.2.2. [Mir95, p. 9] LetΛ be a lattice. The spaceC/Λ is connected,Hausdorff, has a countable
basis and the quotient map π : C→ C/Λ is a covering.

Proof. In order to see that C/Λ is connected, suppose C/Λ = U0 ∪ U1 with U0 and U1 pairwise
disjoint andopen. Then the preimages π−1(U0) and π−1(U1) are open anddisjoint and coverC, which
is impossible. For theHausdorff property, let z +Λ , z′+Λ be two points onC/Λ, then z < z′+Λ
and since Λ ⊆ C is discrete, z is also not a limit point of z′ + Λ. It follows that there exists an ε > 0
such that Bε(z) ∩ Bε(z′ + ω) = ∅ for all ω ∈ Λ and the images of Bε(z) and any Bε(z′ + ω)
separate z + Λ and z′ + Λ in C/Λ. Finally, the countable-basis-property follows immediately from
the quotient map π : C→ C/Λ being an open map.

Let δ = minω,ω′∈Λ |ω − ω′ | be the length of the shortest lattice vector and let z ∈ C. The set

{B δ
4
(z + ω) | ω ∈ Λ}

consists of pairwise disjoint open balls, each of which is homeomorphic to B δ
4
(z) + Λ ⊆ C/Λ via π.

Since π is open and surjective, every point inC/Λhas such an evenly coveredopenneighbourhood. ■

Proposition 2.2.3. [Mir95, p. 9] Let Λ be a lattice. The space C/Λ can be equipped uniquely with a
Riemann surface structure such that the quotient map π : C→ C/Λ is a morphism.

Proof. We define charts onC/Λ for all evenly covered open subsets U ⊆ C/Λ as

φ : U → Ũ,

where Ũ is any sheet above U . The transition functions for different U and sheets Ũ are translations
and hence these are compatible and form an atlas. Let now z ∈ C,U an evenly covered neighbourhood
of π(z) and Ũ the sheet above U containing z, then

φ ◦ π ◦ id−1 = id : Ũ → Ũ

is holomorphic at id(z) = z and hence π is a morphism.
Finally, suppose there exists another atlas A on C/Λ such that π : C → C/Λ is a morphism. Let

Ũ be a sheet above U , then
π : Ũ → U

is a bijective morphism and hence its inverse φ : U → Ũ is compatible withA and it follows thatA
itself is compatible with the atlas constructed above. ■

Definition 2.2.4. Let C/Λ′ be another complex torus. A morphism φ : C/Λ → C/Λ′, which maps
0 + Λ to 0 + Λ′, is called isogeny.

Remark. Clearly the identity and the composition of two isogenies are isogenies. It follows that the
complex tori together with isogenies form a subcategory of the category of Riemann surfaces called
Tori.

19
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Theorem 2.2.5. [Sil09, p. 171ff, Theorem 4.1.] Let φ : C/Λ→ C/Λ′ be an isogeny, then there exists a
unique holomorphic function φ̃(z) = αz, where α ∈ C such that αΛ ⊆ Λ′, and

0 Λ C C/Λ 0

0 Λ′ C C/Λ′ 0

φ̃↾Λ φ̃

πΛ

φ

πΛ′
(2.1)

is a commutative diagram of abelian groups.

Proof. The existence of the lift φ̃ follows from Lemma B.0.4, where φ̃ is locally given by the composi-
tion of a chart, φ and the projection. All of these are morphisms and hence φ̃ is also a morphism.

Let ω ∈ Λ, then φ̃(z + ω) − φ̃(z) ∈ Λ′ for all z ∈ C. Since φ̃(z + ω) − φ̃(z) is a holomorphic
function with discrete image, it must be constant and its derivative (with respect to z) satisfies

φ̃′(z + ω) − φ̃′(z) = 0.

In other words, φ̃′(z) is a holomorphic Λ-invariant function and supz∈C |φ̃(z)| is already assumed in
the closure of

F = {xω1 + yω2 | x, y ∈ [0, 1)}
and hence φ̃′(z) is constant by Liouville’s theorem [Sil09, p. 161, Proposition 2.1.]. It follows that φ̃
is a linear polynomial in z and since φ̃(0) = 0, it has the form φ̃(z) = αz for some α ∈ C. Since
πΛ′ ◦ φ̃(Λ) = 0, the image φ̃(Λ) = αΛ is contained inΛ′ . ■

Corollary 2.2.6. [Sil09, p. 171ff, Theorem 4.1.] There is an isomorphism of abelian groups

Φ:

{
HomTori(C/Λ,C/Λ

′) −→ {α ∈ C | αΛ ⊆ Λ′}
φ 7−→ φ̃

z

.

Proof. The existence and injectivity of this map follows immediately from Theorem 2.2.5. To show
thatΦ is surjective, let α ∈ C such that αΛ ⊆ Λ′,U be an evenly covered open subset ofC/Λ and Ũ a
sheet above. The restriction π̃ : Ũ → U of the quotient map is an isomorphism of Riemann surfaces
and hence the map (z +Λ 7→ αz +Λ′) is onU given by πΛ′ ◦ (z 7→ αz) ◦ π̃−1 and thus a morphism
of Riemann surfaces. Finally, let φ, ψ : C/Λ→ C/Λ′ be isogenies. Then the holomorphic function

Jφ+ ψ − φ̃ − ψ̃

has its image lying inside the discrete set Λ′ and therefore must be constant. Since 0 is mapped to 0,
the function is equal to 0 and the homomorphism property follows. ■

Corollary 2.2.7. [Sil09, p. 173, Corollary 4.1.1.] Let φ : C/Λ → C/Λ′ be an isogeny, then the kernel
ker φ is isomorphic to the cokernel coker φ̃ ↾Λ. In particular φ is an isomorphism ifΛ = Φ(φ)Λ′ and
we call two lattices homothetic if there exists an α ∈ C× such thatΛ = αΛ′.

Proof. Apply the snake lemma to (2.1). ■
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2.3. Elliptic Functions
For a torus C/Λwe will now determine the field of meromorphic functionsM (C/Λ). Note that the
morphism of fields

M (C/Λ) −→ M (C)
f 7−→ f ◦ π

maps the meromorphic functions on a torus isomorphically to

C(Λ) := { f ∈M (C) | ∀z ∈ C∀ω ∈ Λ : f (z + ω) = f (z)}
and such functions are called elliptic functions (with respect to Λ).

Definition 2.3.1. [Sil09, p. 165] LetΛ be a lattice, then the Weierstraß ℘-function is defined (formally,
for now) as

℘(z; Λ) =
1

z2
+

∑
0,ω∈Λ

(
1

(z − ω)2 −
1

ω2

)
. (2.2)

In order to show that ℘ is a meromorphic function we need the following lemma:

Lemma 2.3.2. [Sil09, p. 165, 178, Theorem 3.1.a., Exercise 6.2.] Let Λ be a lattice and s a real number
greater than 2, then

Gs =
∑

0,ω∈Λ
ω−s

converges absolutely.

Proof. We split Gs into two parts

Gs =
∑

0,ω∈Λ
ω−s

=
∑

0,ω∈Λ
|ω |<1

ω−s +
∑

0,ω∈Λ
|ω | ≥1

ω−s .

and note that the former has only finitely many terms. For the latter we let r ∈ N and consider the
annulus Ar = {z ∈ C | r ≤ |z | < r + 1}, then

∑
0,ω∈Λ
|ω | ≥1

|ω |−s =
∞∑

r=1

∑
ω∈Ar∩Λ

|ω |−s ≤
∞∑

r=1

∑
ω∈Ar∩Λ

r−s . (2.3)

Let Nr be the number of lattice points in Ar and let δ = minω,ω′∈Λ |ω − ω′ | be the length of the
shortest lattice vector inΛ. For every lattice point in Ar we put a ball of radius ρ = min{ δ

2 ,
1
2} around

it. These balls may extend beyond Ar but they certainly lie inside the larger annulus {z ∈ C | r − 1 ≤
|z | < r + 2} and hence the area of all balls can be estimated as

Nr ρ
2π ≤ (r + 2)2π − (r − 1)2π = 6rπ − 3π
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2. Complex Tori

and consequently Nr ≤ 6
ρ2

r − 3
ρ2

. We may use this to further estimate (2.3) as follows

∞∑
r=1

∑
ω∈Ar∩Λ

r−s =
∞∑

r=1

Nrr−s ≤ 6

ρ2

∞∑
r=1

r−s+1 − 3

ρ2

∞∑
r=1

r−s .

Both sums converge since s > 2. ■

Corollary 2.3.3. LetΛ be a lattice and 2k + 1 an odd natural number, then G2k+1 = 0.

Proof. All summands come as pairsω−(2k+1),−ω−(2+1) and since the summands can be rearranged,
it follows that G2k+1 = 0. ■

Theorem 2.3.4. [Cox89, p. 200ff, Theorem 10.1.] LetΛ be a lattice. The series

℘(z; Λ) =
1

z2
+

∑
0,ω∈Λ

(
1

(z − ω)2 −
1

ω2

)
defines an even elliptic function with respect toΛ and has a pole of order 2 at every lattice point.

Proof. LetΩ ⊆ C \ Λ be a compact set and R = 2maxz∈Ω |z |, then

℘(z; Λ) =
∑
ω∈Λ
|ω |<R

(
1

(z − ω)2 −
1

ω2

)
+

∑
ω∈Λ
|ω | ≥R

(
1

(z − ω)2 −
1

ω2

)
,

where the first sum is a finite sum. For the second sum we rearrange the absolute value of a summand

����� 1

(z − ω)2 −
1

ω2

����� =
�����ω

2 − (z − ω)2
ω2(z − ω)2

����� =
����� z(2ω − z)
ω2(z − ω)2

����� .
and use the triangle inequality to obtain

����� z(2ω − z)
ω2(z − ω)2

����� ≤ |z |(2|ω | + |z |)|ω2 |(|ω | − |z |)2 ≤
|z | 52 |ω |
|ω |2(12 |ω |)2

= |z | 10
|ω |3

,

since for z ∈ Ω, |z | ≤ 1
2 R ≤ 1

2 |ω |. The sum ∑
0,ω∈Λ

1

|ω |3

converges by Lemma 2.3.2 and hence ℘(z; Λ) converges absolutely and uniformly on every compact
Ω ⊆ C \ Λ by the Weierstraß M-test.

Since ℘ converges absolutely, interchanging z 7→ −z in the definition does not change the function,
hence ℘ is even. In order to show that ℘ is elliptic, consider its derivative, which can be computed
termwise as

℘′(z; Λ) = −2
∑
ω∈Λ

1

(z − ω)3 . (2.4)
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2.3. Elliptic Functions

Similarly to before, this sum is absolutely and uniformly convergent on compact subsets ofC \Λ and
hence holomorphic on C \ Λ. Substituting z 7→ z + ω0 for someω0 ∈ Λ does not change the series,
hence ℘′(z; Λ) is an elliptic function. Forω0 ∈ Λ consider the derivative

(℘(z + ω0; Λ) − ℘(z; Λ))′ = ℘′(z + ω0; Λ) − ℘′(z; Λ),

which is 0 since ℘′ is elliptic and hence ℘(z +ω0; Λ)− ℘(z; Λ) = c ∈ C. Specializing z to−ω0

2 gives

c = ℘
(
−ω0

2
; Λ

)
− ℘

(
−ω0

2
; Λ

)
= 0,

since℘ is even. It follows that℘(z+ω0; Λ) = ℘(z; Λ) and hence℘ is elliptic. Lastly, by the definition
of ℘(z; Λ), it has a pole of order 2 at 0 and hence at every lattice point. ■

Corollary 2.3.5. [Cox89, p. 202, 216, Exercise 10.2.] LetΛ be a lattice. The derivative of the Weierstraß
℘ function is an odd, elliptic function with poles of order three at every lattice point.

Lemma 2.3.6. Let f be an elliptic function with respect to a latticeΛ, then

1. If f is holomorphic, it is constant.

2.
∑

z∈F Resz( f ) =
∑

z∈F vz( f ) = 0.

3. If f is non-constant, it has at least 2 poles inF (counted with multiplicity).

Proof. [Sil09, p. 162ff, Theorem 2.2., Corollary 2.3.] ■

Theorem 2.3.7. [Hus04, p. 172ff, Theorem 3.3] LetΛ be a lattice, thenC(Λ) = C(℘(z; Λ), ℘′(z; Λ)).

Proof. Since ℘(z; Λ) and ℘′(z; Λ) are elliptic functions only one inclusion has to be shown. Let f be
an elliptic function, then

f (z) =
f (z) + f (−z)

2
+

f (z) − f (−z)
2

is a decomposition into an even and an odd elliptic function. Moreover if f (z) is an odd elliptic func-
tion, f (z)℘′(z; Λ) is even and it suffices to show that every even elliptic function is in C(℘(z; Λ)).
Suppose now that f (z) is an even elliptic function, then v0( f ) = 2m and hence f (z)℘(z; Λ)m is an
even elliptic function holomorphic and non-zero at every point inΛ.

The poles and zeros of f (z)℘(z; Λ)m in F come in pairs ω,ω′ such that ω + ω′ ∈ Λ since f is
even. Ifω . ω′ mod Λ, we multiply f (z)℘(z; Λ)m with a factor

fω(z) = (℘(z; Λ) − ℘(ω; Λ))vω( f )

such that vω( f (z) fω(z)) = vω′( f (z) fω(z)) = 0. Ifω ≡ ω′ mod Λ, the order of f (z)℘(z; Λ)m

atω = ω′ is even and we multiply f (z)℘(z; Λ)m with

fω(z) = (℘(z; Λ) − ℘(ω; Λ))
vω ( f )

2 .

Similarly, the product f (z)℘(z; Λ)m fω(z) is holomorphic and non-zero atω and it follows that

f (z)℘(z; Λ)m
∏
ω

fω(z)

is a holomorphic elliptic function and thus constant by Lemma 2.3.6. ■
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2. Complex Tori

Lemma 2.3.8. [Cox89, p. 202ff, Lemma 10.3.] Let Λ be a lattice. The Laurent expansion of ℘(z; Λ)
near 0 is

℘(z; Λ) =
1

z2
+
∞∑

n=1

(2n + 1)G2n+2(Λ)z2n.

Proof. For |z | sufficiently small we may insert the Taylor expansion(
1

(z − ω)2 −
1

ω2

)
=

∞∑
n=1

(n + 1)
zn

ωn+2

into the definition of ℘(z; Λ), i.e.

℘(z; Λ) =
1

z2
+

∑
ω∈Λ\{0}

∞∑
n=1

(n + 1)
zn

ωn+2

=
1

z2
+
∞∑

n=1

(2n + 1)G2n+2(Λ)z2n,

where we used that Godd(Λ) = 0 by Corollary 2.3.3. ■

Proposition 2.3.9. [Cox89, p. 200ff, Theorem 10.1.] LetΛ be a lattice. TheWeierstraß ℘ function and
its derivative ℘′ satisfy the algebraic relation

℘′(z; Λ)2 = 4℘(z; Λ)3 − g2(Λ)℘(z; Λ) − g3(Λ), (2.5)

where g2(Λ) = 60G4(Λ) and g3(Λ) = 140G6(Λ).

Proof. We compute the derivatives of ℘(z; Λ) and ℘′(z; Λ) using Lemma 2.3.8 as

℘(z; Λ) =
1

z2
+
∞∑

n=1

(2n + 1)G2n+2z2n

and

℘′(z; Λ) = − 2

z3
+
∞∑

n=1

(2n + 1)(2n)G2n+2z2n−1.

Let f (z) = ℘′(z; Λ)2 − 4℘(z; Λ)3 + 60G4℘(z; Λ) + 140G6 and consider the Laurent expansions

℘′(z; Λ)2 =
4

z6
− 24G4

z2
− 80G6 + O(z2)

℘(z; Λ)3 =
1

z6
+

9G4

z2
+ 15G6 + O(z2)

℘(z; Λ) =
1

z2
+ O(z2),

then f (z) = 0+O(z2) is a holomorphic elliptic function and hence constant by Lemma 2.3.6. More-
over f (0) = 0 and the claim follows. ■
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2.4. The j-invariant of a Lattice

Corollary 2.3.10. [Cox89, p. 207, Lemma 10.12.] Let k ≥ 2, then G2k ∈ C[G4,G6].

Proof. We take the differential equation in (2.5) and differentiate again to obtain

℘′′(z; Λ) = 6℘(z; Λ)2 − g2(Λ)

2
.

The Laurent expansions of ℘(z; Λ) and its derivatives yield the recursion

(2n + 3)(n − 2)(2n + 1)G2n+2 = 3
n−2∑
i=1

(2i + 1)(2(n − 1 − i) + 1)G2i+2G2(n−1−i)+2.

■

Corollary 2.3.11. [Sil09, p. 170, Prop. 3.6.a] LetΛ = Zω1 + Zω2 be a lattice, then the discriminant

∆(Λ) = g2(Λ)
3 − 27g3(Λ)2

of the polynomial 4X3 − g2(Λ)X − g3(Λ) is not 0.

Proof. Letω3 = ω1 + ω2, then for i = 1, 2, 3we have

℘′
(
ωi

2

)
= −℘′

(
−ωi

2

)
= −℘′

(
ωi

2

)
= 0

and hence
0 = ℘′

(
ωi

2
; Λ

)2
= 4℘

(
ωi

2
; Λ

)3
− g2℘

(
ωi

2
; Λ

)
− g3.

Consider the elliptic function hi(z) = ℘(z; Λ) − ℘
(
wi

2 ; Λ
)
. By the above argument hi has a zero of

order 2 at ωi

2 and since ℘ has a single pole of order 2 inside F it follows that there are no other zeros
insideF and thus

hi
(ω j

2

)
= ℘

(ω j

2
; Λ

)
− ℘

(
ωi

2
; Λ

)
, 0

for i , j . ■

2.4. The j-invariant of a Lattice
Here we wish to prove the an analogue of Theorem 1.4.2 for complex tori, respectively lattices. The
invariant, which is also called j-invariant, is constructed bymeans of the j-invariant of an elliptic curve
and the differential equation in (2.5). The transformation properties of g2 and g3 will make this j-
invariant not only a function of lattices but rather on the upper half-plane

h = {τ ∈ C | Im τ > 0},
where it is holomorphic and also satisfies a similar transformation property, which is used to show that
this j-invariant is indeed an invariant.
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2. Complex Tori

Definition + Proposition 2.4.1. [Ser73, p. 78ff, Theorem 1. & 2.] The upper half-plane h is acted on
by SL2(Z) via Möbius transformations

SL2(Z) × h −→ h((
a b
c d

)
, τ

)
7−→ aτ+b

cτ+d

.

The set

F = {τ ∈ h | −1
2
≤ Re τ ≤ 0, |τ | ≥ 1} ∪ {τ ∈ h | 0 < Re τ <

1

2
, |τ | > 1}

is called the fundamental region and is a system of coset representatives of SL2(Z)\h.

Proof. Let τ ∈ h and let

γ =

(
a b
c d

)
∈ SL2(Z),

then Im γτ = Imτ
|cτ+d |2 . Since c and d are integers, wemay choose γ such that Im γτ is maximized and

we define τ′ = Tnγτ, where

Tn =

(
1 n
0 1

)
∈ SL2(Z)

with n such that −1
2 ≤ Re τ′ = Re γτ + n < 1

2 . If |τ′ | < 1, then

Im
((

0 1
−1 0

)
τ

)
= Im

(
−1
τ

)
> 1,

which contradicts the maximality of Im γτ and it follows that τ′ ∈ F.
Suppose now that there exist τ, τ′ ∈ F and a γ ∈ SL2(Z) such that τ′ = γτ. Without loss of

generality, we may assume that |cτ + d | ≤ 1, if not, we simply replace τ, τ′ and γ with τ′, τ and γ−1.
Since |τ | ≥ 1 it follows that |c | ≤ 1 and we consider the three cases:

• c = 0. Then d = ±1,
γ =

(
±1 b
0 ±1

)
and it follows that τ′ = τ + b. Due to the restriction on the real parts of τ and τ′, both must
coincide.

• c = 1. Then d must be one of {0,−1, 1}. If d = 1, then |τ + d | = 1, which is only possible
of τ = −1+

√
−3

2 . Since det γ = 1 it follows that a − b = 1 and hence

γτ =
aτ + b
τ + 1

=
aτ + a − 1
τ + 1

= a − 1

τ + 1
= a + τ.

Again, due to the restriction on the real parts of τ and a + τ it follows that

γ =

(
0 −1
1 1

)
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2.4. The j-invariant of a Lattice

and τ = γτ.

If d = 0, then |τ | = 1 and since det γ = 1 it follows that b = −1, whence

γτ =
aτ − 1
τ

= a − 1

τ
.

Since |τ | = |− 1
τ | = 1 it follows that either a = 0 and then τ = i or a = 1 and then

τ = −1+
√
−3

2 . In either case it follows that τ = τ′.

• c = −1. We can invoke the previous case by replacing γ with −γ.

■

Corollary 2.4.2. [Ser73, p. 78ff, Theorem 1. & 2.] The group SL2(Z) is generated by the matrices

T =

(
1 1
0 1

)
and S =

(
0 1
−1 0

)
.

Proof. Clearly, the determinants of S and T are 1 and hence ⟨S,T⟩ ⊆ SL2(Z). In the previous proof
we have shown that for every τ ∈ h, the orbit ⟨S,T⟩τ contains an element of F and if τ′ = γτ with
τ, τ′ ∈ F, then γ ∈ ⟨S,T⟩. Let now γ ∈ SL2(Z) and let τ ∈ F \ {i, −1+

√
−3

2 }, then there exists a
γ′ ∈ ⟨S,T⟩ such that

γ′γτ ∈ F

and it follows that τ = γ′γτ and therefore γ′γ ∈ ⟨S,T⟩, respectively γ ∈ ⟨S,T⟩. ■

Lemma 2.4.3. [Ser73, p. 83, Proposition 4.] For τ ∈ h, let G4(τ) = G4(Λτ) and G6(τ) = G6(Λτ),
then G4(τ) and G6(τ) converge absolutely and uniformly inF and satisfy for

γ =

(
a b
c d

)
∈ SL2(Z)

the transformation law G2i(γτ) = (cτ+ d)2iG2i(τ). Further, the limit limτ→∞G2i(τ) exists and is
equal to 2ζ(4) respectively 2ζ(6).

Proof. We have already shown that G2i converges absolutely in Lemma 2.3.2 and hence it defines a
function on h. We proceed by showing that for τ ∈ F, G2i is uniformly convergent and hence defines
a holomorphic function. Using the series definitionofG2i we thenobtain the transformationproperty
and from this the holomorphicity on all of h. Finally, using the uniform convergence, we compute the
value at infinity. Let τ ∈ F, then

|m + nτ |2 = m2 + 2mn Re τ + n2 |τ |2 ≥ m2 − mn + n2 = |m − nρ|2,

where ρ = 1+i
√
3

2 . It follows that

|G2i(τ)| ≤
∑′

m,n

1

|m + nτ |2i
≤

∑′

m,n

1

|m − nρ|2i
=

∑′

m,n

1

|m + nρ|2i
,
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where the last equality comes from the absolute convergence of G2i(ρ) and hence G2i(τ) is uniformly
convergent inF by the Weierstraß M-test. Let

γ =

(
a b
c d

)
∈ SL2(Z)

and τ ∈ F, then

G2i(γτ) =
∑′

m,n

1(
m + n aτ+b

cτ+d

)2i = (cτ + d)2i
∑′

m,n

1

(md + nb + τ(mc + na))2i
.

Themap m, n 7→ md + nb,mc+ na permutes the indices since γ is invertible and the transformation
property follows from the absolute convergence of G2i . The uniform convergence implies

lim
τ→∞

G2i(τ) =
∑′

m,n

lim
τ→∞

1

(m + nτ)2i
=

∑′

m

1

m2i
= 2ζ(2i).

■

Definition 2.4.4. [Ser73, p. 89] Let Λ be a lattice and let EΛ : Y 2Z = X3 − g2
4 X Z2 − g3

4 Z3 be the
corresponding elliptic curve. The j-invariant ofΛ is defined as

j(Λ) = j(EΛ) = 1728
g2(Λ)

3

g2(Λ)3 − 27g3(Λ)2
.

Sincegi(λΛ) = λ−2igi(Λ), the j-invariant is constant onhomothety-classes andhencewemaydefine,
for τ ∈ h, j(τ) = j(Λτ).

Theorem 2.4.5. [Cox89, p. 206ff, Theorem 10.9., p. 221ff, Theorem 11.2.] The j-invariant is an invari-
ant of homothety-classes of lattices and for every j0 ∈ C there exists a latticeΛ such that j(Λ) = j0.

Proof. Suppose j(Λ) = j(Λ′) for two lattices Λ and Λ′, then, just like in the algebraic case in Theo-
rem 1.4.2, we obtain

gi(Λ
′) = λ−2igi(Λ) = gi(λΛ)

for some λ ∈ C. With Corollary 2.3.10 it follows that

℘(z; Λ′) = ℘(z; λΛ)

and sinceΛ′ is the set of poles of ℘(z; Λ′) and λΛ is the set of poles of ℘(z; λΛ) it follows thatΛ′ =
λΛ.

For the surjectivity, we first mention that j(τ) is the quotient of holomorphic functions with the
denominator ∆(τ) = g2(τ)

3 − 27g3(τ)
2 , 0 and thus j is holomorphic on h and the image j(h)

is open. In order to show that the image is closed, we let ( j(τk))k≥0 be a sequence in C converging
to w ∈ C. Due to the SL2(Z) invariance of j , we may assume that τk ∈ F and if there exists a
subsequence (τk′)with Im τk′ unbounded, it follows that ( j(τk′)) converges to∞. Thus the elements
of the sequence (τk) lie inside a compact set and hence there exists a convergent subsequence (τk′′)→
τ∗ and by continuity j(τ∗) = w and hence j(h) is closed. As the only non-empty open and closed
subset of C is C, j is surjective. ■
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3. Analytic = Algebraic
In this chapter the different notions of elliptic curves and complex tori are merged. More precisely, it
will be shown that the category of elliptic curves with isogenies is equivalent to the category of complex
tori with isogenies. With the more accessible complex tori, we can determine the endomorphism rings
of elliptic curves and define an exceptional class, so called CM curves, among the elliptic curves. In the
second part, the endomorphism rings of these curves will be investigated further.

3.1. Uniformization
In order to show the advertised equivalence of categories, we equip elliptic curves with a unique Rie-
mann surface structure using the implicit function theorem A.0.2.

Theorem 3.1.1. [Mir95, p. 16, Proposition 3.6.] Let E ⊆ P2 be a smooth projective curve. Then there
exists a unique Riemann surface structure on E such that regular functions on Zariski-open subsets
are holomorphic.

Lemma 3.1.2. [Mir95, p. 11, 15] Let E be an open and connected subset of a smooth curve given by
F(X,Y, Z) = 0 ⊆ P2, then E can be equipped with a unique Riemann surface structure such that
regular functions on Zariski-open subsets are holomorphic.

Proof. Equipped with the complex topology E inherits the Hausdorff and second-countability prop-
erties from P2. The construction of the charts at a point P depends on which affine chart P lies and
we describe the process only for points of the shape P = (x : y : 1). For points of different shape, the
process works similarly. If ∂F

∂Y (P) , 0, then the implicit function theorem A.0.2 provides a holomor-
phic function f : V → U such that

U0 := E ∩ V ×U × {1} = {(z : f (z) : 1) | z ∈ V}
and we define the chart φ0 : U0 → V ; (z : f (z) : 1) 7→ z. If ∂F

∂X (P) , 0, we obtain the chart
φ1 : U1 → V ′; (g(w) : w : 1)→ w. Suppose that U0 ∩U1 , ∅, then the transition function

φ0(U0 ∩U1) −→ φ1(U0 ∩U1)
z 7−→ w = f (z)

,

is holomorphic. Verifying the compatibility for different charts works similarly. Let UZar be a Zariski-
open subset of E, f : UZar → C a regular function and φ : U ⊆ UZar → V a chart, then

f ◦ φ−1 : V → C

is holomorphic, since φ is holomorphic and f is locally given by a quotient of polynomials, regular on
UZar. Finally, since the coordinate projections are regular functions on affine charts, these projections
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3. Analytic = Algebraic

restricted to sufficiently small open sets are holomorphic, bijective and therefore charts compatible
with every Riemann surface structure on E with the property that regular functions are holomorphic.
It follows that there is exactly oneRiemann surface structure on E whichmakes regular function holo-
morphic. ■

Proof. [Oss, p. 7, Theorem 6.1.] It remains to show that every smooth projective curve is connected.
Suppose E is the disjoint union of E0 and E1 with E0 connected. Since E0 is both open and closed in
E, it is a compact Riemann surface using the above lemma. For a point P ∈ E1 consider the divisor
nP. By the Riemann-Roch theorem

dim nP = n + 1 − g > 0

for n ≫ 0 and hence there exists a rational function f , which is regular everywhere but P. In partic-
ular f is regular on E0 and hence defines a holomorphic function on E0. By the maximum modulus
principle f is constant on E0 with value c and therefore the non-constant rational function f − c has
infinitely many zeros, which is impossible. ■

Earlier, we have already shown how to obtain an elliptic curve from a lattice and we now show that
this association is surjective.

Lemma 3.1.3. [Cox89, p. 224, Corollary 11.7.] Let E : Y 2Z = X3 + AX Z + BZ3 be an elliptic curve,
then there exists a unique latticeΛ such that A = −g2(Λ)

4 and B = −g3(Λ)
4 . In other words(

℘(z; Λ) :
℘′(z; Λ)

2
: 1

)
∈ E

for all z ∈ C.

Proof. First, suppose that j(E) ∈ {0, 1728}. In either case, one of the coefficients A or B is 0 and we
can take the lattices λZ[ρ], respectively λZ[i], where λ is chosen such that A = −g3(λZ[i])

4 if j(E) =

1728, or B = −g2(λZ[ρ])
4 if j(E) = 0.

Now, suppose j(E) < {0, 1728}, then, by Theorem 1.4.2 and Theorem 2.4.5, there exists a lattice
Λ′ such that j(E) = j(Λ′). Let λ ∈ C such that A = −g2(λΛ

′)
4 , then

1 =
A3(

−g2(λΛ′)
4

)3 =
B2(

−g3(λΛ′)
4

)2 (cf. (1.3))

and hence B = ±g3(λΛ
′)

4 . If it has the wrong sign, the lattice iλΛ′ satisfies g2(iλΛ′) = g2(λΛ
′) and

g3(iλΛ′) = −g3(λΛ′). ■

The next theorem is the first part of the uniformization of elliptic curves and relates the objects of
the respective categories.

30



3.1. Uniformization

Theorem 3.1.4. [Hus04, p. 176, Theorem 4.3] LetC/Λ be a complex torus and EΛ the corresponding
elliptic curve, then

expΛ :

C/Λ −→ EΛ

z + Λ 7−→
(
℘(z; Λ) : ℘′(z;Λ)

2 : 1
)

is an isomorphism of Riemann surfaces and abelian groups.

Proof. The charts on C/Λ are given by mapping an evenly covered open subset to a sheet above in C,
and the charts on EΛ are given by the coordinate projections. It follows that for z < Λ, the holomor-
phicity of ℘(z; Λ) and ℘′(z; Λ) imply that expΛ is a morphism on (C \ Λ)/Λ. Since EΛ lies in the
projective space P2, we may multiply expΛ with 2

℘′(z;Λ) , whence

z + Λ 7→
(
2
℘(z; Λ)
℘′(z; Λ)

: 1 :
2

℘′(z; Λ)

)
extends expΛ to a morphism onC/Λ and in particular it follows that expΛ(0 + Λ) = (0 : 1 : 0).

Let (x : y : 1) ∈ EΛ, then the elliptic function ℘(z; Λ) − x has exactly two zeros z1 and z2 in
the fundamental regionF by Lemma 2.3.6 with ℘′(z1; Λ) = −℘′(z2; Λ) = ±y. It follows that there
exists exactly one z ∈ F such that expΛ(z + Λ) = (x : y : 1) and further

expΛ(−z + Λ) = (x : −y : 1) = − expΛ(z + Λ). (3.1)

As shown before, expΛ(0+Λ) = (0 : 1 : 0) and since this is the only point of EΛ at infinity, the map
expΛ is bijective.

For the homomorphism property consider points P,Q, R ∈ EΛ such that P+Q = R. In Chapter 1
we have shown that P,Q,−R span a hyperplane H : X + µY + νZ and for f (z) = ℘(z; Λ) +
µ℘′(z; Λ)+ ν it follows that f (z) = 0 if and only if expΛ(z +Λ) ∈ {P,Q,−R}. But the sum of the
zeros of an elliptic function inside the fundamental domainF lies inΛ by Lemma 2.3.6 and with (3.1)
we obtain

expΛ(exp
−1
Λ (P) + exp−1Λ (Q)) = R = P + Q = expΛ(exp

−1
Λ (P)) + expΛ(exp

−1
Λ (Q)).

■

With the uniformization map expΛ, we can relate the arrows:

Theorem 3.1.5. [Sil09, p. 171ff, Theorem 4.1.] Let expΛ : C/Λ → E and expΛ′ : C/Λ
′ → E ′ be

uniformizations of elliptic curves, then

HomEll(E, E ′) −→ HomTori(C/Λ,C/Λ
′)

φ 7−→ exp−1Λ′ ◦φ ◦ expΛ
expΛ′ ◦ψ ◦ exp−1Λ ←−[ ψ

is an isomorphism of abelian groups.
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3. Analytic = Algebraic

Proof. Both types of isogenies are surjective and map the identity to the identity, thus it remains to
show that a regular morphism becomes a morphism of Riemann surfaces, vice versa.

Let φ : E → E ′ be a non-zero isogeny, then φ is given by

(X : Y : Z) 7→ (F(X,Y, Z) : G(X,Y, Z) : H(X,Y, Z)),

where F,G and H are rational functions which can be chosen to be regular at a point P ∈ E by
Proposition 1.2.2. By construction, there exist charts f : U → V near P and g : U ′ → V ′ near φ(P)
given by coordinate projections and hence g ◦ φ ◦ f −1 is given by a regular and hence holomorphic
function.

Conversely, a non-zero isogenyψ : C/Λ→ C/Λ′ is given byψ(z+Λ) = αz+Λ′ byTheorem 2.2.5
with α ∈ C× such that αΛ ⊆ Λ′. Thus expΛ′ ◦ψ ◦ exp−1Λ is given by(

℘(z; Λ) :
℘′(z; Λ)

2
: 1

)
7→

(
℘(αz; Λ′) :

℘(αz; Λ′)
2

: 1

)
and since αΛ ⊆ Λ′ it follows for allω ∈ Λ that

℘(α(z + ω); Λ′) = ℘(αz + αω︸︷︷︸
∈Λ′

; Λ′) = ℘(αz; Λ′)

and hence ℘(αz; Λ′) is an elliptic function with respect to Λ and thus a rational function in ℘(z; Λ)
and℘′(z; Λ) byTheorem 2.3.7. The same holds for℘′(αz; Λ) and hence expΛ′ ◦ψ◦exp−1Λ is a rational
map and a morphism by Proposition 1.2.2. ■

3.2. Endomorphisms
With the uniformization theorem at hand, the endomorphism ring of an elliptic curve E is isomorphic
to {α ∈ C | αΛ ⊆ Λ},
whereΛ is the corresponding lattice. We start with a rough classification of these rings into two classes.

Lemma 3.2.1. [Sil09, p. 176, Theorem 5.5.] Let Λ = Zω1 + Zω2 ∼ Λτ be a lattice, then End EΛ

is either isomorphic to Z or to an order o in an imaginary quadratic extension K/Q, in which case
K = Q(τ).

Proof. Clearly End EΛ contains a copy of the integers, since nΛ ⊊ Λ for n > 1. Thus, suppose there
exists an α ∈ C \ Z such that αΛ ⊆ Λ, i.e.

αω2 = aω2 + bω1

αω1 = cω2 + dω1

for a, b, c, d ∈ Z. Dividing these two equations yields

τ =
aτ + b
cτ + d
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3.2. Endomorphisms

and thus τ satisfies cτ2 + (d − a)τ − b = 0. Since τ ∈ h it must be imaginary quadratic and if we
divide αω2 = aω2 + bω1 byω1 we obtain

ατ = aτ + b

andhenceα ∈ Q(τ). Lastly,α induces a linearmap λ 7→ αλ and is therefore a root of the characteristic
polynomial of this map, i.e.

0 = α2 − tr(α)α + det α = α2 − (a + d)α + ad − bc.

It follows that α is integral and o = {α ∈ Q(τ) | αΛ ⊆ Λ} is an order. ■

Definition 3.2.2. An elliptic curve E is said to have complex multiplication, respectively E is called a
CM curve, if its endomorphism ring is larger than the integers.

Next, we wish to classify these orders further in terms of the discriminant and relate it to the dis-
criminant of (the minimal polynomial of) τ.

Theorem 3.2.3. [Cox89, p. 103, 117, Exercise 5.7.] Let K = Q(
√

d) be an imaginary quadratic extension
ofQwith d a squarefree negative integer. Further, let

∆K =
4d if d ≡ 2, 3 mod 4

d if d ≡ 1 mod 4

and

σ∆K =
0 if∆K ≡ 0 mod 4

1 if∆K ≡ 1 mod 4
,

then
oK = Z+ Zω∆K ,

whereω∆K =
σ∆K

+
√
∆K

2 , and∆K is the discriminant of oK .

Proof. It is easy to see thatω∆K is integral, hence it suffices to show that for u, v ∈ Q and u + vω∆K

contained in oK it follows that u, v ∈ Z. Suppose first that d ≡ 1 mod 4, then

(u + vω∆K ) − (u + vω∆K ) = v
√

d ∈ oK

and v2d ∈ Z. As d is squarefree it follows that v ∈ Z and thus u = (u + vω∆K ) − vω∆K as well.
Suppose now that d ≡ 2, 3 mod 4 and recall that the norm and trace

N(u + v
√

d) = u2 − v2d,Tr(u + v
√

d) = 2u

are both integers. It follows that 4u2 − 4v2d ∈ 4Z and 4v2d ∈ Z. Since d is squarefree we obtain
2v ∈ Z and the congruence

(2u)2 − (2v)2d ≡ 0 mod 4.

We have that d ≡ 2, 3 mod 4 and every integral square is congruent to either 0 or 1modulo 4, thus
2u and 2v must be congruent to 0modulo 4 and hence u, v ∈ Z.
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3. Analytic = Algebraic

Finally, we can compute the discriminant

det
((
1 ω∆K

1 ω∆K

))2
= (ω∆K − ω∆K )

2 =
4d if d ≡ 2, 3 mod 4

d if d ≡ 1 mod 4
= ∆K .

■

Proposition 3.2.4. [HK13, p. 118ff, Theorem 5.1.7.] Let o ⊆ oK be any order, then there exists a unique
natural number f , called the conductor of f , such that

o = Z+ f oK = Z+ Z fω∆K

and∆(o) = f 2∆K .

Proof. SinceZ-submodules of freeZ-modules are again free and sinceo is strictly larger thanZ it follows
that o = Z + Zω and there exist integers e, f such thatω = e + fω∆K . Without loss of generality
we may assume that f ∈ N, then the index of o in oK is given by

det
((
1 e
0 f

))
= f

and thus fω∆K ∈ o. We now have a tower of orders oK ⊇ o ⊇ Z+ Z fω∆K with

(oK : o) = (oK : Z+ Z fω∆K ) = f

and hence o = Z+ Z fω∆k
and its discriminant is

∆(o) = det
((
1 fω∆K

1 fω∆K

))
= f 2∆K .

■

Now thatwe can describe every order simply by its conductor, we can give another descriptionmore
reminiscent of Theorem 3.2.3 using its discriminant.

Corollary 3.2.5. [HK13, p. 118ff, Theorem 5.1.7.] Let o∆ be an order of discriminant∆ and let

ω∆ =
σ∆ +

√
∆

2
,

where

σ∆ =
0 if∆ ≡ 0 mod 2

1 if∆ ≡ 1 mod 2
,

then o∆ = Z+ Zω∆.

Proof. Let f be the conductor of o∆, then∆ = f 2∆K and

det
((
1 ω∆

1 ω∆

))2
= ( f

√
∆K)

2 = f 2∆K .

It follows that Z+ Zω∆ is the unique order of conductor f . ■
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Proposition 3.2.6. [HK13, p. 129ff, Theorem 5.3.1.] Let τ ∈ F be an imaginary quadratic algebraic
number, aX2 + bX + c ∈ Z[X ] its primitive, integral minimal polynomial and ∆ = b2 − 4ac its
discriminant. Then o∆ is the endomorphism ring ofΛτ = Z+ Zτ andΛτ is an invertible, fractional
o∆-ideal.

Proof. Using the previous corollary, we can write o∆ as Z+ Zω∆ withω∆ = σ∆+
√
∆

2 , where

σ∆ ≡ ∆ ≡ b2 − 4ac ≡ b2 ≡ b mod 2.

First, we will show that o∆ is contained in EndΛτ , that is

o∆Λτ = Z+ Zω∆ + Zτ + Zω∆τ ⊆ Λτ,

thus we only need

ω∆ =
σ∆ +

√
∆

2
=
σ∆ + b − b +

√
∆

2
=
σ∆ + b

2
+ a
−b +

√
∆

2a
∈ Λτ,

and

ω∆τ =
σ∆ +

√
∆

2

−b +
√
∆

2
= −c +

σ∆ − b
2

τ ∈ Λτ .

It follows thatΛτ is a o∆-module and we have furthermore

aΛτΛτ = Za + Zaτ + Zaτ + Zaττ

= Za + Z
−b +

√
∆

2
+ Z
−b −

√
∆

2
+ Zc

= Za + Zb + Zc + Z
−b +

√
∆

2

= Z+ Z
−b +

√
∆

2
,

where the last equality comes from the primitivity of the minimal polynomial, i.e. (a, b, c) = 1.
Moreover b ≡ σ∆ mod 2 and hence the latter is equal to o∆. Finally, we obtain

EndΛτ = o∆ EndΛτ = aΛτΛτ EndΛτ = aΛτΛτ = o∆.

■

Corollary 3.2.7. [Cox89, p. 212, Corollary 10.20.] Let o be an order in K , then there exists a bijection

{o-CM elliptic curves}/ � −→ Cl(o)
E =̂ Λτ 7−→ [Λτ ]

Proof. For an o-CM curve E with corresponding lattice Λ, the normalized lattice Λτ is an invertible
o-ideal and gives rise to a class in Cl(o). Clearly, if [Λτ ] = [Λτ′], there exists a λ ∈ Quot o such that
Λτ = λΛτ′ but then the curves corresponding to Λτ and Λτ′ are isomorphic and hence the map is
injective and well-defined. For [a] ∈ Cl(o), the fractional ideal a is a lattice and hence there exists an
elliptic curve E � C/a with complex multiplication by o. ■

The finiteness of the class number of an order o implies that the number of isomorphism classes of
elliptic curves with complex multiplication by o is finite. Later we will introduce heights and reproof
this.
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4. Modular Everything
The previous chapters showed that the j-invariant classifies isomorphism classes, respectively homoth-
ety classes, of elliptic curves, complex tori and lattices and that the moduli space of these objects isA1.
The goal of this chapter is to construct moduli spaces, again algebraic curves, of more general objects,
namely two elliptic curves E and E ′with an isogeny φ : E → E ′ such that ker φ is cyclic. The approach
is reminiscent of what we did before: Construct two functions which map the upper half-plane toA2

and show that the image is a curve and that every point corresponds uniquely to an “isomorphism class
of isogenies”. In order to construct this map, we first have to investigate the j-invariant a bit more and
then introduce an analogue for certain subgroups of SL2(Z). As a bonus, we easily get the algebraicity
of the j-invariant of a CM curve.

4.1. More on the j-invariant
Here, we introduce a class functions which behave like the j-invariant and show that all such functions
are rational functions in j . While we’re at it, more properties of the j-invariant needed for the proof
of Theorem 0.0.1 are shown.

Definition 4.1.1. [Ser73, p. 80ff, Definition 2., 3., 4.] Let k be an integer. A weakly modular function
of weight k is a meromorphic function f : h → C ∪ {∞} such that

∀
(
a b
c d

)
∈ SL2(Z) : f

(
aτ + b
cτ + d

)
= (cτ + d)k f (τ).

Since f (τ + 1) = f (τ), every weakly modular function has a Fourier expansion

f (τ) =
∞∑

n=−∞
anq(τ)n, q(τ) = e2πiτ

and f is called modular function (of weight k) or f is meromorphic at the cusps if an = 0 for almost all
n < 0. If all an = 0 for all negative indices f is called a modular form (of weight k) or f is holomorphic
at the cusps. A modular form which is 0 at the cusps, i.e. the coefficient a0 is 0, is called a cusp form.

Remark. Apedestrian argument shows thatmodular forms formagradedC-algebra M∗ =
⊕

k∈Z Mk ,
where Mk denotes the C-vector space of modular forms of weight k . Furthermore, M∗ contains the
graded ideal S∗ =

⊕
k∈Z Sk , where Sk denotes the C-vector space of cusp forms of weight k . Lastly,

the set of modular functions of weight 0 form a field.

Lemma 4.1.2. [Ser73, p. 92, Proposition 8.] The functions G4,G6 and∆ aremodular forms of weight
4, 6 and 12 respectively.
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4. Modular Everything

Proof. The holomorphicity on h and the transformation property were already shown in Lemma 2.4.3
and it remains to verify that the Fourier expansions have the desired form. We use the identities

π cot(πτ) =
1

τ
+

∑
m≥1

( 1

τ + m
+

1

τ − m

)
and

π cot(πτ) = πi
q(τ) + 1

q(τ) − 1 = πi − 2πi
1 − q(τ)

= πi − 2πi
∑
n≥0

q(τ)n,

both of which hold for all τ ∈ h. Equating them and differentiating 2k times gives∑
m∈Z

1

(m + τ)2k
=

(2πi)2k

(2k − 1)!
∑
m≥1

m2k−1q(τ)m.

Setting τ = nτ and summing over n ≥ 1 gives∑
n≥1

∑
m∈Z

1

(m + nτ)2k
=

∑
n≥1

∑
m≥1

(2πi)2k

(2k − 1)!m
2k−1q(τ)nm

=
(2πi)2k

(2k − 1)!
∑
m≥1

∑
d |m

d2k−1q(τ)m

=
(2πi)2k

(2k − 1)!
∑
m≥1

σ2k−1(m)q(τ)m.

Since the left-hand-side remains the same after replacing n by −n, summing over n , 0 gives∑
n,0

∑
m∈Z

1

(m + nτ)2k
=

2(2πi)2k

(2k − 1)!
∑
m≥1

σ2k−1(m)q(τ)m.

Adding
∑

m,0
1

m2k to both sides shows that G4 and G6 are modular forms. Tracing through the defi-
nition, it can be seen that g2(τ)3, g3(τ)2 and g2(τ)3−27g3(τ)2 are modular forms of weight 12. ■

Theorem 4.1.3 (Jacobi). The identity

∆(τ) = (2π)12q(τ)
∏
n≥1

(1 − q(τ)n)24

holds for all τ ∈ h.

Proof. [Ser73, p. 95ff, Theorem 6.] ■

Theorem 4.1.4. [Cox89, p. 225, Theorem 11.8.] The j-invariant is a modular function of weight 0. Its
Fourier expansion

j(τ) =
∑
n≥−1

cnq(τ)n =
1

q(τ)
+ 744 + O(q(τ))

has non-negative, integral coefficients.
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Proof. By definition the j-invariant is the quotient of two modular forms of weight 12, with the de-
nominator nowhere 0 by Lemma 2.3.11, and hence it is a modular function of weight 0. With the
Fourier expansions of g2(τ) and∆(τ)we find

j(τ) = 1728

(
120π4

90 + 20(2π)4
∑

n≥1 σ3(n)q(τ)n
)3

(2π)12q(τ)
∏

n≥1(1 − q(τ)n)24

=
(1 + 240

∑
n≥1 σ3(n)q(τ)n)

3

q(τ)
∏

n≥1(1 − q(τ)n)24

=
1

q(τ)
+ 744 + O(q(τ)).

Since
∏

n≥1(1 − q(τ)n)24 ∈ ZJq(τ)K×, the Fourier expansion of j has integral coefficients and since
(1 − q(τ)n)−1 = 1+ q(τ)n +O(q(τ)2n) and 1 + 240

∑
n≥1 σ3(n)q(τ)n have non-negative coeffi-

cients, the coefficients of j-invariant are non-negative as well. ■

Theorem 4.1.5. The order of vanishing of f (τ) = j(τ) − j(σ) is 1 unless σ ∈ SL2(Z)i, where the
order is 2, or σ ∈ SL2(Z)

−1+
√
−3

2 , where the order is 3.

Proof. [Cox89, p. 221ff, Theorem 11.2.] ■

Theorem4.1.6. [Cox89, p. 226ff, Theorem 11.9.]The field ofmodular functions isC( j(τ)). Moreover
the subring of modular functions holomorphic on h isC[ j(τ)] and the subring of modular functions
holomorphic on h ∪ {∞} is C.

Proof. Let f (τ) be a modular function holomorphic on h ∪ {∞}. We will show that f (h ∪ {∞}) is
compact, whence themaximummodulus principle shows that f is constant. Thus, let ( j(τk))k≥0 be a
sequence in f (h∪{∞}) and by the SL2(Z)-invariance of f wemay assume that τk ∈ F. If there exists
a subsequence (τk∗)k∗≥0 such that Im τk∗ → ∞, then f (τk∗)→ f (∞) is a convergent subsequence in
the image. If the imaginary parts are bounded by some B, the elements of the sequence are contained
in the compact set F ∩ {τ | Im τ ≤ B} and hence there exist a convergent subsequences (τk∗)k∗≥0
and f (τk∗)k∗≥0.

Suppose now that f (τ) is a modular function holomorphic on h, then the Fourier expansion of f
has finitely many terms in negative powers of q(τ) and hence there exists a polynomial A(X) ∈ C[X ]
such that f (τ) − A( j(τ)) is a modular function holomorphic on h ∪ {∞} and thus constant.

Finally, suppose f (τ) is any modular function, then, since f (τ) is meromorphic, the number of
poles of f insideF is finite and hence

f (τ)
∏
τ∗∈F

vτ∗ ( f )<0

( j(τ) − j(τ∗))−vτ∗ ( f )

is modular and holomorphic in h and hence a polynomial in j(τ). ■
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4.2. Cyclic Sublattices and Congruence Subgroups
As before, instead of working with cyclic isogenies of elliptic curves directly, we use lattices. The cyclic
isogenies of elliptic curves correspond to sublatticesΛ′ ⊆ Λ, such thatΛ/Λ′ is cyclic. These sublattices
will be classified in terms of matrices and closely related subgroups of SL2(Z) are introduced.

Theorem 4.2.1 (Smith Normal Form). Let γ be an integral matrix, then there exist transformation
matrices η, η ′ ∈ SL2(Z) such that

ηγη ′ =

(
d2 0
0 d1

)
with d1 | d2. Furthermore d1 is, up to sign, the greatest common divisor of all 1 × 1-minors (i.e. the
entries of γ) and d2 is, up to sign, the greatest common divisor of all 2 × 2-minors (i.e. det γ).

Proof. [Rot03, p. 688, Theorem 9.58., p. 691, Theorem 9.64.] ■

Lemma 4.2.2. [Ros94, p. 28, Lemma 1.5.4.] Let N ≥ 1 be an integer and

γ =

(
a 0
0 a−1

)
∈ SL2(Z/NZ).

Then there exists a matrix Γ ∈ SL2(Z) such that Γ ≡ γ mod N .

Proof. Write γ as the product

γ =

(
a 0
0 a−1

)
=

(
1 a
0 1

) (
1 0
−a−1 1

) (
1 a
0 1

) (
0 −1
1 0

)
and let A, A′ ∈ Z such that A ≡ a mod N and A′ ≡ a−1 mod N . Then

Γ =

(
1 A
0 1

) (
1 0
−A′ 1

) (
1 A
0 1

) (
0 −1
1 0

)
∈ SL2(Z)

is a lift of γ. ■

Corollary 4.2.3. Let N ≥ 1 be an integer, then

πN :

{
SL2(Z) −→ SL2(Z/NZ)

Γ 7−→ Γ mod N

is a surjective group homomorphism.

Proof. The residue map is a ring homomorphism and thus π is a homomorphism of groups. Let γ be
a matrix in SL2(Z/NZ) and∆ any matrix in Mat2×2(Z) such that∆ ≡ γ mod N . Then there exist
matrices η, η ′ ∈ SL2(Z) such that η∆η ′ is a Smith normal form. By the previous lemma, πN (∆) lifts
to Γ ∈ SL2(Z) and hence η−1Γη ′−1 ∈ SL2(Z) is a lift of γ.1 ■

1Taken from M. Brandenburg’s comment in [ebe]
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Definition 4.2.4. [Kob84, p. 99ff] Let N ≥ 1 be an integer. The kernelΓ(N) of πN is called the prin-
cipal congruence subgroup of level N . Any subgroup of SL2(Z) containing a Γ(N) is called congruence
subgroup. The group SL2(Z) is also denoted byΓ(1). Clearly, congruence subgroups have finite index
in SL2(Z).

Example. [Kob84, p. 99ff] Let N ≥ 1 be an integer, then

Γ0(N) =

{(
a b
c d

)
∈ SL2(Z) | c ≡ 0 mod N

}

is a congruence subgroup.

Proposition 4.2.5. Let N ≥ 1 be an integer and denote by Mcyc(N) the set of matrices with Smith
normal form diag(N, 1), then there is a bijection

Γ0(N)\Γ(1) −→ Γ(1)\Mcyc(N)

Γ0(N)γ 7−→ Γ(1)

(
N 0
0 1

)
Γ0(N)γ

. (4.1)

Proof. First, let us note that Γ(1) diag(N, 1)Γ0(N) = Γ(1) diag(N, 1) since

Γ(1)

(
N 0
0 1

)
Γ0(N) ∋ η

(
N 0
0 1

) (
a b

Nc d

)
= η

(
a Nb
c d

) (
N 0
0 1

)
∈ Γ(1)

(
N 0
0 1

)
and

Γ(1)

(
N 0
0 1

)
∋ γ

(
N 0
0 1

)
= γ

(
N 0
0 1

) (
1 0
0 1

)
∈ Γ(1)

(
N 0
0 1

)
Γ0(N).

Let Γ0(N)γ , Γ0(N)γ′ be two cosets and assume Γ(1) diag(N, 1)γ = Γ(1) diag(N, 1)γ′, then
there exist η, η ′ ∈ Γ(1) such that

η

(
N 0
0 1

)
γ = η ′

(
N 0
0 1

)
γ′,

respectively (
N 0
0 1

)
γ′γ−1

(
N 0
0 1

)−1
= η ′−1η ∈ Γ(1).

The lower left entry of the matrix diag(N, 1)γ′γ−1 diag(N, 1)−1 can only be integral if the matrix
γ′γ−1 lies in Γ0(N), that is Γ0(N)γ = Γ0(N)γ′, which is impossible. Let Γ(1)σ ∈ Γ(1)\Mcyc(N),
then there exist matrices η, η ′ ∈ SL2(Z) such that ηση ′ = diag(N, 1) and it follows that

Γ(1)σ = Γ(1)

(
N 0
0 1

)
η ′−1 = Γ(1)

(
N 0
0 1

)
Γ0(N)η ′−1.

■
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Lemma 4.2.6. [Mil06, p. 203, Lemma 4.15.] Let N ≥ 1 be an integer and let

γ =

(
a b
c d

)
∈ Mcyc(N),

then there exists a representative σ ∈ Γ(1)γ such that

σ =

(
a′ b′

0 d ′

)
,

with a′ > 0, d ′ > 0, 0 ≤ b′ < d ′ and gcd(a′, b′, d ′) = 1.

Proof. Suppose a , 0 and c , 0 and let c = aq + r, |r | < |a | be the division with remainder, then(
1 0
−q 1

) (
a b
c d

)
=

(
a b
r ∗

)
.

Now,multiplying with S, we switch the rows (and change signs) and repeat until the lower left entry is
0. If the signs on the diagonal entries are wrong, we can multiply with S2 = −I and multiplying with
a matrix of the form Tq′ , we can ensure that 0 ≤ b′ < d ′. Finally, the restriction on gcd(a′, b′, d ′)
follows from the Smith normal forms of γ and σ being the same. ■

Definition 4.2.7. [Cox89, p. 235] Let Λ be a lattice and N ≥ 1 be an integer. A sublattice Λ′ ⊆ Λ is
called cyclic of index N ifΛ/Λ′ is a cyclic group of order N .

Proposition 4.2.8. [Cox89, p. 235, Lemma 11.24.] Let Λ′ ⊆ Λ be lattices, then Λ′ is a cyclic sublattice
of index N if and only if there exists a matrix σ ∈ Mcyc(N) such that Λ′ = σΛ. In particular, if
Λ = Λτ , thenΛ′ is homothetic toΛστ .

Proof. Follows from the Smith normal form. ■

Definition 4.2.9. [Cox89, p. 237] Let R be a commutative Z-algebra. An element α ∈ R is called
primitive if there exists no β ∈ R and no n ∈ Z>1 such that α = nβ.

Lemma 4.2.10. [Cox89, p. 237, Corollary 11.27] Let o be an order in the imaginary quadratic field K ,
Λ an invertible o-ideal and α ∈ o. Then αΛ ⊆ Λ is a cyclic sublattice of index N(α) if and only if α is
primitive.

Proof. LetΛ = Zω1 + Zω2 and let

γ =

(
a b
c d

)
be the matrix representing α, then (Λ : αΛ) = |det γ | = |N(α)|. The ring o is by construction
isomorphic to a matrix ring EndΛ and thus α is primitive in o if and only if the corresponding γ is
primitive in EndΛ, which holds if and only if gcd(a, b, c, d) = 1. ■
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4.3. Modular Curves
Earlier modular forms and functions were introduced as certain well-behaved functions satisfying a
transformation property under SL2(Z). We now extend the notion of a modular function of weight
0 to the subgroups Γ0(N) ⊆ SL2(Z) and as for the j-invariant we construct the field of all such
functions. In doing so, themodular curves will appear as the vanishing set of theminimal polynomials
of j(Nτ) over C( j(τ)).

Definition 4.3.1. [Cox89, p. 225] Let N ≥ 1 be an integer. Amodular function (of weight 0) and level
Γ0(N) is a meromorphic function f : h → C ∪ {∞} such that

∀
(
a b
c d

)
∈ Γ0(N) : f (γτ) = f (τ)

and
∀

(
a b
c d

)
∈ SL2(Z) : f (γτ) =

∑
n≥n0

anq(τ)
n
N

(by thatwemean f (γτ)has aFourier expansionwith finitelymany terms innegativepowers ofq(τ)
1
N ).

Clearly, the modular functions of weight 0 introduced earlier have level Γ(1) = SL2(Z).

Lemma 4.3.2. [Cox89, p. 226ff, Theorem 11.9.] Let N ≥ 1 be an integer. The functions j(τ) and
j(Nτ) are modular functions of weight 0 and level Γ0(N).

Proof. Earlier itwas shown that j(τ) ismodularwith level SL2(Z), hence it is alsomodularwithweight
Γ0(N). Let

γ =

(
a b

cN d

)
∈ Γ0(N),

then
j(Nγτ) = j

(
a(Nτ) + bN
c(Nτ) + d

)
= j

((
a bN
c d

)
Nτ

)
= j(Nτ).

By Lemma 4.2.6, the SL2(Z) orbit of γ ∈ Mcyc(N) contains an element

σ =

(
a b
0 d

)
with a > 0, d > 0 and (a, b, d) = 1. With such a representative we may compute the Fourier
expansion

∑
n≥−1

cnq
(

aτ + b
c

)n
=

∑
n≥−1

cnq
(

b
c

)n
q(a2τ)

n
N =

∑
n≥−1

cnq
(

b
c

)n
q(τ)

a2n
N

and hence j(Nτ) is modular of level Γ0(N). ■

Lemma 4.3.3. Let γ, γ′ ∈ SL2(Z). If Γ0(N)γ , Γ0(N)γ′, then j(Nγτ) , j(Nγ′τ).
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Proof. ByProposition4.2.5Γ(1) diag(N, 1)Γ0(N)γ , Γ(1) diag(N, 1)Γ0(N)γ′ andbyTheorem2.4.5
j(Nγτ) , j(Nγτ′). ■

Lemma 4.3.4. [Cox89, p. 229ff] Let {γ1, . . . , γr} be a set of right-coset representatives of Γ0(N) in
SL2(Z), then

Φpre
N (X, τ) =

r∏
i=1

(X − j(Nγiτ)) (4.2)

is a polynomial in C[X, j(τ)].

Proof. Wewill show that the coefficients (as a polynomial in X ) are modular functions with respect to
Γ(1), holomorphic on h, and hence polynomials in j(τ) by Theorem 4.1.6. By Proposition 4.2.5, the
value of j(Nγτ) depends only on the class Γ0(N)γ and by the previous lemma, the map j(Nγiτ) 7→
j(Nγiγτ) permutes the factors in (4.2) and it follows that for all γ ∈ Γ(1)

Φpre
N (X, γτ) = Φpre

N (X, τ).

Since the coefficients are polynomials in modular functions of level Γ0(N), their Fourier expansions
have only finitely many terms in negative powers of q(τ)

1
N and hence they are modular of level Γ(1).

Finally, the functions j(Nγiτ) are holomorphic on h and henceΦpre
N (X, τ) ∈ C[X, j(τ)]. ■

The polynomial ΦN (X,Y ) ∈ C[X,Y ] such that ΦN (X, j(τ)) = Φpre
N (X, τ) is called the N -th

modular polynomial and the curveY0(N) = V(ΦN ) ⊆ A2 is called the N -th modular curve.

Lemma 4.3.5. [Mil06, p. 184ff, Theorem 2.3.] The N -thmodular polynomialΦN (X,Y ) is irreducible
for all N ≥ 1.

Proof. BydefinitionΦN ( j(Nτ), j(τ)) = 0 and thus j(Nτ) is algebraic overC( j(τ)). Let f (X, j(τ)) ∈
C( j(τ))[X ] be the minimal polynomial of j(Nτ) over C( j(τ)). For γ a right-coset representative of
Γ0(N)Γ(1)we evaluate f ( j(Nτ), j(τ)) = 0 at γτ and obtain

0 = f ( j(Nγτ), j(γτ)) = f ( j(Nγτ), j(τ)),

since j(γτ) = j(τ), which shows that every root of ΦN (X, j(τ)) is also a root of f (X, j(τ)). With
Lemma4.3.3we have that the roots ofΦN (X, j(τ)) are distinct andhenceΦN (X, j(τ)) is theminimal
polynomial of j(Nτ) overC( j(τ)). ■

Lemma 4.3.6. [Cox89, p. 231, Theorem 11.18.] The N -th modular polynomialΦN (X,Y ) has integral
coefficients for all N ≥ 1.

Proof. Let
ΦN (X, j(τ)) = fr(τ)Xr + . . . + f0(τ),

then the coefficients f i(τ) are symmetric polynomials in j(Nγjτ), where γj are the coset representa-
tives ofΓ0(N)\SL2(Z) and hence f i(τ) ∈ Z[ζN ]((q(τ)

1
N )). Let π be an automorphism in theGalois
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group ofQ(ζN )/Q acting onQ(ζN )((q(τ)
1
N )) via the coefficients, then

π( j(Nγjτ)) = π( j(στ)) =
∑
n≥−1

cnπ
(
ζabnN

)
q(τ)

a2n
N

=
∑
n≥−1

cnζkabnN q(τ)
a2n
N ,

where π(ζN ) = ζkN with gcd(k, N) = 1. Setting b′ = kb and working backwards yields∑
n≥−1

cnζab
′n

N q(τ)
a2n
N = j

(
aτ + b′

d

)
= j(Nγ′τ).

Note that gcd(a, b′, d) = 1 since gcd(N, k) = 1. In other words, π permutes the j(Nγjτ) and
hence fixes the coefficients f i(τ), which then must be contained in Z((q(τ))). By construction there
exist polynomials Ai(X) such that f i(τ) = Ai( j(τ)) and since the coefficients of f (τ) and j(τ) are
integral, so are the coefficients of A and it follows thatΦN ∈ Z[X,Y ]. ■

Theorem 4.3.7. [Cox89, p. 226ff, Theorem 11.9.] The field of modular functions with respect to
Γ0(N) is equal to C( j(τ), j(Nτ)).

Proof. As shown earlier, the functions j(τ) and j(Nτ) are both modular with respect to Γ0(N). For
f (τ) a modular with respect to Γ0(N)we define

G(X, τ) =
r∑

i=1

f (γiτ)
∏
j,i

(X − j(Nγjτ)) (4.3)

and let γ ∈ Γ(1), then γi 7→ γiγ permutes the summands in (4.3), hence G(X, γτ) = G(X, τ) and
similarly to the proof of Lemma 4.3.4 it follows that G(X, τ) ∈ C( j(τ))[X ]. Moreover we have that∏

j,1

( j(Nτ) − j(Nγjτ)) =
∂ΦN

∂X
( j(Nτ), j(τ))

and thus
G( j(Nτ), τ) = f (τ)

∂ΦN

∂X
( j(Nτ), j(τ)).

AsΦN was shown to be irreducible, ∂ΦN

∂X ( j(Nτ), j(τ)) , 0 and f (τ) can be expressed as a quotient
of polynomials in j(τ) and j(Nτ). ■

Theorem 4.3.8. [Cox89, p. 235, Theorem 11.23.] Let N ≥ 1 be an integer. The N -th modular curve
Y0(N) parametrizes pairs of homothety classes of lattices (Λ′C×,ΛC×), where Λ′ ⊆ Λ is a cyclic sub-
lattice of index N .

Proof. Let (x, y) be a point in Y0(N), then, there exists, up to homothety, a lattice Λτ such that y =
j(τ) since the j-invariant is surjective. By construction x is equal to some j(Nγτ), where γ ∈ SL2(Z),
and since diag(N, 1)γ ∈ Mcyc(N), (

N 0
0 1

)
γΛτ ⊆ Λτ
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4. Modular Everything

is a cyclic sublattice of index N .
Conversely, for any pairs of lattices Λ′,Λ with Λ′ ⊆ Λ a cyclic sublattice of index N , there exists a

matrix
σ =

(
a b
c d

)
∈ Mcyc(N),

such thatΛ′ = σΛ. The Smith normal form of this matrix is then

ηση ′ =

(
N 0
0 1

)
.

Multiplying with η ′−1 we obtain ησ = diag(N, 1)η ′−1 and thus

Λ′ = σΛ = ησΛ =

(
N 0
0 1

)
η ′−1Λ

and it follows that j(Λ′) = j(Nη ′−1τ), whereΛ ∼ Λτ and hence the homothety classes ofΛ′ andΛ
define a unique point onY0(N). ■

Corollary 4.3.9. The modular curve Y0(N) parametrizes isogenies of elliptic curves of degree N with
cyclic kernel.

Proof. Let φ : E → E ′ be an isogeny, then

0 Λ C E 0

0 Λ′ C E ′ 0

is a commutative diagram of abelian groups with the middle vertical arrow an isomorphism and the
cokernelΛ/Λ′ is isomorphic to the kernel ker φ by the snake lemma. ■

Corollary 4.3.10. [Cox89, p. 237, Theorem 11.1.] Let E be an elliptic curvewith complexmultiplication
by o, then j(E) is algebraic.

Proof. Let Λ be a lattice corresponding to the elliptic curve E and let o = Z + Z fω∆, then fω∆ is
primitive. Further let N = |N( fω∆)|, then

0 = ΦN ( j( fω∆Λ), j(Λ)) = ΦN ( j(Λ), j(Λ)),

since fω∆KΛ ∼ Λ and thus j(E) = j(Λ) is algebraic. ■

Theorem 4.3.11 (Class field theory of imaginary quadratic fields). The absolute Galois group GQ acts
transitively on { j(E) | End E = o}. In particular if τ = −b+

√
∆

2a , there exists an automorphism π

such that
j(τ)π = j(o).

Proof. [Cox89, p. 220ff, Theorem 11.1.] ■
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5. The Theorem of André
We now present the proof of André’s Theorem following the paper [BMZ13] by Bilu, Masser and
Zannier, borrowing many details from Wüstholz [Wü14]. The “modular curve”-case in both papers
is more or less identical, whereas in the “line”-caseWüstholz performs a difficult (read: too difficult for
me) calculation to arrive at a linear form in two elliptic logarithms, and Bilu, Masser and Zannier (and
already André) use the transcendencemeasure ofMasser fairly effortlessly. However, their omission to
detail the effectivity of this step leaves a bitter taste and we use a theorem of Eisenstein, specifically a
version by Bilu and Borichev [BB13], to give explicit bounds and constants where possible. Alas, this
argument depends on the ability to compute the inverse function of j and an ineffective gap remains.

In order to clarify the presentation, we will first give the proof without spending any thought on
effectivity and use continuity arguments to ensure the existence of the relevant bounds and constants.

5.1. Ingredients
Definition 5.1.1. [Bak75, p. 2, p. 70] Let f be a polynomial inC[X1, . . . , Xn]. The (naive) height of f
is defined as

H( f ) = max
i1,...,in

| f i1,...,in |,

where f i1,...,in is the coefficient of X i1 · · · X in in f . For α ∈ Q and f ∈ Z[X ] its primitive minimal
polynomial we define the (naive) height of α as H(α) = H( f ).

Corollary 5.1.2. The set of algebraic numbers with bounded height and bounded degree is finite.

Proof. The set of integral polynomials with bounded degree and bounded coefficients is finite. ■

Theorem 5.1.3 (Gelfond’s Lemma). Let f (X) = f1(X) · · · fr(X) be a factorization of a complex
polynomial, then

H( f1) · · · H( fr) ≤ edeg f H( f ).

In particular, if f ∈ Z[X ] and α ∈ Qwith f (α) = 0, then H(α) ≤ edeg f H( f ).

Proof. [Bak75, p. 122ff, Lemma 2.] ■

Lemma 5.1.4. Let α ∈ Q with integral, primitive minimal polynomial f (X) =
∑n

i=0 f iX i ∈ Z[X ]
and let ρ ∈ Q×, then

H(ρα) ≤ H(ρ)nH(α).

Proof. Let r
s be the reduced fraction of ρ, then

f̃ (X) = rn f
( s
r

X
)
= fnsnXn + fn−1sn−1r Xn−1 + . . . + rn f0 ∈ Z[X ]

is the integral, primitive minimal polynomial of ρα and thus H(ρα) ≤ H(ρ)nH(α). ■
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Lemma 5.1.5. Let τ and τ′ be imaginary quadratic numbers with primitive, integral minimal polyno-
mials aX2 + bX + c and a′X2 + b′X + c′ respectively, then

H(τ + τ′) ≤ 10e4 max{H(τ), H(τ′)}4.
Proof. We compute an integral, primitive polynomial f (Z) with deg f = 4 and f (τ + τ′) = 0 in
SAGE [Dev16]:
var('a,b,c,ap,bp,cp')
R.<X,Y,Z>=PolynomialRing(Frac(QQ[a,b,c,ap,bp,cp]), order="lex")
I=R.ideal([a*X^2+b*X+c,ap*Y^2+bp*Y+cp,Z-X-Y])
GB=I.groebner_basis()
f(Z)=(a*ap)^2*GB[-1]

The coefficients of f (Z) are homogeneous polynomials in a, b, c, a′, b′, c′ of degree 4 with at most
10 terms. Since τ and τ′ need not be algebraically independent, we use Gelfond’s inequality, which
increases the constant factor by e4. ■

Lemma 5.1.6. Let τ = −b+
√
∆

2a be imaginary quadratic with integral, primitive minimal polynomial
aX2 + bX + c. Further suppose τ ∈ F, then H(τ) ≤ 2|∆|.

Proof. If τ ∈ F, then |Re τ | = ��� b
2a

��� ≤ 1
2 and

√
|∆ |
2a ≥

√
3
2 and it follows that

|b| ≤ |a | ≤
√
|∆|
√
3
.

The norm N(τ) is equal to c and we estimate

|c | = |N(τ)| =
������ b2 −

√
∆

4a2

������ ≤ 1

4
+

√
|∆| ≤ 5

4

√
|∆|.

Combining the estimates for |a |, |b| and |c| we obtain the crude estimate H(τ) ≤ 2|∆|. ■

Corollary 5.1.7. Let τ1, τ2 be imaginary quadratic and let ρ be a rational number, then

H(2(τ2 − ρτ1)) ≤ 320e4H(ρ)4 max{|∆1 |, |∆2 |}4.
Lemma 5.1.8. Let F(X,Y ) ∈ C[X,Y ] and let u ∈ C, then

H(F(X,Y + u)) ≤ (2|u|)degF deg(F)2H(F).

Proof. The coefficient of X iY j in F(X,Y + u) is

degY F∑
k=j

f i, j

(
k
j

)
uk−j

and we estimate crudely�������
degY F∑
k=j

f i, j

(
k
j

)
uk−j

������� ≤
∑
i, j

| f i, j |(2|u|)degF ≤ (2|u|)degF deg(F)2H(F).

■
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Note that there are different notions of height functions, e.g. the Weil height, which makes estimat-
ing the height of sums and products of algebraic numbersmore natural. We stick with the naive height
because it is easy to compute and the transcendence results used in the proof, due to Baker [Bak75] and
Masser [ZM12], both use naive heights:

Theorem 5.1.9. Fix a branch for log and let α0, α1, β0 ∈ Q
×
with

A ≥ max{H(α0), H(α1)},
B ≥ max{H(β0), 2},
d ≥ max{deg α0, deg α1, deg β0}.

Let
Λ = β0 log α0 − log α1,

then there exists an effectively computable constant CB depending on A and d, such that eitherΛ = 0
or |Λ| > B−CB .

Proof. [Bak75, p. 31, Theorem 3.1.] ■

Baker’s theorem appears in an exponential version and we need the following lemma:

Lemma 5.1.10. Let z ∈ Cwith |ez − 1| ≤ 1
2 , then |z | ≤ 2|ez − 1|.

Proof. Since |ez − 1| ≤ 1
2 , we estimate with the Taylor expansion of the logarithm

|z | = |log(1 + x)| =
������
∑
n≥1

(−1)n+1xn

n

������ ≤
∑
n≥1

|x |n
n
≤ |x |

∑
n≥0

1

2n
= 2|ez − 1|.

■

Corollary 5.1.11. With notation as above. If |αβ0
0 α−11 − 1| ≤

1
2 , then either

|αβ0
0 α−11 − 1| >

1

2
B−CB,

or αβ0
0 α−11 = 1.

Theorem 5.1.12. Let σ ∈ C with j(σ) ∈ Q and let τ ∈ Q be imaginary quadratic. Then there exists
an effectively computable constant CM depending on σ, such that either τ = σ or

log|τ − σ | > −CM(1 + (log H(τ))4).

Proof. [ZM12, p. 143ff, Appendix E] ■

Next, we will investigate the similarity of the functions j(τ) and q(τ)−1 for large Im τ and give
explicit bounds for their difference.
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Lemma 5.1.13. [Wü14, Lemma 2.1., Corollary 2.1.] Let τ ∈ F and suppose Im τ ≥ log 1728
2π , then

1 − 1728e−2π Imτ ≤ | j(τ)q(τ)| ≤ 1 + 1728e−2π Imτ

and if Im τ ≥ log 3456
2π we further have 1

2 ≤ | j(τ)q(τ)| ≤ 2.

Proof. The latter inequalities follow from the first since |1728e−2π Imτ | ≤ 1
2 for Im τ ≥ log 3456

2π . We
use the Fourier expansion of j(τ) and the triangle inequalities to obtain���1 − ���q(τ)∑

n≥0
cnq(τ)n������ ≤ | j(τ)q(τ)| ≤ 1 + ���q(τ)∑

n≥0
cnq(τ)n���.

Since |q(τ)| = e−2π Imτ ≤ e−2π for Im τ ≥ 1, we can estimate���q(τ)∑
n≥0

cnq(τ)n��� ≤ e−2π Imτ
∑
n≥0

cne−2πn = e−2π Imτ( j(i) − e2π) ≤ 1728e−2π Imτ, (5.1)

which gives the upper bound. If Im τ ≥ log 1728
2π it follows that (5.1) is less than or equal to 1 and hence

the outer absolute value in the lower bound can be omitted, i.e.���1 − ���q(τ)∑
n≥0

cnq(τ)n������ ≥ 1 − ���q(τ)∑
n≥0

cnq(τ)n��� ≥ 1 − 1728e−2π Imτ .

■

In the proof we also have to relate j(τ)−ρ and q(τ)ρ, for ρ ∈ Q>0, which takes a bit more effort.

Lemma 5.1.14. [Wü14, Proposition 2.1.] Let ρ ∈ R>0 and suppose Im τ ≥ 2ρ+log 3456
2π , then

j(τ)−ρ − q(τ)ρ = q(τ)1+ρϑ(q(τ))

with |ϑ(q(τ))| ≤ 3456e2ρ.

Proof. We write j(τ)q(τ) as

j(τ)q(τ) = 1 + q(τ)
∑
n≥0

cnq(τ)n = 1 + q(τ)ϕ(q(τ)) = 1 + x (5.2)

and note that, by Lemma 5.1.13, |x | is bounded by 1
2 if Im τ ≥ log 3456

2π . We compute the ρ-th power of
j(τ)q(τ) as

eρ log(1+x) =
∑
n≥0

ρn

n!
*,
∑
m≥1

(−1)m+1xm

m
+-
n

= 1+ x
∑
n≥1

ρn

n!
*,
∑
m≥0

(−1)mxm

m + 1
+-
n

= 1+ xψ(x) (5.3)

and we bound ψ(x) by

|ψ(x)| ≤
∑
n≥1

ρn

n!
*,
∑
m≥0

|x |m
m + 1

+-
n

≤
∑
n≥1

ρn

n!
*,
∑
m≥0
|x |m+-

n

≤
∑
n≥0

(2ρ)n

n!
= e2ρ,
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thus |xψ(x)| ≤ 1
2 if Im τ ≥ 2ρ+log 3456

2π . We now invert (5.3) to obtain

j(τ)−ρq(τ)−ρ =
1

1 + xψ(x)
= 1 − xψ(x)

1 + xψ(x)
,

respectively

j(τ)−ρ − q(τ)ρ = q(τ)1+ρ ϕ(q(τ))ψ(x)
1 + xψ(x)

and we estimate �����ϕ(q(τ))ψ(x)
1 + xψ(x)

����� ≤ 1728
|ψ(x)|

1 − |xψ(x)| ≤ 3456e2ρ.

■

Corollary 5.1.15. [Wü14, Lemma 2.5.] Let τ1, τ2 ∈ F, γ ∈ C and c, ρ ∈ R>0 with

Im τ1 ≥
2ρ+ log 3456 + ρ log 4 + log|γ |

2πρ

and suppose that the inequalities

| j(τ1)ρ j(τ2)−1γ−1 − 1| ≤ ce−2πρ Imτ1 (5.4)

and
|q(τ1)−ρq(τ2)| ≤ 4ρ |γ | (5.5)

hold. We may then replace j(−)with q(−)−1 in (5.4) to obtain

|q(τ1)−ρq(τ2)γ−1 − 1| ≤ c′e−2π min{1,ρ} Imτ1,

at the cost of the worse constant

c′ = 2ρc + 13824e + 3456eρ

Proof. We write |q(τ1)−ρq(τ2)γ−1 − 1| as����� q(τ2) − γq(τ1)ρ

γq(τ1)ρ
����� =

����� j(τ2)−1 − γ j(τ1)−ρ − j(τ2)−1 + q(τ2) + γ j(τ1)−ρ − γq(τ1)ρ

γq(τ1)ρ
����� ,

which we bound using the triangle inequality by

����� j(τ2)−1 − γ j(τ1)−ρ

γq(τ1)ρ
�����︸                     ︷︷                     ︸

I

+
����� j(τ2)−1 + q(τ2)−1

γq(τ1)ρ
�����︸                   ︷︷                   ︸

I I

+
����� j(τ1)−ρ − q(τ1)ρ

q(τ1)ρ
�����︸                 ︷︷                 ︸

I I I

.

For the first absolute value we have

I = | j(τ1)q(τ1)|−ρ | j(τ2)−1 j(τ1)ργ−1 − 1| ≤ 2ρce−2πρ Imτ1
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by Lemma 5.1.13. For the second absolute value we use (5.5) and Lemma 5.1.14 with ρ = 1 to obtain

I I ≤ 3456e|q(τ2)2 |
|γq(τ1)ρ |

≤ 13824e|q(τ1)ρ |.

Note that sincewehave (5.5), τ2 fulfills the requirements of thebothLemmas, i.e. Im τ2 ≥ ρ+log 3456
2π as

soon as Im τ1 ≥ 2ρ+log 3456+ρ log 4+log |γ |
2πρ . Finally, we bound the last absolute value using Lemma 5.1.14

again to obtain
I I I ≤ 3456eρ |q(τ1)|

and the desired inequality follows. ■

5.2. The Proof
Definition 5.2.1. A point (x, y) ∈ A2 is called special if there exist τ1, τ2 ∈ h, each imaginary quadratic,
such that x = j(τ1) and y = j(τ2).

Let C = V(F) ⊆ A2 be an algebraic curve with F(X,Y ) ∈ Q[X,Y ]. We embedA2 into P1 × P1
and denote byC the Zariski closure ofC inP1×P1. We are interested inC at infinity, that is, the points
in

C ∩ (P1 × {∞} ∪ {∞} × P1)
and we note that (∞,∞) ∈ C if (0, 0) is a root of XdegX FY degY FF

(
1
X ,

1
Y

)
, (x,∞) ∈ C if (x, 0) is a

root ofY degY FF
(
X, 1Y

)
and similarly (∞, y) ∈ C if (0, y) is a root ofY degX FF

(
1
X ,Y

)
. In particular,

if C is not a line, C ∩ P1 × {∞} and C ∩ {∞} × P1 are always non-empty.

Theorem 5.2.2. [And98; BMZ13; Wü14] Let C ⊆ A2 be a curve defined by F(X,Y ) ∈ Q[X,Y ] and

( j(τ1), j(τ2)) =
(

j
(
−b1 +

√
∆1

2a1

)
, j

(
−b2 +

√
∆2

2a2

))
∈ C

a special point.

1. If (∞,∞) ∈ C and |∆1 | ≥ |∆2 |, then there exists a constant Bmodular such that

|∆1 | ≤ Bmodular

or ( j(τ1), j(τ2)) lies on some modular curveY0(N)with N ≤ deg(F)2.

2. If (∞, j(σ)) ∈ C and |∆1 | ≥ |∆2 |, then there exists a constant Bline such that

|∆1 | ≤ Bline

or ( j(τ1), j(τ2)) lies on the lineA1 × { j(σ)}.
Analogous statements hold if |∆1 | ≤ |∆2 |.
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In the proofs of both cases we replace P = ( j(τ1), j(τ2)) ∈ C with

Pπ ∈ Cπ,

where π ∈ GQ is chosen such that j(τ1)π = j(o∆1) if |∆1 | ≥ |∆2 | and j(τ2)π = j(o∆2) if
|∆2 | ≥ |∆1 |. This is justified sincemodular curves are defined overZ and are geometrically irreducible
and the Galois conjugate of a line is still a line.

Modular Case. [Wü14] Let ( j(τ1), j(τ2)) ∈ C with τ1 =
σ∆1+

√
∆1

2 and |∆1 | ≥ |∆2 |. Further, let
F̃ be the reciprocal of F, that is

F̃(X,Y ) = XdegX FY degY FF
( 1

X
,
1

Y

)
,

and hence F̃(0, 0) = 0 and H(F̃) = H(F). The local parametrization theorem A.0.4 provides a
Puiseux series

Y (x) =
∑
n≥1

anx
n
e = ak x

k
e + x

k+1
e Θ

(
x

1
e

)
(5.6)

with max{k, e} ≤ deg F and convergence radius c1. In particular it follows that
(
X, Y(X

e)

Xk

)
is a root

of G(X,Y ) = X−mF̃(X, XkY ), where m ∈ N0 is chosen to be the largest integer such that G(X,Y )
is a polynomial, and thus G(0, ak) = 0 and ak is algebraic with degree bounded by (deg F)2 and
height bounded by e(degF)2 H(F) by virtue of Gelfond’s Lemma. We restrict the convergence radius
to c2 =

c1
2 , thereby ensuring thatΘ(t) is holomorphic in Bc2(0) and thus |Θ(t)| ≤ c3.

Inserting x = j(τ1)−1,Y (x) = j(τ2)−1 into (5.6) yields

j(τ2)−1 = ak j(τ1)−
k
e + j(τ1)−

k+1
e Θ

(
j(τ1)−

1
e

)
which we rearrange as

j(τ2)−1 j(τ1)
k
e a−1k − 1 = j(τ1)−

1
eΘ

(
j(τ1)−

1
e

)
(5.7)

and
j(τ2)−1 j(τ1)

k
e = ak + j(τ1)−

1
eΘ

(
j(τ1)−

1
e

)
.

Forbothwe choose Im τ1 sufficiently large, use theupperbound for |Θ(t)| and combinewithLemma5.1.13
to obtain

| j(τ2)−1 j(τ1)
k
e a−1k − 1| ≤ c3 |q(τ1)

1
e |

and
|q(τ2)q(τ1)−

k
e | ≤ 4

1
e |ak |.

Lemma 5.1.15 now shows that

|q(τ2)q(τ1)−
k
e a−1k − 1| ≤ c4e−

2π Im τ1
e
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and if Im τ1 ≥ log c4+log 2
2π Corollary 5.1.11 shows that

−CB log B < log(2c4) −
2π Im τ1

e

or 2(τ2 − k
e τ1) log(−1)− log ak = 0. Since we have assumed that |∆1 | ≥ |∆2 |, Corollary 5.1.7 shows

that B is bounded by c5 |∆1 |4 and after some algebraic manipulation we end up with an inequality of
the form

|∆1 | ≤ c log|∆1 | + c′,

with c > 0, which eventually becomes inconsistent for |∆1 | large enough. If so (−1)2(τ2− k
e τ1) =

ak ∈ Q, which is, by the theorem of Gelfond-Schneider [Bak75, p. 11, Theorem 2.4.], impossible
unless 2

(
τ2 − k

e τ1
)
= 0 and then

τ2 =
k
e
τ1 =

(
k 0
0 e

)
τ1,

and hence ( j(τ1), j(τ2)) ∈ Y0(ke). ■

Line Case. [BMZ13] Let (∞, j(σ)) ∈ C , ( j(τ1), j(τ2)) ∈ C and assume again that τ1 =
σ∆1+

√
∆1

2
and |∆1 | ≥ |∆2 |. Unlike before, we introduce a partial reciprocal polynomial

F̃(X,Y ) = XdegX FF
( 1

X
,Y

)
,

which satisfies F̃(0, j(σ)) = 0, H(F) = H(F̃) and degX(F) = degX(F̃). As before, the local
parametrization theorem provides a convergent Puiseux series

Y (x) = j(σ) +
∑
n≥1

anx
n
e

with convergence radius c1, which is used to obtain the inequality

| j(τ2) − j(σ)| ≤ c2e−2πρ Imτ1 (5.8)

for Im τ1 sufficiently large. Let

κ =


1 if σ , i, −1+

√
−3

2

2 if σ = i

3 if σ = −1+
√
−3

2

then, by Theorem 4.1.5, the function

ϕ(τ2) =
j(τ2) − j(σ)
(τ2 − σ)κ

,

is holomorphic and non-zero in a closed disk Br(σ) and hence there exists a constant c3 > 0 such that
|ϕ(τ2)| ≥ c3, respectively

| j(τ2) − j(σ)| ≥ c3 |τ2 − σ |κ . (5.9)
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Combining (5.8) and (5.9) yields

κ log|τ2 − σ | ≤ log
c2
c3
− 2πρ Im τ1,

which we combine with Masser’s transcendence measure 5.1.12, Lemma 5.1.6 and the assumption that
|∆1 | ≥ |∆2 | to obtain

−κCM(1 + (log 2 + log|∆1 |)4) ≤ log
c2
c3
− πρ|∆1 |

or τ2 = σ. As before, if |∆1 | is sufficiently large, the inequality becomes inconsistent and then
( j(τ1), j(τ2)) ∈ A1 × { j(σ)}. ■

Proof of 0.0.1. By definitionC contains infinitelymany special, hence algebraic, points and is therefore
defined over Q. As shown in Corollary 5.1.2 the number of singular moduli j

(
−b+

√
∆

2a

)
with |∆|

bounded is finite andTheorem 5.2.2 implies that all but finitelymany special points lie on finitelymany
vertical or horizontal lines, or finitely many modular curves. Since C is assumed to be irreducible, of
pure dimension 1 and not equal to a vertical or horizontal line, it must be a modular curve. ■

5.3. Effectivity
Wewill now sketch how to make the previous proof partially effective. Our main tool for this task is a
theorem of Bilu and Borichev:

Theorem 5.3.1 (Bilu-Borichev). Let F(X,Y ) ∈ Q[X,Y ] be irreducible and

Ψ(X) =
∑
k≥κ

akX
k
e ∈ Q((X

1
e ))

a formal Puiseux series satisfying F(X,Ψ(X)) = 0. Further, let ∆Y(F) be the normalized discrimi-
nant of F(X,Y ) ∈ C[X ][Y ] such that the coefficient of the smallest power of X in∆Y(F) is 1. Then

|ak | ≤ A′A
k
e −⌊

κ
e ⌋

for all k ≥ κ, with A′ = 3H(F) and A = max{2H(∆Y(F)), (6H(F))degY (F)}.
Proof. [BB13, Theorem 6.3.] ■

In the proof we used convergent Puiseux Ψ(x) series at a point x0 with convergence radius given
by the distance between x0 and the nearest branch point. All branch points can be computed by, for
example, computing a Gröbner basis of the polynomial system

{F(X,Y ),
∂F
∂Y

(X,Y )}.
However, the theoremofBilu andBorichev already provides explicit lower bounds for the convergence
radius, so we might just as well take these. In (5.6), instead of using continuity, the theorem of Bilu-
Borichev allows us to estimate ���Θ (

x
1
e

) ��� ≤ ∑
n≥k+1

A′A
n
e |x | ne
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and for x ≤ 1
2A we obtain with a geometric series argument the upper bound 2A. The same argument

is used for the upper bound in the “line” case and we do not repeat it.
For the lower bound in (5.9) we construct an auxiliary polynomial G(X,Y ) in several steps. First,

let F̃(X,Y ) be the partial reciprocal with F̃(0, j(σ)) = 0, then define

F̂(X,Y ) = F̃(X,Y + j(τ2))

and hence F̂(0, j(σ) − j(τ2)) = 0 and the height of F̂ can be estimated using Lemma 5.1.8 in terms
of H(F) and | j(τ2)|, which can be effectively bounded using (5.8). Finally, we define

G(X,Y ) = Y degY F F̂
(
X,

1

Y

)
,

such that
G(0, ( j(τ2) − j(σ))−1) = 0

and we may use the theorem of Bilu-Borichev for this polynomial and obtain

| j(τ2) − j(σ)| ≥ c3

for | j(τ1)| ≥ c4. As in the proof, we require r be a non-zero radius around σ such that ϕ(τ2) , 0 for
τ2 ∈ Br(σ) \ {σ}. By the maximum modulus principle, the minimum of |ϕ(τ2)| is assumed at the
boundary and hence

min
|τ2−σ | ≤r

����� j(τ2) − j(σ)
(τ2 − σ)κ

����� = min
|τ2−σ |=r

����� j(τ2) − j(σ)
(τ2 − σ)κ

����� ≥ 1

rκ
| j(τ2) − j(σ)| ≥ c3

rκ
,

respectively
| j(τ2) − j(σ)| ≥ c3

rκ
|τ2 − σ |κ .

The missing piece of the puzzle is the radius r , which depends of course on σ. If, for example, σ is
close to i, then − 1

σ is also close to i and r must be small enough to exclude − 1
σ since otherwise the

assumption that the minimum of ����� j(τ2) − j(σ)
(τ2 − σ)κ

�����
is assumed at the boundary of Br(σ) and is bounded by an effective constant, is no longer true.
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A. Local Parametrizations of Algebraic
Curves

Convention. All algebraic curves are assumed to be plane curves. While the results presented here hold
in general, this restriction simplifies a few definitions.

Let C : F(X,Y ) = 0 ⊆ A2 be an affine algebraic curve and P a point on C . We are seeking a local
parametrization at P, that is, a(n ideally) holomorphic function φ : Bε(0)→ C such that

C ∩ (Bε(0) ×U) = {(z, φ(z)) | z ∈ Bε(0)},
where U ⊆ C is open.

A1

P Q R

Figure A.1.: The singular curveY 2 = X3 + X2 and the coordinate projection

As can be seen in Figure A, the number of preimages of a point x0 ∈ A1 is equal to the number of
distinct roots of f (x0,Y ) ∈ C[Y ]. If this polynomial has multiple roots, the point x0 is called a branch
point (with respect to x) and its preimages corresponding to the multiple roots are called ramification
points (with respect to x). Clearly, y0 is a multiple root of f (x0,Y ) if and only if ∂ f

∂Y (x0, y0) = 0
and it follows that a singular point Q ∈ C is a ramification point for both coordinate projections x
and y and a non-singular point is unramified with respect to at least one coordinate projection. In
this sense, finding a local parametrizations at a singular points is entirely subsumed by finding local
parametrizations at ramified points.

We begin with the unramified case, for which the Implicit Function Theorem will give a holomor-
phic local parametrization.

Lemma A.0.1. [FS09, p. 270] Let C ⊆ C a closed, non-intersecting loop in positive orientation and
D the domain bounded by C. Moreover let f : D → C ∪ {∞} be a meromorphic and g : D → C a
holomorphic function. Then

I :=
1

2πi

∫
C

g(z)
f ′(z)
f (z)

dz =
∑
z0∈D

g(z0)vz0( f ).
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In particular, if f is holomorphic on D and g = 1, respectively g(z) = z, the integral I counts the
zeros of f in D, respectively I is the sum of all zeros in D.

Proof. It suffices to check this for a single zero or pole in D, as the general case then follows from the
residue theorem. Thus let z0 in D, then f (z) = (z − z0)vz0 ( f ) f̃ (z), with f̃ (z) holomorphic and
non-zero on D. Elementary manipulation shows that

f ′(z)
f (z)

=
vz0( f )
z − z0

+
f̃ ′(z)

f̃ (z)
,

where the latter fraction is holomorphic on D and hence

I =
1

2πi

∫
C

g(z)
f ′(z)
f (z)

dz =
1

2πi

∫
C

g(z)
vz0( f )
z − z0

dz = g(z0)vz0( f )

by the residue theorem. ■

Theorem A.0.2 (Implicit Function Theorem). [For99, p. 52ff, Lemma 8.7.] Let F(X,Y ) be a poly-
nomial in C[X,Y ] and let 0 be a simple zero of F(0,Y ). Then there exists a real number ε > 0 and a
holomorphic function φ such that φ(0) = 0 and

F(x, φ(x)) = 0,

for all x with |x | < ε.

Proof. The function F : C2 → C is continuous, hence there exists a radius r > 0 such that F(0,Y )
has a single zero inside {y ∈ C | |y | < r} and no zeros on the boundary {y ∈ C | |y | = r}. Again,
by the continuity of F, there exists a radius r ′ > 0 such that

F(x, y) , 0,∀(x, y) ∈ {(x, y) ∈ C2 | |x | < r ′, |y | = r} =: Ω.

Consequently the function
∂F
∂Y (x, y)

F(x, y)

is analytic inΩ and the integral

n(x) =
1

2πi

∫
|y |=r′

∂F
∂Y (x, y)

F(x, y)
dy

defines a function n(x) which counts the number of zeros of F(x,Y ) with |Y | < r by Lemma A.0.1.
As this function is analytic, locally constant and satisfies n(0) = 1, it follows that n(x) = 1 for all x
with |x | < r ′ and hence, by the same reasoning as before, the analytic function

φ(x) =
1

2πi

∫
|y |=r

y

∂F
∂Y (x, y)

F(x, y)
dy

satisfies φ(0) = 0 and F(x, φ(x)) = 0 for |x | < r ′. ■
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If the covering is ramified, the implicit function theorem is no longer applicable and we have to
extend the notion of a local parametrization.

Definition A.0.3. Let z be an indeterminate, e ∈ N and n0 ∈ Z. A series

f (z) =
∑
n≥n0

anz
n
e

is called a formal Puiseux series. It is convergent (with convergence radius r) if f (ze) is a convergent
Laurent series (with convergence radius r

1
e ). A convergent Puiseux series is not a function but for a

choice of ξ
1
e it can be evaluated like a convergent powerseries.

TheoremA.0.4. [FS09, p. 495ff, TheoremVII.7]Let F(X,Y ) ∈ C[X,Y ]be irreduciblewith F(0, 0) =
0, then there exists a natural number e ≤ degY F, a radius r > 0 and a holomorphic function
Ψ: Br(0)→ C such that

F(ze,Ψ(z)) = F
(
z,Ψ

(
z

1
e

))
= 0.

The radius r can be chosen as the distance between 0 and the nearest root of F(0,Y ).

Proof. Consider F as polynomial inY , that is

F(X,Y ) = fn(X)Y n + fn−1(X)Y n−1 + . . . + f0(X) ∈ C[X ][Y ]

anddenote by∆Y(F)(X) ∈ C[X ] its discriminant. Since F is irreducible,∆Y(F)(X) is not identically
0 and more precisely∆Y(F)(x0) = 0 if and only if there exists a y0 ∈ C such that

F(x0, y0) =
∂F
∂Y

(x0, y0) = 0,

or, in other words, x0 is a branch point of the covering x : V(F) → A1. Let r > 0 be the distance
between 0 and the nearest branch point, then ∆Y(F)(x1) , 0 for all x1 with 0 < |x1 | < r and for
such an x1, the polynomial F(x1,Y ) has n pairwise distinct roots y1, . . . , yn.

Using the implicit function theorem we find analytic functions

Y1, . . . ,Yn : Bε(x1)→ A1,

which satisfy Yi(x1) = yi and F(ξ,Yi(ξ)) = 0 for |x1 − ξ | < ε. As this works for all x1 with
0 < |x1 | < r , the functions Yi can be analytically continued to Ỹi : B◦r (0) → A1. Note that these
functions need not be single-valued and we define π(Yi) the function obtained by analytically contin-
uing Yi counter clock-wise around the origin (see Figure A.2) and then restricting it back to a neigh-
bourhood of x1. As this function satisfies F(ξ, π(Yi)(ξ)) = 0 and the process is reversible, it follows
that π is a permutation ofY1, . . . ,Yn.
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Figure A.2.: Continuing the local parametrizations around the branch point

By the continuity of polynomial roots, we may pick a function Ỹi(ξ) such that limξ→0 Ỹi(ξ) = 0.
Then there exists a minimal e ∈ N such that πe(Ỹi) = Ỹi and we define

Φ(ξ) = Ỹi(ξe),

which is holomorphic for0 < |ξ |e < r and satisfies F(ξe,Φ(ξ)) = 0. Lastly, wehave limξ→0Φ(ξ) =
0 and henceΦ can be analytically continued to Br(0) by Morera’s theorem [FS09, p. 743, B.6.]. ■
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Definition B.0.1. [Hat02, p. 56] Let p : X̃ → X be a continuous function. An open subset U of X
is called evenly covered, if p−1(U) is a disjoint union of open subsets, called sheets, of X̃ , each homeo-
morphic to U via p.

The map p is called a covering (map), or X̃ is said to be a covering space of X , if every x ∈ X is
contained in an evenly covered open neighbourhood.

Definition B.0.2. [Hat02, p. 25] Let X be a topological space. A path in X is a continuous function
f : [0, 1]→ X . For two paths f , g : [0, 1]→ X with f (1) = g(0), the concatenation f � g is defined
as

f � g(t) =
 f (2t) if 0 ≤ t ≤ 1

2

g(2(1 − t)) if 1
2 < t ≤ 1

.

By abuse of notationwewill sometimes call any continuous function f : [a, b]→ X , with a < b ∈ R,
a path in X and for another path g : [b, c]→ X with b < c and f (b) = g(b), we let

f � g(t) =
 f (t) if a ≤ t ≤ b
g(t) if b < t ≤ c

be the concatenation.

LemmaB.0.3. [Path lifting][Hat02, p. 29ff, Theorem 1.7]Let p : X̃ → X be a covering, f : [0, 1]→ X
a path and x̃ ∈ p−1( f (0)). Then there exists a unique path f̃ : [0, 1]→ X̃ such that

X̃

[0, 1] X

p
f̃

f

commutes and f̃ (0) = x̃.

Proof. Suppose first that f ([0, 1]) is contained in an evenly covered open set U ⊆ X . Let Ũ be the
unique sheet aboveU with x̃ ∈ Ũ and let p̃be the restriction of p to Ũ . Then f̃ = p̃−1◦ f : [0, 1]→ X̃
is a path with f̃ (0) = x̃ and p ◦ f̃ = f . Moreover it is the unique path with these properties since p̃
is a homeomorphism.

The general case follows from the previous by splitting the path f into finitely many subpaths, each
of which has its image inside an evenly covered set, lifting them and gluing the lifts together.

The image f ([0, 1]) ⊆ X is compact and since X has a cover by evenly covered open subsets, there
exists a finite partition

0 = t0 < t1 < · · · < tn−1 < tn = 1
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and evenly covered open subsetsU1, . . . ,Un, such that [ti−1, ti] ⊆ Ui . Denote by f i−1,i the restriction
of f to [ti−1,i, ti]. By the previous case f0,1 lifts to a unique path f̃0,1 : [0, t1] → X̃ with f̃0,1(0) =
x̃ and p ◦ f̃0,1 = f . Replacing x̃ with f̃0,1(t1), we obtain a unique lift f̃1,2 : [t1, t2] → X̃ with
f̃1,2(t1) = f̃0,1(t1). Repeating this process we obtain the unique path

f̃ = f̃0,1 � . . . � f̃n−1,n : [0, 1]→ X̃

for which f̃ (0) = x̃ and p ◦ f̃ = f . ■

Lemma B.0.4. [Hat02, p. 61ff, Proposition 1.33, 1.34] Let p : C → X and q : C → Y be covering
maps and F : X → Y a surjective, continuous function such that F(p(0)) = q(0). Then there exists
a unique continuous lift F̃ : C→ C such that

C C

X Y

p

F̃

q

F

commutes and F̃(0) = 0.

Proof. Let z ∈ C and fz : [0, 1]→ C a path with fz(0) = 0 and fz(1) = z. Then F ◦ p◦ fz is a path
inY , which lifts, by Lemma B.0.3, to a unique path f̃z : [0, 1]→ C such that f̃z(0) = 0 andwe define
F̃(z) = f̃z(1). To see that this is well-defined, let g : [0, 1] → C be another path with g(0) = 0 and
g(1) = z. Then

g−1 � fz : [0, 1]→ C

is a path with g−1 � fz(0) = g−1 � fz(1) = 0 and g−1 � fz
(
1
2

)
= z. The path h = F ◦ p ◦ (g−1 � fz)

lifts to a path h̃ : [0, 1]→ Cwith h̃
(
1
2

)
= f̃z(1) = g̃(1) = F̃(z).

Next, we want to give a local description of F̃. Let U ⊆ X and U ′ ⊆ Y be evenly covered with
F(U) ⊆ U ′. Moreover let p̃ : Ũ → U and q̃ : Ũ ′ → U ′ be sheets above. Let z0, z1 ∈ Ũ and let f be
a path such that f (0) = 0, f

(
1
2

)
= z0 and f (1) = z1. Further suppose that f

(
[12, 1]

)
is contained

in Ũ . By the construction of the path lift

F̃(z1) = q̃−1 ◦ F ◦ p(z1)

for all z1 ∈ Ũ . It follows that F̃ is locally given by continuous functions and hence is continuous
itself. ■
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