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Abstract 

Bubble columns (BCs) are simple constructed and economically operated apparatus that are 

utilized in manifold industrial processes. This reactor type is used to bring a gas and a liquid 

or suspension into contact, in which generally interphase mass transfers with subsequently 

proceeding chemical reactions take place. Due to their great importance for chemical, 

pharmaceutical, biochemical and petrochemical industries, engineers have always sought to 

increase the performance of BCs, whereat in recent decades computational fluid dynamics 

(CFD) has been increasingly utilized for this purpose. Although, many literature studies 

respective (slurry) BCs have been published, unresolved issues are still left. Latter can be 

explained by the complexity of the interrelations of the phenomena, which take place during 

the operation time of BCs. Additionally, the phenomena spread over several magnitudes in 

both, length as well as time scale. 

In the course of this doctoral thesis, a CFD algorithm is developed for the numerical modeling 

of three-dimensional (slurry) bubble columns reactors, which are operated at the 

homogeneous or heterogeneous flow regime. Thereby, the algorithm is based on the  

open-source software package OpenFOAM® and pursues a four-way coupled event-driven 

Euler-Lagrange (EL) approach. The EL approach is chosen, because it is well suited to 

examine interactions of the dispersed phases, e.g. bubble-bubble interactions in bubble 

swarms, and their impact on other process parameters. In order to accelerate the handling of 

swarms, algorithm-based speed-up techniques are developed, which are described in detail 

within this thesis. 

The first part of this thesis deals with the impact of bubble break-up and coalescence (B&C), 

caused by turbulent flow in a square cross-sectioned labor-scale BC, on the hydrodynamics, 

on the mass transfer and on the temporal development of chemical reactions. A comparison of 

the results for two-phase gas-liquid flows, which are obtained with both monodisperse and 

polydisperse bubble swarms, reveals that B&C has an impact on the mass transfer and on the 

progression of chemical reactions, while the liquid hydrodynamics remains nearly unaffected. 

The second part of this thesis focuses on the modeling of three-phase gas-liquid-solid flows, 

wherefore an EL approach is utilized as simulation technique. A labor-scale cylindrical BC is 

used as setup for this basic research, which contains a solid hold-up of 1.6 vol-% of neutrally 



ix 

buoyant solid particles. In doing so, the emphasis is put on the verification of several models, 

which describe the interactions between the gaseous and the solid phase. The results indicate 

a vertical transport of solid particles and a significant impact on the local gas hold-up 

distribution, due to the effect of the particles on the suspension’s viscosity. While the drag 

force modification model leads to uniform solid hold-ups and lower bubble velocities, the 

elastic collision model and the multistage collision model reveal similar flow predictions. 
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Kurzfassung 

Blasensäulenreaktoren (BSR) sind einfach konstruierte und ökonomisch betreibbare 

verfahrenstechnische Apparaturen. Sie finden in einer Vielzahl von industriellen Prozessen 

ihre Anwendung, bei denen es gilt einen Phasenkontakt zwischen einem Gas und einer 

Flüssigkeit oder Suspension herzustellen, damit Stoffübertragungen oder chemische 

Reaktionen vonstattengehen. Während des Betriebes eines mit Flüssigkeit gefüllten BSR wird 

in dessen unterem Bereich ein Gas dispergiert, welches anschließend in der Flüssigkeit in 

Form von Gasblasen aufsteigt und dabei eine zirkulierende turbulente Strömung induziert, bis 

es im oberen Bereich des BSR aus der Flüssigkeit austritt und den Reaktor verlässt. Aufgrund 

ihrer großen Bedeutung für die chemische, pharmazeutische, biochemische und 

petrochemische Industrie verfolgen Ingenieure seit jeher das Ziel, die Leistungsfähigkeit von 

BSR zu verbessern, wobei man sich für diesen Zweck in den letzten Jahrzehnten vermehrt der 

numerische Strömungssimulation (CFD) bedient. Obgleich bereits viele Studien zu BSR 

publiziert wurden, gibt es nach wie vor noch offene Fragen bezüglich der genauen Abläufe 

während des Betriebes, die vor allem auf die zahlreichen Wechselwirkungen der in BSR 

stattfindenden Vorgänge zurückzuführen sind. Zusätzlich erstrecken sich die auftretenden 

Vorgänge auch noch über mehrere Größenordnungen, sowohl auf der Zeitskala als auch auf 

der Längenskala. 

Im Zuge dieser Doktorarbeit wird ein CFD Algorithmus entwickelt, mit dem sich 

dreidimensionale (Suspensions-) Blasensäulenreaktoren numerisch modellieren lassen, die im 

homogenen oder im heterogenen Strömungsregime betrieben werden. Dieser Algorithmus 

baut auf OpenFOAM®, einer quelloffenen Programmbibliothek, auf und verfolgt im 

Speziellen den Ansatz eines vierfach gekoppelten ereignisgesteuerten Euler-Lagrange (EL) 

Verfahrens. Der EL Ansatz bietet die Möglichkeit, die Interaktionen der Gasblasen in 

Blasenschwärmen, als auch deren Auswirkungen auf andere Prozessparameter und -vorgänge, 

zu studieren. Um dem höheren Ressourcenaufwand des EL Verfahrens entgegenzuwirken, 

werden in dieser Studie zudem auf dem Algorithmus basierende Ablaufbeschleunigungen für 

die Handhabung der Gasblasenschwärme präsentiert. 

Der erste Teil dieser Arbeit beschäftigt sich mit den Auswirkungen von Gasblasenzerfall und 

-koaleszenz (Z&K) in einem quaderförmigen Labor-BSR, auf die Hydrodynamik, den 
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Massentransfer und den zeitlichen Ablauf von chemischen Reaktionen. Ein Vergleich der 

Simulationsresultate von monodispersen und polydispersen Blasenschwärmen zeigt, dass 

Z&K zwar sehr wohl einen Einfluss auf den Massentransfer und den zeitlichen Ablauf von 

Reaktionen hat, die Hydrodynamik im BSR hingegen kaum beeinflusst wird. 

Der zweite Teil dieser Arbeit befasst sich mit der Modellierung von Dreiphasenströmungen 

mittels EL Ansatzes, wobei der Schwerpunkt auf der Modellierung der Wechselwirkungen 

zwischen Gasblasen und Feststoffteilchen liegt. Letztere sind auftriebsneutrale 

Feststoffkugeln, die in einem zylindrischen Labor-BSR einen Volumenanteil von 1.6 vol-% 

einnehmen. Die Ergebnisse zeigen einen vertikalen Transport der Feststoffteilchen, als auch 

einen signifikanten Einfluss der Suspensionsviskosität auf den lokalen Gasanteil. Von allen 

getesteten Wechselwirkungsmodellen sagt das Widerstandskraftmodifikationsmodell die 

gleichmäßigste Feststoffverteilung und die niedrigsten Gasgeschwindigkeiten voraus, 

während das elastische Kollisionsmodell und das Mehrstufenkollisionsmodell ähnliche 

Strömungseigenschaften kalkulieren. 
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“Science is organized knowledge.”  

– Herbert Spencer (1820-1903) 

 

 

1 Introduction 

 

1.1 Multiphase Flow Theory 

A thermodynamic phase refers to a solid, a liquid or a gaseous state of matter. Multiphase 

flows are thus defined as simultaneous flows of materials, either with different phases (e.g. 

gas-liquid flows like bubbly flows or liquid-solid flows such as suspensions), or with same 

phases but with different physical properties (e.g. liquid-liquid flows like droplet flows). Each 

of the at least microscopically distinguishable phases takes thereby its own velocity field, 

temperature and volume. In contrast, a multicomponent flow is characterized as the 

simultaneous flow of a mixture, whereby the various components are mixed at the molecular 

level and have the same velocity and temperature (Gergely, 2010). Several examples for 

multiphase flows in technical applications are listed in Tab. 1.1. 

Multiphase flows can be classified according to various criteria: 

 The simplest classification is based on to the presence of the phases, e.g. gas-liquid 

flows, liquid-liquid flows or gas-liquid-solid flows. 
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Table 1.1: Examples of multiphase flows in technical applications. 

 

 The flows can also be characterized by the shape of the interface as dispersed flows, 

separated flows or mixed flows. A phase is called continuous, if it is continuously 

connected throughout the regions of space (carrier phase) and is called dispersed, if it 

occupies only disconnected regions of space (e.g. bubbles, droplets or particles). In 

dispersed flows, one or more dispersed phases are distributed within a continuous 

phase, as illustrated in Fig. 1.1. In separated flows, all phases exist in semi-continuous 

forms that are separated by interfaces. Hybrid forms of dispersed and continuous 

flows are called mixed flows (Ranade, 2002). 

 

 

Figure 1.1: Multiphase flows with (a) dispersed, (b) separated and (c) mixed interfaces. 

 

 Regarding the dispersed phase, flows can additionally be classified into dilute or dense 

flows. In dilute flows, the motion of the dispersed phase is governed by fluid forces, 

while in dense flows, the motions of the dispersed particles mainly result from 

interactions among themselves (Crowe et al., 2011). 

a b c 

Continuous  
phase 

Dispersed  
phase(s) 

    Technical applications 

gas liquid       spray (e.g. cooling), atomizer, combustor 

gas solid 
      coal dust combustion, fluidized bed, pneumatic  
      conveying (e.g. of flour), cyclone separator 

liquid gas       bubble column, absorption, stripping 

liquid liquid       extraction, mixing (e.g. emulsion polymerization) 

liquid solid 
      continuous plug flow crystallization, hydraulic  
      conveying, sedimentation 

liquid gas-solid 
      flotation, slurry bubble column, aerated stirred  
      biochemical reactor (e.g. fermentation) 
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1.2 Bubble Column Reactors 

Bubble columns (BCs) are simply constructed and economically operated apparatus which are 

applied in manifold industrial processes for the purpose of bringing two (gas-liquid) or three 

phases (gas-liquid-solid) into contact. During operation time, a gas/gas mixture rises in form 

of distributed bubbles (dispersed phase) through a liquid/liquid mixture (continuous phase) or 

a suspension (slurry), whereupon interphase mass transfers occur and chemical reactions take 

place. If the column contains a suspension, it is often called slurry BC. 

Basically, industrial BCs are stainless steel vessels of vertical cylindrical shape that are filled 

with liquid, as shown in Fig. 1.2. They are usually designed with a length-to-diameter ratio of 

at least 5. Especially, in biochemical applications this ratio varies between 2 and 5 (Kantarci 

et al., 2005). BCs for the mass production of chemicals have capacities between 30 m
3
 and  

300 m
3
. The volumes of fermenters, utilized for protein production from methanol, reach up 

to 3,000 m
3
. The biggest BCs are applied for wastewater treatment and have capacities of 

20,000 m
3
. 

 

 

Figure 1.2: Schematic cross-sectional view through a (slurry) BC during operation. 

 

A gas pipe leads at the column’s bottom into the interior and ends in a gas sparger 

(distributor plate). During operation time, the gas sparger distributes a continuously flowing 

gas stream in the form of bubbles into the liquid. In most cases, the bubbles are generated by a 

static gas sparger (which operates without additional energy supplies from outside). Some 

gas outlet 

gas inlet 

liquid or slurry 

gas bubble 

gas sparger 

vessel 

liquid vortex 

feeding tube 

liquid outflow 

liquid feed 

liquid 

outflow 
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typical sparger forms are shown as example in Fig. 1.3. Afterwards, the bubbles ascend in the 

surrounding medium until they reach the top surface, whereupon they burst. Their gas is then 

exhausted through another pipe, mounted at the top of the BC. In some cases, heat exchanger 

tubes may additionally be mounted on the inside walls for cooling/heating of the liquid during 

exothermic/endothermic reactions. Further, baffles are used in some reactors in order to 

divide the BC into sections and hence, reduce the effect of liquid backmixing. 

 

 

Figure 1.3: Various static sparger forms (Bauer et al., 2002): (a) dip tube, (b) perforated plate, 

(c) perforated ring sparger and (d) porous plate. 

 

BCs can be operated in either continuous or in semi-batch mode, regarding the handling of the 

liquid phase. In semi-batch mode, the column is refilled with liquid, whereupon the liquid is 

aerated until a desired final state is reached. Afterwards, the aeration is stopped and the 

column is completely refilled again. On the contrary, in continuous mode the refilling and 

emptying of the column take continuously place during the operation time. 

The wide-spread of (slurry) BCs is based on some beneficial qualities in both, construction 

and operation (Kantarci et al., 2005; Chilekar, 2007). The most out-standing advantages and 

disadvantages of BCs are listed up in Tab. 1.2. 

 

Table 1.2: Advantages and disadvantages of (slurry) BCs compared to other reactor types. 

 

Gas Gas Gas Gas 

(a) (b) (c) (d) 

     Advantages  Disadvantages 
        Excellent mass transfer characteristics   High liquid backmixing 

  Excellent heat transfer characteristics   Low cycle conversion 

  Good mixing characteristics   Fouling of sparger 

  High gaseous hold-up   Chaotic hydrodynamics 

  Online catalyst addition and extraction ability   Complex modelling 

  Simple construction including no internal moving parts  

  Low costs for operation and maintenance  
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Further, a representative selection of industrial multiphase processes for (slurry) BCs is 

summarized in Tab. 1.3. 

 

Table 1.3: Overview of some industrial processes performed with (slurry) BCs. 

 

Most of the above listed industrial processes involve an interphase mass transfer from the gas 

to the liquid phase. Examples include the carbonation of lime or the cultivation of cells, 

wherefore the gas supplies a reactant or the vitally important oxygen. In most of these 

processes, the volumetric mass transfer coefficient kLa, which is composed of the liquid-side 

mass transfer coefficient kL and the gas-liquid interfacial area a, is the limiting factor that 

determines the overall reaction rate and the rate of growth of the cells. As a consequence, kLa 

is a key parameter for design and scale-up of BCs. However, the interfacial area and thus kLa 

highly depend on the prevailing hydrodynamic flow regime, a BC is operated at. Therefore, 

the main flow regimes of gas-liquid two-phase flow will be explained in the next chapter. 

            Industries  Processes  Products 
               

   chemical  

 alkylation, carbonylation,  
 carbonatation, chlorination,  
 hydroformylation, hydrogenation,  
 oxidation, oxychlorination,  
 polymerization 

 

 bulk and fine chemicals:  
  acids, alcohols,  
  aldehydes, amines,  
  dyes, esters,  
  inorganic acids, oils,  
  polymers 

   biotechnological  
   pharmaceutical 

 
 bacteria cultivation, animal cell  
 cultivation, fermentation 

 

 antibiotics, cell reproduction,  
 enzymes, ethanol,  
 flavors, fragrances,  
 proteins 

   petrochemical   coal liquefaction, dewaxing,  
 Fischer-Tropsch synthesis 

  gases, liquid fuels, oils 

   environmental  
   remediation 

 

 biological wastewater treatment,  
 flue-gas denitrification (De-NOx),  
 flue-gas desulfurization (De-SOx),  
 hydrochlorofluorocarbons (HCFCs),  
 wet oxidation of sludge 

 
 purified air,  
 purified water 

   hydrometallurgical   refining of metallic ores   iron, ilmenite 
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1.3 Gas-Liquid Two-Phase Flows 

The superficial gas velocity uS of a column is defined as the ratio of gas volume flow rate Q to 

the cross-sectional area A of the column: 

 S

Q
u

A
 . (1.1) 

Depending on the operating conditions, the gas-liquid two-phase flow in a column can have 

different forms of appearance, which are also known as flow regimes or flow patterns. Which 

flow regime is going to establish under a certain operating condition in a column depends on 

many factors, e.g. the material properties or the pressure level. However, the two factors that 

have the greatest impact on the current flow regime are the superficial gas velocity and the 

column diameter. Fig. 1.4 illustrates the four main flow regimes for a vertical column, namely 

the bubbly flow regime, the churn-turbulent flow regime, the slug flow regime and the 

annular flow regime. 

The bubbly flow regime, also known as homogeneous flow regime, appears at low uS. Within 

this flow regime, the bubble flow is so dilute that almost no break-ups or coalescences 

(B&Cs) occur, wherefore the diameters of the bubbles are directly correlated with the opening 

diameters of the sparger orifices. In this flow regime, the bubbles ascend with uniform 

velocities and evenly distributed over the whole cross-section of the column. Further, only 

low turbulences appear in the liquid phase, resulting in a gentle blending of the liquid 

(Kantarci et al., 2005). 

If the column diameter remains constant and uS is increased, the flow regime changes into the 

churn-turbulent, which is also called heterogeneous flow regime. This flow regime is 

characterized by dense bubble flow and increased liquid turbulence and recirculation, causing 

bubble B&C. Additionally, broad bubble size distributions, bubble cluster formations and 

intense mixing are also reported in literature as typical properties for churn-turbulent flow. 

Most of the industrial BCs are operated under heterogeneous flow conditions. 

If uS is further increased, the flow regime changes into slug flow, which is characterized by 

big bubbles that cover the entire cross-section of the column. This flow regime is only 

observed in BCs with small diameters. A further increase of the superficial velocity results in  
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Figure 1.4: Flow patterns in a vertical column. With increasing superficial velocity, the flow 

regime changes from (a) homogeneous bubbly flow to (b) heterogeneous churn-turbulent 

flow, further to (c) slug flow and finally to (d) annular flow. 

 

a continuous gas flow channel in the middle of the column. In this flow regime that is called 

annular flow, bubbles are no longer present and the liquid phase exists as film along the walls. 

Several studies have been published in literature, in which the established flow regime was 

quantitatively described, in a so-called flow regime map, as function of the superficial gas 

velocity and the BC diameter, as shown in Fig. 1.5. In this figure, the red areas indicate 

transition regions between the various flow regimes. With the help of such maps, the 

operating conditions for a particular flow regime can be approximated. However, the exact 

localization of the boundary regions depends, nonetheless, on the particular operating 

conditions of the BC under investigation. 

 

 

Figure 1.5: Flow regime map for an air-water system at ambient pressure (Shah et al., 1982). 
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As mentioned in the previous chapter, the volumetric mass transfer coefficient kLa strongly 

depends on the prevailing flow regime. Fig. 1.6 shows a typical literature study for the 

correlations between kLa and uS: In the homogeneous flow regime, kLa as well as the gas 

volume fraction G increase linearly with the superficial gas velocity. Further, it can be seen 

in this figure that kLa and G directly correlate with the initial sizes of the bubbles and are 

consequently related with the diameters d0 of the sparger orifices. At a gas velocity of  

0.04 m∙s
-1

, the homogeneous flow regime changes to the transition regime, in which the linear 

correlations break. At the superficial gas velocity of 0.12 m∙s
-1

, the heterogeneous flow 

regime starts wherein due to B&C kLa and G become independent of the sparger geometry. 

 

 

Figure 1.6: Gas volume fraction G and volumetric mass transfer coefficient kLa as function 

of the superficial gas velocity uS (Zahradnik and Fialova, 1996). The initial bubble diameter is 

here denoted with d0. 
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1.4 Computational Methods for Multiphase Flows 

Owing to their wide spread and importance in industrial processes, the improvement of 

(slurry) BCs has always been a goal for engineers. In the course of time, a lot of studies have 

been published in literature concerning the design, scale-up and performance enhancement of 

BCs (see e.g. Froment and Bischoff, 1979; Perry et al., 2005; Fogler, 2006; Lee, 2006; Davis 

and Davis, 2012). Traditionally, empirically derived correlations, which e.g. were obtained 

through dimensional analysis, have been applied therefore. These correlations consist of 

global process parameters and are usually only valid for special reactor geometries and/or 

operating conditions. 

In the last decades, along with the progression in computer hardware and modeling software 

for multiphase flows, computational fluid dynamics (CFD) has become a (supplementary) 

powerful tool for both, engineers and scientists (see e.g. Stewart and Wendroff, 1984; Kuipers 

and van Swaaij, 1997; Brennen, 2005; Kolev, 2005; Mammoli and Brebbia, 2005; Prosperetti 

and Tryggvason, 2007; Jakobsen, 2008; Andersson et al., 2011; Crowe, 2006). Thereby, the 

CFD offers a number of advantages compared to a pure empirical approach: With relative few 

investments in terms of time and costs, CFD allows to gain a priori information of reactors, 

e.g. to determine the most limiting factor for the performance of a reactor or to calculate the 

optimum height-to-diameter ratio of a full-scale BC. Further, CFD is increasingly utilized for 

fundamental studies, in order to gain a better understanding of the underlying physics of 

multiphase flows. In doing so, it is possible to explore the influence of a specific phenomenon 

on the total performance of the reactor, e.g. the influence of bubble B&C, by switching the 

phenomenon off or on. 

During the last decades, the following four approaches, namely the Euler-Euler, the mixture, 

the Euler-Lagrange and the volume-of-fluid, have become well-established for modeling of 

multiphase flows (Anderson et al., 2011; Rahman and Brebbia, 2012). 

In the Euler-Euler (EE) approach, which is also known as two-fluid or multi-fluid model, all 

phases are treated as continuous quasi-fluids, which interpenetrate each other. Due to the 

continuous representation of the phases, the EE approach is suitable for the modeling of 

separated phase flows. Additionally, if the main interest lies on the overall motion of the 

dispersed phases, then the individual movement of particles becomes negligibly and the EE 
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method can also be applied for the modeling of dispersed phase flows. The dispersed phases 

are then treated as continua too, which implies dense flows with high volume fractions of 

particles. Each phase is then represented through a set of volume-averaged or ensemble-

averaged conservation equations for mass and momentum. The various phases are coupled 

with each other through a shared pressure and interphase exchange coefficients, whereby the 

latter have to be modeled. The governing equations for the EE method are described below 

(Ranade, 2002). 

The volume fraction K describes the fraction of volume of phase K in a spatial volume. In 

order to get meaningful results, the volume fractions must complement each other to unity: 

 1KK
  . (1.2) 

The continuity and the momentum balance equation are defined for each phase through: 
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u u τ g S , (1.4) 

where the phase properties uK, K and K are the velocity, the stress tensor and the density of 

the particular phase K, respectively. The liquid pressure, the gravitational constant and the 

time are termed as p, g and t. Coupling between the phases K and Q (with K≠Q) is considered 

via the source terms for momentum transfer SM,K and mass transfer Sm,KQ: 

  , ,M K KQ Q K m KQ KQ Q
C S   S u u u , (1.5) 

with the interphase momentum exchange coefficients CKQ. 

A simplified variation of the EE approach is the so-called mixture method, which is also 

known as algebraic-slip model. Based on the assumption that the different phases strongly 

interact with each other, the conservation equations are calculated only once, namely for the 

average of the entire mixture. The flow behavior of the particular phases is thereafter 

determined via the introduction of relative velocities between the individual phases and the 

average velocity of the mixture. 

In the Euler-Lagrange (EL) method, the dispersed phases are tracked on the level of 

individual particles, while the continuous phase is treated as continuum, as described above. 
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Thereby, the dispersed particles can be droplets, bubbles or solid particles. In order to 

determine the movements of the dispersed particles, a translational equation of motion has to 

be solved for each particle. For the modeling of the interactions of the dispersed phases 

among each other, the so-called hard-sphere and soft-sphere approaches are widely used. In 

the hard-sphere approach, the particles do not overlap and the progression of the system time 

is event-driven. Thus, the system time proceeds chronologically from particle interaction (i.e. 

collision) to particle interaction. For example, when two dispersed particles collide, their new 

velocities are calculated, whereupon all particles are moved forward to the next collision 

occurring in the system. Contrary, in the soft-sphere approach, the system time advances 

constantly (time-driven), what causes particle overlaps. If two particles overlap, repulsive 

forces begin to act upon them until the overlap is removed. In the EL method, the continuous 

and dispersed phases interact with each other through exchange terms for momentum and 

mass. The governing equations for this approach are shown below. 

The volume fractions of the continuous phase and the dispersed phases, here denoted with the 

subscripts L and P, respectively, sum up to one: 

 1L PP
   . (1.6) 

Further, the continuous phase is described through volume-averaged equations for mass and 

momentum conservation: 

 ,
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( )L L

L L L m LS
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u , (1.7) 
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u
u u τ g S , (1.8) 

while the motion of the dispersed particles is described via the equations of motion: 

 P P
P P P P

d d

dt dt


   

u
F u , (1.9) 

 P
P

d

dt


x
u . (1.10) 

Therein, the sum of all forces (net force), a single dispersed particle with the volume P and 

the position xP experiences in the presence of the continuous phase, is denoted with ΣF. 

Further, the source term sm,P for the interphase mass transfer of a single particle is calculated 
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by: 

 ,
P

P m P

d
s

dt


  . (1.11) 

The volume-of-fluid (VOF) method is applied to resolve the continuous flow around some few 

dispersed particles. Thereby, the VOF approach relies on the assumption that the various 

phases are separated through interfaces and hence, do not interpenetrate each other. 

Consequently, a single set of conservation equations can be used for the time-dependent 

description of all phases: 

   mS
t





 


u , (1.12) 

 
 

  M
t


 


   



u
uu π g S , (1.13) 

where  is the momentum flux. If a particular control volume contains more than one phase, 

averages have to be used for the quantities in Eqs. (1.12) and (1.13) that are determined with 

the help of the phases’ volume fractions K: 

 K KK
   , (1.14) 

 
K K KK

K KK

  


 




, (1.15) 

whereby K represents any quantity in the above equations. The interfaces between the 

various phases are obtained by solving the following continuity equations for the volume 

fractions K: 

   ,
K

K K KS
t







  


u . (1.16) 

Fig. 1.7 illustrates the main advantages and disadvantages of the aforementioned modeling 

methods, especially for two-phase bubbly flows: The EE method enables the modeling of 

industrial full-scale BCs, but cannot resolve information on the bubble level, wherefore 

additional closure terms are needed. Contrary, only the motion of a few bubbles can be 

modeled with the VOF approach. However, the VOF approach allows e.g. the direct 

simulation of bubble B&C. 
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Figure 1.7: Advantages and disadvantages of the multiphase flow modeling methods (adopted 

from Rahman and Brebbia, 2012). 

 

The two approaches, the EE and the EL, are widely used for the modeling of chemical 

reactors such as BCs. However, both methods have their advantages and disadvantages: As 

mentioned above, the EE approach is the state-of-the-art method for the modeling of full-scale 

reactors, since this method requires only low computational costs, while the system sizes, 

simulated with the EL method, are restricted to laboratory-scale or small pilot-scale BCs 

(Garcia et al., 2005). Additionally, the EL method is not well-suited for parallel computing. A 

drawback of the EE method is that due to the averaging procedure in this method, information 

like the number of bubbles in each grid cell, gets lost and has to be modeled additionally, e.g. 

via empirical closure terms. Thereby, the empirical closure terms commonly rely on the local 

gas fraction and account for phenomena such as bubble B&C. In contrast, the EL method 

does not need to model bubble properties, since they are already part of the solution. Hence, 

the EL approach gives a physically more realistic view on phenomena occurring at the bubble 

scale and enables the direct observation of e.g. the shrinkage of individual bubbles due to 

dissolution in the liquid. 

Finally, regarding the coupling of the phases in simulations, gas-liquid flow modeling can be 

classified as shown in Tab. 1.4. One-way coupling is used for sufficiently dilute flows, in 

which the liquid remains unaffected by the presence of the particles, while the two-way 

coupling is applied for systems, in which the number of particles is sufficiently high, in order 

to disturb the motion of the liquid. In both coupling techniques, bubbles can interact with the 

reactor too, e.g. through collisions with reactor walls. If the number of bubbles increases and 

the bubble flow becomes dense enough (heterogeneous regime), interactions between the 

bubbles, e.g. collisions and coalescences, have to be considered additionally. For such dense 

flows, the four-way coupling technique has to be used. 
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Table 1.4: Classification of phase coupling in bubbly flows according to Elghobashi (1991). 

 

one-way 

two-way 

four-way 

Liquid Bubble Reactor 

Liquid Bubble Reactor 

Liquid Bubble Reactor Bubble 

Coupling Suspension Interactions 

dilute 

dilute 

dense 
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1.5 Objective and Outline 

The objective of this thesis is to (further) develop a transient four-way coupled  

three-dimensional Euler-Lagrange algorithm which enables the simulation of dispersed flows 

by using the hard-sphere model approach. In doing so, the algorithm correctly resolves all the 

phenomena that spread over several magnitudes in length and time scale. Additionally,  

the algorithm accounts for liquid-bubble, bubble-liquid, bubble-bubble, bubble-reactor, 

liquid-reactor and liquid-liquid interactions. The algorithm is then used for the simulation of  

well-investigated bubble column reactor experiments reported in literature, in order to study 

the phenomena occurring during the operation time and hence, to obtain a better insight into 

those. Thereby, special focus is put on the impact of bubble B&C in bubbly flows on the 

hydrodynamics, the mass transfer and the temporal progression of chemical reactions.  

In chapter 2, two in literature well-known models for B&C are incorporated in a stochastic 

manner in order to generate polydisperse bubble swarms, whose diameter distributions are 

affected by the intensity of the liquid turbulences. Thereafter, the impact of these polydisperse 

swarms on the hydrodynamics of gas-liquid flows, the gas hold-up and the interfacial area is 

investigated and the results are compared with the outcome of simulations with monodisperse 

bubble swarms. As setup for the simulations serves the in literature well-know “Deen case” 

(see Deen et al., 2001). 

In chapter 3, the investigations concerning bubble B&C are continued. Especially, the impacts 

of B&C on the absorption of carbon dioxide in water and on the chemisorption of carbon 

dioxide in sodium hydroxide solutions of pH between 12.0 and 14.0 are investigated. Again, 

the “Deen case” is chosen as setup case for the simulations. 

Finally in chapter 4, an algorithm is presented for the modeling of gas-liquid-solid flows in 

bubble columns. Thereby, the gaseous phase and the solid phase are handled via the 

Lagrangian approach, while the Eulerian approach is used for the liquid phase. The 

experiments of Gan (2013) are chosen as setup for the simulations. The main focus in these 

examinations is put on the interactions between the two dispersed phases, wherefore various 

interaction models are verified. Additionally, algorithm-based speed-up techniques are 

presented, which are necessary for an efficient handling of the enormous number of bubbles 

and solid particles during the simulations. 



16   ●   Introduction 

 

 

Notation 

Latin Letters 

a   volume specific gas-liquid interfacial area, (m
–1

) 

A   cross-sectional area, (m
2
) 

C   interphase momentum exchange coefficients, (kg∙m–3∙s–1
) 

F   force, (N) 

g   gravitational acceleration vector, (m∙s–2
) 

kL   liquid-side mass transfer coefficient, (m∙s–1
) 

kLa   volumetric mass transfer coefficient, (s
–1

) 

p   pressure, (Pa) 

Q   volume flow rate, (m
3∙s–1

) 

sm   source term of mass transfer for a dispersed particle, (kg∙s–1
) 

Sm   source terms of mass transfer, (kg∙m–3
) 

SM   source terms of momentum transfer, (N∙m–3
) 

t   time, (s) 

uS   superficial gas velocity, (m∙s–1
) 

u   velocity, (m∙s–1
) 

x   position, (m) 

 

Greek Letters 

   hold-up or volume fraction, (–) 

   momentum flux, (kg∙m–1∙s–2
) 

   density, (kg∙m-3
) 

   stress tensor, (N∙m–2
) 

   volume, (m
3
) 

 

Subscripts 

K, Q   continuous or dispersed phase 

L,   continuous phase, liquid 

P  dispersed phase 

G  gaseous 
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 2 
 

 

“Engineering is the professional art of  

applying science to the optimum conversion  

of natural resources to the benefit of man.”  

– Ralph J. Smith (1917-1997) 

 

 

2 Bubble Breakage and 

Coalescence in Euler-Lagrange 

Simulations1 

 

Abstract 

A systematic study of the impact of break-up and coalescence on the hydrodynamics in a 

bubble column is presented. A stochastic approach was chosen for the integration of various 

break-up and coalescence kernels into a four-way coupled Euler-Lagrange model. The model 

is benchmarked against the “Deen case” (Deen et al., 2001) and good agreements were found 

for the gas hold-up and the bubble size distribution. While the results indicate that 

                                                 

1
 This chapter is based on: Gruber, M.C., Radl, S., Khinast, J.G., 2013. Coalescence and Break-Up in Bubble 

Columns: Euler-Lagrange Simulations Using a Stochastic Approach. Chem. Ing. Tech. 85(7), 1118–1130. 
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monodisperse bubbles suffice to correctly forecast the flow features, break-up and 

coalescence models are the key to predict the specific interfacial area, especially in the lower 

half of the bubble column. 

2.1 Introduction 

Bubble columns (BCs) are commonly used as multiphase reactors and contactors in the 

chemical, biochemical, mineral and petrochemical industries. Typical application areas are 

chemical processes like oxidation, carbonation and hydrogenation, biochemical processes 

such as fermentation and wastewater treatment, flotation processes in the mineral industry and 

petrochemical processes including gas conversion for synthetic fuels. The wide spread of BCs 

in industrial processes is based on a number of advantages compared to other reactor types: 

BCs have no moving parts, as the rising gas bubbles themselves induce a recirculating flow 

into the liquid and ensure mixing, leading to low operating and maintenance costs. 

Furthermore, this reactor type demonstrates very good heat and mass transfer characteristics 

(Kantarci et al., 2005). 

The gas-liquid mass transfer is a key parameter for design, scale-up and performance 

enhancement of chemical reactors. The goal of most industrial processes is to realize high 

mass transfer rates from the gaseous to the liquid phase, in order to supply the gaseous 

reactant for a liquid phase reaction. In addition to the local flow conditions, the mass transfer 

especially depends on the gas-liquid interfacial area, which in turn is directly related to the 

gas volume fraction G and the bubble size distribution (BSD). Clearly, the generation of 

small bubbles is desired, while the presence of large bubbles in BCs should be avoided (Akita 

and Yoshida, 1974; Bouaifi et al., 2001). Usually, the BSDs in BCs follow non-uniform 

distributions and result, apart from the gas-sparger design, from break-up and coalescence 

events (Luo, 1993; Lage and Esposito, 1999). 

Many studies concerning the mechanism of break-up and coalescence (B&C) have been 

performed, leading to a variety of models published in literature (e.g. Lasheras et al., 2002; 

Liao and Lucas, 2009, 2010; Martinez-Bazan et al., 2010). These models differ in their 

assumptions regarding the coalescence efficiency, the break-up frequency and the BSD of the 

so-called “daughter bubbles” – the bubbles which are generated through break-up. However, 

these studies are mostly dealing with the derivation of B&C models (kernel functions) for 

population balance equations (PBEs), while the impact of the B&C models on the 

hydrodynamics of bubbly flows has rarely been investigated. Nevertheless, the liquid flow 
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field and the BSD interdepend on each other: the local flow field is influenced by the G and 

the interphase momentum transfer rate  of the bubbles in this area. Moreover, B&C depends 

on the local flow conditions, causing a complex coupling of both, the gaseous and the liquid 

phase. 

Over the past decades, in parallel with the progress in computer technology, the development 

of computational fluid dynamics (CFD) models for BCs was driven by the goal to obtain a 

better understanding of the hydrodynamics of bubbly flows. For the modeling of large-scale 

industrial reactors, which may contain hundreds of millions of bubbles, the Euler-Euler (EE) 

approach is typically used, due to its relatively low computational costs. This approach treats 

both phases as interacting continua, which are coupled through pressure and interphase 

exchange coefficients. However, the EE approach suffers from its lack of detail at the bubble 

level, which makes a direct modeling of processes occurring at this level, such as B&C, 

impossible. 

In contrast, the Euler-Lagrange (EL) approach handles each bubble individually as a point 

volume: only the center of the bubble is tracked, whereas its volume is taken into account 

through the displacement of the surrounding liquid volume fraction L=(1–G). The motions 

of the bubbles are calculated based on Newton’s equation of motion, while the liquid is 

represented through modified Navier-Stokes equations. Typically, the EL approach offers a 

more detailed view on multiphase flow processes and is therefore widely used (Lain et al., 

2002; Göz et al., 2006). Additionally, several studies showed that the EL approach is 

physically more realistic than the EE approach and hence, the former was preferred for studies 

concerning bubble coalescences (Lapin et al., 1994; Delnoij et al., 1997). However, the EL 

approach is limited due to its high computational costs of tracking a sufficiently large number 

of bubbles. 

In literature, B&C was often neglected in the simulation of bubbly flows (e.g. Lapin et al., 

1994; Delnoij et al., 1997; Deen et al., 2001a, 2001b; Darmana et al., 2005; Hu, 2005; Radl et 

al., 2010a, 2010b) while other studies were only concerned with bubble coalescence and have 

neglected bubble break-up (e.g. Sommerfeld et al., 2003; Darmana et al., 2006). In the last 

decade, B&C have increasingly been considered in EE simulations coupled with PBE-based 

models (e.g. Olmos et al., 2001; Lehr et al., 2002; Chen et al., 2005a, 2005b; Hansen, 2009). 

For example, Chen et al. used two-dimensional EE simulations and compared different B&C 

models by using the concept of small and big bubble classes. They achieved good agreements 

between their measured and simulated liquid velocity profiles, but obtained unrealistically 
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high gas volume fractions. Thus, they concluded that three-dimensional simulations have to 

be used for B&C simulations. Three-dimensional EL simulations including B&C for BCs 

were performed by van den Hengel et al. (2005) and Lau et al. (2010). The former group used 

the break-up model from Luo and Svendsen which was developed for energy-dissipation rates 

equal or higher than 0.5 m
2
∙s

-3
. Since the average dissipation rate of their simulated BC was in 

the order of 0.01 m
2
∙s

-3
, nearly no break-up occurred during their simulations. Lau et al. used 

a deterministic break-up criterion proposed by Hinze, which is based on the critical Weber 

number. Furthermore, they combined this criterion with a stochastic sampling of a U-shaped 

daughter BSD. Lau et al. reported a good agreement between their experimental and 

simulated liquid velocity profiles for a superficial gas velocity of 5 mm∙s
-1

. Although their 

simulated BSD showed the same qualitative trend as in the reference case, detailed results 

regarding their obtained BSD, like the Sauter mean diameter, have not been reported. 

Based on the recent work of Lau et al., a fully stochastic approach for B&C in EL simulations 

is proposed here. Thus, based on a random process it is decided, whether a bubble breaks up 

or not, and in case of break-up, again a random process is used to generate the daughter 

bubble sizes. The ultimate goal is to mimic the probabilistic nature of bubble break-up. 

Further, an attempt is made to answer the important question whether the inclusion of B&C 

provides more accurate predictions of bubbly flows compared to simulations with constant 

bubble diameters. For this purpose, two well-established models for binary B&C proposed by 

Coulaloglou and Tavlarides (1977) (C&T) and Lee et al. (1987a, 1987b) (LEE) are used. 

These models were originally developed for PBEs as kernel functions and are based on 

different assumptions regarding the break-up frequency, the daughter BSD and the 

coalescence efficiency. However, since a four-way coupled (see Crowe, 2006) three-

dimensional EL approach is used here, the concept of a PBE is not needed a priori. Here, the 

well-studied Deen case (see Deen et al., 2001a, 2001b) is chosen as setup for the EL 

simulation of a BC to investigate the implementation of the fully stochastic approach for 

B&C. 
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2.2 Modeling 

2.2.1 Liquid Hydrodynamics 

The liquid is assumed to be incompressible, and hence its motion can be calculated through 

the solution of the volume-specific equations for mass and momentum conservation (the 

Navier-Stokes equations), which are given by: 
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t
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u
u u τ g Φ , (2.2) 

where the liquid properties uL, L, L and p are the velocity, the stress tensor, the density and 

the pressure, respectively. The direct numerical solution of Eqs. (2.1) and (2.2) is 

computationally expensive, wherefore the concept of large eddy simulations (LES) is used 

here and a filtered version of the two equations is solved. The velocity uL is then composed of 

the filtered grid-scale velocity Lu  and the unresolved sub-grid scale (SGS) velocity L
u : 

 L L L
 u u u . (2.3) 

After the filter operation, the unresolved liquid needs to be modeled in order to reflect its 

effect on the momentum balance equation. This is typically done via an effective viscosity 

yielding the following stress tensor Lτ  in the filtered equations: 

  ,
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τ S I u , (2.4) 
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T

L L
    
 

S u u , (2.5) 

with the unit tensor I and the filtered rate of strain tensor S . The effective viscosity μL,EFF is 

given by the sum of the molecular viscosity μL and the SGS viscosity μL,SGS: 
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 ,EFF ,SGSL L L    . (2.6) 

The SGS model from Smagorinsky (1963) is applied here for the modeling of the SGS 

viscosity: 

 ,L SGS L K SGSC k   . (2.7) 

Thereby, CK is a model constant and the filter length Δ=(ΔxΔyΔz)
1/3

 is given through the cubic 

root of the grid cell lengths Δx, Δy and Δz. In order to circumvent the resolution of the thin 

boundary layer near walls via fine grid cells, a wall function approach is used in this study. 

Specifically, the expression proposed by Spalding (1961) is incorporated: 
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. (2.8) 

Here y
+
, u

+
, E and  represent the dimensionless distance normal to the wall, the 

dimensionless velocity parallel to the wall, the damping factor and a model constant, 

respectively. Using a wall function also implies that bubbles are unaffected by the viscous 

boundary layer near the walls, since the velocities therein cannot be calculated. This has some 

implications for coalescence and break-up models as well, which are discussed below. 

The SGS kinetic energy kSGS due to velocity fluctuations is calculated as follows: 

 
2 22 K

SGS

E

C
k

C
  S , (2.9) 

with the model constants CK and CE, were the latter has the fixed value of 1.05. This approach 

enables a separate calculation of μL,SGS and kSGS which may be beneficial for comparison 

purposes (Radl et al., 2010a). Inserting Eq. (2.9) into Eq. (2.7) yields: 

  
2

,L SGS L SC   S , (2.10) 

where the Smagorinsky constant is given by CS=(2CK
3
/CE)

1/4
. Finally, the turbulent  

energy-dissipation rate ϵ is defined as: 
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2.2.2 Bubble Dynamics 

In the Lagrangian tracking part, each individual gas bubble is handled as a rigid sphere. It is 

assumed that a bubble has a constant mass which only changes due to bubble break-up and 

coalescence (B&C) processes. Furthermore, it is presumed that the mass is concentrated at the 

bubble’s center, located at the position xB. The trajectory and the velocity uB of a bubble are 

calculated based on Newton’s equation of motion: 

 B tB  x u , (2.12) 

 BG B t     u F , (2.13) 

with the gas density G, the bubble volume B=π/6dB
3
 and the sub-time step Δt. The net force 

ΣF, experienced by each individual bubble in the liquid, is composed of the buoyancy force 

FB, the lift force FL, the drag force FD and the virtual mass force FVM: 

 B L D VM    F F F F F . (2.14) 

The definitions of the forces and of the respective related closure terms are summarized in  

Tab. 2.1. Therein, the buoyancy force is given as sum of the pressure gradient force and the 

gravity force. The lift force acts perpendicular to the approaching flow direction, experienced 

by each bubble. For small, spherical bubbles Tomiyama (2004) suggested to use the constant 

value 0.5 for the lift coefficient CL. The drag force represents the resistance, when the bubble 

moves relative to the liquid. Here, the model proposed by Ishii and Zuber (1979) is used for 

the modeling of the drag force coefficient CD. Thereby, CD is described through a relative 

simple function of the Eötvös number Eö. This simple drag model restricts the simulations in 

this study to relatively dilute bubble swarms. However, since no alternative systematic studies  

 

Table 2.1: Overview of the forces acting on a bubble. 
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on the effect of alternative drag models were found, there is no reason for picking more 

sophisticated models (e.g. that of Gillissen et al., 2011) instead the one used in the present 

work. Finally, the virtual mass force expresses the acceleration resistance due to a thin liquid 

layer moving in front of the bubbles. For low gas volume fractions the virtual mass 

coefficient CVM has the constant value 0.5 (Delnoij et al., 1997). 

2.2.3 Interphase Coupling 

Deen et al. (2004) found that the liquid properties can be calculated grid independently at the 

bubble position xB by using the fourth-order polynomial clipping function ω: 

 

4 2

5 3

( ) ( )15 1
2

16

B B
Bwith n

n n n


  
     

 

x x x x
x x , (2.15) 

where 2n is the width of the mapping window and x is the position of the neighboring grid 

node. The influence of the bubble b on a certain cell j is then given through the integral 

j

d


  (see Darmana et al., 2006). The gas volume fraction for a cell of volume cell is 

calculated through: 

 ,

1

j
G B b

bubblescell

d  
 



   . (2.16) 

The Euler-to-Lagrange interpolation is necessary for the calculation of the forces acting on a 

bubble. Therefore, the liquid quantities Ψ, e.g. the liquid velocity, have to be known at the 

bubble’s position. Then, a liquid quantity ψ at the bubble position is calculated as follows: 

 
jcells

d




  ψ Ψ . (2.17) 

Finally, the volume-specific interphase momentum transfer rate , the liquid of a grid cell 

experiences in the presence of the bubbles, is given for the Lagrange-to-Euler coupling as: 

 
1

j
b

bubblescell

d
 



   Φ φ , (2.18) 

where b= –ΣF is the force acting on the liquid due to the presence of a bubble b in the 

respective computational cell. 
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2.2.4 Break-up and Coalescence Models 

The population balance equations (PBE) for bubbly flow describes the spatial and temporal 

evolution of the bubble population in a system. Thereby, the break-up kernel function r
B
(’) 

determines the number fraction of daughter bubbles of volume ’ which are formed through 

break-up of bubbles of volume  per time and per volume. The kernel function is given by the 

product of the break-up frequency B
() and the corresponding daughter bubble size 

distribution (BSD)  B
(’): 

      , ' , 'B B Br        . (2.19) 

In the literature, the dimensionless daughter BSD  B
(f) is often used instead of  B

(’). 

Both distributions are related to each other through  B
(f)=

 B
(’) with f='. 

Similarly, the coalescence kernel function r
C
(’) predicts the number fraction of bubbles of 

volume  which coalesce with bubbles of volume ’ per time and per volume. Furthermore, 

this kernel function is the product of the coalescence rate r
C*

(’) and the coalescence 

efficiency P
C
(’): 

      *, ' , ' , 'C C Cr r P      . (2.20) 

In this work, the models derived from Coulaloglou and Tavlarides (1977) and from Lee et al. 

(1987a, 1987b) are investigated, which are presented in the next two sections. Fig. 2.1 shows 

the characteristics of these models regarding B
(),  B

(f) and P
C
(’): Both models have 

significant quantitative, and in case of P
C
(’) even qualitative, different features. 

 

Model Proposed by Coulaloglou and Tavlarides (C&T) 

C&T derived a film drainage model, assuming that two colliding bubbles are going to 

coalesce if their contact time contactt  exceeds the drainage time tdrainage of the liquid film 

between them. Specifically, they proposed the following exponential relation for the 

coalescence probability: 

  , ' exp
drainageC

contact

t
P

t
 

 
  

 
. (2.21) 
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Figure 2.1: Characteristics of (a) the break-up frequency B
(), (b) the dimensionless 

daughter BSD  B
(f) and (c) the coalescence efficiency P

C
() for two equal-sized bubbles 

(ϵ=0.1 m
2
∙s

–3
). 

 

For two bubbles of diameters d1 and d2, they assumed that tdrainage is equal to the time for 

viscous thinning (Chappelear, 1961): 

  
4

2 32 3

, 1 22 2 2

1 1

16

L L eq

drainage COU C

f i

d
t C d d

h h

 



 
    

 

ε , (2.22) 

with the surface tension σ, the equivalent bubble diameter deq=2/(1/d1+1/d2)
–1

, the initial hi 

and the critical hf film thickness before rupture. Experimental investigations of air-water 

systems suggest the values hi=10
–4

 m (Kirkpatrick and Locket, 1974) and hf=10
–8

 m (Kim and 

Lee, 1987). For contactt , C&T used the dimensional analysis from Levich (1962): Based on the 

theory of isotropic turbulence, two bubbles will stay together in a turbulent flow, as long as 

they are not hit by an eddy of size λ=d1+d2: 

  
2 31 3

1 2contactt d d ε . (2.23) 

Furthermore, they derived a break-up frequency B
(), assuming that an eddy transmits its 
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entire energy to a bubble during an eddy-bubble collision, which stimulates the bubble to 

oscillate. A bubble is going to break up into two daughter bubbles if the transmitted energy 

exceeds its critical surface energy. Supposing that the energy distribution of eddies follows a 

normal distribution, B
() is given by: 

  
1 3

, 2

, 1 2 2 3 5 3
exp

Cou BB

COU B

G

C
C

d d


 



  
   

   

ε

ε
. (2.24) 

For the daughter BSD  B
(f), they assumed a normal distribution around  and 

determined the values for the mean and the variance experimentally, so that 99.6 % of the 

investigated daughter bubbles lie within the distribution: 

    
2

1, 1.26exp [ 4.5 2 1 ]B f f     . (2.25) 

 

Model Proposed by Lee et al. (LEE) 

LEE used the film drainage model as described in Eqs. (2.21) and (2.23). In their model, 

tdrainage is given as the sum of the time for viscous thinning and the time for film rupture: 
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, (2.26) 

with the liquid film radius Rd, the surface immobility parameter M and the Hamaker constant 

Ah. As value for M, they suggested 0.034 and reported the following literature values for 

Rd=10
–4

 m and Ah=10–20 J. The film rupture term in Eq. (2.26) does not depend on the bubble 

radii and thus, an opposite characteristic of P
C
(’) is obtained compared with the model 

from C&T, as can be seen in Fig. 2.1(c). 

Regarding the break-up frequency B
(), their model is based on the same considerations as 

the one from C&T. The difference here is that the energy distribution of the arriving eddies 

follows a Maxwell distribution: 

  
1 3 2

, 2

, 1 32 2 3 11 3
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C D d

d d


  

 

   
          


ε

ε
, (2.27) 

where D3(x)=1–Γ(3/2,x/2)/Γ(3/2) is the cumulative chi-square distribution with three degrees 
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of freedom, and Γ(a,x) and Γ(a) are the incomplete and complete gamma functions, 

respectively. Further, LEE presumed that  B
(f) has the shape of a beta distribution: 

  
 

   
 

4
1, 1

2 2

B f f f  


 
 

. (2.28) 

2.2.5 Numerical Implementation 

At the beginning of the Lagrangian tracking, bubbles with fixed uniform sizes are injected 

into the domain and the bubble properties are updated. Afterwards, all bubbles are checked 

for break-up, where a uniformly distributed random number  with 0≤≤1 is generated for 

each bubble. A bubble with volume  breaks up during the fluid time step Δtfluid if the 

condition B
()Δtfluid is satisfied. If the break-up condition is true, the daughter bubble 

volumes f and f) are calculated next. The inverse transform method [ B
(f)]

–1
 is 

used to obtain samples for f that follow the desired  B
(f)-distribution (Gentle, 2003). 

Thereafter, the daughter bubbles are positioned randomly around the mass center of the 

mother bubble. The detailed calculation parameters of the daughter bubble generation 

algorithm are summarized in Tab. 2.2. 

 

Table 2.2: Bubble parameters after coalescence of two colliding bubbles (a, b) to form a 

merged bubble (c) or after break-up to form the daughter bubbles (a, b) from the mother 

bubble (c). Here, 1, 2, 3 are uniformly distributed random numbers with 0≤1,2,3≤1 and  

ε is a small quantity. 

 

 

Break–up Parameter 

Mass m 

Diameter d 

Position p 

Velocity u 

mamc f

mbmc (f) 

dadc f
1/3

dbdc (f)
1/3

 

Coalescence 

mcmamb 

dc(da
3
db

3
)

1/3 

pc= (mapa+mbpb) /mab 

uc= (maua+mbub) /mab 

pa= pc +mb /mab δ 

pb= pc ma /mab δ 

ua= uc+ε n 

ub= ucε n 

Closure 

mab= ma+mb 

δ= ((da+db)/2+ε) n 

 

 
1 2 3

1 2 3
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Due to the effect of walls on the turbulent flow field of the liquid phase (i.e. the formation of 

a boundary layer where velocity fluctuations become anisotropic), the sub-models for 

coalescence and break-up are expected to give unrealistic results. However, no suitable model 

was found in literature that was validated for the prediction of near-wall coalescence and 

break-up. Therefore, break-up is restricted to appear only in computational cells that are not 

adjacent to walls, by assuming that bubbles are unaffected by the viscous boundary layer. 

Consequently, this fact limits the relevance of this study to flows in which the bubble 

concentration near walls is small and bubble-wall interactions are unimportant. Both 

limitations are unproblematic for the simulation setup which is described in the next chapter. 

P
C
(’) determines if two colliding bubbles coalesce or bounce: Two colliding bubbles 

coalesce if P
C
(’)<, otherwise they will bounce off each other. The changes of the bubble 

properties due to coalescence and bouncing are listed in Tabs. 2.2 and 2.3. 

 

Table 2.3: The tangential velocity components u
׀׀
, normal velocity components u


 and the 

positions p for two bubbles (a, b) before and after (
*
) bouncing or overlap handling. Here, O is 

the overlap of the bubbles, n is the unit vector of the bubble’s mass center connection line and 

ε is a small quantity. 

 

Coalescence and break-up inevitably leads to a polydisperse bubble ensemble, and this has 

some important consequences: 

(i) Models for drag and lift have been developed for monodisperse, relatively dilute 

systems. Their use in polydisperse bubble flows has not been rigorously validated, and 

dedicated models for polydisperse systems are in the early stages of development. As 

already discussed, a rather simple model for drag and lift is used in this work, which 

neglects, e.g. wake effects that large bubbles have on small ones. 

(ii) The relative resolution (i.e. the spacing of the computational grid to the bubble 

O= (da+db)/2papb 
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a b
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diameter) is different for individual bubbles. Thus, while for large bubbles the flow 

field might appear “well resolved”, non-resolved liquid phase velocity fluctuations 

might be important for small bubbles. As there is no consensus on how liquid phase 

velocity fluctuations affect bubble motion in polydisperse systems, no model is used 

for these effects. 

(iii) Some bubbles with diameters in the range of the cell lengths are formed for a short-

time through coalescence. Thus, the ratio of bubble diameter to computational grid 

size can be larger than unity, which comes into conflict with the used modified version 

of the Navier-Stokes equation. Since a local adaptation of the grid size is unpractical, 

the local liquid volume fraction is limited via: 

 max[1 , 0.05]L G   . (2.29) 

(iv) B&C processes lead to overlaps of the bubbles, because the latter are assumed to be 

spherical. In reality, bubbles would deform, repel each other, and start to move 

relative to each other. Here, bubble overlap is handled by displacing the bubbles 

around their mass centers (see Tab. 2.3). This procedure has to be repeated until all 

overlaps in the domain are removed. 

After the Lagrangian tracking for Δtfluid is completed, the values for L and  are calculated 

and finally, the filtered Navier-Stokes equations are solved. 

2.2.6 The “Deen Case” 

In this study, the bubble column (BC) experiment performed by Deen et al. (2001a, 2001b), 

and hereafter called the Deen case, is used as reference case for validating the algorithm. 

Their three-dimensional rectangular BC had a cross-section area of 0.15x0.15 m
2
 and was 

filled with water up to a height of 0.45 m, as shown in Fig. 2.2(a). Air was injected through a 

perforated plate with a superficial velocity of 4.9 mm∙s
–1

, which corresponded to a gassing 

rate of ca. 1.1x10
–4

 m
3
∙s

–1
. The plate contained 7x7 circular shaped holes at a square pitch of  

6.25 mm, as shown in Fig. 2.2(b). The resulting injected bubbles had an initial mean bubble 

diameter of dB=4 mm. Hansen (2009) used the Deen case for his investigations of the BSD in 

the column. By applying the interferometric particle imaging technique (IPI) between the 

heights of 0.20 m and 0.30 m, he observed the BSD shown in Fig. 2.2(c) with bubble 

diameters between 0.5 mm<dB<10.6 mm. Finally, Bai (2010) measured the overall gas 

volume fraction αG,overall to be 1.6 % for the Deen case. 
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Figure 2.2: Schematic view of (a) the computational model, (b) the perforated plate and  

(c) the BSD observed by Hansen (2009). In (a), the grey marked volume indicates the region 

in which Hansen experimentally analyzed the BSD. 

 

2.2.7 Simulation Setup 

The Deen case is converted into a computational model consisting of 15x15x45 cubic cells 

with constant cell lengths of 10 mm. Second-order accurate numerical schemes are used in 

space (for the convection and diffusion terms) and time to avoid excessive numerical 

diffusion. The no-slip condition and the ideally elastic bounce-back condition (for the 

bubbles) are applied to each wall for the liquid. For the top face (outlet), the free-slip 

condition has been used for the liquid. Air bubbles with a uniform diameter of 4 mm are 

injected with a speed of 0.269 m∙s
–1

 at the bottom of the column. The bubbles rise in the 

liquid, and once a bubble reaches the top plane (outlet), it is removed from the domain. The 

continuous feeding and removal of bubbles in the BC causes a temporal variation of the liquid 

fill level. Due to the fact that a fixed grid is used for modeling, numerical instabilities would 

arise during the simulation. These instabilities are avoided by calculating the mean liquid 

volume fraction L,mean from the local L through volume averaging as described by Radl et 

al. (2010a): 

   ,
.

L meanL
L L

t t





 

 
u . (2.30) 

This technique allows the resolution of local changes of L on one hand and avoids numerical 

problems on the other. 

All simulations start with a stagnant liquid and proceed with a time step for the liquid phase 
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of 1 ms for 180 s, while the bubbles are tracked with a sub-time step of Δt=0.1 ms. These 

settings led to negligible differences compared to simulations with smaller time steps, which 

is also confirmed by literature data (Darmana et al., 2005). 



Results and Discussion   ●   35 

 

 

2.3 Results and Discussion 

The cases simulated in this study are summarized in Tab. 2.4. The reported results for liquid 

flow and bubble motion were obtained through long-term averaging (LTA) or long-term 

counting (LTC), starting after 20 s to allow the flow to develop. If not mentioned otherwise, 

both LTA and LTC ended after 180 s. 

 

Table 2.4: Overview of the different simulation cases. Therein, CS, CC and CB denote the 

Smagorinsky constant, as well as the model constants for bubble coalescence and break-up, 

respectively. 

 

Each of the simulations was performed on a single core of a QX9650 Intel processor. During 

the simulations approximately 4,500, 10,000 and 5,500 bubbles were moved at every time 

step within the cases 0, 2 and 4, respectively. A typical simulation time for one case amounted 

to be between 4 and 6 days. 

2.3.1 Monodisperse Bubbles (Standard Case) 

A series of instantaneous snapshots in Fig. 2.3(a) shows the development of the bubble plume 

for the standard case (case 0) at the times 0.5 s, 1 s, 20 s, 40 s and 80 s. Soon after the bubbles 

are injected into the quiescent liquid, the ascending bubbles form a plume with the typical 

mushroom-like shape. Later in time, when the flow in the BC is fully developed, the plume 

begins to oscillate, which was also observed by Deen et al. (2001a) in their experiments. In 

order to compare the simulation results with the particle image velocimetry (PIV) data of 

Deen, the liquid flow field is LTA at certain positions in the column. Here, the length of the 

averaging period needs to be chosen long enough in order to achieve statistically meaningful 

results, in which the convergence of the velocity profiles serves as evaluation criterion. 

 

Case CS Break-up and coalescence 

model 

CC CB1 CB2 

      0 0.10 
none (monodisperse, dB=4 mm) – – – 

1 0.11 
2 0.10 

Coulaloglou and Tavlarides 3.0x10
-8

 1.8 1.0x10
-4

 
3 0.11 
4 0.10 

Lee et al. 8.0 2.0 3.0x10
-2

 
5 0.11 
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Figure 2.3: Snapshots of the evolving bubble plume with uniform bubble size (a, case 0) and 

with B&C using the model of Lee et al. (b, case 4). 

 

A comparison of the velocity profiles in Fig. 2.4(a) indicates that the velocities converge after 

a simulation time of approximately 120 s. Furthermore, it can be seen that the average liquid 

velocity profile of the model and the experimental results from Deen show excellent 

agreement. The average liquid velocity near the center of the column is slightly under 

predicted. The axial and the lateral velocity fluctuation (see Figs. 2.4(b) and (c)) give some 

impression about the chaotic features of the flow field: As can be seen, the axial component is 

in the same order of magnitude as the mean velocity. A comparison with the experimental 

results indicates that the qualitative behavior, i.e. the twin-peaked shape, and the quantitative 

behavior of the flow field, are well capture with this model, even with equal sized bubbles. 

2.3.2 Polydisperse Bubble Populations 

By using the BSD measured by Hansen for the Deen case and shown in Fig. 2.2(c), the model 

parameters for the C&T and LEE model were estimated. However, a perfect match between  

 

t=0.5 s t=1.0 s t=20.0 s t=40.0 s t=80.0 s 

a 

b 
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Figure 2.4: Comparison of the simulated and experimental LTA liquid velocities (a) and the 

fluctuating velocity components (b,c) for the standard case (case 0) at a height of 0.255 m and 

a depth of 0.075 m for different averaging periods. 

 

experimental data and the results from C&T and LEE model is difficult. Therefore, a closely 

match of the arithmetic mean diameter d10 was attempted. The Sauter mean diameter d32 was 

then computed to analyze the difference between model predictions and experiments. These 

mean diameters are defined as d10=Nidi/Ni and d32=Nidi
3
/Nidi

2
. The model parameters, 

ultimately used for the simulation of the cases 2, 3, 4 and 5 (non-uniform BSDs) are 

summarized in Tab. 2.4. 

Fig. 2.5(a) shows the BSD obtained with the model of C&T (case 2). A comparison of the 

LTC and Hansen’s BSD points out, that both distributions possess a positive skewness and 

the results for d10 could be nicely matched (model: 2.28 mm, experiment: 2.26 mm). However, 

the BSD of Hansen is leptokurtic (i.e. sharp peak around the mean and broad tails) and 

contains a significant number of bubbles with diameters larger than 9 mm. The latter fact  
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Figure 2.5: Comparison of long-term counted BSD obtained with the B&C models from 

Coulaloglou and Tavlarides (a) and from Lee et al. (b). 

 

explains the difference of the d32 values. A similar characteristic is seen in the computed BSD 

for the model of LEE (case 4). The BSD is illustrated in Fig. 2.5(b) and shows a positive 

skewness, nearly no bubbles with diameters greater than 9 mm. Again, the d10=2.38 mm is in 

good agreement with Hansen’s BSD, as well. However, the BSD calculated with the LEE 

model is more leptokurtic than the one measured by Hansen. An evaluation of the simulation 

results with respect to the size range of the observed bubble diameters reveals the following 

minima and maxima: With the model of C&T, bubbles between 0.07 mm<dB<19.6 mm are 

observed, while bubbles between 0.12 mm<dB<18.6 mm are predicted with the model of LEE. 

The evolution of the bubble plume, including break-up and coalescence (B&C) for the LEE 

model (case 4), is shown as a series of snapshots in Fig. 2.3(b). Again, the typical mushroom-

like shape can be observed shortly after the start of the simulation. In the second picture at 

t=1 s, it can be seen that coalescence dominates in the region around the inlet. The relative 

distributions of the B&C events in a two-dimensional cut through the computational domain 

are represented in Figs. 2.6(a) and (b). 

As can be seen, the bubbles mainly coalesce above the sparger while break-up occurs over the 

entire height of the BC. Concerning the coalescence processes of the two models, 27 % of the 

bubble-bubble collision in case 2 lead to coalescence while only 18 % of the collisions in  

case 4 lead to coalescence. This circumstance results from the fact that the P
C
(’) values for 

the C&T model are very high for almost all bubble radii, while the P
C
(’) function of the 

LEE model tends towards zero for larger bubble radii (see Fig. 2.1c). In both break-up  
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Figure 2.6: LTC spatial distribution of coalescence (a) and break-up events (b) with the model 

from Lee et al. (case 4). The LTA of the energy-dissipation rate in the mid-depth plane is 

shown in (c). 

 

models, the local energy-dissipation rateϵ is, apart from the bubble diameter, the most 

important parameter that dictates whether break-ups will occur or not. Fig. 2.6(c) shows the 

LTA ϵ-field in the mid-depth plane of the BC. 

As mentioned before, break-up is not considered in the region near the wall thus, bubbles are 

not allowed to break-up in these regions. A comparison of the Figs. 2.6(b) and (c) reveals that 

higher break-up rates occur in the region close to the top outlet. This is due to the high  

ϵ-values of about 0.05 m
2
∙s

–3
 in this region, as well as the comparably large size of the 

bubbles in this region. 

2.3.3 Sauter Mean Diameter and Gas Volume Fraction 

For spherical bubbles, the specific interfacial area a is given through the relation: 

 
32

6 Ga
d


 . (2.31) 

The LTA properties of both parameters over the column height are shown in Fig. 2.7(a) for 

the cases 0, 2 and 4. In this diagram, it can be seen that the local Sauter mean diameters 

d32,local increases up to a maximum at a height of 0.05 m and then decreases continuously to 

about 4 mm at the top of the BC. The maxima at 0.05 m have values of 6.0 mm and 6.5 mm, 

for the model from C&T and from LEE, respectively. 

Simultaneously, the local gas volume fraction αG,local drops rapidly from the local maximum at  
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Figure 2.7: Axial profiles of the simulated LTA local gas volume fraction αG,local and the local 

Sauter mean diameter d32,local (a). The temporal evolution of the overall gas volume fraction 

αG,overall is shown for the cases 0, 2 and 4 in (b). 

 

the inlet to a minimum value of approximately 1.1 % at a reactor height of 0.10 m. Then, 

αG,local continuously increases to 2.5 % at the top of the reactor. Surprisingly, the αG,local values 

are the same for all models up to approximately 0.2 m. Above this level, the monodisperse 

case results in marginally higher αG,local values, while the results of the LEE model give 

insignificantly lower predictions. This behavior is also mirrored in the temporal evolution of 

the overall gas volume fraction αG,overall, as shown in Fig. 2.7(b). The LTA αG,overall values of  

1.4 %, 1.4 % and 1.3 %, for the cases 0, 2 and 4, respectively, show good agreement with the 

experimentally measured value of 1.6 % from Bai (2010). Consequently, the local interfacial 

area alocal in the reactor follows the trend of the αG,local in a similar way, in case of the 

monodisperse case even exactly. Interestingly, for non-uniform BSDs (in case a coalescence 

and break-up model is employed) the local interfacial area is significantly (ca. 35 %) smaller 

compared to the monodisperse case. However, the two different coalescence and break-up 

models give similar results. 

Next the influence of B&C on the hydrodynamics of the bubbly flow is investigated. A 

comparison of the liquid flow field for monodisperse and polydisperse BSDs is shown in  

Fig. 2.8. As can be seen, cases 0, 2 and 4 have similar characteristics regarding the average 

and the fluctuating velocities. Additionally, the velocity profiles also show good quantitative, 

as well as good qualitative agreements, with the experimentally obtained ones. The good 

agreement between the average velocities for all three cases may be attributed to the used drag  
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Figure 2.8: Comparison of the simulated and experimental LTA liquid velocities (a) and the 

fluctuating velocity components (b,c) for the uniform BSD (case 0) and with B&C (case 2 and 

4) for CS=0.10 at a height of 0.255 m and a depth of 0.075 m. 

 

 

 

 

Figure 2.9: Snapshots of the instantaneous liquid velocity after 100 s in the mid-depth plane 

for the uniform BSD (a, case 0) and with B&C using the models of Lee et al. (b, case 2) and 

Coulaloglou and Tavlarides (c, case 4). 
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model which results in the same rise velocities independent of the bubble diameters. Fig. 2.9 

shows instantaneous snapshots of the velocity field in the mid-depth plane at a simulation 

time of 100 s. Several small and large vortical structures can be seen in these pictures for all 

three cases. 

2.3.4 Influence of the Smagorinsky Constant 

Finally, the influence of a variation of the Smagorinsky constant on the bubbly flow and on 

the BSD is investigated. Therefore, the CS was increased to the value of 0.11 in the cases 1, 3 

and 5. A comparison of the velocity profiles in Figs. 2.8 and 2.10 reveals that the CS change 

has only a marginal impact on all cases. The main effect that can be noticed is a reduction of 

the axial fluctuation velocity in case 1. Consequently, the BSDs of both B&C models only 

changes slightly, as shown in Fig. 2.5 The d10 values of the new BSDs are 2.24 mm and  

2.36 mm, for the models from C&T and from LEE, respectively. 

 

 

Figure 2.10: Comparison of the simulated and LTA liquid velocities (a) and the fluctuating 

velocity components (b,c) for the uniform BSD (case 1) and with B&C (case 3 and 5) for 

CS=0.11 at a height of 0.255 m and a depth of 0.075 m. 
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2.4 Summary and Conclusions 

In this study, gas-liquid flow in a three-dimensional rectangular bubble column (BC) was 

modeled with a stochastic approach to consider break-up and coalescence. The liquid and the 

gas phases were modeled based on a four-way coupled, three-dimensional Euler-Lagrangian 

(EL) approach. Thereby, the bubble break-up and coalescence (B&C) models suggested by 

Lee et al. (1987a, 1987b) (LEE) and Coulaloglou and Tavlarides (1977) (C&T) were applied. 

A validation with the experimental results from Deen et al. (2001a, 2001b) and Bai (2010) 

showed good agreement regarding the long-term averaged (LTA) mean and fluctuating liquid 

velocity components, and the overall gas hold-up in the BC. With respect to the flow field and 

gas hold-up, both B&C models yielded results very close to that using an uniform bubble size. 

Both B&C models predicted a Sauter mean bubble diameter d32 close (within about 10%) to 

the one used for the simulations with a uniform bubble size. Hence, it was concluded that it is 

sufficient to use the Sauter mean diameter (if known a priori) to make correct predictions of 

flow and overall gas hold-up for the type of BC that was investigated in this study. 

The main benefit from simulations using B&C models is that they seem to better predict the 

local interfacial areas, especially in the lower half of the BC: coalescence occurs mainly in the 

region directly above the inlet, leading to a rapid increase on bubble size. Bubble break-up 

takes place over the whole column height. In summary, this leads to a maximum value of the 

Sauter mean diameter and a subsequent drop of d32 over the remaining height of the column. 

Neither with the model of LEE nor with the model of C&T, was it possible to exactly match 

the experimentally determined bubble size distribution (BSD) from Hansen (2009). However, 

the agreement was good. The similar results for flow, hold-up and local Sauter mean diameter 

of the LEE and C&T model indicate that not only the B&C model is critical for more accurate 

prediction of bubbly flows. Thus, future studies are required to systematically address the 

effect of various sub-models (e.g. drag, lift, energy-dissipation rate) in order to refine the 

picture for the most appropriate model structure and parameters for simulations of these 

complex multiphase flows. 
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Notation 

Latin Letters 

a   specific gas-liquid interfacial area, (m
–1

) 

Ah   Hamaker constant, (kg∙m
2
∙s

–2
) 

CC, CB1, CB2  break-up and coalescence model parameters, (–) 

CE, CK   turbulence model constants, (–) 

CD   drag coefficient, (–) 

CL   lift coefficient, (–) 

CS   Smagorinsky constant, (–) 

CVM   virtual mass coefficient, (–) 

dB, d   bubble diameter, (m) 

deq   equivalent bubble diameter, (m) 

d10, d32   arithmetic / Sauter mean diameter, (m) 

D3(x)   cumulative chi-square distribution with three degrees of 

freedom, (–) 

E   damping factor of the wall function, (–) 

Eö   Eötvös number, (–) 

f   daughter bubble volume fraction, (–) 

FB   buoyancy force, (kg∙m
–2

∙s
–2

) 

FD   drag force, (kg∙m
–2

∙s
–2

) 

FL   lift force, (kg∙m
–2

∙s
–2

) 

FVM   virtual mass force, (kg∙m
–2

∙s
–2

) 

g   gravitational acceleration, (m∙s
–2

) 

hi, hf   initial / critical film thickness, (m) 

kSGS   sub-grid kinetic energy, (m∙s
–2

) 

m   mass, (kg) 

M   surface immobility parameter, (–) 

n   unit vector, (m) 

O   overlap, (m) 

p   liquid pressure / filtered liquid pressure, (kg∙m
–1

∙s
–2

]) 

p   position vector, (m) 

P
C
(’)  coalescence efficiency, (–) 

r
B
(’)  break-up rate, (m

–3
∙s

–1
) 

r
C
(’), r

C*
(’) coalescence rate, (m

–3
∙s

–1
) 

Rd   liquid film radius, (m) 

S    rate of strain, (s
–1

) 

Δt, Δtfluid  sub-time step / liquid time step, (s) 

t   time, (s) 

contactt    contact time, (s) 

tdrainage   drainage time, (s) 

u
+
   dimensionless velocity, (–) 

uL   liquid velocity, (m∙s
–1

) 

Lu    grid scale velocity, (m∙s
–1

) 

L
u    sub-grid scale velocity, (m∙s

–1
) 
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uB   bubble velocity, (m∙s
–1

) 

u

, u

׀׀
   normal / tangential velocity components, (m∙s

–1
) 

x, x0   position, (m) 

y
+
   dimensionless wall distance, (–) 

 

Greek Letters 

G, L   gas / liquid volume fraction, (–) 

 B
(’)  daughter bubble size distribution, (m

–3
) 

 B
(1,f)  dimensionless daughter bubble size distribution, (–) 

Γ(a), Γ(a,x)  complete / incomplete gamma function, (–) 

   vector, (m) 

Δ   filter length, (m) 

Δx, Δy, Δz  cell length in x-, y- and z-direction, (m) 

ϵ   energy-dissipation rate, (m
2
∙s

–3
) 

   wall function model constant, (–) 

λ   eddy size, (m) 

μL   molecular dynamic viscosity, (kg∙m
–1

∙s
–1

) 

μL,EFF   viscosity, (kg∙m
–1

∙s
–1

) 

μL,SGS   turbulent viscosity, (kg∙m
–1

∙s
–1

) 

G, L   gas / liquid density, (kg∙m
–3

) 

σ   surface tension, (kg∙s
–2

) 

Lτ , Lτ   stress tensor / filtered stress tensor, (kg∙m
–1

∙s
–2

) 

 ’,  bubble volume, (m
3
) 

cell   cell volume, (m
3
) 

,    volume-specific interphase force term, (kg∙m
–2

∙s
–2

) 

Ψ, ψ   Eulerian quantity, (–) 

ω   fourth-order clipping function, (–) 

B
(’)  break-up frequency, (s

–1
) 

 

Subscripts 

B bubble 

G dispersed phase 

L continuous phase 
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“A complex system that works is invariably found  

to have evolved from a simple system that worked.  

A complex system designed from scratch never  

works and cannot be patched up to make it work.”  

– John Gall (1925) 

 

 

3 Impact of Bubble Breakage 

and Coalescence on Absorption 

and Chemisorption2 

 

Abstract 

In this study, the impact of bubble breakage and coalescence on the mass transfer and on the 

temporal evolution of species concentration during absorption and chemisorption is 

investigated. Thereby, the carbon dioxide absorption in water and the carbon dioxide 

chemisorption in sodium hydroxide solutions of various initial pH serve as model cases. A 

                                                 

2 
This chapter is based on: Gruber, M.C., Radl, S., Khinast, J.G., 2015. Rigorous Modeling of CO2 Absorption 

and Chemisorption: The Influence of Bubble Coalescence and Breakage. Submitted to Chem. Eng. Sci. 
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three-dimensional Euler-Lagrange algorithm is used for the handling of the gaseous and the 

liquid phase in a laboratory-scale bubble column. The algorithm accurately forecasts the mean 

and fluctuating liquid velocities and predicts the bubble size distribution reasonably good. 

The results show that breakage and coalescence critically impact mass transfer, liquid phase 

mixing, as well as reaction rates in systems with low to moderately large pH. In contrast, for 

extremely high pH values, shrinkage of bubbles becomes the dominating phenomenon. This is 

because bubble shrinkage leads to small bubbles, low gas hold-up, as well as little liquid 

phase agitation in the upper part of the reactor. Consequently, the relevance of breakage and 

coalescence events decreases gradually with increasing pH. A plot of the results as function of 

the overall pH illustrates that a regime change occurs close to pH 12.5. This transition is 

caused by a dramatic reduction of the gas hold-up, leading to a significant reduction of liquid-

phase agitation. 

3.1 Introduction 

One of the most primitive, but nevertheless often used, reactor types for multiphase reactions 

are bubble columns (BCs). Typically, a BC is constructed as a cylindrical vessel which 

accommodates a gas sparger at its bottom. The sparger has the function to segment a 

continuous gas stream into discrete bubbles, which then ascend either through a liquid or 

through a suspension. The widespread of BCs in chemical, biochemical and pharmaceutical 

industries is based on some beneficial characteristics: BCs possess high heat and mass 

transfer rates and cause only low operation and maintenance costs due to absence of moving 

parts (Kantarci et al., 2005). 

As simple as the construction of BCs may appear, so complex are the interactions of the 

phenomena that occur during its operation and which range over several orders of magnitudes 

in both, length and time scale. Fig. 3.1 schematically illustrates the correlations of some of 

them for the general case of gas-liquid mass transfer depending chemical reactions in the 

liquid phase, such as chemisorption. 

As the figure points out, the bubbles’ sizes, represented by their diameters dB, take a center 

stage within these interdependencies. The ascending gas bubbles induce turbulences of 

lengths proportional to dB into the liquid. These turbulences either decay to eddies in the order 

of micrometers (Kolmogorov microscale) or interact with each other in order to form  
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Figure 3.1: Schematic representation of the inter-dependency of break-up and coalescence, 

fluid flow, mixing, mass transfer and chemical reactions (adapted from Darmana, 2006). 

 

unsteady recirculating flow patterns in the order of meters (macroscale of the BC). Moreover, 

small-scale turbulences can deform bubbles and cause bubble-bubble collisions, which leads 

to bubble break-ups and coalescences (B&Cs). The sizes of the bubbles also change due to 

interphase mass transfer, commonly caused through the dissolution of the gas in the liquid. 

Besides, the liquid turbulences cause macro- and micromixing of the liquid reactants (i.e. the 

dissolved gas, the solvent or already dissolved species), whose local distributions are in turn 

decisive for the reaction rates and hence, decisive for the evolution of the chemical reactions. 

Consequently, the reactions generate (via consumption) higher concentration gradients of the 

dissolved gas close to the gas-liquid interfaces, such that the interphase mass transfer is 

enhanced by the factor E. The enhanced mass transfer consequently leads to accelerated 

bubble shrinkage (BS), especially in case the reaction is fast and the gas consists of pure 

reactant. In addition, the rate of interphase mass transfer depends on the local hydrodynamics 

on the scale of the bubble, which is traditionally quantified by the mass transfer coefficient kL 

and the interphase area AB of the bubbles (Darmana, 2006). 

The above mentioned interactions of various phenomena complicate the rational design and 

operation of BCs. For example, the a priori calculation of process parameters, that maximize 

the yield of the desired product and minimize impurities formed in side reactions, is 

challenging for a general reaction network. Also, the scale-up and transfer to a new BC 

design, or the optimization of reactor performance (in terms of yield and selectivity) is very 

limited using traditional engineering guidelines and simple correlations. Hence,  

state-of-the-art engineering of BCs is based on either (i) experimental studies on various 

scales using sophisticated image analysis or advanced chemometrics, or on (ii) detailed 

liquid flow 
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computer simulations (Dani et al., 2007; Francois et al., 2011). With respect to the latter, 

computational fluid dynamics (CFD) has become a powerful tool, which has demonstrated 

that it can indeed guide the development process of BCs and gassed stirred tank (Krishna et 

al., 2001). CFD enables a quantification of the previous depicted phenomena with relative 

ease (without performing costly experiments). Additionally, CFD offers the possibility to 

explore the influence of a variety of phenomena on the total performance of BCs. 

Consequently, a priori information can be gained, e.g. which phenomena is most important 

for the performance of a full-scale BC, which is only possible to a limited extent with 

experimental routines. Clearly, CFD has attracted both academia and industry in recent years, 

which was caused by a number of factors: (i) progress in computer technology (i.e. the 

decrease of the cost associated with simulations), (ii) higher confidence in models to describe 

certain phenomena in a more robust (e.g. mechanistic) and realistic way, and (iii) the 

availability of computer algorithms to efficiently evaluate the relevant set of equations. 

Two different approaches are widely used for the modeling of gas-liquid two-phase flows: 

First, the Euler-Euler (EE) approach treats both phases as interpenetrating continua and 

describes their time-dependent motion via a set of volume-averaged Navier-Stokes equations 

(NSEs). The interactions between the phases are incorporated through exchange models 

(Monahan et al., 2005). Since individual properties of the gas bubbles are lost during an 

averaging procedure (required for deriving the NSEs), a population balance equation (PBE) 

must be formulated in order to model the distribution of bubble sizes. Thereby, the PBE relies 

on closures, e.g. for bubble-bubble collision frequencies, that are based on the local gas 

fraction and account for phenomena such as B&C and BS caused by interphase mass transfer 

(Zhang et al., 2007). 

Second, the Euler-Lagrange (EL) approach regards the liquid phase as continuum and the 

corresponding NSEs are formulated just as for the EE approach. On the other hand, the 

bubbles are tracked individually by solving Newton’s equation of translational motion. Both 

phases interact via exchange terms for momentum and mass. Consequently, this individual 

bubble treatment enables a more direct on bubble-bubble and bubble-liquid interactions than 

the EE approach: The EL approach does not require an additional PBE to model the bubble 

properties, since they are already part of the solution. Hence, the EL approach allows a “more 

realistic” observation of the impact of phenomena such as B&C on bubble size distributions 

(BSDs). However, the main disadvantage of the EL approach are higher computational costs 

due to the individual bubble treatment, wherefore the sizes of the simulated systems are 
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restricted to laboratory-scale or small pilot-scale BCs (Witz et al., 2014). Clearly, the EL 

approach is preferred for fundamental studies (Delnoij et al., 1997). 

The published literature concerning EL simulations often assumes monodisperse bubbles (see 

e.g. Delnoij et al., 1997; Deen et al., 2001; Radl et al., 2010a, 2010b; Besbes et al., 2015), 

while more sophisticated studies consider bubble coalescence (e.g. Darmana, 2006). In 

general, B&C needs to be considered for higher gas flow rates as used in industry (Dhotre et 

al., 2013). In recent years, some authors incorporated the topic of bubble B&C in their 

researches (van den Hengel, 2005; Lau et al., 2010; Gruber et al., 2013). Their findings 

indicate that the Sauter mean diameter d32 of the bubble plume varies significantly over the 

reactor height: While the majority of bubble coalescences occur in the vicinity of the gas 

sparger, bubble break-up events take place over the entire height. This circumstance is 

reflected in a maximum d32 near the gas sparger, which drops subsequently over the 

remaining column height. However, these previous studies have not investigated the impact of 

B&C on (reactive) interphase mass transfer. 

The algorithm used in the present study considers four-way coupling between the phases, and 

its implementation is complementary described in Gruber et al. (2013). For B&C, the models 

of Coulaloglou and Tavlarides (1977) are implemented in the algorithm. In order to reflect the 

random nature of B&C, the decisions if bubbles are going to break up or coalesce is based on 

a stochastic approach. 

This study extends the work of the aforementioned groups on the impact of B&C on the 

outcome of reactions in a BC. Specifically, focus is put on the influence of the interphase 

mass transfer (which depends on the bubble sizes and hence on coalescence and break-up) on 

the temporal evolution of a chemical model reaction. The results of the EL simulations are 

then compared with the outcome of simulations without B&C. To complete the understanding 

of key model parameters that impact the results of EL simulations, this study also evaluates 

the effect of BS on the reactions in a BC. 

The systems investigated in the current contribution include (i) the absorption of carbon 

dioxide (CO2) in water, as well as (ii) the chemisorption of gaseous CO2 in aqueous sodium 

hydroxide (NaOH) solutions. The reaction model and the technique which is used for solving 

the transport equation are based on the work of Darmana (2006). Finally, the simulation 

approach is applied to a three-dimensional rectangular laboratory-scale BC, which is in 

literature well-known as the “Deen case” (Deen et al., 2001). 
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3.2 Modeling 

3.2.1 Liquid Hydrodynamics 

The hydrodynamic of the continuous phase (L) is represented through the volume-averaged 

Navier-Stokes equations (NSEs) which are composed of continuity and momentum 

conservation equations: 
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where g is the gravitational constant and the liquid properties L, uL, and p are the density, the 

velocity and the pressure, respectively. In the NSEs, the influence of the dispersed phase (B) 

is incorporated through the liquid phase volume fraction L and source terms to account for 

interphase exchange: the momentum transfer rate  and the mass transfer rate M . By 

assuming that the liquid has a Newtonian characteristic, the stress tensor L is given through: 
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In this study, the effective viscosity L,EFF is composed of the molecular viscosity L and the 

sub-grid scale (SGS) viscosity L,SGS: 

 , ,L EFF L L SGS    . (3.4) 

The direct numerical solution of the NSEs is computationally costly, due to the great order of 

magnitudes of length and time scales. Alternatively, the large eddy simulation (LES) 

approach is used in this study. The LES solves the NSEs only for length scales larger than the 

one of a characteristic cell length Δ=(ΔxΔyΔz)
1/3

. Thereby, the LES technique relies on 

Kolmogorov’s theory of self-similarity of small eddies and on their universal character: 

Contrary to the flow dependency and anisotropy of large eddies, small eddies are self-similar 

and nearly isotropic, which makes them easy to be modeled. For the modeling of the SGS 

viscosity, the approach from Smagorinsky (1963) is used: 
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2

,SGS ( )L L SC   S , (3.5) 

where CS is the Smagorinsky constant and S is the (filtered) rate of strain. The SGS kinetic 

energy and the turbulent energy dissipation rate are defined as kSGS=2CK
2
S

2
/CE and 

ϵ=CEkSGS
3/2

/, respectively. Thereby, CK and CE are model constants, whereat the latter has 

the fixed value of 1.05. Both constants are related to the Smagorinsky constant through 

CS=(2CK
3
/CE)

1/4
. In this study, a Smagorinsky constant of CS=0.10 is used for all simulations. 

3.2.2 Bubble Dynamics 

In order to resolve the dynamics of the bubbles with the EL approach, the motion of each 

individual bubble has to be calculated from its mass and momentum equation. For a typical 

laboratory-scale bubble column (BC), i.e. insignificant changes in the absolute bubble 

pressures, a bubble can be assumed to be an incompressible sphere with a rigid surface. The 

gas mass balance equation and Newton’s equation of motion are then given for each bubble 

by: 

 B
B B L L B

d
m m

dt


    , (3.6) 

 B
B B

d
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u
F , (3.7) 

with the gas density B and the bubble volume B=π/6dB
3
. Thereby, the coupling with the 

liquid phase is taken into account via the contributions of the interphase mass transfer rate m  

and of the net force ΣF. The latter is the total force that is experienced by each bubble in the 

presence of the liquid. The net force is composed of the following individual forces: the 

buoyancy force FB, the lift force FL, the drag force FD and the virtual mass force FVM: 

 B L D VM   F F F F F . (3.8) 

The definitions of the individual bubble forces, including their corresponding closures, are 

listed in Tab. 3.1. Therein, CVM, CD, CL, ReB and Eö are the coefficients for the virtual mass 

force, the drag force and the lift force, as well as the bubble Reynolds number and the Eötvös 

number, respectively. A detailed explanation concerning the derivation of the forces can be 

found in Tomiyama et al. (1998, 2002). 
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Table 3.1: Overview of forces and closures used in this study. 

 

The liquid velocity uL, used in Tab. 3.1 to compute the forces on the bubble, is composed of a 

resolved component, interpolated from the neighboring grid points, and an unresolved (SGS) 

fluctuating component uL‘. In order to capture also the influence of uL‘ on the motion of a 

bubble, a Langevin type model is used in this study (Pozorski and Minier, 1998; Sommerfeld, 

2001). In this closure model, here denoted as bubble dispersion model, the fluctuations uL‘(t
n
) 

at the particle’s actual position are correlated with the fluctuations uL‘(t
n-1

) from the particle’s 

former position at the time t
n-1

 via a correlation function RB(t,r). A brief summary of the 

bubble dispersion model is given in the appendix. 

3.2.3 Transport Equation of Chemical Species 

Each species j of the liquid mixture is represented by its mass fraction YL 

j
, whereat all species 

complement each other to unity jYL 

j
=1. The temporal variation of YL 

j
 is described through a 

transport equation that considers fraction changes due to convection, diffusion, as well as 

consumption or production caused by chemical reaction or interphase transfer: 
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Note, that the above equation is a spatially filtered form of a microscopic transport equation 

and hence, dispersion due to SGS motion needs to be modeled via an effective diffusion 

coefficient D 

j
EFF. This spatially distributed variable is composed of the species diffusivity D 

j
 

and the SGS contribution, whereupon the latter depends on the Schmidt number Sc 

j
 of the 

particular species: 
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Referring to Radl et al. (2010b), the Schmidt number has no significant impact on species 

mixing, wherefore a constant value of Sc=0.7 is used for all species. The reaction source 

terms S 

j
 for the chemisorption of carbon dioxide (CO2) into aqueous sodium hydroxide 

(NaOH) solutions are reported in Tab. 3.2. 

3.2.4 Reaction Model 

The chemisorption of CO2 into aqueous NaOH solutions takes place in three steps: in the first 

step, the gaseous carbon dioxide CO2(g) is physically dissolved in the liquid: 

 2 2CO (g) CO (aq) . (3.11) 

In the second step, the dissolved carbon dioxide CO2(aq) reacts with hydroxide ions (OH  ) 

to form the intermediate product of hydrogen carbonate ions ( 3HCO ): 

 2 3

f,1

b,1

k

k

CO (aq) OH HCO  , (3.12) 

with kf and kb as the forward and the backward reaction rate constants, respectively. In the last 

reaction step, the 3HCO  ions react onward with the OH   ions to form carbonate ions 

( 2

3CO  ): 

 
2

3 3 2

f,2

b,2

k

k

HCO OH CO H O    . (3.13) 

Following Pohorecki (1988), the forward reaction rate of the second reaction Eq. (3.13) is 

significantly higher than the one of the first reaction Eq. (3.12). Therefore, it can be concluded 

that the first reaction step is the limiting one. The expressions for the forward reaction rate Rf 

and for the backward reaction rate Rb of the relevant reactions are listed in Tab. 3.2. The 

values for kf and kb in Eqs. (3.12) and (3.13) are summarized in the appendix. 

At high values of the pH, the equilibrium concentration of the 3HCO  ions is small and can be 

neglected. Thus, for highly concentrated NaOH solutions, only the following overall reaction,  
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Table 3.2: Summarization of the source terms S 

j
 for the diverse species j of the transport 

equation Eq. (3.9), of the forward Rf and of the backward reaction rates Rb of the Eqs. (3.12) 

and (3.13). Here, kf, kb and M 

j
 are the forward and the backward reaction rate constants and 

the molar masses, respectively. 

 

with a single forward reaction rate step characterized by Rf=kf,1[CO2(aq)][OH  ], needs to be 

considered (Hikita et al., 1976): 

 
2

2 3 22CO (aq) OH CO H O    . (3.14) 

Finally, following the investigations of Bhat (1998), the temperature during the chemisorption 

can be assumed to be constant, wherefore T=298.15 K is used for the whole system. 

3.2.5 Interphase Mass Transfer 

In this study, the interphase mass transfer of CO2 is modeled based on a mass fraction 

difference between the bubble bulk 2CO

BY 
 and the liquid bulk 2CO

LY 
, as shown in Fig. 3.2. 

Assuming that the gas-side mass transfer resistance is negligible, the mass transfer rate 2CO

Bm  

for a single bubble is proportional to the gradient among the liquid side interface 2*CO

LY  and 

the liquid bulk: 

 2 2 2 2( )
CO CO CO CO

B L B L L Lm Ek A Y Y  
  . (3.15) 

Here, E, 2CO

Lk  and B=πdB
2
 are the enhancement factor, the mass transfer coefficient in a  

non-reacting system and the surface area of the bubble, respectively. The mass fraction on the  
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Figure 3.2: Schematic representation of the mass fractions of the liquid side limited interphase 

mass transfer of CO2. 

 

liquid side interface is related to the mass fraction in the bubble bulk by Henry’s law: 

2 2 2*
( )

CO CO CO

L L B BY Y H  
 . Moreover, the dimensionless Henry constant for the dissolution of 

CO2 into pure water has the value 2 exp( / )
CO -6

wH 2.94x10 T 2044 T  (Versteeg and van Swaaij, 

1988). By taking into account that the CO2 solubility decreases with increasing salt 

concentration (the so-called “salting-out” effect), the Henry constant 2COH  is adapted through 

the relation: 2 2log( / ) ( ) [ ]
CO CO

w i I GH H h h i    (Weisenberger and Schumpe, 1996). Thereby, 

[i] symbolizes the local concentration of the electrolyte i in the liquid. The values used for the 

ion- and gas-specific parameters hI and hG are listed up in Tab. 3.3. 

 

Table 3.3: Ion- and gas-specific parameters hI and hG and diffusivities D 

j
 for T=298.15 K 

(Weisenberger and Schumpe, 1996; Cussler, 2007). 

 

The mass transfer of CO2 is accelerated due to the consumption of CO2(aq) in the liquid film 

close to the bubble’s interface. This acceleration is reflected by the enhancement factor E, 

which is a function of the Hatta number 2 21 2

,( [ ]) /
CO CO

f 1 LHa k D OH k . In this study, the 

approximation from Westerterp et al. (1994) is used for the calculation of the enhancement 

factor: 
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As shown in Fig. 3.3, the chemisorption of CO2 into aqueous NaOH solutions is not enhanced 

for pH less than 12, while it increases strongly for pH greater than 12. 

Finally, the mass transfer coefficient 2 2 /
CO CO

L Bk ShD d  can be determined by the empirical 

Sherwood number relation Sh=2+0.015+ReB
0.89

Sc
0.7

 proposed by Brauer (1981). Note that 

this relationship is only strictly valid for isolated bubbles of spherical shape. Since even 

highly resolved direct numerical simulations have not been able to derive a more appropriate 

Sherwood number model so far (see e.g. Roghair, 2012), this simple relationship is used in 

the present study. 

 

 

Figure 3.3: The enhancement factor E for CO2 dissolution as function of the pH value. 

 

3.2.6 Break-up and Coalescence Model of Coulaloglou and Tavlarides 

Coulaloglou and Tavlarides (1977) derived binary break-up and coalescence (B&C) models 

for bubbles in turbulent flows. The coalescence probability for two bubbles of diameters dB1 

and dB2 is given as function of their equivalent diameter deq=2/(1/dB1+1/dB2)
–1

: 

pH [-] 

E
  

[-
] 
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with the surface tension  and the model constant CC. Experimental investigations suggest the 

values of 10
–4

 m and 10
–8

 m for the initial film thickness hi and the critical film thickness hf, 

respectively. The break-up frequency B
(d) and the “daughter” bubble size distribution 

(BSD)  B
(dB´,dB) for a breaking up “mother” bubble of diameter dB are given by: 
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Again, CB1 and CB2 are model constants. The diameters of the through break-up generated 

daughter bubbles are given by dB´ and (dB
3
–dB´

3
)
–3

. 

3.2.7 Numerical Implementation 

As illustrated in Fig. 3.4, all iteration cycles of the EL algorithm start with the Lagrangian 

tracking of the bubbles. In the first step, new bubbles are injected into the computational 

domain. Then, each bubble in the domain is examined, whether the criterion for its break-up 

is fulfilled or not. Thereby, the method described by Gruber et al. (2013) serves as criterion 

for the break-up, and for the calculation of the volumes of the daughter bubbles. If the  

break-up condition is fulfilled for a bubble, it is replaced by two daughter bubbles. In the third 

step, the interphase mass transfers and the experienced net forces are calculated for all 

bubbles in the domain. Based on these calculations, the diameters and positions of the bubbles 

are updated. During the movement of the bubbles, bubble-bubble interactions can occur, 

which result in either coalescences or rebounds events. 

After the Lagrangian bubble tracking, the liquid is handled in the Eulerian way. Therefore, the 

volume fraction and the interphase exchange terms for momentum and mass are determined. 

With this information at hand, the governing equations of the liquid phase are evolved in 

time. Finally, the spatial mass fraction distribution is determined for all involved chemical 

species. Therefore, the reaction source terms are calculated first, whereupon the spatial 

distributions are obtained by solving the corresponding transport equation. 



62   ●   Introduction 

 

 

Figure 3.4: Schematic view of the computational sequence. 

 

3.2.8 The “Deen Case” 

In this study, the three-dimensional rectangular BC used by Deen et al. (2001) in their 

experiments, and hence denoted here as “Deen case”, is utilized as setup and for validation 

purposes. In Deen’s experiments, the column had a cross-section area of 0.15x0.15 m
2
 and 

was filled with water up to a height of 0.45 m, as shown in Fig. 3.5(a). A centrally arranged 

sparger was mounted at the bottom, consisting of 7x7 circular-shaped holes with a square 

pitch of 6.25 mm (see Fig. 3.5(b)). The sparger segmented a continuous air stream, flowing 

with a superficial velocity of 4.9 mm∙s
–1

, into bubbles of 4 mm in diameter. Hansen (2009) 

measured the BSD of the Deen case, using an interferometric particle imaging (IPI) 

technique, between the heights of 0.20 m and 0.30 m. He found the values of 2.26 mm and 

5.94 mm for the arithmetic mean diameter d10=NidB,i/Ni and the Sauter mean diameter 

d32=NidB,i
3
/NidB,i

2
, respectively. 

Computational Algorithm 

Eularian handling of the liquid phase 

 Update of the local volume fraction and the 

interphase exchange terms 
 

 Resolution of the liquid hydrodynamics 

Lagrangian tracking of the bubbles 

 Injection of the bubbles 
 

 Detection and execution of bubble break-ups 
 

 Calculation of the forces acting on the bubbles 

and of the interphase mass transfer terms 
 

 Actualization of the sizes and the positions of 

the bubbles, including the performance of 

bubble coalescences or bouncings 

Handling of the chemical species 

 Calculation of the reaction source terms 
 

 Resolution of the transport equation 
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Figure 3.5: Schematic view of (a) the computational domain and (b) the perforated plate used 

as a sparger. 

 

3.2.9 Simulation Setup 

The Deen case is adopted for the computational model via a mesh that is composed of 

15x15x45 cubic cells with a constant length of 10 mm. For the fluid, no-slip conditions are 

applied for each wall except for the outlet (top face), for which a free-slip condition is used. 

Furthermore, second-order accurate numerical schemes are used in space (for the convection 

and diffusion terms) and time to avoid excessive numerical diffusion. For the bubbles, elastic 

bounce-back conditions are applied for bubble-wall interactions. 

As in Deen’s experiments, a continuous gas stream of 1.10x10
–4

 m
3
∙s

–1
 is segmented into 

uniform bubbles, which enter at the bottom with a diameter of 4 mm and a speed of  

0.269 m∙s
–1

. The bubbles then rise through the liquid until they reach the top face, whereupon 

they are removed from the computational domain. Additionally, bubbles are also removed 

from the domain if they dissolve to a (arbitrarily chosen) size smaller than 20 m. Their 

volume is then treated as transferred to the liquid phase, in order to conserve mass. Moreover, 

the temperature in the system is chosen to be uniform and equal to 20 °C. 

According to the simulation cases, pure water or aqueous NaOH solutions of certain initial pH 

are used as liquid. Due to the lack of more accurate data concerning the liquid phase’s 
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transport properties, the initial fluid properties (e.g. density, viscosity) are treated as constant 

during the simulations. Each simulation starts with the injection of the bubbles into a stagnant 

liquid. For the solution of the NSEs, a time step of 1 ms is used, while the simulation of the 

bubbles proceeds with a time step of 0.1 ms. Using this time increments, only negligible 

differences occur compared to simulations with smaller time steps (Darmana, 2006). The time 

step for the transport equation depends on the initial pH of the NaOH solution: The higher the 

concentration, the smaller the time step is chosen, in order to prevent negative species 

concentrations in the computational domain due to the explicit treatment of the reaction 

source terms. 
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3.3 Results and Discussion 

All simulated cases, as well as their specific setups, are summarized in Tab. 3.4. Each 

simulation was run on a single core of an Intel® i7-3930K CPU. Depending on the simulated 

case, the number of bubbles in the system averaged between 3,400 and 9,800. Further, 

depending on the performed reaction, the durations of the simulations lay between 4 and  

12 days. 

 

Table 3.4: Summary of the simulated cases: The cases 0a-0c served for the verification of the 

mixing, of the mass transfer and of the diameter shrinkage, while the case 01 was used as 

standard case in this study. In case 02, the impact of the bubble SGS (Langevin) model was 

tested, while in case 03 the bubble size distribution (BSD) of the break-up and coalescence 

(B&C) model was evaluated. Concerning bubble shrinkage (BS) and B&C, the cases 8-11,  

16-19 and 20-23 were built up in the same sequence as the cases 04-07, while the cases 14-15 

followed the same order as the cases 12-13. If both, BS as well as bubble B&C, were not 

considered for a case, then the BSD therein was monodisperse (dB=0.004 m), otherwise 

polydisperse. 

 

3.3.1 Verification of the Mixing and the Mass Transfer Models 

In order to verify the implemented models for liquid mixing and for interphase mass transfer, 

three simulations, namely the cases 0a, 0b and 0c, were setup. 

Case Duration SGS 

model 

Mass 

transfer 
BS B&C Reaction Initial solution Gas 

0a 12 s ‒ ‒ ‒ ‒ ‒ 3 species CO2 

0b 500 s ‒ yes ‒ ‒ ‒ water CO2 

0c 0.8 s ‒ yes yes ‒ ‒ NaOH (pH 14.0) CO2 

01 180 s ‒ ‒ ‒ ‒ ‒ water air 

02 180 s yes ‒ ‒ ‒ ‒ water air 

03 180 s yes ‒ ‒ yes ‒ water air 

04 180 s yes yes ‒ ‒ ‒ water CO2 

05 180 s yes yes yes ‒ ‒ water CO2 

06 180 s yes yes ‒ yes ‒ water CO2 

07 180 s yes yes yes yes ‒ water CO2 

08-11 140 s yes yes ‒ / yes ‒ / yes yes NaOH (pH 12.0) CO2 

12 200 s yes yes yes ‒ yes NaOH (pH 12.5) CO2 

13 200 s yes yes yes yes yes NaOH (pH 12.5) CO2 

14-15 200 s yes yes yes ‒ / yes yes NaOH (pH 13.0) CO2 

16-19 200 s yes yes ‒ / yes ‒ / yes yes NaOH (pH 13.5) CO2 

20-23 200 s yes yes ‒ / yes ‒ / yes yes NaOH (pH 14.0) CO2 
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Liquid Mixing 

To illustrate the liquid mixing rate and to test the conservation of individual species, three 

different tracer species with the same material properties as water were vertically stacked over 

each other in the computational domain (Darmana, 2006). In doing so, each species occupied 

a third of the volume of the bubble column (BC). Other details of the simulation setup were 

chosen to replicate the previously described Deen case. After the start of the simulation, the 

mass fractions of three species were tracked until a homogeneously mixed state was achieved 

(case 0a). Fig. 3.6 shows the local temporal variations of the three species mass fractions at a 

probe point localized in the middle of the BC. As can be seen in the figure, it took about 

approximately 10 s till a well-mixed state was reached. 

 

 

Figure 3.6: Temporal evolution of the mass fractions (mixing) of three tracer species in the 

centerline of the column at a height of z/H=0.5 (case 0a). 

 

Interphase Mass Transfer 

For the purpose of verifying the correct implementation of the mass transfer model, an 

analytical solution of Eq. (3.15), initially reported by Darmana (2006), was used as reference. 

Assuming that CO2 bubbles of constant diameter ascend in water, the mean mass fraction 

2CO

LY 
 of dissolved CO2 in the column can be expressed as normalized function of time: 
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with BN , VL and AB being the average number of bubbles, the liquid volume in the BC and 

the bubble surface area, respectively. To simplify the calculation of the mass transfer 
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coefficient 2CO

Lk , the following bubble drag force coefficient was used: 

 
1/22 / 3( )DC Eö . (3.22) 

Then, the terminal rise velocity uB,TERM of the bubbles was given through  

uB,TERM=(4(L–B)g/L)
1/4

. The verification of the mass transfer strongly depended on the 

value of BN , which was obtained by continuously averaging the number of bubbles during 

the simulation. Fig. 3.7 shows a comparison of the temporal evolution of the analytical and 

the numerically predicted mass fraction (case 0b) of CO2(aq). 

 

 

Figure 3.7: The normalized mean mass fraction of dissolved CO2 in the bubble column as 

function of time (case 0b, BN =4480). 

 

Shrinkage of a Single Bubble 

Finally, to verify the correct implementation of the mass transfer enhancement factor, a test 

case was set up in which a single bubble with an initial diameter of dB=0.004 m rose through 

a quiescent sodium hydroxide solution of pH 14 (Zhang et al., 2009). By setting the liquid 

side mass fraction of dissolved CO2 permanently to zero ( 2CO

LY  =0), the temporal decrease of 

dB is constant and given by: 
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  . (3.23) 

Again, the calculation of 2CO

Lk  was simplified by using Eq. (3.22) for the drag force 

coefficient. In Fig. 3.8, the integrated form of Eq. (3.23) is compared with the simulated 

decrease of the diameter (case 0c). As can be seen in the figure, the numerical model showed 
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excellent agreement with the analytical solution. 

 

 

Figure 3.8: The shrinkage of a single bubble during it’s ascent in a quiescent NaOH solution 

of pH 14.0 (case 0c). 

 

3.3.2 Liquid Velocity Profiles 

The presented modeling technique demanded a quantitative validation of the simulated liquid 

hydrodynamics with experimental data. The experimental data was obtained from Deen et al. 

(2001), who performed particle image velocimetry (PIV) measurements for certain positions 

along the column width. On the other hand, the simulation data was determined through  

time-averaging of the liquid velocities for a sufficiently long duration. In doing so, the 

averaging was started after 20 s, which was a sufficiently long period of time for the liquid 

flow to be fully developed. As criterion for the end of the averaging period served the 

convergence of the velocity profiles that was reached after a runtime of 180 s (Gruber et al., 

2013). A comparison of the thus obtained average and fluctuating velocity profiles is shown 

in Fig. 3.9. Clearly, the predictions for the standard case (monosized bubbles, case 01) reveal 

good agreement for both the qualitative (e.g. the position of the velocity maxima) and 

quantitative (e.g. the magnitude of the maxima) characteristics of the flow. 

With exception of the standard case, the bubble dispersion model has been used for all 

subsequent cases. The impact of this model on the liquid hydrodynamics was investigated in 

case 02 and the results are shown in Fig. 3.9 and compared to the results of case 01. In 

comparison to the standard case, the SGS model resulted in a lower and laterally displaced 

average velocity maximum. Furthermore, the dispersion model seemed to resolve the bimodal 

shape of the vertical fluctuating profile more accurately. 
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Figure 3.9: Comparison of (a) the average and (b, c) the fluctuating liquid velocity 

components for simulations of monodisperse and polydisperse bubble distributions and the 

experiment performed by Deen et al. (2001) at a column height of 0.255 m and a depth of 

0.075 m. 

 

The constants for the bubble break-up and coalescence (B&C) model of Coulaloglou and 

Tavlarides (1977) were determined by trial and error in some test simulations. In doing so, the 

bubble size distribution (BSD) was recorded between the column heights of 0.20 m and  

0.30 m, accordingly to the experiments of Hansen (2009). The closest match for d10 and d32 

was obtained with the values CC=8.0x10
9
, CB1=3.8 and CB2=2.0x10
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the experimentally and the numerically obtained BSDs is given in the next chapter. By taking 

into account B&C, the liquid hydrodynamic was predicted best. As shown in Fig. 3.9, the 

results of case 03 agreed very well with the experimental velocity profiles: Not only the 

magnitudes and the locations of the average velocity characteristics matched, but also both 

fluctuating profiles were captured more accurately. 

Finally, the mean overall gas hold-up G, averaged between 20 s and 180 s, revealed only 

small deviations: The values of 1.28 %, 1.29 % and 1.25 % were predicted for G for the 

cases 01 to 03, respectively. 

3.3.3 Bubble Size Distribution of Case 03 

As described above, the experimentally obtained BSD from Hansen has been used as 

reference for the determination of the B&C model constants. Despite best efforts, it was not 

possible to preserve the experimental BSD. Therefore, the main focus was put on the 

concurrence of the arithmetic mean diameter d10 (model: 2.20 mm, experiment: 2.26 mm, 

relative deviation: 2.7 %), while the Sauter mean diameter d32 was treated secondarily (model: 

3.44 mm, experiment: 5.94 mm, relative deviation: 42 %). Fig. 3.10 illustrates both BSDs, the 

one predicted by case 03 within 20 s and 180 s and the one measured by Hansen. As one can 

see, both distributions had a positive skewness, but the experimental result was more 

leptokurtic and possessed a small number of bubbles with diameters larger than 9 mm. The 

latter fact was the reason for the discrepancy of the d32 values. 

 

 

Figure 3.10: Comparison of simulation results (case 03) and experimentally measured bubble 

number distribution (Hansen, 2009) within the column heights of 0.2 m and 0.3 m. 
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3.3.4 Absorption of CO2 in Water (Cases 04-07) 

Next, the influence of bubble shrinkage (BS) and B&C on the CO2 absorption in water was 

investigated. Therefore, all four possible combinations of BS and B&C were compared. These 

combinations also included physically unreasonable settings, in order to assess the impact of 

the particular phenomena on interphase mass transfer and liquid hydrodynamics. In case 04, 

bubbles with constant diameters of 4 mm were considered, while the bubbles in case 05 

shrank due to mass transfer. B&C in case 06 and 07 generated polydisperse bubble swarms, 

and BS was incorporated in the latter simulation. The top part in Fig. 3.11 shows the total 

amount of transferred CO2 for the case of absorption: Clearly, the simulations without BS 

(cases 04 and 06) revealed higher values of transferred CO2 than the ones without. Besides 

this fact, whether BS was considered or not, the simulations with B&C (cases 06-07) 

predicted higher amounts of transferred CO2 than the ones without B&C (cases 04-05). After 

a simulation time of 140 s, the difference in mass transfer between case 05 and 06 constituted 

25 %, related to the former. 

 

 

Figure 3.11: Total amount of transferred CO2 over the time for absorption in water (top part) 

and for chemisorption in a NaOH solution of pH 12.0 (bottom part). 

 

The interphase mass transfer in the BC is proportional to the specific interfacial area a, and 

hence can be estimated for spherical bubbles via: 
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 , (3.24) 

The time-averaged values for G, d32 and a in Tab. 3.5 reveal, that the higher values for a  in 

simulations with B&C were attributed to lower values for 32d , which more than compensated 
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the drop in G . Furthermore, the information provided in Tab. 3.5 shows that BS causes a 

reduction of 32d  from 4 mm to 3.88 mm for case 05. However, for case 07 the 32d  increased 

despite BS was considered from 3.03 mm (case 03, with air) to 3.32 mm, which can be 

attributed to changed liquid properties in B&C model. The 10d  decreased from 1.91 mm (case 

03) to 1.73 mm (case 07). This fact can be explained with the appearance of a small number of 

big bubbles due to coalescence, while most of the bubbles shrank due to BS. Similarly, for 

case 06, the 32d  increased to 3.40 mm while the 10d  remained almost unaffected with  

1.89 mm as result of the absence of BS. 

 

Table 3.5: Summary of the time-averaged overall gas hold-up G, arithmetic mean diameter 

d10 and Sauter mean diameter d32 of various simulations. The averaging procedure has been 

started after 20 s and persisted for the remaining simulation. The specific interfacial area a is 

calculated from these mean values. Complementary, case 01: G =1.28 %; case 02:  

G =1.29 %; case 03: G =1.25 %, 32d =3.03 mm and 10d =1.91 mm. 

 

The impact of CO2 absorption on the liquid average velocities, determined between 20 s and 

180 s, is shown in Fig. 3.12. The standard case (without absorption) served as a reference. A 

comparison of the cases 04 and 05 revealed only a minor influence of BS on the liquid flow 

characteristics. The predicted maximum of case 07 was the lowest and its profile showed a 

slight shift towards right. 

 case 
G  

32d  10d  a   case 
G  

32d  10d  a  
 [-] [%] [mm] [mm] [m

2∙m-3
]  [-] [%] [mm] [mm] [m

2∙m-3
] 

 no BS & no B&C  no BS & with B&C 

absorption 04 1.29 4.00 4.00 19.39  06 1.25 3.40 1.89 22.02 

pH 12.0 08 1.31 4.00 4.00 19.64  10 1.24 3.38 1.89 21.98 

pH 12.5 ‒ ‒ ‒ ‒ ‒  ‒ ‒ ‒ ‒ ‒ 

pH 13.0 ‒ ‒ ‒ ‒ ‒  ‒ ‒ ‒ ‒ ‒ 

pH 13.5 16 1.29 4.00 4.00 19.36  18 1.22 3.38 1.94 21.68 

pH 14.0 20 1.27 4.00 4.00 19.12  22 1.22 3.49 2.00 21.05 

 with BS & no B&C  with BS & with B&C 

absorption 05 1.12 3.82 3.81 17.53  07 1.06 3.32 1.73 19.19 

pH 12.0 09 1.06 3.75 3.73 16.87  11 0.98 3.22 1.59 18.22 

pH 12.5 12 1.03 3.74 3.71 16.59  13 0.98 3.33 1.67 17.58 

pH 13.0 14 0.93 3.62 3.56 15.36  15 0.86 3.26 1.56 15.86 

pH 13.5 17 0.55 3.24 2.88 10.02  19 0.53 3.18 1.34 10.05 

pH 14.0 21 0.27 3.03 1.91 5.27  23 0.30 3.46 1.43 5.24 
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Figure 3.12: Comparison of the time-averaged vertical liquid velocity for CO2 absorption in 

water at a column height of 0.255 m and a depth of 0.075 m. 

 

3.3.5 Chemisorption of CO2 in a NaOH Solutions with pH 12.0 (Cases 08-11) 

The CO2 chemisorption in a comparably dilute NaOH solution is investigated in this chapter. 

Fig. 3.13 shows the temporal evolution of the chemical species during chemisorption in a 

NaOH solution of pH 12.0. At the beginning of the chemisorption process, the dissolved 

CO2(aq) reacted to the intermediate product 2

3CO   by consuming OH   ions. The drop in the 

OH   concentration led to a shift in the pH, causing the intermediate product to be converted 

to 2

3HCO  . After around 75 s, only 2

3HCO   was present and the amount of dissolved CO2 

increased more rapidly, indicating that all reactions were completed. 

 

 

Figure 3.13: The temporal evolution of the volume-averaged species concentrations during 

chemisorption of CO2 in a NaOH solution initially at pH 12.0 (case 08). 
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This spatial aspect of the reaction is depicted in Fig. 3.14 by a series of snapshots after 20 s 

for the midplane of the BC. Thereby, Fig. 3.14(a) illustrates the positions of the bubbles while 

Figs. 3.14(b) indicates the liquid velocity. As shown in Fig. 3.14 (c), the concentration of 

CO2(aq) had its maximum in the region around the sparger, which is explained by the locally 

high gas volume fraction (i.e. high CO2 transfer rate) and the lower pH value. Under these 

conditions 2

3CO   and 3HCO  are formed, shifting the equilibrium towards CO2(aq). Inasmuch 

as the bubble plume expanded radially with increasing reactor height, the local gas fraction 

decreased. Hence, dissolved CO2 was mixed with the reactant OH   and quickly reacted, 

resulting in a decrease of both species. The opposite effect, an increase of concentration with 

the reactor height, was observed for the reaction products 2

3CO   and 2

3HCO  , as shown in  

Figs. 3.14(e)-(f). Clearly, these results indicate that the assumption of a well-mixed BC was 

not justified and that the local concentrations should be taken into account for prediction 

integral reaction rates. 

 

 

Figure 3.14: Snapshots of CO2 chemisorption in a NaOH solution of pH 12.0 after 20 s (case 

08). The pictures show (a) the bubbles’ positions, (b) the liquid velocity, (c) the CO2(aq) 

concentration, (d) the OH   concentration, (e) the 2

3CO   concentration and (f) the 
3HCO  

concentration. 

 

The lower part of Fig. 3.11 shows the integral amount of CO2 transferred to the liquid phase 

for the chemisorption of CO2 in a NaOH solution with pH 12.0. Again, the simulations with 

B&C (cases 10-11) indicated increased values of transferred CO2 compared to the cases 

without B&C (cases 08-09). After 140 s, the cases 09 and 10 differed up to 32 %, whereby 

1.9x10
-4

 kmol and 2.5x10
-4

 kmol of CO2 were transferred. As expected, a comparison of the 
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graphs for absorption and chemisorption revealed higher interphase mass transfers for the 

latter. Clearly, in contrast to the increase in concentration of CO2(aq) during absorption, 

CO2(aq) is consumed during chemisorption by liquid phase reactions. This led to a higher 

concentration difference between the gas and the liquid phase in the reactive case and 

ultimately to a higher mass transfer rate. Besides, BS in the case of chemisorption in a NaOH 

solution with pH 12.0 showed the same impact as B&C events. 

The consequences of the different bubble treatments on the temporal evolution of the pH 

value are shown in Fig. 3.15. While the lowering of the pH below the value 7 took 65 s in the 

simulation with B&C but without BS (case 10), 93 s were necessary in the simulation 

neglecting B&C but considering BS (case 09). Thus, when accounting for B&C, a substantial 

decrease in the order of 40 % of the predicted reaction time was observed. This clearly 

indicated the need to account for these models when predicting reactor performance. 

 

 

Figure 3.15: The temporal evolution of the pH value during CO2 chemisorption in a NaOH 

solution of pH 12.0. 

 

In order to complete the picture of the response of chemical reactions on B&C model details, 

the (domain-averaged) concentration of the intermediate product 2

3CO   is shown in Fig. 3.16. 

As example, a duration of 90 s was necessary for the 2

3CO   concentration to drop below  

10
-5

 kmol m
-3

 in case 09. This concentration was obtained already after 64 s in case 10. 

Compared to the CO2 absorption, the cases with chemisorption caused only a small reduction 

of the gas hold-ups: in simulations without B&C, G dropped by 0.06 % to 1.06 % (case 09), 

while in case 11, G dropped by 0.08 % to 0.98 %. Also, the results in Tab. 3.5 show only an 

insignificant reduction of d32 and d10 compared to the cases with absorption. Due to the 
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comparably short reaction phase in a NaOH solution of pH 12.0, BS was insignificant and 

liquid velocity profiles change only little. However, this situation is expected to change in 

case of NaOH solutions with initially higher pH. In the next chapter, substantial BS is 

considered which is expected at the very beginning of the chemisorption simulations. 

 

 

Figure 3.16: The temporal evolution of the 2
3CO  concentrations during CO2 chemisorption in 

a NaOH solution of pH 12.0. 

 

3.3.6 Chemisorption of CO2 in NaOH Solutions with pH between 12.5 and 14.0 

In order to give an impression of the appearance of the bubble plumes during CO2 

chemisorption in NaOH solutions with different initial pH, a series of snapshots is shown in 

Fig. 3.17. The snapshots, taken after 20 s, reveal a visually noticeable decrease of the gas 

phase concentration in the upper column half for pH 13.0. This effect became stronger for pH 

13.5, and finally at pH 14.0, only small bubbles were able to reach the top of the BC. 

Accordingly, the time-averaged gas hold-ups (summarized in Tab. 3.5) reflected this decrease 

of the gas phase concentration: for the cases without B&C, G  continuously dropped from 

1.06 % at pH 12.0 (case 09) to 0.27 % at pH 14.0 (case 21). The G  in the cases with B&C 

followed this trend and decreased from 0.98 % (case 11) to 0.30 % (case 23). 

The vertical decrease of the bubble diameter is illustrated in Fig. 3.18, which shows the  

chronological progression of the Sauter mean diameters at various heights for pH 14.0. 

Clearly, when the B&C model was not applied (case 21, see left part in Fig. 3.18), the d32 

shrank with increasing reactor height to approximately 0.9 mm at 0.40 m. This was 1/88 of the  
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Figure 3.17: Snapshots of the CO2 absorption in water and CO2 chemisorption in NaOH 

solutions of different pH after 20 s. The left image of each pH shows simulations without 

consideration of B&C, the right side with B&C. 

 

bubbles’ initial volume. At two instances of time during the simulation, the bubbles were 

already completely dissolved at this height. Moreover, the figure indicates that the rate of BS 

decreased with increasing height. This finding is explained by a lower concentration gradient 

of CO2 in the upper column region: the liquid reactant OH   was already consumed by the 

ascending bubbles. Consequently, the local CO2(aq) concentration rose, causing a lower CO2 

concentration gradient between the phases. Ultimately, this resulted in a deceleration of the 

mass transfer rate with increasing height. Additionally, the figure indicates a temporal 

increase of the d32, which is explained by the temporally decreasing total OH   concentration 

in the BC. 

Finally, considering the case with B&C (see right part in Fig. 3.18), a drastic increase of the 

temporal fluctuation of d32 at all heights in the reactor was observed. This was expected, since 

not only the fluctuations in the flow field and due to BS cause these fluctuations, but also 

discrete B&C events. Also, B&C events led to a clear shift towards a larger mean bubble size. 
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Figure 3.18: The temporal evolution of the Sauter mean diameters during CO2 chemisorption 

in a NaOH solution of pH 14.0 at various column heights (a) without B&C (case 21) and  

(b) with B&C (case 23). 

 

 

 

 

Figure 3.19: Instantaneous snapshots of the CO2 chemisorption in a NaOH solution with pH 

14.0 without B&C (case 21) and with B&C (case 23). Snapshots taken after 20 s show (a) the 

bubbles’ positions, (b) the Sauter mean diameters and (c) the gas hold-up. The images  

(d1)-(d4) illustrate the temporal evolution of the pH value for 5 s, 10 s, 15 s and 20 s. 
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In contrast to case 21, the B&C model in Fig. 3.18(b) resulted in an increase of the Sauter 

mean diameter up to 4.6 mm shortly above the sparger. Between a height of 0.05 m and  

0.10 m, the number of bubble breakage events seemed to overwhelm the coalescence events, 

resulting in a drop of d32 to 3.5 mm. The spatial distributions of the B&C events that occurred 

during the simulation are shown in Fig. 3.20. For heights above 0.10 m, the figure indicates a 

decreasing shrinkage rate of the Sauter mean diameter. The reason for this was again the 

lower OH   concentration in the upper reactor region, as shown in Fig. 3.19 for case 23. 

However, at some times the d32 observed in the upper region of the reactor was higher than 

the d32 observed in the lower regions. 

 

 

Figure 3.20: The normalized number of (a) breakage and (b) coalescence events occurring 

during CO2 chemisorption in NaOH solutions of pH 12.5 (case 13) and pH 14.0 (case 23). 

 

Despite of the major impact on the vertical BSD, the B&C model unveiled a surprisingly 

insignificant consequence on the interphase mass transfer rate. Due to the large dissolution 

rate at pH 13.5 and 14.0, the mass transfer rate was not sensitive to B&C events: As shown in 

the top part of Fig. 3.21, the values of transferred CO2 after 200 s amounted to be  

7.5x10
–4

 kmol without B&C (case 17) and 7.8x10
–4

 kmol when the B&C model was applied 

(case 19). At pH 14.0, the amount of transferred CO2 from the injected bubbles nearly reached 

its theoretical maximum, so that nearly all bubbles were completely dissolved. Using the 

molar gas volume of 24.5x10
–4

 kmol∙m
–3

 (Hucknall, 1991), the total amount of injected CO2 

was 9.0x10
–4

 kmol after 200 s. The simulations predicted the values of 8.9x10
–4

 kmol (case 21) 

and 8.6x10
–4

 kmol (case 23) which indicated a consumption of 99 % and 96 %, respectively. 

Furthermore, the differences of the transferred moles for the cases with and without BS 

deviated dramatically. For the latter unphysical case, the amount of transferred CO2 was twice 

(at pH 13.5) or even 3.5 times higher (at pH 14.0). 

1.0 
0.8 
0.6 
0.4 
0.2 
0.0 

relative number 
of B&C [-] 

a b a b 

pH 12.5 pH 14.0 



80   ●   Introduction 

 

 

Figure 3.21: Sum of interphase transferred CO2 over the time for chemisorption in NaOH 

solutions of pH 13.5 (top) and pH 14.0 (bottom). 

 

The impact of different bubble treatment on the liquid hydrodynamics is depicted in Fig. 3.22. 

As can be seen, the average liquid velocity in the simulations without B&C seemed to be 

nearly unaffected for the cases with pH 12.5 to 13.5. The vertical fluctuations were predicted 

to continually decrease with increasing pH, especially towards the walls. A reduction of the 

fluctuations in the lateral direction was also predicted. Both aspects indicated a lower 

tendency for the bubble plume to oscillate with increasing dissolution rate. For the simulation 

with pH 14.0, the maximum of the average velocity showed a significant increase, while the 

profile itself became narrower. The simulations applying the B&C model showed distinct 

changes of the average velocities already at lower pH. As expected, the discrepancy was most 

pronounced at pH 14.0 due to almost complete dissolution of bubbles in the upper section of 

the reactor. In parallel to the cases without B&C, the vertical and lateral fluctuations 

decreased continuously and the profile became narrower too. 

Next, the progression of the overall gas hold-up and the Sauter mean diameter is illustrated as 

function of the pH. Thereby, the graphs were obtained by combining the simulation results for 

CO2 chemisorption in NaOH solutions with a pH between 12.0 and 14.0. As depicted in  

Fig. 3.23, the simulations neglecting B&C possessed nearly constant G values of 1.03 % up 

to pH 12.5. Thereafter, G dropped almost linearly down to 0.24 % at pH 14.0. In 

comparison, the cases considering B&C showed a lower gas hold-up of approximately 0.96 % 

till pH 12.4. The enhanced dissolution of the gas bubbles caused a decrease of G down to 

0.28 % at pH 14.0. Around pH 13.6, the predicted G values of both methods were identical. 

In summary, the decrease of G with pH is more pronounced compared the B&C model. 
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Figure 3.22: Comparison of the average (a) and the fluctuating (b, c) liquid velocity 

components for CO2 chemisorption in NaOH solutions with a pH between 12.5 and 14.0 at a 

column height of 0.255 m and a depth of 0.075 m. The left parts show characteristics for 

simulations without B&C, while the right show characteristics with consideration of B&C. 
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Figure 3.23: The overall gas hold-up during CO2 chemisorption in NaOH solutions as 

function of the pH. The solid lines represent trendlines for chemisorption with (squares) and 

without (circles) B&C. 

 

Finally, the d32 at various reactor heights is shown as function of the time. For a clear 

representation, the Sauter mean diameter is represented in dimensionless form using the ratio 

of the current reactor height and d32. As illustrated in Fig. 3.24 for the cases without B&C, the 

d32 remained nearly constant up to pH 12.5. For higher pH values the d32 strongly decreased, 

which was indicated by a steep increase of the dimensionless quantity. The vertical decrease 

of the d32 at a certain pH followed the same trend as illustrated in Fig. 3.18. This was also 

valid for the simulations in which the B&C model is applied. 

 

 

Figure 3.24: The ratio of the current reactor height and the Sauter mean diameter during CO2 

chemisorption in NaOH solutions as a function of the pH. The images show chemisorption 

without B&C (top) and with B&C (bottom). The Sauter mean diameters are measured at 

column heights of 0.1 m (lowest trendlines), 0.2 m, 0.3 m and 0.4 m (topmost trendlines). 
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3.4 Summary and Conclusions 

The impact of break-up and coalescence (B&C) events on the flow and concentration profiles 

in a small bubble column (BC) was studied. Specifically the model of Coulaloglou and 

Tavlarides (1977) was used, and the implementation followed the stochastic approach detailed 

in Gruber et al. (2013). Multiphase flow and species transport was numerically investigated 

using an Euler-Lagrange approach. Besides the absorption of CO2 in water, the chemisorption 

of CO2 in NaOH solutions with a pH between 12.0 and 14.0 was chosen as model reaction. 

Thereby, the kinetic reaction models described in Darmana (2006) were utilized in this work.  

As reference case the well-documented rectangular laboratory-scale BC of Deen et al. (2001) 

was used. The validation of the liquid hydrodynamics showed excellent agreement concerning 

the average and fluctuating velocity profiles. Moreover, the implementation of all relevant 

models and algorithms was verified by considering test cases for liquid phase mixing, 

interphase mass transfer, and bubble shrinkage (BS). Finally, the model constants for the 

B&C model were calibrated based on the bubble size distribution (BSD) experimentally 

measured by Hansen (2009). Unfortunately, a full match of the numerically and 

experimentally obtained BSDs was not possible. Hence, the focus was put on the arithmetic 

mean bubble diameter d10 (model: 2.20 mm, experiment: 2.26 mm), while the Sauter mean 

diameter d32 was treated to be of secondary importance (model: 3.44 mm, experiment:  

5.94 mm). The reason for this is that only a small number of extremely large bubbles was 

observed in the experiment, which was not predicted by the numerical simulations. One can 

only speculate that the inability to predict these extremely large bubbles was due to the 

assumption of bubbles to be rigid spheres. This assumption clearly breaks down for the 

almost centimeter-sized bubbles observed by Hansen (2009). Consequently, the collision rates 

and hence the coalescence frequency were underpredicted, mainly due to the assumption of 

undeformed spheres in this simulations. 

First, the CO2 absorption in water was investigated: Due to higher interfacial areas a, the 

cases with B&C showed a higher amount of dissolved CO2 (see Fig. 3.11) compared to that 

without B&C. However, whether B&C was applied or not, the absorption had only minor 

impact on the average liquid velocities (see Fig. 3.12), the overall mean gas hold-up G  and 

the overall mean 32d  (see Tab. 3.5). For CO2 chemisorption in a NaOH solution of pH 12.0, 



84   ●   Introduction 

 

similar results as for the absorption were obtained (see Fig. 3.11 and Tab. 3.5). Moreover, the 

impact of different BSDs on the temporal evolution of the reaction showed significant 

differences, as shown in Figs. 3.15 and 3.16. 

With increasing concentration of the NaOH solution, i.e. increasing the pH from 12.0 to 14.0, 

the gas hold-up G  decreased from typically 1.06 % (without B&C; 0.98 % were observed 

with B&C) to approximately 0.3 %. The 32d  in simulations neglecting B&C continuously 

shrank within this pH range from 3.75 mm to 3.03 mm. In contrast, the 
32d  in simulations 

applying the B&C model increased moderately from 3.22 mm to 3.46 mm. The reason for this 

is the large number of bubble coalescence events right above the gas sparger, as shown in Fig. 

3.18. However, along with the pH increase, the differences between simulations with and 

without B&C became smaller: at pH 14.0 and after 200 s of gas injection, the predicted 

amount of transferred moles CO2, namely 8.9x10
–4

 kmol (without B&C) and 8.6x10
–4

 kmol 

(with B&C), lay close to the theoretical limit of 9.0x10
–4

 kmol. Thus, in the extreme situation 

of fast chemisorption and hence almost complete dissolution of the injected gas, B&C did not 

play a significant role. 

Finally, the impact of B&C on the liquid hydrodynamics during chemisorption was 

investigated, as shown in Fig. 3.22. While the average liquid velocity between pH 12.5 and 

13.5 in simulations without B&C seemed nearly unaffected, its maxima in the simulation with 

B&C continually increased and the velocity profiles became narrower. At pH 14.0, all 

maxima of the mean liquid velocity showed an (further) increase. Whether B&C was 

incorporated or not in the simulations, the vertical and lateral fluctuation continually 

decreased with increasing pH. This was due to the lower amount of liquid phase agitation as a 

result of the decrease in bubble size with increasing pH. Thus, while the modeled BS became 

essential, the effect of B&C events gradually decreased for fast reactions in which bubbles 

were almost completely dissolved. 
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3.5 Appendix 

A   Bubble Dispersion Model (Langevin Model) 

For the generation of the instantaneous liquid velocity along bubble trajectory, the so-called 

Langevin equation model is used: The liquid velocity fluctuation at the new bubble position 

uL’(t
n+1

) is related with the fluctuation at the old position uL’(t
n
) through a correlation function 

RB(t,r) in the following way: 

 1 2

, , , ,( ) ( , ) ( ) 1 ( , ) ( )n n n

L i B i L i sgs B i iu t R t u t R t t        r r , (A 3.1) 

whereby the Gaussian random number i(t
n
) for the spatial direction i has a mean value of 

zero and a standard deviation of one. The distance r(t
n+1

) between a bubble and a fluid 

element, which shared the same position at the former time t=t
n
, is given through  

r=(uL(t
n
)–uB(t

n
))t. Furthermore, the correlation function is given by: 

 

2 2

, 2 2
( , ) ( ) ( ) ( ) 1i i

B i L i i

r r
R t R t f g

   
         

   
r r r

r r
, (A 3.2) 

itself is composed of three auto-correlation functions RL(t)=exp(–t/TL),  

fi(r)=exp(–|r|/LE,i) and gi(r)=(1–|r|/(2LE,i))fi(r), whereby i denotes the spatial 

direction. The auto-correlation functions in turn rely on the time scale TL=cTSGS
2
/ϵ (with  

cT=0.4 and SGS=(2/3kSGS)
1/2

) and on the length scales in stream wise LE,1=1.1TLSGS and in 

lateral directions LE,2=LE,3=0.5LE,1. 
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B   Reaction Model 

The calculation of the forward kf and the backward reaction rate constants kb is described in 

the following two sub-chapters. 

 

First Reaction (Eq. (3.12)) 

The kf,1 value depends on the ionic strength I of the solution and can be determined via the 

relation proposed by Pohorecki and Moniuk (1988) as 2

, ,log( / )f 1 f 1k k 0.221I 0.016 I   . 

Thereby, the reaction rate ,f 1k  for infinitely diluted solutions is given by 

,log( )f 1k 11.895 2382/T   . The ionic strength of the electrolyte solution in turn depends on 

the concentration and the charge number z of the dissolved ions: 

 2
3 3

2 2 2 2 2

3 30.5([ ] [ ] [ ] [ ] )
Na OH HCO CO

I Na z OH z HCO z CO z   

       . (B 3.1) 

Before kb,1 can be calculated, the equilibrium constant K1 has to be determined, whereby latter 

is derived using the equilibrium constants of the following two reactions: 

 2 2 3( )CO aq H O HCO H   , (B 3.2) 

 2H OH H O  . (B 3.3) 

Edwards et al. (1978) and Tsonopolous et al. (1976) determined the relations  

ln(K3)= –12092.1/T–36.8ln(T)+235.5 as well as log(Kw)= –5839.5/T–22.5log(T)+61.2 for the 

equilibrium constants: 

 
3

3

2

[ ][ ]

[ ( )]

HCO H
K

CO aq

 

 , (B 3.4) 

 [ ][ ]wK H OH  . (B 3.5) 

Finally, K1 and kb,1 can be calculated via: 

 
,1 3

1

,1

f

b w

k K
K

k K
  . (B 3.6) 
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Second Reaction (Eq. (3.13)) 

Eigen (1954) determined the value for kf,2 to be in the order of 10
10

 to 10
11

 m
3
∙kmol

–1
∙s

–1
. 

Later, Darmana (2006) showed that a reduction of the kf,2 value to 10
6
 m

3
∙kmol

–1
∙s

–1
 (which is 

still much higher than kf,1) only produces a negligible imprecision, but highly improves the 

performance of the simulation. Further, Hikita et al. (1976) proposed the following [Na
+
] 

dependent relation for the equilibrium constant K2: 

 

1 2

2

2

1.01[ ]
log 0.125[ ]

1 1.27 [ ]

K Na
Na

K Na




 

 
  

 
, (B 3.7) 

with 2log( )K 1568.94 / T 0.4134 0.00673 T    . Finally, kb,2 can be calculated through: 

 
,2

2

,2

f

b

k
K

k
 . (B 3.8) 
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Notation 

Latin Letters 

a   specific interfacial area, (m
2
∙m

–3
) 

A   surface area, (m
2
) 

C   model constant, (–) 

,E KC C    turbulence model constants, (–) 

CC,CB1,CB2  break-up and coalescence model constants, (–) 

CS   Smagorinsky constant, (–) 

d, d32, d10  diameter; Sauter mean diameter; arithmetic mean diameter (m) 

D   diffusivity, (m
2
∙s

–1
) 

E   damping factor of the wall function, (–); enhancement factor, (–) 

Eö   Eötvös number, (–) 

fi(r)   auto-correlation function, (–) 

F   force, (kg∙m∙s
–2

) 

gi(r)   auto-correlation function, (–) 

hI, hG   ion- and gas-specific parameters (m
3
∙kmol

–1
) 

hi, hg   initial and critical film thickness, (m) 

H   Henry constant, (–) 

g   gravitational acceleration, (m∙s
–2

) 

Ha   Hatta number, (–) 

I   ionic strength, (kmol∙m
–3

) 

I   unity tensor, (–) 

kb   backward reaction rate constant, (s
–1

) 

kf   forward reaction rate constant, (m
3
∙kmol

–1
∙s

–1
) 

kL   mass transfer coefficient (m∙s
–1

) 

kSGS   sub-grid kinetic energy, (m∙s
–2

) 

K1, K2, K3, Kw  equilibrium constant, (m
3
∙kmol

–1
); (m

3
∙kmol

–1
); (kmol∙m

3
); 

(kmol
2
∙m

–6
) 

m    mass transfer rate from a single bubble, (kg∙s
–1

) 

M   molar mass, (kg∙kmol
–1

) 

M    liquid-side volume averaged mass transfer rate, (kg∙m
–3

∙s
–1

) 

N, N    number, (–); average number, (–) 

p   pressure, (kg∙m
–1

∙s
–2

) 

P
C
(deq)   coalescence efficiency, (–) 

r   position vector, (m) 

RB(t,r)  auto-correlation function, (–) 

Re   bubble Reynolds number, (–) 

S   source term of a specific species in the transport equation, 

(kg∙m
–3

∙s
–1

) 

S   rate of strain, (s
–1

) 

Sc   Schmidt number, (–) 

Sh   Sherwood number, (–) 

t   time, (s) 

T   temperature, (K) 

u   velocity, (m∙s
–1

) 
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V   volume, (m
3
) 

Y   mass fraction, (–) 

z   ionic charge, (–) 

 

Greek Letters 

   volume fraction, (–) 

B
(dB’,dB)  daughter bubble size distribution, (–) 

   filter length, cell length, (m) 

ϵ   dissipation rate, (m
2
∙s

–3
) 

   liquid phase viscosity, (kg∙m
–1

∙s
–1

) 

   Gaussian random number, (–) 

   density, (kg∙m
–3

) 

   surface tension, (kg∙s
–2

) 

   stress tensor, (kg∙m
–1

∙s
–2

) 

   volume, (m
3
) 

Φ    volume specific interphase force term, (kg∙m
–2

∙s
–2

) 

B
(dB)  break–up frequency, (s

–1
) 

 

Subscripts and Superscripts 

B buoyancy 

coll collision 

D drag 

eff effective 

G gas phase, bubble 

ind individual 

I induced 

key key value for storage in the collision table 

lagr Lagrange 

L continuous phase, liquid, lift 

n normal 

nbl neighbor cell list 

P dispersed phase, solid particle or bubble 

S solid phase, solid particle, Smagorinsky 

t tangential 

term terminal 

T turbulent 

VM virtual mass 

* modified 
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 4 
 

 

“Scientists study the world as it is, engineers  

create the world that never has been.”  

– Theodore von Karman (1881-1963) 

 

 

4 Euler-Lagrange Modeling of 

Gas-Liquid-Solid Flows3 

 

Abstract 

The hydrodynamics of gas-liquid-solid flows are investigated by applying event-driven three-

dimensional Euler-Lagrange simulations. Thereby, the focus is put on the modeling of the 

interaction between ascending gas bubbles and solid particles, which are suspended in a 

liquid. Specifically, the following approaches are used: (i) coupling via drag force 

modification (Mitra-Majumdar et al., 1997), (ii) solely elastic collusions, (iii) multistage 

collisions model (Ralston et al., 1999) and (iv) no interactions between the phases. The setup 

of the simulations is based on the experimental measurements of Gan (2013), who used a 

labor-scale cylindrical bubble column, neutrally buoyant acrylic beads of 3 mm in diameter 

and a solids hold-up of 1.6 vol-%. 

                                                 

3 
This chapter is based on: Gruber, M.C., Radl, S., Khinast, J.G., 2015. Effect of Bubble-Particle Interaction 

Models on Flow Predictions in Three-Phase Bubble Columns. Submitted to Chem. Eng. Sci. 
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The results indicate a vertical transport of solid particles from the lowest column quarter 

towards the upper column region. Furthermore, the effect of the particles on the suspension’s 

viscosity has a significant impact on the local gas hold-up distribution. While the drag force 

modification model leads to uniform solid hold-ups and lower bubble velocities, the elastic 

collision model and the multistage collision model showed similar flow predictions. 

Compared to the experimental measurements of Gan, the velocities at the column’s center are 

underpredicted for the solid phase and overpredicted for the gas phase. This indicates that 

none of the employed models is able to correctly picture the complex physics in three-phase 

bubble columns. 

4.1 Introduction 

Bubble columns (BCs) are very common as three-phase reactors in a variety of industries, 

such as chemical, petrochemical or biochemical industries. Classical examples for  

gas-liquid-solid processes in these industries involve the carbonation of lime slurry, the 

catalytic chlorination of alkenes and the production of penicillin and of citric acid with the aid 

of microorganisms. The frequent usage of BCs in these and other industrial processes is based 

on some beneficial characteristics: Compared with other reactor types, BCs possess high heat 

and mass transfer rates and cause only low operation and maintenance costs due to absence of 

moving parts (Kantarci  et al., 2005; Anil et al., 2007). Also, flotation cells can be seen as 

three-phase BCs, and their industrial importance for the pulp and paper, as well as the 

minerals sectors, has stimulated significant research efforts in the past (Koh and Schwarz, 

2007; Wang et al., 2010). 

Over the last decades, many phenomenological models and empirical correlations have been 

proposed in literature to quantify three-phase flows in BCs. Most of these models indicate that 

alongside with the hold-up, various others physical properties of the solid phase (e.g. particle 

size, particle shape, density) affect the key process parameters (e.g. gas hold-up, terminal rise 

velocity of the bubbles or size distribution of the bubbles). Most important, it was found that 

particle parameters also influence flow phenomena like mixing, mass transfer or chemical 

reactions. Furthermore, the findings of these models and correlations were often ambiguous or 

even contradictory, which was usually attributed to the complexity of the interactions between 

the solid and the gas-liquid phases. For instance, many studies concluded that an increase of 

the solid particle size leads to a decrease of the gas hold-up, while others reported none or 

even the opposite effect. Furthermore, the validity of these models was often restricted to 
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similar operating conditions (e.g. reactor dimensions), critically limiting their suitability for 

reactor design and scale-up (Kantarci  et al., 2005; Wang et al., 2007; Rabha et al., 2013). 

In recent years, computational fluid dynamic (CFD) has become a powerful tool for 

engineers, to overcome the drawback of a purely empirical approach, or at least to supplement 

experimental studies with some mechanistic insight. Clearly, CFD offers the possibility to 

gain better insights into the complex, often interconnected phenomena in three-phase flows. 

Generally, two main approaches are used for the modeling of multiphase flows which differ 

regarding the treatment of the dispersed phases (see the work of Karimi, 2014 for a recent 

overview). 

First, the Euler-Euler (EE) approach treats all phases as interpenetrating continua that are 

coupled through pressure and interphase exchange coefficients. This approach has been 

extensively applied with some success, e.g. in the minerals flotation community (Koh and 

Schwarz, 2008). The EE approach offers the principal advantage of relatively low 

computational effort and hence, is suited for fitting one ore more model parameters to 

experimental data. Such an approach is often fruitful in the sense of a pragmatic approach to 

CFD modeling. However, fitted parameters often lack of generality. 

Second, the Euler-Lagrange (EL) approach treats the liquid phase as a continuum, while the 

dispersed phases (solid particles and bubbles) are tracked as discrete particles, whereby an 

individual force balance equation is solved for each particle. Compared to the EE method, the 

EL approach requires a smaller number of sub models, since, e.g. particle collisions can be 

calculated directly. Thus, EL-based simulations offer a more detailed view on events 

occurring at the scale of the solid particles and bubbles. However, the main drawback of the 

EL approach is the limitation of the system size, i.e. the number of solid particles and bubbles 

that can be tracked due to the higher computational costs of this method. Nonetheless, in 

parallel with the progression in computer technology, the EL approach has been increasingly 

used for modeling multiphase flows (Zhang and Ahmadi, 2005). 

While a bunch of literature exists for EE based simulations of three-phase flows (Darcovic, 

1995; Mitra-Majumdar et al., 1997; Padial et al., 2000; Michele and Hempel, 2002; Rampure 

et al., 2003; Rados et al., 2005; Jia et al., 2007; Koh and Schwarz, 2007, 2008; Anil et al., 

2008; Wasewar et al., 2008; Lahiri et al., 2010; Jianping and Shonglin, 2011; Rabha et al., 

2013; Silva et al., 2013), only a few number of hybrid EE/EL (Ström et al., 2013) and pure 

EL based simulations were published in the past. To the authors’ best of knowledge, only two 
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research groups dealt with EL simulations of gas-liquid-solid flows so far. 

The first group around Ahmadi and Zhang performed pseudo two-dimensional simulations for 

a small rectangular BC of the size 25x2x75 cm
3
 (Ahmadi and Zhang, 2005; Zhang and 

Ahmadi, 2005, 2011, 2013). They used neutrally buoyant particles of 0.25 mm in diameter as 

solid phase and varied the solids hold-up up to 6 vol-%. The injected air bubbles had an initial 

diameter of 2 mm which then coalesced during their ascent through the aqueous suspension. 

In their simulations, Ahmadi and Zhang did not consider interactions between the discrete 

phases, whether between particles of the same phase nor between different ones. They 

concluded that at extremely low hold-ups (3 ppm), the solid phase has only little impact on 

the hydrodynamics, while at higher hold-ups the presence of the solid phase causes larger 

liquid vortices and increased oscillation of the bubble plume. This in turn causes a reduction 

of the solid particle concentration in vortical structures and results in an accumulation of the 

solid particles in areas of high liquid velocity. 

Second, the group around Sommerfeld and Bourloutski simulated the hydrodynamics in a 

cylindrical pilot-scale BC of 63 cm in diameter and of 440 cm in height (Sommerfeld and 

Bourloutski, 2002; Sommerfeld et al., 2003). They used PMMA particles with a diameter of  

3 mm, and air bubbles of 8 mm in diameter for their three-dimensional simulations. A solid 

and gas hold-up of up to 10 vol-% and 16 vol-% was considered in their work. Sommerfeld 

and Bourloutski observed a considerable suppression of the liquid agitation due to the 

presence of the particles, as well as an accumulation of the solid particles in the lower half of 

the BC. After a modification of the drag force coefficients, following the model of  

Mitra-Majumdar et al. (1997), both the liquid velocity and the spatial distribution of particles, 

were in better agreement with their experimental data. 

All of these previous computational studies were either interesting in qualitative predictions, 

demonstrated a new computational approach without more in-depth analysis (Ström et al., 

2013), or fitted a key model parameter to obtain quantitatively correct predictions (Koh and 

Schwarz, 2008). This study focuses on a single model, namely the strategy to handle solid 

particle-bubble collisions, to gain a better understanding of its effect on the predicted flow in 

a small-scale three-phase BC. Most important, the main interest is put on the quantitative 

comparison with experimental data, and not on the adjustment of any model parameters for 

better data fitting. 

In the present study, an event-driven three-dimensional EL approach is used to investigate 
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three-phase flow in a small BC. Since this topic has been disregarded in literature so far, 

nearly no preliminary work exists. To the authors’ best knowledge, this study is the first, 

which systematically investigates the influence of various solid particle-bubble interaction 

models on the flow predictions. Specifically, configurations are considered in which (i) the 

dispersed phases do not interact with each other, (ii) the coupling takes place via drag force 

modifications as proposed by Mitra-Majumdar et al. (1997), (iii) only elastic collisions take 

place and (iv) the interaction is modeled using a multistage model which accounts for 

inelastic collisions as well (Ralston et al., 1999). 

The simulation setup is based on the experimental study of Gan (2013), who used a small 

cylindrical bubble column, filled with a suspension of neutrally buoyant acrylic beads of  

3 mm in diameter and a solids hold-up of 1.6 vol-%. Interestingly, in the work of Gan, the 

bubbles were significantly smaller (diameters between 0.7 mm and 2.3 mm) than the 

suspended solid particles, making this setup an exceptionally challenging one. 
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4.2 Modeling 

4.2.1 Liquid Phase 

The liquid phase is assumed to be incompressible and its local hydrodynamics are described 

through the transient volume-averaged Navier-Stokes equations (NSEs): 
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where the liquid (L) properties u, , p denote the velocity, the density and the pressure, 

respectively. The solid particles (S) and the bubbles (G) are considered in the above NSEs via 

the liquid volume fraction L and the interphase momentum transfer rate . Thereby, the 

volume fractions of the three phases satisfy the following compatibility condition: 

 1L G S     . (4.3) 

The above NSEs are averaged over a representative volume with a typical length larger than 

the diameters of the bubbles and solid particles. This implies that the large eddy simulation 

(LES) concept needs to be used to model sub-grid scale turbulent fluid motion. Thereby, only 

turbulent flow structures are resolved that are larger than the sub grid scale filter length 

Δ=υcell
1/3

, while structures smaller than Δ remain unresolved. Consequently, the liquid phase 

stress tensor Lτ  is modeled via: 

  ,
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τ u u I u , (4.4) 

with the effective viscosity μL,EFF and the unity tensor I. The effective viscosity is composed 

of the molecular viscosity μL, the sub-grid scale viscosity μL,T, as well as the eddy viscosity 

induced by the bubbles μG,I and by the solid particles μS,I: 

 , , , ,L EFF L L T G I S I        . (4.5) 

The model of Smagorinsky (1963) is used to close the sub-grid scale viscosity: 
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2

,L T L SC   S , (4.6) 

with S being the characteristic filtered strain rate, and the Smagorinsky constant CS (assumed 

to be equal to 0.1). The enhanced eddy viscosity model due to particle-induced turbulence, 

proposed by Sato and Sekoguchi (1975), accounts for momentum transfer by wakes of 

moving particles, whereby μG,I and μS,I are proportional to the particles’ diameters d and slip 

velocities: 

 ,G I L G G G LC d   u u , (4.7) 

 ,S I L S S S LC d   u u , (4.8) 

where the model constant C has the value of 0.6 (Jia et al., 2007). 

4.2.2 Dispersed Phases 

For the Lagrangian tracking of the dispersed phases, each individual dispersed particle (P), 

whether gas bubble or solid particle, is assumed to have a spherical shape of constant volume 

P=π/6dP
3
. The mass mP=ρPP of each particle is assumed to be concentrated at the position 

xP. Then, a particle’s trajectory (i.e. the increment ΔxP) and velocity change ΔuP within the 

time step Δt are calculated with Newton’s equation of motion: 

 P P t  x u , (4.9) 

 P P P Pt    u F . (4.10) 

The net force FP, experienced by each individual particle in the presence of the liquid, is 

composed of the buoyancy force FB, the lift force FL, the drag force FD and the virtual mass 

force FVM: 

 P B L D VM   F F F F F . (4.11) 

The definitions of the forces and of the related closures are summarized in Tab. 4.1. The 

cross-section area and the particle Reynolds number therein are given by AP=πdP
2
/4 and 

ReP=ρL|uP−uL|dP/μL, respectively. A thorough discussion of the forces and of their derivation 

can be found in Hu (2005). 
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Table 4.1: Forces and closure models for Lagrangian tracking. For bubbles, the drag force 

coefficient CD takes the value CD,G while for solid particles it becomes CD,S. 

 

Moreover, to capture the influence of the unresolved sub-grid scale fluid motion on the 

movement of the dispersed phase, a particle dispersion model (Langevin model) proposed  

by Sommerfeld et al. (1993) is used in this study. The Langevin model correlates the 

unresolved fluid motion at the actual position of a particle with the turbulences from its 

former position. A detailed description of the model along with all governing equations is 

given in Pozorski and Minier (1998). Finally, the interested reader is referred to the work of 

Gruber et al. (2013) for an in-depth description of model details (e.g. interpolation of the 

liquid properties, coupling between continuous and dispersed phases, wall treatment). 

4.2.3 Interaction of the Dispersed Phases 

For modeling the interactions of the dispersed phases, the hard-sphere model approach is used 

in this study (Hoomans et al., 1996). Thereby, the time till two particles, which are moving 

towards each other, collide, is defined by: 
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with the relative velocity u=u1−u2 and the spatial distance x=x1−x2 of the particles. By 

neglecting the rotation of the particles and assuming that only binary collisions take place, the 

postcollision velocity of a particle is given through: 
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Figure 4.1: Schematic view of the pre- and postcollision (indicated by *) velocities for  

(a) particle-particle and (b) particle-wall collisions. 

 

with the coefficient of restitution e (see Fig. 4.1). While inelastic bubble-bubble (e=0.9) and 

solid particle-particle (e=0.9) collisions are incorporated in every simulation, four different 

bubble-solid particle interaction models have been considered: 

1. No interaction model (NIM): The bubbles and the solid particles do not experience the 

presence of each other, wherefore overlaps of the two phases occur. 

2. Drag force modification model (DFMM): The bubbles and the sold particles experience 

the presence of the other phase only through a change of the respective drag coefficient 

(Mitra-Majumdar et al., 1997). Hence, overlaps between particles of different phases can 

occur in this model as well. Specifically, the modified drag force coefficient for the 

bubbles is given by: 

 
*

0.31

D
D

S

C
C





, (4.14) 

while the drag force coefficient for the solid particles changes to: 

  * 0.061D D GC C   . (4.15) 

3. Elastic collision model (ECM): A collision between a bubble and a solid particle always 

results in total elastic rebound (e=1.0). This model ensures that no overlaps occur. 

4. Multistage collision model (MCM): Depending on the hydrodynamics and on the inertia of 

the dispersed particles, various interactions can occur (Ralston et al., 1999). As criterion 

for the type of interaction serves the particle Stokes number: 
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First, for St<0.1, the inertia of the particles (described by a characteristic stopping distance) is 

small compared to a characteristic time scale for flow around a bubble. In this case, a solid 
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particle will follow the (complex shaped) fluid streamline around a bubble, and will not 

collide with the bubble. To avoid the computational cost associated with modeling the small-

scale details of particle motion in such a case, the solid particle and the bubble simply 

penetrate each other without exchanging momentum. Second, for 0.1≤St<3, a solid particle 

impacts inelastically on the bubble surface, whereby a major proportion of the kinetic 

energies gets lost. Since no values were suggested for that case, e is chosen to be 0.4. Third, 

for 3 ≤ St, a solid particle’s trajectory deviates only slightly form a straight line, and the 

collision can be considered as quasi-elastic (e=1.0). 

The normal *

nu  and tangential *

tu  velocity components for a particle after a wall collision are 

given by: 

 
* *,n n t te  u u u u . (4.17) 

As shown in Fig. 4.1, the tangential velocity component remains constant, while the 

magnitude of the normal velocity component changes proportional to e. This fundamental 

study focuses on the interactions between bubbles and solid particles in three-phase flow 

using an event-driven algorithm. This has been done primarily due to efficiency reasons, i.e. 

to keep the simulation time within a feasible limit. More complex interactions, such as 

particle-bubble attachment or cluster formation (i.e. enduring particle-bubble interactions), 

cannot be easily modeled with such an algorithm. Hence, these interactions have not been 

considered in the present study. 

4.2.4 Collision Detection Algorithm 

The enormous number of dispersed particles in three-phase systems requires algorithm-based 

optimization techniques in order to speed up the EL simulations. One strategy to reduce the 

computational effort for the collision detection was suggested by Hoomans et al. (1996) and is 

based on neighbor lists. In case the Lagrangian time step is small enough, the spatial region 

containing potential collision partners for a certain particle can be limited to the neighbor cells 

of the cell the particle is located in. By applying this technique, a unique lifetime ID-number 

is assigned to each particle (see Fig. 4.2). At the beginning of Lagrangian tracking, an ID-list 

is build for each cell. The ID-list contains the IDs of all particles within the particular cell and 

within its neighbor cells. Consequently, the ID-list contains all potential collision partners for 

a particle within the particular cell. It should be mentioned that if the Lagrangian time step is  
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Figure 4.2: Schematic representation of the “particle neighbor cell list” and the “collision 

sphere” technique. 

 

too high or the particles’ diameters are too large, the neighbor cell list should be build with 

more than one layer of neighbor cells. 

For further reduction of the simulation time, Zeilstra (2007) suggested the construction of a 

collision sphere around each particle that contains its potential collisions partners, as shown in 

Fig. 4.2. The radius of the collision sphere rcoll is calculated with the maximum velocity umax,  

the maximum diameter dmax of the particles in the neighbor cell list and the time interval tnbl 

in which the neighbor cell list is rebuild: 

 2coll max nbl maxr t d  u . (4.18) 

After the detection of the next occurring collision in the system, all particles are moved on for 

the collision time tcoll. Thereafter, the collision is performed for the two colliding particles 

(collision pair). In case previous particle position and velocities are not kept in memory, the 

algorithm will simply continue with collision detection as explained above. 

In this study, a technique is presented to overcome these drawbacks, namely the loss of 

information after collision detection and the movement of all particles before/after each 

collision (see Fig. 4.3). Based on the work of Darmana (2006), an individual time tind is 

introduced for each particle in the system, which is set to zero at the beginning of the 

Lagrangian tracking with a time step of tlagr. The collision times are then calculated for all 

particles in the system, as described above. If a collision pair fulfills the criterion tkey<tlagr, 

which is given by: 

 , ,max[ , ]key coll ind 1 ind 2t t t t  , (4.19) 

The “particle neighbor cell list” contains ID-

numbers of potential collision partners. For a 

particle in a particular cell, the particle IDs are: 
 

 middle cell: 1–20 (all particles), 

 top left cell: 1–3 and 7–11, 

 bottom right cell: 10–14 and 17–20. 
 

Using the “collision sphere” technique, only the 

particles with the IDs 3–5 and 9–12 must be 

considered for the collision with the particle 11. 

rcoll 
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Figure 4.3: Schematic description of the speed-up technique. Exemplarily five particles with 

arrow indicated velocities are moved for tlagr=0.010 s, starting at a simulation time  

t=13.000 s. At the beginning of the Lagrangian tracking (a) the collision times tcoll are 

calculated for all particles in the system. The collision pairs which fulfill the condition 

tkey<tlagr are chronologically registered in a collision table. Thereafter, the first collision pair 

(1 and 3) of the collision table is moved and the collision is performed. Then, all collision 

pairs including one of the two moved particles are removed from the table. Afterwards, tcoll 

are calculated for the two particles and the collision pairs which fulfill tkey<tlagr are 

chronologically added to the table. This procedure is repeated (b-c), till the collision table is 

cleared (d). Finally, all particles are moved for tlagr−tind (e), till their individual times tind 

match the increased simulation time t+tlagr (f). 

 

its collision information is preserved in a collision table, whereby the entries are 

chronologically ranked by their tkey values. After the collision table is build, the two particles, 

forming the actual collision pair (the pair with the smallest tkey), are moved forward to the 

collision points *

1x : 

 
*

, ,max[ , ]1 1 1 coll ind 2 ind 1 collt t t t   x x u , (4.20) 

whereupon the collision is performed by calculating the new velocities of the two particles. 

Further, the individual times tind,1 and tind,2 of the two particles have to be updated. Then, all 

entries in the collision table, which involve one particle of the actual collision pair, have to be 

removed. In the next step, tcoll is only calculated for the two particles with potential collision 

partners registered in the ID-list. Thereby, collision pairs which fulfill tkey<tlagr are added 
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chronologically to the collision table. Again, the collision pair with the lowest tkey is moved 

accordingly to Eq. (4.20). This sequence is repeated till no collision pairs are left in the 

collision table within tlagr. Hereupon, to finish the Lagrangian tracking, all particles in the 

system are moved for: 

 
*

,( )1 1 1 lagr ind 1t t   x x u . (4.21) 

The techniques described above can also be used for particle-wall collisions whereby, the 

value of tind,2 in Eqs. (4.19) and (4.20) remains zero. 

4.2.5 The Experiments of Gan 

The simulations in this study are compared to the experimental investigations of three-phase 

flow by Gan (2013). For his measurements, Gan used a laboratory-scale cylindrical BC of 

0.152 m in diameter that was filled with a salt water mixture (L=1049 kg∙m–3
 and  

L=9.85
.
10

–4
 Pa∙s at 20°C) up to a height of 1.050 m, as shown in Fig. 4.4(a). A sparger with 

a diameter of 0.030 m and a height of 0.050 m was placed in the center of the column’s 

bottom. A continuous air stream, injected with a flow rate of 0.8 dm
3∙min

–1
, was segmented 

by the sparger into discrete bubbles with diameters between 0.7 mm and 2.3 mm. Phase 

Doppler anemometry (PDA) measurement at various heights of the BC showed insignificant 

changes of the bubble size distributions (BSD), wherefore the in Fig. 4.4(c) shown invariant 

BSD is used for all simulations. For the solid phase, Gan used 20,000 monosized acrylic 

beads (L=1050 kg∙m–3
) of 3.0 mm in diameter, giving a total solid hold-up of S=1.6 vol-%. 

 

 

Figure 4.4: Schematic view of (a) the dimensions of the cylindrical bubble column, (b) the 

cross sectional profile of the grid whereby the red square marks the sparger, and (c) the 

bubble size distribution above the sparger. 
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4.2.6 Numerical Implementation 

The geometry of Gan’s experiments case is discretized using an appropriate computational 

grid, the center part of the BC has cuboid form that is composed of 7x7x105 cubic cells with a 

typical edge length of 0.010 m, as shown in Fig. 4.4(b). In order to represent the sparger, the 

inner 3x3x5 cells at the bottom of the above mentioned cuboid are left blank (they were not 

considered to be part of the computational domain). Air bubbles, following the size 

distribution in Fig. 4.4(c), are injected right above the sparger with a velocity of 0.290 m∙s–1
. 

The bubbles then ascend through the computational domain till they reach the top face 

(outlet), whereupon they are removed. For the three-phase simulations, 20,000 solid particles 

are randomly distributed within the domain. If the solid particles reach the top face, the 

bounce back as described in Eq. (4.17) with e=0.1. For the integration of the liquid motion 

governing equations, second-order accurate numerical schemes are used in space (for the 

convection and diffusion terms) and time to avoid excessive numerical diffusion. The no-slip 

condition is applied at all bounding walls, while a free-slip condition is used for the top face. 

All simulations start with a stagnant liquid and proceed with a fluid time step of t=1 ms for 

180 s, while the dispersed phases are tracked with a sub-time step of Δtlagr=1/3 ms. 
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4.3 Results and Discussion 

The key parameters of the different simulation cases are summarized in Tab. 4.2. During the 

three-phase simulations, approximately 42,000 particles were moved during each time step, 

requiring an average simulation time of 8 days on a single-core desktop system. 

 

Table 4.2: Summary of the simulated cases. The particle induced viscosities are given through 

Eqs. (4.7) and (4.8). In this study, case 1 (gas-liquid flow, GLF) serves as reference. 

 

4.3.1 Algorithm Verification and Validation 

Verification of the Terminal Rise Velocity of a Single Bubble 

The terminal rise velocity uTERM of a single gas bubble offers a good possibility to verify the 

coupling between the gas and the liquid phase. In order to obtain an analytical solution, the 

drag force coefficient CD=2/3(Eö)
1/2

 was used, where Eö denotes the Eötvös number. The 

terminal rise velocity resulting from this drag model is uTERM=(4g(L−G)/L)
1/4

 (Darmana, 

2006). Fig. 4.5 illustrates uTERM for a single bubble of 5 mm in diameter that ascended in 

stagnant water with a temperature of 20 °C. As can be seen in the figure, the analytically and 

the numerically obtained graphs match very well. 

 

Validation of the Trajectories of Two Colliding Solid Particles 

The interactions between the solid particles, as well as the coupling between the solid and the 

liquid phase are validated via the experiment of Zhang et al. (1999). In their experiments, 

Zhang et al. recorded the trajectories of two glass beads (dS=2 mm, S=2000 kg∙m–3
) in water  

 

Case Solid 

phase 

Langevin 

model 

Solid particle and bubble 

induced viscosities 
Interaction model for dispersed phases 

1 ‒ yes yes ‒ (GLF) 

2 yes yes ‒ no interaction model (NIM) 

3 yes yes yes no interaction model (NIM) 

4 yes yes yes drag force modification model (DFMM) 

5 yes yes yes elastic collision model (ECM) 

6 yes yes yes multistage collision model (MCM) 
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Figure 4.5: The terminal rise velocity of a single gas bubble as function of the column height 

(dB=5 mm). 

 

of 20 °C. Thereby, one of the particles accelerated in the gravity field over a height of 6 mm, 

before it hit the other particle, resting at the bottom of a vessel. For the simulation, the Stokes 

drag coefficient CD=24/ReP(1+0.15ReP
0.687

) was used. As shown in Fig. 4.6, the predicted 

trajectories showed good agreements with the experimentally obtained ones. 

 

 

Figure 4.6: Trajectories of two colliding glass beads in a small vessel filled with water. 

 

4.3.2 Three-Phase Flow 

A series of snapshots in Fig. 4.7 illustrates the temporal evolution of the bubble plume and of 

the suspended particles for case 2. Since similar effects were observed in all gas-liquid-solid 

simulations, case 2 was chosen as representative for a qualitative discussion of the observed  
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Figure 4.7: Snapshots of the evolving bubble plume (blue, d3), the solid particles (brown, d2) 

after (a) 1 s, (b) 2 s, (c) 20 s and (d) 100 s for case 2 (NIM). For illustration purposes, only the 

rear half of the column is displayed and all particles are magnified by a factor of three. 

 

effects. In the beginning of the simulation, the solid particles were randomly distributed 

within the whole bubble column (BC). Along with the injection of the bubbles, a liquid flow 

was induced into the BC that started to carry the solid particles too. Fig. 4.8 demonstrates the 

trajectories of two randomly chosen solid particles. As can be seen in the figure, the particles 

were transported through the entire BC during the simulation. The induced liquid  

flow also led to an accumulation or depletion of the particles in particular regions of the 

bubble column. For instance, regions in the lowest column quarter (around the sparger) can be 

identified in Fig. 4.7(c) which contain no solid particles. 

 

 

Figure 4.8: Trajectories (red and blue lines) of two solid particles during a typical simulation 

(case 2, NIM). 

a b c d1 d2 d3 
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Local Hold-up Distribution 

The instantaneous distribution of the solid particles in the mid-depth plane of the BC is 

illustrated in Fig. 4.9. Additionally, the figure shows the time-averaged hold-up of the solid 

phase, whereby the averaging started after 10 s and ended simultaneously with the simulations 

after 180 s. As can be seen from Fig. 4.9, high solid hold-ups were predicted for regions near 

the column bottom and near the column walls. Moreover, the figure also indicates a depletion 

of solid particles at the lowest column quarter and an accumulation in the topmost quarter. A 

similar vertical distribution of the solid hold-up was also obtained by Ahmadi and Zhang 

(2012) in their simulations with neutrally buoyant solid particles. 

 

 

Figure 4.9: The (1) instantaneous hold-ups after 100 s and the (2) time-averaged hold-ups 

after 180 s in the mid-depth plane for (a) solid phase and (b) gas phase of case 2 (NIM). 

 

The gas phase motion, illustrated in Figs. 4.7 and 4.9, showed characteristics close to the ones 

obtained for gas-liquid two-phase flow (see e.g. Gruber et al., 2013): After a short transient, 

the bubble plume started to oscillate from one column side to the other. As expected, the time-

averaged gas hold-up was symmetric, since fluctuations of the gas phase were cancelled out. 

Furthermore, with increasing column height the bubble plume spread laterally, which caused 

a decrease of the gas phase hold-up in the BC’s center. Regardless of the applied interaction 

model for the dispersed phases, no bubbles were found at column heights below the sparger 

orifice. 

A comparison of the cross-sectional hold-up profiles for the gas phase is shown in Fig. 4.10 in 

a BC height of 0.75 m. In this figure, simulation of gas-liquid two-phase flow (GLF, case 1) 

serves as a reference. Compared to all gas hold-up profiles in this figure, the reference case 
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had the smallest gas hold-up. The gas-liquid-solid simulation without application of solid 

particle-bubble interactions (NIM, case 2) predicted a slightly higher hold-up for this height. 

However, the consideration of particle-induced viscosity (case 3) showed a significant 

increase of the gas hold-up. On the contrary, the solid hold-up profiles for both cases were 

very similar to each other, with high solid fractions near the column walls. 

 

 

Figure 4.10: The time-averaged cross-sectional hold-up profiles after 180 s for (a) solid phase 

and (b) gas phase at a height of 0.75 m for various cases. 

 

Of all performed simulations, the one in which the drag force modification model  

(DFMM, case 4) was incorporated predicted the highest gas hold-up for the height of 0.75 m. 

Additionally, the solid hold-up profile depicted the most uniform cross-sectional tend. In the 

study of Sommerfeld and Bourloutski (2002), the application of the DFMM caused an 

enhanced dragging of the solid particles through the bubbles, resulting in a more 

homogeneous distribution of the particles than compared to the simulation without interaction 

model. The profiles of the elastic collision model (ECM, case 5) and the multistage collision 

model (MCM, case 6) showed similar profiles for the gas hold-ups, as well as for the solid 

hold-ups, whereby in the latter the trend was laterally reversed. These similar predictions of 
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the hold-up profiles for cases 5 and 6 indicated that most of the collisions in case 6 were 

elastic collisions. Interestingly, except for the DFMM model, the cross-sectional hold-up 

profiles for the solid phase revealed contrary trends to the profiles of the gas phase: The 

bubbles were mainly located in the middle of the BC, while the solid particles were 

concentrated in the wall-near regions that showed high downward-speeds (see Fig. 4.12). 

 

Velocity Distribution 

Next, the velocities of the dispersed phases in the three phase system are qualitatively 

discussed. As with the previous chapter, case 2 is discussed as representative for all 

simulations, since similar qualitative effects were observed. Fig. 4.11 illustrates the vertical 

velocity component of each particle after 100 s. As can be seen in this figure, the velocities of 

the bubbles were significantly higher than the speed of suspended particles. Additionally, all 

bubbles and all solid particles, which were enclosed by the bubble plume, showed a positive 

vertical velocity, i.e. tendency to rise towards the top of the column. In contrary, most of the 

solid particles outside the bubble plume flowed downwards. These qualitative characteristics 

were also reported by Ahmadi and Zhang (2005).However, the observation described by 

Ahmadi and Zhang that solid particles accumulate in regions of high liquid velocities, was not 

confirmed in the simulations. Especially in the lowermost quarter of the BC where the 

maximum liquid velocities appeared, the solid phase was diluted, as can be easily seen by the 

comparison of Figs. 4.7 and 4.12. 

 

 

Figure 4.11: The instantaneous vertical velocity components of (a) all particles, (b) the solid 

particles and (c) the bubbles after 100 s for case 2 (NIM). For illustration purposes, only the 

rear half of the column is displayed and all particles are magnified by a factor of three. 
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The time-averaged vertical velocity profiles for the mid-depth plane of the BC, shown in  

Fig. 4.12, are considered next. Again, the averaging process started after 10 s and ended after  

180 s. As discussed above, the velocity of the gas bubbles was significantly higher than the  

velocities of the two other phases. Near the walls, a vertical down-flow of liquid and solid 

particles developed, as it should be due to continuity reasons. Interestingly, the liquid phase 

velocity in the lowest third of the BC was higher than the velocity of the solid particles, which 

means that the particles in this region were indirectly agitated by the bubbles. Furthermore, 

the particles were dragged by the fluid, and bubble-particle interactions did not contribute 

significantly to momentum transfer to the particles. Note that no solid particle-bubble 

interaction model had been used in Fig. 4.12, so the latter fact was an obvious result of the 

simulation model. As described in the next paragraph, the incorporation of any of the above 

mentioned interaction models had no significant impact on the velocities of the solid particles 

in this region. 

 

 

Figure 4.12: The time-averaged vertical velocity components for (a) the solid phase, (b) the 

gas phase and (c) the liquid phase after 180 s in the mid-depth plane of the BC (case 2, NIM). 

 

Next, velocity profiles in two different heights of the BC are considered, in order to quantify 

the effect of different bubble-particle interaction models. The profiles were obtained through 

time-averaging of the vertical velocity components of the respective phase at heights of  

0.15 m and 0.75 m, as shown in Fig. 4.13(a). Compared to the experimental measurements of 

Gan (2013), the vertical velocities of the solid particles at the BC’s center were clearly 

underpredicted by all simulations. Consequently, the down-flow velocities of the particles 

near the column wall were also not accurately predicted. The numerically obtained velocity  
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Figure 4.13: The time-averaged cross-sectional profiles of the vertical velocity component of 

(a) the solid phase, (b) the gas phase and (c) the liquid phase after at heights of (1) 0.15 m and 

(2) 0.75 m for various cases. 

 

 

 

u
L
,Z

  
[m

∙s
-1

] 
¯
 

1 (GLF) 
2 (NIM) 
3 (NIM) 
4 (DFMM) 
5 (ECM) 
6 (MCM) 

 

x/R [-] x/R [-] 

c1 c2 

Gan (exp) 
  1 (GLF) 
  2 (NIM) 
  3 (NIM) 
  4 (DFMM) 
  5 (ECM) 
  6 (MCM) 

 

 

u
G

,Z
  
[m

∙s
-1

] 
¯
 

x/R [-] x/R [-] 

b1 b2 

height of 0.15 m height of 0.75 m 

u
S

,Z
  

[m
∙s

-1
] 

¯
 

x/R [-] x/R [-] 

Gan (exp) 
  2 (NIM) 
  3 (NIM) 
  4 (DFMM) 
  5 (ECM) 
  6 (MCM) 

 

a1 a2 



Results and Discussion   ●   115 

 

profiles looked very similar for all considered models. The most significant deviations 

occurred at the height of 0.75 m and for cases 3 and 4. 

The time-averaged velocities of the bubbles are shown in Fig. 4.13(b). For both heights, the 

simulations significantly overpredicted the experimentally determined velocities for the center 

of the column. For the height of 0.15 m, nearly all simulations showed the same velocity 

profiles as the two-phase reference case (case 1). The only exception was the case with the 

DFMM incorporated (case 4), which yielded the predictions closest to the experimental 

results. However, still significant underpredictions of the bubble velocities near the walls 

were observed. The reason for this was that in all simulations no bubbles entered the region 

near the wall. This in turn suggests that the bubble plume in Gan’s experiments quickly 

dispersed in the horizontal direction. Moreover, this fact also explains the flatter profile at 

0.75 m, Gan observed in his experiment. For the height of 0.75 m, case 4 again showed the 

lowest and flattest velocity profile. A comparison of the cases 2 and 3 reveals that the particle 

induced viscosities had only a minor impact on the bubble velocities. Furthermore, the near 

wall bubble velocities of the ECM (case 5) and the MCM (case 6) were the highest of all 

simulations. 

Finally, the time-averaged vertical liquid velocities are shown in Fig. 4.13(c). A comparison 

of the gas-liquid reference case (case 1) with the other simulations revealed only small  

changes of the liquid velocities. Accordingly, no significant reduction of the liquid velocity 

due to the solid phase was noticed, which is in contrast to the findings of Sommerfeld and 

Bourloutski (2002). However, this can be explained by the low solids hold-up of 1.6 vol-% in 

this work, compared to 10 vol-% in the studies of Sommerfeld and Bourloutski. 
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4.4 Summary and Conclusions 

In this study, three-phase gas-liquid-solid flows were modeled by using an event-driven three-

dimensional Euler-Lagrange (EL) approach: While the liquid phase was described in the 

Eulerian way, the dispersed phases were treated as discrete particles. Thereby, the main focus 

was put on the interactions between the bubbles and the solid particles. While bubble-bubble 

and solid particle-particle interactions were always considered to be inelastic, various models 

were tested to model solid particle-bubble interactions. 

Specifically, the impact of no interaction model (NIM), of a drag force modification model 

(DFMM, described in Mitra-Majumdar et al., 1997), of an elastic collision model (ECM) and 

of a multistage collision model (MCM, described in Ralston et al., 1999) on the internal flow 

properties of a three-phase bubble column (BC) were investigated. Furthermore, since up to 

42,000 particles were handled during the simulations, algorithm-based speed-up techniques 

were presented in this study, in order to accelerate the Lagrangian tracking of the dispersed 

phases. 

The setup of the simulations was based on the experiments of Gan (2013), who applied a 

labor-scale cylindrical BC of 0.152 m in diameter and of 1.050 m in height. A constant air 

stream of 0.8 dm
3∙min

–1
 was segmented by a sparger into bubbles with diameters between  

0.7 mm and 2.3 mm. For the solid phase, Gan used 20,000 monosized acrylic beads of 3.0 mm 

in diameter which had the same density as the salt-water solution. The verification of the 

terminal bubble rise velocity showed very good agreements with the analytical solution and 

also the validation of the trajectories of two colliding solid particles displayed a good match 

with the experimentally observed particles’ paths. 

The simulation results revealed that the solid particles were indirectly agitated by the 

ascending bubbles and were transported through the entire BC. Furthermore, the simulations 

predicted that solid particles were extracted from the lowest quarter of the BC and accumulate 

in its upper region. A slightly higher solids hold-up was also predicted for the bottom region, 

and the region near the walls. In the simulations, the time-averaged velocities of the bubbles 

were significant higher than the ones of the two other phases. Moreover, the vertical liquid 

phase velocity in the lowest third of the BC was highest and experienced a local maximum in 

the vertical direction at some distance from the sparger. This was due to the fact that the 
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bubble concentration was highest in this region and the liquid was dragged by the ascending 

bubbles. The velocities of the two other phases were more evenly distributed over the entire 

column height and the maximum in the vertical direction was less pronounced. 

In comparison to the two-phase gas-liquid (GLF) reference simulation (case 1), the three-

phase gas-liquid-solid flow simulations yielded a higher local gas hold-up at a height of  

0.75 m. When considering particle induced viscosity (case 3), only a minor impact on the 

bubble velocity distribution and on the solid hold-up distribution was observed. However, a 

significant impact on the predicted gas hold-up was noticeable at a height of 0.75 m. The 

simulation with the DFMM incorporated (case 4) revealed a more uniform cross-sectional 

solid hold-up profile and significantly lower bubble velocities, compared to all other cases. 

The ECM (case 5) and the MCM (case 6) exhibited very similar numerical predictions for the 

solid and gas velocities, as well as for the solid and gas hold-up distributions. This fact 

indicated that most collisions within the case with MCM were elastic collisions. Of all tested 

interaction models, the DFMM seemed to predict the velocities of the dispersed phases 

slightly better. 

However, compared to experimental measurements of Gan (2013), the velocities at the BC’s 

center were underpredicted for the solid particles and overpredicted for the bubbles in all 

simulations. This suggests that none of the implemented collisions models was able to 

accurately reflect the true physics in a three-phase BC. Since the effect of various collision 

models have been carefully screened, one can speculate that effects due to (i) the attachment 

of gas bubbles on the particle surface (note that the bubbles have a smaller diameter than the 

solid particles), and (ii) wake effects lead to additional momentum transfer between the gas 

and the solid phase. Unfortunately, these effects cannot be easily introduced into the event-

driven simulation framework that was used in the current study. For example, modeling 

enduring solid particle-bubble contacts or even the formation of larger particle-bubble clusters 

is simply not possible with this event-driven approach. Thus, further work has to be 

undertaken, possibly even using a different simulation approach, to enhance the predictive 

capabilities of EL simulations to model gas-liquid-solid flows. 
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Notation 

Latin Letters 

A   cross-section area, (m
2
) 

C   model constant, (–) 

d   diameter, (m) 

e   coefficient of restitution, (–) 

Eö   Eötvös number, (–) 

F   force vector, (N) 

g   gravitational acceleration vector, (m∙s–2
) 

I   unity tensor, (–) 

m   mass, (kg) 

p   pressure, (Pa) 

r   radius, (m) 

Re   Reynolds number, (–) 

S   characteristic rate of strain tensor, (s
–1

) 

St   Stokes number, (–) 

t   time, (s) 

u   velocity, (m∙s–1
) 

x   position vector, (m) 

 

Greek Letters 

   volume fraction, (–) 

Δ   filter length, (m) 

μ   viscosity, (Pa∙s) 

   density, (kg∙m–3
)
 

   surface tension, (N∙m–1
) 

τ   stress tensor, (N∙m–2
) 

   volume, (m
3
) 

   volume specific interphase force term vector, (N∙m–3
) 

 

Subscripts and Superscripts 

B buoyancy 

coll collision 

D drag 

eff effective 

G gas phase, bubble 

ind individual 

I induced 

key key value for storage in the collision table 

lagr Lagrange 

L continuous phase, liquid, lift 
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n normal 

nbl neighbor cell list 

P dispersed phase, solid particle or bubble 

S solid phase, solid particle, Smagorinsky 

t tangential 

term terminal 

T turbulent 

VM virtual mass 

* modified 
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“Learn from yesterday, live for today, hope for tomorrow.  

The important thing is to not stop questioning.”  

– Albert Einstein (1879-1955) 

 

 

5 Conclusions and Outlook 

 

5.1 Summary and Conclusions 

In this study, a computational fluid dynamics (CFD) algorithm was developed for the 

numerical modeling of three-dimensional (slurry) bubble columns reactors (BCs), which are 

operated at the homogeneous or heterogeneous flow regime. Thereby, the algorithm was 

based on the open-source software package OpenFOAM® and pursued a four-way coupled 

event-driven Euler-Lagrange (EL) approach. By means of the algorithm, the influence of 

bubble break-up and coalescence (B&C) on two-phase gas-liquid flows was investigated in 

the chapters 2 and 3. In chapter 4, the algorithm was used to examine the influence of various 

interaction models for the dispersed phases on the flow properties of a three-phase gas-liquid-

solid flow. 

The algorithm was conscientiously validated and verified, wherefore the following cases were 

used as setup: 

 Validations of two-phase gas-liquid flow revealed very good agreements for the liquid 

hydrodynamics (see Figs. 2.8 and 3.9; see also Deen et al., 2001) and the gas hold-up 
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(see chapter 2.3.3; see also Bai, 2010). Further, the validation of the through B&C 

received bubble size distributions (BSDs) showed good agreements, even though no 

large bubbles appeared in the forecasted BSDs (see Figs. 2.2, 2.5 and 3.10; see also 

Hansen, 2009). 

 Moreover, a validation of the dispersed phases’ velocities in three-phase gas-liquid-

solid flow displayed that the velocities for the BC’s center were underpredicted for the 

solid particles and overpredicted for the bubbles (see Fig. 4.13; see also Gan, 2013). 

Finally, the validation of the numerically obtained trajectories of two colliding solid 

particles showed good agreements (see Fig. 4.6; see also Zhang et al., 1999). 

 Also, verifications of the incorporated models, with the analytically derived solutions, 

showed excellent agreements for the liquid component mixing (see Fig. 3.6; see also 

Darmana, 2006), the gas-liquid interphase mass transfer (see Fig. 3.7; see also 

Darmana, 2006), the shrinkage of a single bubble due to gas-liquid interphase mass 

transfer (see Fig. 3.8; see also Zhang et al., 2009) and the terminal rise velocity of a 

single bubble (see Fig. 4.5; see also Darmana, 2006). 

The following conclusions were derived in this study: 

 In chapter 2, the main benefit of B&C models resulted from the better prediction of 

the local interfacial areas, especially in the lower half of the BC (see chapters 2.3.2 

and 2.3.3). As the Figs. 2.6 and 2.7 revealed, coalescence occurred mainly in regions 

directly above the sparger, leading to a rapid increase of the bubble sizes, while bubble  

break-up took place over the entire column height. This behavior consequently 

resulted in a maximum value of the Sauter mean diameter that was followed by a 

subsequent drop of the diameter over the remaining column height. 

 Further, the Sauter mean diameters of the mono- and polydisperse BSDs differed by 

less than ten percent. Since similar forecasts of the overall gas hold-up  

(see Fig. 2.7) and the liquid hydrodynamics (see Fig. 2.8) were obtained with both 

shapes of distribution, it was concluded that the use of the Sauter mean diameter (if 

known a priori) would be sufficient for correct predictions of the flow properties. 

 In chapter 3, the results for CO2 chemisorption in NaOH solutions showed a critical 

impact of bubble B&C on the mass transfer (see Fig. 3.11), the liquid phase mixing as 

well as the reaction rates (see Figs. 3.15 and 3.16) for systems with low to moderately 

large pH. 
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 At high pH values, bubble shrinkage became the dominating phenomenon, as 

illustrated in Fig. 3.21. Since bubble shrinkage led to small bubbles, low gas hold-up 

and little liquid phase agitation were observed in the upper part of the reactor (see  

Fig. 3.22). Consequently, with increasing pH the relevance of B&C decreased 

gradually, as shown in Fig. 3.21. 

 In chapter 4, the simulation results for three-phase flow revealed that the solid 

particles were indirectly agitated by ascending bubbles. During the simulations, the 

particles were transported through the entire BC, as illustrated in Fig. 4.8. 

 Furthermore, the simulations predicted an extraction of the solid particles from the 

lowest quarter of the BC and as a result, an accumulation in the upper region. A higher 

solid hold-up was also predicted for the bottom region and the region near the walls, 

as depicted in the Figs. 4.7 and 4.9. 

 Finally, the effect of the particles on the suspension’s viscosity had a significant 

impact on the local gas hold-up distribution: While the drag force modification model 

led to uniform solid hold-ups and lower bubble velocities, the elastic collision model 

and the multistage collision model showed similar flow predictions. This fact 

indicated that most collisions within the case with multistage collision model were 

elastic collisions. 
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5.2 Outlook 

It can be expected that with in parallel with the progress in the computer technology, the EL 

approach will gain in importance for the modeling of multiphase flow. For the modeling of 

industrial full-scale (slurry) BCs, which contain up to billions of bubbles and even more solid 

particles in the suspension, several issues have to be solved in future works, in particular for 

the homebrewed algorithm presented in this study: 

 None of the used kernel functions (Coulaloglou and Tavlarides, 1977; Lee et al., 

1987a, 1987b) in this study for bubble B&C could reproduce the experimentally 

obtained BSD from Hansen (2009), wherefore more sophisticated kernel functions 

should be verified. Collections of B&C kernels can be found in e.g. Lasheras et al. 

(2002), Liao and Lucas (2009, 2010) and Martinez-Bazan et al. (2010). Additionally, 

future studies have to evaluate the influence of various sub-models (e.g. drag, lift, 

energy-dissipation rate) on the B&C models and hence on the BSD. 

  Due to the injection and removal of the dispersed particles during the simulation from 

the computational domain, numerical instabilities appear during the solution step of 

the hydrodynamic equations for the liquid, causing strong pressure fluctuations. These 

instabilities can be avoided through pressure cells (Darmana, 2006) or through the 

introduction of a mean liquid volume fraction in Eq. (2.30). However, if the gas flow 

rate becomes too high, the instabilities arise again, wherefore an alternative approach 

has to be found, e.g. a new scheme for the injection and bursting of the bubbles. 

 Industrial BCs are mainly operated in the heterogeneous flow regime, which is 

characterized by a dense bubble flow and hence reduced spacing between the bubbles. 

Since bubbles are treated as spheres with rigid surfaces in the EL approach, 

coalescences lead to overlaps of the bubbles. For dense flows, the bubble shifting 

technique presented in chapter 2.2.5 becomes computationally intensive. A future 

approach would require a more flexible treatment of the bubble shapes. Further 

models for dense bubble flow should also account for additional bubble interactions, 

e.g. effect of bubble wakes, where big bubbles drag small bubbles in their wake. 

 The validation of the three-phase gas-liquid-solid flow predictions with the 

experimental results of Gan (2013) revealed also differences in the radial distribution 
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profile of the bubbles at low height above the sparger: While bubbles covered the 

entire cross-section during the experiments, no bubbles were predicted for wall-near 

regions during the simulations. Therefore, future experiments should apply a more 

suitable sparger type that leads to a more reproducible setup case for numerical 

studies. 

 For the modeling of three-phase gas-liquid-solid flows, the time-driven (soft-sphere) 

approach seems to be better suited than the event-driven (hard-sphere) approach, since 

effects, e.g. the sliding of a solid particle around a bubble, the adhesion of a solid 

particle on the bubble surface or vice versa, are already incorporated in this approach 

and do not have to be modeled artificially (see e.g. Crowe, 2006). 

 Due to contributions of users and an extended library, the open-source project 

OpenFOAM® has become a powerful tool for modeling of all kinds of multiphase 

flows. Future cooperation with the OpenFOAM foundation would help to ensure a 

sustainable and reliable development of economic CFD software. 
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