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Abstract

This thesis presents a robust and accurate positioning system that adapts its behavior to the

surrounding environment like the visual brain, mimicking its capability of filtering out clutter

and focusing attention on activity and relevant information. Especially in indoor environments,

which are characterized by harsh multipath propagation, it is still elusive to achieve the needed

level of accuracy robustly under the constraint of reasonable infrastructural needs. In such envi-

ronments it is essential to separate relevant from irrelevant information and attain an appropriate

uncertainty model for measurements that are used for positioning.

The thesis has the goal to approach this objective more closely by implementing the four basic

principles for human cognition, namely the perception-action cycle (PAC), memory, attention

and intelligence, into the positioning systems. To encounter all these principles, the concepts of

multipath-assisted indoor navigation and tracking (MINT) are intertwined with the principles

of cognitive dynamic systems (CDSs) that were developed by Simon Haykin and co-workers.

MINT exploits specular multipath components (MPCs) that can be associated to the local

geometry using a known floor plan. In this way, MPCs can be seen as signals from additional

virtual sources—so-called virtual anchors (VAs)—that are mirror-images of a physical anchor

w.r.t. features of a floor plan. Hence additional position-related information is exploited that

is contained in the radio signals. This position-related information is quantified based on the

Cramér Rao lower bound (CRLB) of the position error for a geometry-based stochastic channel

model (GSCM) to account for geometry dependent MPCs as well as for stochastically modeled

diffuse/dense multipath (DM). It shows that the signal-to-interference-plus-noise-ratio (SINR)

quantifies the amount of position-related information.

However, inaccuracies in the floor plan and the resulting uncertainties in the VAs, are not

considered at this stage. Hence, probabilistic MINT is introduced in this thesis that has the

aims (i) to remove the requirement of a precisely known a-priori floor plan and (ii) to cope with

uncertainties in the environment representation. In probabilistic MINT the VAs are comprised

in a geometry-based probabilistic environment model (GPEM). In a consecutive step, this algo-

rithm is extended to a probabilistic multipath-assisted feature-based simultaneous localization

and mapping (SLAM) approach that can operate without any prior knowledge of the floor plan.

The GSCM and GPEM represent the built-in memory of the developed cognitive positioning

system. In contrast, the attention is executed by the algorithm itself by enabling separation bet-

ween relevant and irrelevant information and focusing onto the memorized model parameters.

Closing the PAC with transmit waveform adaptation based on a cognitive controller (CC) sup-

ports this separation process and also facilitates (i) the feature of gaining new position-related

information from the surrounding environment and (ii) suppression of additional noise. The in-

terplay of all these characteristics is the key facilitator of intelligent behavior of the cognitive

positioning algorithm.





Kurzfassung

Die vorliegende Dissertation präsentiert ein robustes und genaues Lokalisierungssystem basie-

rend auf Funksignalen, welches sich in seinem Verhalten an die jeweilige Umgebung anpasst. Wie

das visuelle Gehirn, soll es zwischen relevanter Information und störenden Signalkomponenten

unterscheiden und auf Aktivität fokussieren können. Speziell in Innenräumen ist funkbasierte

Lokalisierung sehr herausfordernd und oft mit großen Fehlern behaftet, da die Ausbreitungscha-

rakteristik in Räumen durch eine große Anzahl und Dichte von Mehrwegekomponenten geprägt

ist. Auch wenn ein Lokalisierungssystem eine hohe Positionsgenauigkeit aufweist, ist nicht garan-

tiert, dass es diese auch robust in einer großen Anzahl von Messungen erreichen kann. Daher ist

es von großer Wichtigkeit, positionsrelevante Information, welche in den Mehrwegekomponenten

enthalten ist, zu nutzen und von irrelevanten bzw störenden Signalkomponenten zu trennen.

Um diese Anforderungen zu erfüllen, soll in dieser Dissertation ein Lokalisierungssystem ent-

wickelt werden, welches auf den vier Grundeigenschaften des menschlichen Gehirns: (i) der

Wahrnehmungs-Handlungs-Regelung, (ii) dem Gedächtnis, (iii) der Aufmerksamkeit und (iv)

der Intelligenz, basiert. Um diese Eigenschaften zu erhalten, wird das Konzept von mehrwege-

komponenten-unterstützter Lokalisierung mit den Eigenschaften eines kognitiven dynamischen

Systems verwoben. Die Grundlagen zu kognitiven dynamischen Systemen wurden von Prof. Si-

mon Haykin und seinen Mitarbeitern ausgearbeitet.

Mehrwegekomponenten-unterstützte Lokalisierung nutzt das a-priori Wissen eines Raumplans,

sodass geometrisch modellierte Mehrwegekomponenten zur Positionierung genutzt werden kön-

nen. Die Signalpfade sind dabei durch sogenannte virtuelle Quellen modelliert, die die Spiegel-

bilder der Basisstation an ebenen Flächen darstellen. Die hierdurch deterministisch modellier-

ten Mehrwegekomponenten beinhalten nützliche positionsrelevante Information, welche durch

nichtauflösbare, interferierende Mehrwegekomponenten reduziert wird, die stochastisch model-

liert werden. Um diese Information mathematisch formal bewerten zu können, wird aus diesem

geometrisch-stochastischen Kanalmodell die untere Fehlerschranke für einen Positions-Schätzer

hergeleitet. Es zeigt sich, dass die positionsrelevante Information direkt mit dem Signal-zu-

Inteferenz-und-Rausch-Abstand der einzelnen Mehrwegekomponenten quantifiziert werden kann.

Bis dahin wird ein wichtiges Faktum noch nicht berücksichtigt: Die möglichen Ungenauigkei-

ten in den als bekannt angenommenen Raumplänen bzw. in den daraus abgeleiteten virtuellen

Quellen. Um den Anspruch auf einen exakten Raumplan zu lockern, wurde im Zuge dieser Arbeit

ein probabilistischer mehrwegekomponenten-unterstützte Lokalisierungsalgorithmus entwickelt,

welcher die Ungenauigkeiten in den virtuellen Quellen berücksichtigt, indem er diese durch

Zufallsvariablen modelliert. Das sich daraus ergebende Geometrie-Modell wurde unter dem Be-

griff geometrisch-probabilistisches Umgebungsmodell zusammengefasst. Für den Fall, dass keine

a-priori Information über den Raumplan gegeben ist, kann dieser Algorithmus simultan neue

virtuelle Quellen finden und auch Lokalisierung durchführen.

Das vom Algorithmus erlernte geometrisch-stochastische Kanalmodell und geometrisch- pro-

babilistische Umgebungsmodell sind als Gedächtnis des daraufhin entwickelten kognitiven Loka-

lisierungsalgorithmus zu interpretieren, wohingegen die Aufmerksamkeit durch die Eigenschaft

des Algorithmus, relevante von irrelevanter Information zu trennen und auf die erlernten Mo-



dellparameter zu fokussieren, gegeben ist. Dieses Verhalten wird durch die Möglichkeit von

Signalparameter-Adaption unterstützt, welche auf einem kognitiven Regelsystem basiert. Dieses

kognitive Regelsystem arbeitet wiederum auf Basis der geschätzten Parameter des Lokalisie-

rungsalgorithmus. Das Zusammenspiel von all diesen Teilen, ermöglicht ein intelligentes Verhal-

ten des kognitiven Lokalisierungssystems.
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Cognitive Localization and Tracking using Multipath Channel Information

1
Introduction

Remark on the bibliography: This thesis contains a monographic dissertation in Part I and a col-

lection of publications in Part II that hold many of the main contributions. The included papers

are referenced in the text using labels in the form [O#], to distinguish them from conventional

references to work of others.

1.1 What is this Thesis about?

The umbrella topic of this thesis is indoor positioning1 with “almost” no infrastructural require-

ments. At first hand this sounds quite simple from a scientific perspective and the implications

seem to be rather straightforward, but when someone is looking for the details and is asking the

proper questions, the variety of scientific answers is very broad.

Roughly speaking, this thesis introduces and discusses a positioning and tracking system

for harsh indoor environments that is aware of its surrounding environment and further is

able to act optimally on its environment, i.e. it controls the measurement information-return.

Such a system can be categorized as a cognitive indoor positioning system.

Let us take the human visual system as an example for the importance of cognitive aspects. It

is quite clear that the visual brain and its capability to cognitively process images with context

information from scenes as efficiently as possible, needs a broad range of functionalities, like

1 The term positioning has been defined in [1] as follows: “positioning describes the determination of the coordi-
nates of an object in a defined coordinate system, while localization refers to the position of an object relative
to topological relations. These terms are often used interchangeably in the literature, despite the fact that in
most cases positioning is the more correct term”. Note that this conforms to [2]. In this thesis, coordinates
of a mobile agent are estimated w.r.t. a floor plan or w.r.t. physical reference nodes with known positions, in
principle allowing as in [1] for both terms.
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the physiology of the human eye or the brains’ ability of pattern recognition or the short and

long-term memorized environment objects in the brain, etc. All of these important properties of

the brain interplay together for providing the best possible image of a scene on which a following

planned action, such as “switching on the light”, could be based. Further, this means that also

the a-priori planned actions of the brain are based on the objective to support the visualization

and interpretation of objects, e.g. focusing the pupils dependent on the light conditions, i.e.

adapt the eye (sensor) to its surrounding environmental state. Evidently, a perceptive system

has to reason with measurements under uncertainty [3], i.e. it has to treat the gained infor-

mation probabilistically [4–6], but it also has to deliberately take actions on the environment

and consequently influence measurements to reason in favor of relevant information instead of

irrelevant one.

These qualities should also be mapped to the design of a positioning system to facilitate the

inevitable requirement of robustness2. Especially in indoor environments which are characterized

by harsh multipath propagation, it is still elusive to achieve the needed level of accuracy robustly

under the constraint of reasonable infrastructural needs. In such environments it is essential to

separate relevant from irrelevant information and attain an appropriate uncertainty model for

measurements that are used for positioning. Hence, cognitive processing of measurement data

for positioning seems to be a natural choice to overcome such severe impairments.

The following two Sections (1.2 and 1.3) are a guideline through the scientific topics at hand.

Sections 1.2 gives a literature overview about indoor positioning and introduces positioning

methods that exploit multipath to overcome robustness issues. Section 1.3 introduces cognitive

dynamic systems (CDSs) as processing units for perception, which thus provide proper system

model concepts for cognitive positioning. “Armed” with theses techniques, we are able to state

the precise research question of this thesis in Section 1.4.

1.2 Indoor Positioning

1.2.1 Conventional Indoor Positioning

Outdoors, determining ones position (i.e. the position of a mobile agent) is nowadays possible

almost everywhere, whether it is for private purposes, e.g. for sightseeing, or for industrial

needs, e.g. in logistics. This is enabled by technologies like the global positioning system (GPS)

[2, 7] that use time-of-arrival (ToA)3 measurements to satellites acting as so-called anchors4

for determining the required position. The greatest challenges of such systems are regions of

non-line-of-sight (NLOS) conditions, presence of strong multipath propagation and low available

signal strength (as it is often the case in urban-canyons). Even, more challenging for a satellite-

based positioning system is in-building positioning, since the needed level of signal-to-noise-

ratio (SNR) for demodulation and decoding can not be reached. Hence, there is the necessity for

2 We define robustness as the percentage of cases in which a system can achieve its given potential accuracy.
3 Time-based positioning uses at least three ToA to anchors for trilateration. In general, GPS needs at least

four satellites for also considering the differences in the time-basis, meaning that the time-difference-of-arrival
(TDoA) measurements are utilized for multilateration.

4 Anchors are defined as physical reference wireless nodes at precisely known positions [7].
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self-contained indoor positioning systems that are able to deal with harsh multipath propagation

conditions inside a building.

Promising indoor positioning candidate systems thus either use sensing technologies that

provide remedies against multipath or they fuse information from multiple information sources

[8–11]. A comprehensive overview about different indoor positioning methods and used technolo-

gies can be found in [1,12]. The technologies can be categorized by the physical principles their

sensors are using: (i) optical methods, e.g. time-of-flight (ToF) cameras, (ii) acoustic methods,

e.g. ultra sonic measurements using ToA, (iii) inertial measurements, e.g. acceleration measure-

ments comprised in an inertial measurement unit (IMU) for dead-reckoning and (iv) radio-based

measurements, e.g. GPS using TDoA. A universal framework for theoretical analysis and inter-

pretation of information fusion in networks is provided in [9]. In there, agents determine their

positions by exploiting so-called spatial and temporal cooperation to infer information from dif-

ferent sources. The presented framework establishes a deep understanding of joint information

evolution in navigation networks based on the Fisher information matrix (FIM) [13,14]. In this

thesis, we focus on radio-based methods, especially on methods that use ultra-wideband (UWB)

signals [15–17] because of their superior time resolution facilitating the separation of multipath

components (MPCs) [18]. Before continuing with positioning methods that can actively exploit

these MPCs, a brief overview of “conventional” radio-based indoor positing systems is provided.

WLAN-based fingerprinting systems, based on the IEEE 802.11x standards [19], make

use of existing infrastructure and exploit the position dependence of the received signal strength

[20–22]. A major drawback of WLAN-based systems is the required large amount of labeled

training samples needed to train the classifier model (e.q. support vector machines (SVMs))

that growths significantly with the size of the deployment area. These systems show a relatively

large variance w.r.t. the position-related parameters such as the distance, even with an opti-

mized deployment [23].

Conventional UWB signal-based positioning systems, extensively described in [24], use

in the most cases ToA/TDoA based positioning. The superior time resolution of UWB signals

enables inherently high-accuracy ToA ranging [25,26] that lays the foundation for accurate po-

sitioning. The need of a large bandwidth is theoretically shown in [25] by utilizing the insight

given by the Cramér Rao lower bound (CRLB) [13] and the Ziv-Zakai bound (ZZB) [27] on the

ranging error variance. However, NLOS situations and harsh multipath propagation potentially

lead to large ranging biases that in turn result in large position errors.

UWB fingerprinting systems apply the location fingerprinting concept to channel impulse

responses (CIRs) of UWB signals. Such systems, extensively investigated in [28], are capable of

highly accurate positioning in challenging indoor environments, with a performance depending

on the spatial resolution of the fingerprint-cells. Thus, also a large amount of accurate measuring

training data is needed. To relax the need for manually measured training data, a virtual source

model is used in [29].
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Figure 1.1: Illustration of an anchor and an agent (green dots) and a subset of virtual anchors (VAs) (blue
square-crosses). Position uncertainties are represented by marginal PDFs (error ellipses in black
and red). Specular MPC paths between the anchor and the agent are depicted in black.

1.2.2 Multipath-assisted Indoor Positioning – Related Work

Multipath-assisted positioning systems exploit specular MPCs (by black lines) that can be as-

sociated to the local geometry as illustrated in Fig. 1.1 [1], [O4,O6–O8]. MPCs can be seen as

signals from additional virtual sources, so-called virtual anchors (VAs), that are mirror-images

of a physical anchor w.r.t. the floor plan (blue square-crosses in Fig. 1.1) [1, 30, 31]. Hence,

additional position-related information is exploited that is contained in the radio signals.

Methods that actually exploit multipath propagation require prior knowledge [32, 33]. This

can be the floor plan, like in our work and related approaches (e.g. [34]), or a set of known

antenna locations to enable beamforming (e.g. in imaging [35]). In an inverse problem, the

room geometry can be inferred from the multipath and known measurement locations [36, 37].

In [36,37] MPCs of acoustic sources are exploited in a similar manner as in [1] and this thesis.

This contrasts to competing approaches, which either (i) detect and avoid NLOS measure-

ments [38], (ii) mitigate errors induced by strong multipath conditions [39], or employ more

realistic statistical models for the distribution of the range estimates by introducing a ranging

likelihood function [40]. Cooperation between agents is another method to increase the amount

of available information [10,41–44] and thus to reduce the position outage5.

Insight on the position-related information that is conveyed in the signals [45] can be gained

by an analysis of performance bounds, such as the CRLB6. Using the concept of equivalent

Fisher information matrix (EFIM) [42, 46], allows for analytic evaluation of the CRLB on the

position error by blockwise inversion of the FIM [47,48].

To obtain expressions for the EFIM that yield insight on multipath-assisted positioning, a

proper channel model is paramount to capture the information contained in MPCs. It is com-

mon to differentiate between resolvable MPCs which origin from specular reflections or distinct

scatterers [49–52] and so-called dense multipath, which comprises all other “energy produc-

ing” components that can not be resolved by the measurement aperture [53–58]. This part of

5 The position of an agent is said to be in outage when its position error exceeds a predefined threshold, say e.g
0.1 m.

6 The CRLB is a lower bound of the covariance matrix of an unbiased estimator for a vector parameter.
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the channel is often modeled statistically since many unresolvable components add up in this

window of aperture. An established approach to describe these statistics is to use parametric

models for the power delay profile (PDP) [54–56]. For the analysis presented in this thesis,

propagation effects other than the geometrically modeled specular MPCs constitute interference

to useful position-related information. This interference is called diffuse multipath (DM) [59],

[O7] that also comprises the dense multipath. diffuse multipath (DM) is modeled as a colored

noise process with non-stationary statistic. The overall models are often referred to as hybrid

geometry-based stochastic channel models (GSCMs). Based on a GSCM the CRLB on the cor-

responding position error and its theoretical implications are comprehensively analyzed in [59],

[O7].

For tracking and positioning applications, robustness and accuracy of multipath-assisted in-

door navigation and tracking (MINT) have been reported in [1], [O3–O5]. However, neither of

these works have considered uncertainties in the floor plan, including partly or entirely unknown

floor plans.

1.2.3 Simultaneous Localization and Mapping (SLAM) using Multipath Channel

Information

In MINT the measurement uncertainties are already properly treated based on the results of

the CRLB analysis, however inaccuracies in the floor plan and the resulting uncertainties in

the VAs were not considered. Hence the next step to take is to introduce the VAs as random

variables (RVs) jointly with the agent position, as shown in Fig 1.1. Naturally, this leads to a

simultaneous localization and mapping (SLAM) approach that has the capability to learn an

unknown environment map, i.e. floor plan.

SLAM [60,61] is all about inferring an agent’s pose (including the position) and the surround-

ing environment (represented by a map or extracted map features) using uncertain data. The

uncertainty presents itself on different levels: The measurement data may come from different

sensors, giving rise to different measurement variances. When these data are processed by an

algorithm, the algorithm needs to take into account this heterogeneity by two type of uncertain-

ties: (i) associating measurements to their respective origin using data association (DA) and (ii)

weighting the measurements according to their respective (possibly a-priori unknown) sensor

uncertainties.

In general, there are two major classes of feature-based SLAM7 approaches, (a) vector-based

feature mapping and in contrast (b) set-based feature mapping ones [62–64]. Approaches based

on (a) apply DA and subsequent Bayesian filtering meaning that the uncertainties in (i) and

(ii) are somehow separated from one another. Approaches based on (b) comprise both types

of uncertainties in (i) and (ii) in a Bayesian approach using random finite sets (RFSs) [65,

66]. An extensive mathematical treatment of RFSs can be found in [67]. As the ordering of

extracted measurement parameters and of map features as well as the DA are not explicitly

defined, naturally their uncertainties should be considered also, not only the uncertainties in the

sensor models. The first kind of uncertainties could lead to inconsistencies in the map features

7 In feature-based SLAM, instead of the map itself, landmarks of the map are estimated. These landmarks can
then be used to reconstruct the actual map.
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that consequently result in significant agent position errors. Thus a meaningful probabilistic

reasoning with its uncertainty [68] is of great importance. RFSs would be a natural choice for

describing there map features.

In classical feature-based SLAM implementations, much of the measurement origin uncer-

tainty8 is alleviated by using sensors that allow for a resolution of the measurement origin.

In the popular example of laser scanners, distance estimates to features are obtained that are

labeled with a corresponding angle w.r.t. the pose of the agent. Independent of the physical

measurement principle, this is called range-bearing sensor setup and is widely used in robotics

[70,71].

The aims of this thesis (and of the work in [O8]) are (i) to remove the requirement of a precisely

known a-priori floor plan and (ii) to cope with uncertainties in the environment representation

given by the VAs, as shown in Fig 1.1, in which the marginal PDFs of the VAs are illustrated by

red error ellipses. To keep requirements on the agent simple, only single-antenna terminals are

considered. Hence, only a single signal per anchor (nodes at known positions in the environment)

is available per time step. Using an online estimated channel characterization, measurements

from past estimated agent positions are fused efficiently, giving rise to probabilistic feature-based

SLAM using multipath channel information. The required spatially consistent information about

the environment is embedded in the MPCs and the associated VAs. The MPCs estimated from

the received signals of the moving agent over time deliver the spatially consistent geometric

data for tracking and for the update of the floor plan features, i.e. VA positions. An online

estimation of the influence of the DM on the range uncertainties to the VAs allows for an

efficient selection of the VAs that can reliably be updated and used for the agent tracking. This

is a key difference to existing radio-based SLAM approaches like [72, 73]. The importance of

position-related multipath information and its inherent need for DA is also the reason why the

approach in [O8] is based on the more “simple” vector-based feature mapping approach instead

of the set-based feature mapping approach using RFS statistic.

1.3 Cognitive Dynamic System (CDS)

As stated in Section 1.1, cognitive processing is a natural choice for positioning in harsh envi-

ronments. We adopt the vision of a cognitive dynamic system (CDS) described by S. Haykin

and co-workers in their seminal works as a “step toward bridging the gap between neuroscience

and engineering” [74,75]. The information processing in the visual brain, which has been exten-

sively studied in neuroscience, gives valuable insight in the unparalleled capability of the brain

of filtering out clutter and focusing attention on activity, i.e. to separate relevant from irrelevant

information. In their earlier paper [76], a bat has been discussed as an example showing the ef-

ficiency of cognitive processing in nature, in a setting that closely resembles a multistatic radar.

The bat adapts its emitted ultrasound pulses e.g. while approaching its bait. In doing so, it acts

on the environment in an adaptive fashion. Its sonar comprises a closed PAC. Memory and

attention are considered to be key facilitators of “intelligence”, both of which can be mapped

to signal processing functionalities of a CDS [74–77]. According to [78] the four basic principles

8 As opposed to the inaccuracy of the measurements themselves [69].
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for human cognition9, having our application in mind, are [75,78]:

• Perception-Action Cycle: Environmental measurements, having their source in the action

part and coming into the perception part of the brain, are processed to extract relevant

information. This process continues from one cycle to the next.

• Multilayered Memory: Basically, there are three parts:

◦ perceptual memory that holds the relevant information gained from perception

◦ executive memory that builds on feedback information about the perceived environ-

ment to reason on future actions on the environment

◦ working memory that reciprocally couples the perceptual and the executive memories

• Attention: Whereas either the PAC and memory occupy physical places in the brain,

attention is algorithmic in nature. It is an enabler for efficient resource management in

the brain and also to focus the perceptor on relevant information and the executive side

on important future actions.

• Intelligence: Based on all previously mentioned principles, it represents the most powerful

property in human cognition. The primary objective is optimal control of a target of

interest [78].

Keeping these four principles in mind and following the philosophy of [75,79], the building blocks

of a CDS describe a perception system that is directly coupled with its surrounding physical

environment. Its elements are the cognitive perceptor (CP), the cognitive controller (CC) and

the probabilistic reasoning machine (PRM) (described in detail in Section 2.4). From a math-

ematical point of view, a CDS can be interpreted as an advanced scheme for solving online

probabilistic inverse problems in a robust and efficient10 manner by also adapting the measured

data to the problem at hand.

The reason why we think about using CDS concepts for indoor positioning is: To

improve the robustness of radio-based MINT—beside its high level of position accuracy—in

harsh multipath environments. The idea is to gain control over the observed environment in-

formation to (i) provide as much position-related information to the Bayesian state estimator

as possible for achieving the highest level of reliability/robustness in position estimation, (ii)

to improve the separation between relevant and irrelevant information, and (iii) building up a

consistent environment and action memory.

9 In general, there are five principles, including also language.
10 In terms of (indoor) localization, “efficient” means highest possible position accuracy, when using limited

system resources, i.e. signal bandwidth.

– 21 –



1 Introduction

1.4 Research Question of this Thesis

This leads to the statement of the research question addressed in this thesis:

Starting without any a-priori known floor plan or with an uncertain, partly unknown one,

is it possible to consistently infer an agent’s position and a feature map from received UWB

signals by actively sensing the surrounding environment?

1.5 Organization and Contributions of this Thesis

1.5.1 Organization of this Thesis

The thesis is structured into two main parts: Part I contains the mono-graphic thesis that is

mostly based on papers listed in Section 1.5.3 and Part II contains these papers.

In Part I, Chapter 2 introduces the GSCM, the GPEM and the basic concept of the cognitive

positioning and tracking system that are further needed in the follow-up chapters. In Chap-

ter 3, the CRLB on the position error is derived and analyzed for MINT. Different measure-

ment scenarios, are analyzed to get insights on different effects of interest: (i) Multipath-Sync

with known clock-offset between anchors and agents, (ii) Multipath-NSync with unknown clock-

offset between anchors and agents and optionally also between the individual anchors, and (iii)

Multipath-Coop with cooperation between the agents, monostatic measurements, and possibly

additional fixed anchors. Chapter 4 deals with a positioning algorithm for initializing the agent

position within the floor plan that is able to cope with a large number of local maxima in the

likelihood function. Chapter 5 discusses tracking algorithms. Further, a joint agent and VA

tracking algorithm is presented that considers the uncertainties in the VAs, while in Chapter 6

the stage for the multipath channel based SLAM algorithm is set. Finally, Chapter 7 wraps up

the cognitive positioning and tracking system by closing the PAC, enabling cognitive control of

the information gained by the surrounding environment.

1.5.2 Summary of Contributions of this Thesis

• The importance of a theoretical quantification of the position-related channel in-

formation and its effects on the position error bound is shown for multipath-assisted

positioning. A rigorous mathematical analysis is conducted for different measurement

scenarios, channel parameter and geometry setups, e.g. known or unknown noise statistics,

VA positions as deterministic unknowns or RVs, etc. Thus, the gained insights expose the

significance of “optimal” treatment of certain model parameters and give a guideline for

estimating and influencing them.

• An maximum likelihood (ML) algorithm for initial position estimation using multi-

path channel information that is able to cope with the multi-modality of the likelihood

function. For this a hybrid probabilistic-heuristic approach is used which combines a

– 22 –



1.5 Organization and Contributions of this Thesis

sequential importance re-sampling (SIR) particle filter (PF) with the concept of particle

swarm optimization (PSO), which is able to find the global maximum in the parameter

space.

• A framework of Bayesian state-space estimators is presented that (i) use extracted

multipath channel parameters and DA or (ii) the entire received signal. The former ones

are based on different Kalman filter (KF) approaches with prior DA. Additionally, the

position-related channel information that is needed for a proper measurement model is

extracted and updated online. The latter is are based on PFs using the entire received

signal.

• The Bayesian estimator framework is extended to a probabilistic environment model,

i.e. the VAs are treated as RVs and included into the state space.

• A new Simultaneous Localization and Mapping (SLAM) approach is proposed

that allows to learn the floor plan representation (VAs) and to deal with inaccurate infor-

mation. Again a key feature is the position-related channel information that is estimated

online and enables an efficient combination of the measurements as it yields a reason-

able uncertainty model for the VAs. For detection and estimation of new VAs, different

algorithms are presented based on recursive least square (RLS) estimation and PF.

• Finally, closed-loop cognitive positioning and tracking is introduced that uses mul-

tipath channel information. The algorithm actively controls the information gained from

the surrounding environment using waveform parameter optimization based on the percep-

tor’s entropy, thus the perceptor is able to optimally separate relevant from irrelevant

information contained in the received signal.

1.5.3 Contributions of Included Papers

The contributions in the individual papers contained in Part I are:

[O1] In this paper, we propose to jointly employ a narrowband radio to interrogate radio fre-

quency identification (RFID) transponders and an adaptive UWB backscatter radio for

target tracking and for actuating, sensing, and learning the radio environment. The paper

explores the system model and key processing steps of such a cognitive secondary radar.

[O2] In this paper, we derive the CRLB on the position error for an RFID tag localizaion system

exploiting multipath on backscatter radio channels. The backscatter channel is modeled

with a GSCM. Time reversal (TR) processing on the uplink channel is analyzed using the

deterministic MPCs to overcome the degenerate nature of the backscatter channel. The

CRLB shows the potential gain obtained from time reversal (TR) processing as well as its

strong dependence on the geometry.

[O3] In this work, we introduce a cooperative algorithm that utilizes multipath components for

localization. The algorithm uses two types of measurements: (i) bistatic measurements

between agents and (ii) monostatic (bat-like) measurements by the individual agents.
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[O4] In this work, we develop an ML algorithm for agent position estimation using multipath

channel information. A hybrid probabilistic-heuristic approach is used which combines a

SIR PF with the concept of PSO.

[O5] This paper presents an evaluation of a demonstration system for MINT. With the real-

time demonstration system, performance evaluations are possible without the need to

rely on pre-recorded measurement trajectories or simulated radio channels. Hence, the

robustness and accuracy of MINT in different environments can be tested easily and a

proof-of-concept is obtained in close-to-practical conditions.

[O6] This letter presents the improvement of a multipath-assisted tracking approach using in-

formation about the relevance of deterministic multipath components in an environment.

This information is fed to a tracking filter as observation noise model. It is estimated from

a few training signals between anchors and an agent at known positions.

[O7] In this article, a unified framework is presented for the quantification of GSCM based

position-related multipath information, using the concept of equivalent Fisher information.

We derive analytical results for the CRLB of multipath-assisted positioning, considering

bistatic transmissions between agents and fixed anchors, monostatic transmissions from

agents, cooperative measurements inbetween agents, and combinations thereof, including

the effect of clock offsets.

[O8] In this paper, we propose a new SLAM approach that allows to learn the floor plan rep-

resentation and to deal with inaccurate information. A key feature is an online estimated

channel characterization that enables an efficient combination of the measurements. Start-

ing with just the known anchor positions, the proposed method includes the VA positions

also in the state space and is thus able to adapt the VA positions during agent tracking.

[O9] This paper provides an in-deph analysis of position-realated information provided by mono-

static measurements. The CRLB on the position error is computed and used to analyze

the impact of the indoor geometries and to find the limitations of such measurements. A

general form of multipath delay gradients, crucial terms in the CRLB relating geometry

and channel parameters, is derived for this purpose.

[O10] This article discusses the potential of future high-accuracy localization systems as a key

component of assisted living (AL) applications. Accurate location information can be

tremendously useful to realize, e.g. behavioral monitoring, fall detection, and real-time

assistance. Such services are expected to provide older adults and people with disabilities

with more independence and thus to reduce the cost for caretaking. The paper therefore

places its focus on (i) discussing radiolocalization methods that reduce the required infras-

tructure by exploiting information from reflected multipath components and (ii) showing

that knowledge about the propagation environment enables localization with high accu-

racy and robustness. It is demonstrated that new millimeter-wave (mm-wave) technology,

under investigation for 5G communications systems, will be able to provide cm-accuracy

indoor localization in a robust manner, ideally suited for AL.

In addition to these, the papers [80–83] were published during this thesis. Parts of the local-

ization and tracking methods that were developed during this thesis were published as a patent
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specification with the title “Method, device and system for indoor localization and tracking us-

ing ultrawideband radio signals” [84]. Furthermore, the master’s theses [85–88] were supervised,

which are directly related to this PhD thesis.
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Cognitive Localization and Tracking using Multipath Channel Information

2
Cognitive Geometry-based Stochastic

Environment Model

This chapter introduces the features of the floor plan, i.e. virtual anchors (VAs) and the mul-

tipath channel model in detail. Also, the overall probabilistic model of the surrounding envi-

ronment and cognitive positioning systems are defined to provide the basis for the subsequent

chapters.

2.1 Geometry-based Probabilistic Environment Model (GPEM)

The basic work on multipath-assisted indoor navigation and tracking (MINT) can be found in

[1], [O4,O6,O7]. In [1], a detailed mathematical description of how reflectors can be represented

using virtual sources and how their positions are computed using optical ray-tracing with a-

priori knowledge of a floor plan. As already stated in Section 1, MINT systems exploit specular

MPCs (black lines in Fig 2.1) that can be associated to the local geometry using a known floor

plan. In this way, MPCs can be seen as signals from additional virtual sources, i.e. VAs (blue

square-crosses in Fig 1.1) that are mirror-images of an physical anchor w.r.t. the floor plan

[1, 30,31].

Explanation of VAs using electromagnetic field equations: An electromagnetic wave,

emitted from the transmit antenna, placed in a closed room (bounded by walls), is traveling

to the receive antenna, assuming far-field condition. For this setup, plane waves represent a

solution for the wave equation, which uniqueness is yielded by introducing boundary conditions.

In a room, these conditions are defined by the reflective properties of the walls [37]. Solving

the wave equation with this boundary conditions, one gets the multipath-channel impulse re-

sponse between transmitter and receiver, as described in [37] for acoustic waves. To fulfill the
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2 Cognitive Geometry-based Stochastic Environment Model

boundary conditions for the electromagnetic wave on walls11, a virtual source model for the

transmitter/source can be used to describe the behavior of the wave on the wall.

2.1.1 A-Priori Known Floor Plan – Exact Virtual Anchors (VA) Positions

In this case, VA positions are computed with exact floor plan, i.e. room geometry, knowledge.

By mirroring the j-th anchor w.r.t. walls, first-order VAs are constructed. Higher-order VAs are

computed by mirroring VAs w.r.t. walls [O6] and [30,31].
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Figure 2.1: Illustration of multipath geometry using VAs for (i) bistatic transmissions (black) between an

anchor at a
(j)
1 and an agent at p(m) and for (ii) a monostatic measurement (gray) by an agent

at a
(j)
1 .

Fig. 2.1 illustrates the geometric model for multipath-assisted positioning. A signal exchanged

between an anchor at position a
(j)
1 and an agent at p(m) contains specular reflections at the room

walls, indicated by the black lines12. These reflections can be modeled geometrically using the

VAs a
(j)
k with k = 1, . . . ,K(j) that are mirror-images of the j-th anchor w.r.t. walls [1, 30, 31].

The number of expected VAs per anchor j is defined as K(j). We call this the bistatic 13 setup,

where the fixed anchors and the floor plan constitute the available infrastructure. Assuming

also a cooperative setup, agents localize themselves using bistatic measurements inbetween them.

Here, the node at a
(j)
1 is an agent that plays the role of an anchor (and thus provides a set of

VAs) for the agent at p(m). If the agents are equipped accordingly, they can use monostatic14

measurements, indicated in Fig. 2.1 by the gray lines. Here, the node at a
(j)
1 acts as an anchor for

itself with its own set of VAs. This means that the node transmits and receives the radio-signal

by itself.

11 E.g., the tangential electrical field vector has to be zero on the surface on an ideal conductor. This means that
the phase of the electrical field vector has to change with 180◦.

12 Since the radio channel is reciprocal, the assignment of transmitter and receiver roles to anchors and agents is
arbitrary and this choice can be made according to the application scenario.

13 Bistatic in the sense of Radar: Transmit and the receive antenna have different locations.
14 Monostatic in the sense of Radar: Transmit and receive antennas are co-located
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2.2 Geometry-based Stochastic Channel and Signal Model (GSCM)

2.1.2 A-Priori Known Floor Plan with uncertainties – Probabilistic VA Positions

To be able to cope with uncertainties in the floor plan the deterministic geometric model

of the VA positions a
(j)
k of the j-th anchor, is extended to a probabilistic one as shown in

Fig. 2.2. The VA positions and the agent position p(m) are represented by a joint PDF

p
(
p(m),a

(j)
1 ,a

(j)
2 , . . . ,a

(j)

K(j)

)
. If the position of the j-th anchor is assumed to be known exactly,

the joint PDF reduces to p
(
p(m),a

(j)
2 , . . . ,a

(j)

K(j)

)
.
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Figure 2.2: Illustration of the VAs for the j-th anchor and an agent with PDFs p
(
a
(j)
k

)
and p

(
p(m)

)
, respec-

tively. The VA at position afalse represents a false detected VA.

Fig. 2.2 illustrates the probabilistic geometric environment model. The joint PDF of the agent

and the VA positions is represented by a multivariate Gaussian RV, where the figure shows the

marginal distributions of the agent p
(
p(m)

)
(dashed black ellipses) and the VA positions p

(
a

(j)
k )

(red ellipses). The marginal distribution p
(
afalse

)
(dashed red ellipse) defines a wrongly detected

VA at position afalse. The anchor position a
(j)
1 is assumed to be known perfectly. Uncertainty

in the floor plan does not just mean that the VA positions are uncertain and thus described

by RVs, but also that floor plan information is incorrect/inconsistent or entirely missing. This

means that positioning and tracking algorithms based on VAs, have to consider this lack of

knowledge.

2.2 Geometry-based Stochastic Channel and Signal Model (GSCM)

In general, a baseband UWB signal s(t) with effective pulse duration Tp is exchanged between

the j-th anchor located at position a
(j)
1 ∈ R2 and the m-th agent at position p

(m)
n ∈ R2 at time

instance n. Note that two-dimensional position coordinates are used throughout the thesis, for

the sake of simplicity. The extension to three dimensional coordinates is straightforward. The

corresponding received signal is modeled as [59], [O7]

r(j,m)
n (t) = r

(j,m)
det,n (t) + r

(j,m)
diff,n(t) + w(t)

=

K
(j,m)
n∑

k=1

α
(j,m)
k,n s(t− τ (j,m)

k,n ) + (s ∗ ν(j,m)
n )(t− ε(j,m)) + w(t). (2.1)
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The first term r
(j,m)
det,n (t) describes a sum of K

(j,m)
n deterministic MPCs with complex amplitudes

{α(j,m)
k,n }15 and delays {τ (j,m)

k,n }, with k = 1 . . .K
(j,m)
n . If it is needed, the channel parameter

are comprised into the vectors α
(j,m)
n and τ

(j,m)
n , respectively. These delays are modeled by

a deterministic relation to the VAs at position a
(j)
k ∈ R2 (see Fig 2.1), defined as τ

(j,m)
k,n =

1
cd(a

(j)
k ,p

(m)
n ) + ε(j,m) = 1

c‖p
(m)
n − a

(j)
k ‖+ ε(j,m) = 1

cd
(j,m)
k,n + ε(j,m), where c is the speed of light

and ε(j,m) represents the clock-offset due to clock asynchronism between the j-th anchor and

the m-th agent. The delay τ
(j,m)
1,n defines the direct line-of-sight (LOS) delay between the anchor

and the agent. The number of MPCs K
(j,m)
n is equivalent to the number of visible VAs at the

agent position p
(m)
n [1]. The energy of signal s(t) is assumed to be normalized to one.

The second term r
(j,m)
diff,n(t) denotes the convolution of the transmitted signal s(t) with the

DM ν
(j,m)
n (t), which is modeled as a zero-mean Gaussian random process. For DM we assume

uncorrelated scattering along the delay axis τ , hence the autocorrelation function (ACF) of

ν
(j,m)
n (t) is given by

K(j,m)
ν,n (τ, u) = Eν

{
ν(j,m)
n (τ)

(
ν(j,m)
n (u)

)∗}
= S(j,m)

ν,n (τ)δ(τ − u), (2.2)

where S
(j,m)
ν,n (τ) is the PDP of DM at the agent position p

(m)
n . The DM process is assumed

to be quasi-stationary in the spatial domain, which means that S
(j,m)
ν,n (τ) does not change in

the vicinity of position p
(m)
n [89–91]. The last term, w(t) denotes an additive white Gaussian

noise (AWGN) process with double-sided power spectral density (PSD) of N0/2.

The correlation function of both noise terms w(t) + rdiff(t) is given by

K(j,m)
n,n (t, u) = Kw(t, u) + K(j,m)

c,n (t, u) = Ew
{
w(t)

(
w(u)

)∗}
+ Eν

{
r

(j,m)
diff,n(t)

(
r

(j,m)
diff,n(u)

)∗}

= N0δ(t− u) +

∫ ∞

−∞
S(j,m)
ν,n (τ)s(t− τ)s(u− τ)dτ, (2.3)

where the second term, related to rdiff(t), describes the non-stationary behavior of the noise

process in the delay domain. Note that the statistic of rdiff(t) is non-stationary in the delay

domain and it is colored due to the convolution with s(t). The PDP S
(j,m)
ν,n (τ) in K

(j,m)
n,n (t, u)

is crucial to represent the power ratio between useful deterministic MPCs and DM (along the

delay axis τ). The PDP can be represented by an arbitrary function [55,56] or by an parametric

PDP function [54]. Both are estimated from an ensemble of measurements taken in the vicinity

of the agent position.

In the following Sections, the time index n, the anchor j and the agent index m are just used

if necessary. For example, if there is one agent only, the index m need not to be used. We will

also drop the clock-offset ε(j,m) and re-introduce it in Section 3.5.2, where the synchronization

aspects between the agent and anchors are studied.

15 We assume a non-coherent channel model, otherwise the complex amplitudes split up into αk = ake−2πfcτk ,
where ak is the complex reflection coefficient of the k-th VA and fc is the carrier frequency.
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2.2.1 MPC Signal Parameter Estimation

The MPC arrival time estimation at agent position pn is realized as an iterative least-squares

approximation of the received signal [O6]. The arrival times of the k-th MPC is obtained from

τ̂
(j)
k,n = arg min

τ

∫ T

0

∣∣∣r(j)
n (t)− r̂(j)

n,k−1(t)− α̂(τ)s(t− τ)
∣∣∣
2
dt (2.4)

using a template signal for all MPCs up to the (k−1)-th defined as r̂
(j)
n,k−1(t) =

∑k−1
k′=1 α̂

(j)
k′,ns(t−

τ̂
(j)
k′,n). The complex path amplitudes are nuisance parameters, estimated using a projection of(
r

(j)
n (t)− r̂(j)

n,k−1(t)
)

onto a unit energy pulse s(t) as

α̂(τ) =

∫ T

0

[
r(j)
n (t)− r̂(j)

n,k−1(t)
]∗
s(t− τ)dt; α̂

(j)
k,n = α̂(τ̂

(j)
k,n). (2.5)

The number of estimated MPCs K̂
(j)
n should be chosen according to the number of expected

specular paths in an environment. With the assumptions of separable MPCs and white noise,

(2.4) and (2.5) correspond to a maximum-likelihood (ML) estimation of the deterministic MPCs.

The estimated MPC delays/distances are collected in the finite set

Zn =
⋃

j

Z(j)
n =

⋃

j

{d̂(j)
k,n}

K̂
(j)
n

k=1 ,

where d̂
(j)
k,n = cτ̂

(j)
k,n, and the according complex amplitudes in the finite set

Γn =
⋃

j

Γ(j)
n =

⋃

j

{α̂(j)
k,n}

K̂
(j)
n

k=1 .

In addition, after convergence to K̂
(j)
n , a DM process realization r

(j)
diff,n(t) ≈ r

(j)
n (t) − r̂(j)

n,K̂
(j)
n

(t)

can be derived. With a set of measurements in the vicinity of the agent position, the DM PDP

can be estimated from the according set of DM process realizations by

Ŝ(j)
ν,n(τ) ≈ var

{
r

(j)
diff,n(t)

}
, (2.6)

where the samples of DM realizations r
(j)
diff,n(t) have to be whitened by the spectrum of the

transmit pulse s(t). An iterative expectation maximization (EM) approach is described in

Section 4.1.1 for estimating the deterministic channel parameters and the noise parameters.

2.2.2 A First Glance on the Multipath Channel Information

As a first step, we will assume in Section 3 that the DM statistic is known a-priori to be able

to analyze the influence of DM on the CRLB in closed form, with no parametric restriction on

the DM PDP S
(j)
ν,n(τ). With this, our results will show that information coming from MPCs is
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quantified by an SINR

SINR
(j)
k,n :=

∣∣α(j)
k,n

∣∣2

N0 + TpS
(j)
ν,n(τ

(j)
k,n)

, (2.7)

which represents the power ratio between useful deterministic MPC and impairing DM plus

measurement noise. The derivation of the SINRs can be found in Section 3.3.2. In this case

the SINRs are computed via 2.7 or 3.18, the “simple” iterative least-squares approximation of

the received signal is the inappropriate choice, since the DM process is not considered in the

estimator. As the path amplitudes are computed using the projection integral (2.5), they partly

are composted of deterministic, diffuse and AWGN, α̂
(j)
k,n = α

(j)
k,n + ν

(j)
k,n + wk,n. However, the

method-of-moments estimator described in [45] and Section 5.1.3 is used to directly compute

the SINRs using the complex amplitudes α̂
(j)
k,n in (2.5), instead of explicitly estimating the

deterministic amplitudes and noise parameters as they would be needed in (2.7).

2.3 Probabilistic Geometric Position Model

To gain deeper insights into probabilistic description of the GSCM and the GPEM, we formu-

late the joint posterior PDF of agent position and the VA positions, assuming that all model

parameters are RVs. By a step by step reduction of the probabilistic parameter model to a

model with deterministic unknown parameters, provides the PDFs on which the algorithm of

the following Sections 4, 5, 6 and 7 are based on.

The finite set of expected VAs at time instance n is defined as A(j)
n =

{
a

(j)
k,n

}K(j)
n

k=1
. The

posterior PDF of agent position pn and the VA positions a
(j)
k,n (with perfect knowledge of the

anchor positions), conditioned on the set of received signals r
(j)
1:n(t) = [r

(j)
1 (t), . . . , r

(j)
n (t)], is

defined as

p
(
pn,a

(j)
1,n, . . . ,a

(j)

K
(j)
n ,n

∣∣r(j)
1:n(t)

)
= p
(
pn,A(j)

n |r(j)
1:n(t)

)
(2.8)

=

∫

α(j),τ (j)

p
(
pn,A(j)

n |r(j)
1:n(t),α(j), τ (j)

)
p(α(j), τ (j))dα(j)dτ (j)

... → Bayesian Rule

=

∫

α(j),τ (j)

p
(
r

(j)
1:n(t),α(j), τ (j)|pn,A(j)

n

)
p
(
pn,A(j)

n )dα(j)dτ (j)

... → Chain Rule

=

∫

α(j),τ (j)

p
(
r

(j)
1:n(t)|α(j), τ (j),pn,A(j)

n

)
p
(
α(j), τ (j)

∣∣pn,A(j)
n )p

(
pn,A(j)

n )dα(j)dτ (j)

=

∫

α(j),τ (j)

p
(
r

(j)
1:n(t)|α(j), τ (j),��HHpn ,�

��Z
ZZA
(j)
n

)
p
(
α(j), τ (j)

∣∣pn,A(j)
n )p

(
pn,A(j)

n )dα(j)dτ (j)
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=

∫

α(j),τ (j)

p
(
r

(j)
1:n(t)|α(j), τ (j)

)
p
(
α(j)|τ (j)

)
p
(
τ (j)

∣∣pn,A(j)
n )p

(
pn,A(j)

n

)
dα(j)dτ (j),

where p(x, y|z, w) describes the joint PDF of the RVs x and y conditioned on the RVs z and w.

If we assume that the channel parameter vectors α
(j,m)
n and τ

(j,m)
n are deterministic unknowns,

Eq. (2.8) reduces to

p
(
pn,A(j)

n |r(j)
1:n(t)

)
= p
(
r

(j)
1:n(t)|α(j), τ (j)

)
p
(
α(j)|τ (j)

)
p
(
τ (j)

∣∣pn,A(j)
n )p

(
pn,A(j)

n

)
(2.9)

= p
(
r

(j)
1:n(t)|pn,A(j)

n ;α(j); τ (j)
)
p
(
pn,A(j)

n

)
,

where p(x|z;w) describes the PDF of the RV x conditioned on the RV z and on the deterministic

unknown parameter w. The evaluation of the likelihood function p
(
r

(j)
1:n(t)|α(j), τ (j)

)
can be

interpreted as a position and geometry dependent channel estimation with uncertainty in both,

the agent position pn and the VA positions A(j)
n =

{
a

(j)
k,n

}K(j)
n

k=1
. The intermediate formulation

(2.9) is mathematically not quite correct, since τ (j) and α(j) are no RVs anymore. This is

because p
(
τ (j)

∣∣pn,A(j)
n ) and p

(
α(j)|τ (j)

)
describe a deterministic relation between realizations

of the RVs pn and A(j)
n and deterministic channel parameters τ (j) and α(j). Nevertheless, (2.9)

and the following equations (2.10) and (2.11) are very informative, concerning the uncertainty

in the agent, anchor and VA positions.

2.3.1 Computation of the Agent Position Probability Density Function (PDF)

Floor Plan with uncertainty (see for Fig. 2.2): The marginal posterior PDF of the agent

position pn is computed by marginalizing out the uncertainty of the VAs of the j-th anchor

p
(
pn|r(j)

1:n(t)
)

=

∫

a
(j)
1

· · ·
∫

a
(j)

K
(j)
n ,n

p
(
r

(j)
1:n(t)|α(j), τ (j)

)
(2.10)

× p
(
α(j)|τ (j)

)
p
(
τ (j)|pn,A(j)

n

)
p
(
pn,A(j)

n

)
da

(j)
1,n · · · da

(j)

K
(j)
n ,n

=

∫

a
(j)
1

· · ·
∫

a
(j)

K
(j)
n ,n

p
(
r

(j)
1:n(t)|pn,A(j)

n ;α(j); τ (j)
)
p
(
pn,A(j)

n

)
da

(j)
1,n · · · da

(j)

K
(j)
n ,n

.

Equation (2.10) shows the general case, with uncertainty in the j-th anchor position a
(j)
1 .

Perfect Floor Plan Knowledge (see for Fig. 2.1): In this case, when assuming deter-

ministic unknown channel parameters, these parameters and further the agent position pn are

estimated by using the VA positions directly. The marginal posterior PDF of the agent position

is then given by

p
(
pn|r(j)

1:n(t)
)

= p
(
r

(j)
1:n(t)|α(j), τ (j)

)
p
(
α(j), τ (j)|pn;A(j)

n )p
(
pn
)

= p
(
r

(j)
1:n(t)|pn;α(j); τ (j);A(j)

n

)
p(pn), (2.11)

where the likelihood function p
(
r

(j)
1:n(t)|pn;α(j); τ (j);A(j)

n

)
dependents probabilistically on the
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Figure 2.3: Block diagram of Cognitive Dynamic System (CDS) for indoor positioning and tracking.

agent position PDF and deterministically on the VA positions and the channel parameters.

2.4 Cognitive Positioning and Tracking System

The basic building blocks of a CDS as introduced in Section 1.3 are depicted on Fig. 2.3

and described as follows:

• Cognitive perceptor (CP): Has the purpose to focus the attention on extracting and sepa-

rating relevant information and irrelevant information from the received signal. Irrelevant

information is coupled with uncertainty and is therefore used as probabilistic weighting

for relevant information to increase the robustness of a Bayesian state estimator. Further,

a higher-level environment model is learned and memorized.

• Probabilistic reasoning machine (PRM) and information feedback : Mediates the informa-

tion flow between the cognitive perceptor and the controller. The feedback information is

described by an information-theoretic measure of the probabilistic state of the CP.
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• Cognitive controller (CC): Has the purpose to act on the environment based on the feed-

back information of the CP and to memorize past actions and to enable predictive planning.

• Perception-action cycle (PAC): Incorporates the sensed environment into the closed loop

with the CP and the CC. This means that every action on the environment directly

influences the CP in the next sensing period.

• Reciprocal Coupling: As shown in Figure 2.3, the left and the right parts of the CDS are

reciprocally coupled via the PRM so that a persistent information flow between both sides

is guaranteed. This means that the feedback information of the CP is driving the cognitive

actions, but also the CC is interacting with the CP via the PRM to guarantee consistency

in the chosen cognitive actions by using the perceptive memory.

• Hierarchical Structure: Enables the ability to interpret the environmental observables on

different abstraction layers. The level of abstraction is increased as we go up from layer to

layer, so that the characteristic probabilistic essence of the observables is partitioned over

the CDS and the robustness of the state estimation can be controlled. The layers of the CP

are interacting with one another to continuously adapt the memory of past environment

experiences to the changes in the environment in a joint manner. In the same manner also

the CC has to have this hierarchical structure to actively sense the environment for every

aspect of abstraction in an optimal way.

2.4.1 Multipath-assisted Positioning as CDS

Figure 2.3 illustrates the block diagram of a cognitive localization and tracking system with a

triple layered structure:

• First Layer : Defines (i) the direct Bayesian state estimation p
(
xn
∣∣r(j)

1:n(t)
)

at the CP, where

xn = [pT
n ,v

T
n ]T holds the agent position and its velocity, and (ii) the waveform adaptation

at the CC based on the feedback information of the Bayesian state space filter.

• Second Layer : Represents (i) the memory for the GPEM described by the VAs A(j)
n ={

a
(j)
k,n

}K(j)

k=1
with marginal PDFs p

(
A(j)
n |r(j)

1:n(t)
)

and the memory for the GSCM described by

the SINR
(j)
k,n of the MPCs at the CP and (ii) the memory of VA specific signal parameters

Θcontrol,n = {θ(j,m)
n }, e.g. the pulse duration Tp and/or carrier frequency fc, at the CC.

• Third Layer : It represents the highest layer and is different from the two layers below in the

sense that it defines the application driven by the cognitive localization/tracking system.

The CP memory of applications holds abstract parameters or structures of the specified

application and the CC enables the motor control for realizing higher goal planning [92].

The first and second layers describe the signal and information processing of the model param-

eters of the surrounding physical environment and the radio channel. On the other hand, the

third layer holds higher goal parameters, i.e. motor-control input to fulfill navigation goals, that

are based on the physical-related parameters [92–94]. As discussed in Chapter 1, this thesis is

focused on the first and the second layers and excludes the tasks of the third layer.
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The control parameter vector Θcontrol,n+1 of the next sensing cycle is chosen in order to gain

the most “valuable” position-related information from the new received signal rn+1(t,Θcontrol,n)

using the predicted posterior p
(
pn+1,An+1|r̃n+1(t,Θcontrol,n)

)
. This goal can be reached by

minimizing an expected cost-to-go function, yielding

Θ̂control,n+1 = arg min
Θcontrol,n

C(p
(
pn+1,An+1|r̃n+1(t,Θcontrol,n)

)
), (2.12)

where C(·) is the expected cost-to-go function for optimal control [94, 95] of the environmental

information contained in the predicted received signals r̃n+1(t,Θcontrol,n) that depends on the

chosen signal model. The expected cost-to-go function is based on an information-theoretic

measure that should depend on the environment parameters, like the VA specific SINR
(j)
k,n, and

serves as feedback information in the CDS. In general, estimation and control problems have

to deal with probabilistic states and observations. As a consequence, also the control has to be

probabilistic, i.e. the cost function or utility must handle uncertainties. Based on covering the

uncertainty of the state with a PDF, a measure of informativeness of measurements has to be

defined on the posterior state distribution. Two commonly used information measures of an RV

are the entropy [96] and the Fisher information [14].

2.4.2 Information Measures

Entropy

For a continuous-valued vector RV p ∈ RL, the entropy is given as [97]

h(p)
.
= −Ep {ln p(p)} = −

∫ ∞

−∞
· · ·
∫ ∞

−∞
p(p) ln p(p)dp, (2.13)

The entropy is directly related to the uncertainty of the according RV. For a multivariate

Gaussian RV N (mp,Cp) this means that the entropy is directly related to the covariance

matrix Cp, yielding

h(p) =
1

2
ln
(
(2πe)LCp

))
, (2.14)

where det(·) defines the determinant of a matrix. The connection to information one could see

in determinate of the covariance matrix Cp, which is a measure of the “volume” of the RV p.

The more compact the volume is, the smaller is the entropy h(p) and consequently the more

informative is the distribution p(p).
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Fisher Information

The FIM of a RV r, dependent on the deterministic parameter p, can also be used as a measure

of information. Using the likelihood function ln f(r; p), it is defined as

IIIp = Er;p

{[
∂

∂p
ln f(r; p)

] [
∂

∂p
ln f(r; p)

]T
}
. (2.15)

The inverse of the FIM is a lower bound on the covariance Cp̂ � III−1
p of the deterministic

parameter p of an estimator p̂ [14]. Looking at the entropy of the estimator’s distribution

N
(
p̂,Cp̂

)
, the explicit relationship between the FIM IIIp of r (dependent on p) and the entropy

h(p̂) is given as

h(p̂) =
1

2
log
(
(2πe)L det

(
Cp̂

))
≥ −1

2
log
(
(2πe)L det

(
IIIp

))
. (2.16)

As the relationship in (2.16) shows, one can connect the FIM of a parameter vector with the

entropy, resulting in a scalar measure of information that is valuable for choosing optimal wave-

form parameters, as it is needed for a cognitive positioning system. As it is shown in Section 3,

the FIM IIIp contains the environment and signal parameters, e.g. VA positions and according

the SINRs. With this, a direct relationship between the environment, the feedback information

and the control of the sensing is given, closing the PAC (Figure 2.3). In the same manner,

the system can also be expanded to information-based control of the agent state to increase

the informativeness in the measurements [93, 98, 99]. Before continuing with the formulation of

the cognitive positioning system in Section 7, we have to derive the FIM on the position error

(Section 3) and to introduce the algorithms for MINT (Sections 4-6). In Section 5 the poste-

rior CRLB will be introduced, as information theoretic measure, to describe the time recursive

behavior of the Bayesian filters used for MINT.

The conceptual block diagram illustrated in Figure 2.3, depicts the basic nature of the optimal

behavior of a robust and accurate indoor positioning and tracking system. It combines attributes

as optimal state space filtering, optimal sensing of the environment and consistent building

of an environment and a control memory. In the follow up sections, we will always refer to the

specific layer of Figure 2.3, which holds the according perceptive and control parameters that

are described in these sections.
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3
Cramér Rao Lower Bound (CRLB) for

Multipath-Assisted Localization

In this chapter, the CRLB on the position error is derived and analyzed for MINT. For the

measurement setups explained in Section 2.1.1, the following scenarios are used to get insights

on different effects of interest: (i) Multipath-Sync with known clock-offset between anchors and

agents, (ii) Multipath-NSync unknown clock-offsets between anchors and agents and optionally

also between the individual anchors, and (iii) Multipath-Coop with cooperation between the

agents, monostatic measurements, and possibly additional fixed anchors. Clock-synchronization

for impulse radio UWB has shown to achieve a synchronization accuracy in order of 1 ns, which

results still in large localization errors [100]. As a consequence, we estimate the clock-offset

jointly, based on the received signal and the a-priori known floor plan. Only the differences

between the arrival times of MPCs carry position-related information in this case, not the ToAs

as in the synchronized case.

As it was already stated, the goal of multipath-assisted indoor positioning is to estimate the

agent’s position p from the received signal model (2.1), exploiting the knowledge of the VA po-

sitions {ak}, in presence of DM and AWGN. Hence, this parameters represent the environment,

observed via the transmitted signal, the CRLB pinpoints the connection between the environ-

ment model parameters and the agent position estimation, i.e. it emphasizes the importance of

a consistent environment memory of the CDS, as shown on the right hand-side of second layer

in Figure 2.3. This Section is based on the work of [O7].

3.1 Problem Formulation

Let θ̂ denote the estimate of the position-related deterministic unknown parameter vector θ =

[pT <αT =αT]T ∈ RDθ of dimension Dθ = 2 + 2K, where <α = [<α1, . . . ,<αK ]T and =α =
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[=α1, . . . ,=αK ]T are the real and imaginary parts of the complex amplitudes α, respectively,

which are nuisance parameters. According to the information inequality, the error covariance

matrix of θ is bounded by [14]

Er;θ

{(
θ̂ − θ

)(
θ̂ − θ

)H} � III−1
θ , (3.1)

where IIIθ ∈ RDθ×Dθ is the FIM of the position-related parameter vector θ and its inverse

represents the CRLB of θ. We apply the chain rule to derive this CRLB (cf. [42,46,48]), i.e., the

FIM IIIθ is computed from the FIM of the signal parameter vector ψ =
[
τT,<αT,=αT

]T ∈ RDψ

of dimension Dψ = 3K, where τ = [τ1, . . . , τK ]T represents the vector of position-related delays.

Based on f(r;θ) = f(r;α, τ )f(α, τ ; p;A) = f(r;ψ)f(α, τ ; p;A), we get

IIIθ = JTIIIψJ (3.2)

with the Jacobian

J =
∂ψ

∂θ
∈ RDψ×Dθ (3.3)

that represents a affine parameter transformation. The FIM IIIψ ∈ RDψ×Dψ of the signal model

parameters can be computed from the likelihood function f(r;ψ) in (3.5) of the received signal

r conditioned on parameter vector ψ [14],

IIIψ = Er;ψ

{[
∂

∂ψ
ln f(r;ψ)

] [
∂

∂ψ
ln f(r;ψ)

]T
}
. (3.4)

3.2 Likelihood Function

The likelihood function f(r;ψ) is defined for the sampled received signal vector r = [ r(0), r(Ts),

. . . , r((N − 1)Ts) ]T ∈ CN , containing N samples at rate 1/Ts. Using the assumption that the

AWGN and the DM are both Gaussian, the likelihood function is given by

f(r;ψ) = f(r;α, τ ) =
1

πN det(Cr)
exp
{
− (r− Sα)HCr

−1(r− Sα)
}

=
1

πN det(Cr)
exp
{

2<
{
rHCr

−1Sα
}
−αHSHCr

−1Sα− rHCr
−1r
}

=
1

πN det(Cr)
exp
{

2<
{
rHCr

−1rdet,ψ

}
− rH

det,ψCr
−1rdet,ψ − rHCr

−1r
}

(3.5)

where rdet,ψ = Sα and S is the signal matrix given by

S =




sH
τ1

...

sH
τK




H

=




s(Ts − τ1) . . . s(Ts − τK)

s(2Ts − τ1) . . . s(2Ts − τK)

...
...

s(NTs − τ1) . . . s(NTs − τK)




(3.6)
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containing delayed versions sτk = [s(−τk), s(Ts − τk), . . . , s((N − 1)Ts − τk)]T of the sampled

transmit pulse. The covariance matrix Cr is written as (see Appendix A.1.2)

Cr = σn
2IN + Cc = σn

2IN + S̄HSνS̄ (3.7)

where σn
2 = N0/Ts is the variance of the vector of AWGN samples and S̄ = [s0, · · · , sN−1]T ∈

RN×N is the full signal matrix with si =
[
s((−i) mod NTs), . . . , s((N − 1 − i) mod NTs)

]T
,

defined as a circulant matrix and the diagonal matrix Sν represents the sampled DM PDP

sν = [Sν(0), . . . , Sν(Ts(N − 1))]T. The covariance matrix of DM Cc is given by

[S̄HSνS̄]n,m =

N−1∑

i=0

TsSν(iTs)s((n− i) mod NTs)s((m− i) mod NTs). (3.8)

3.3 Fisher Information Matrix (FIM) for the Signal Model

Parameters

3.3.1 General Case

he FIM IIIψ is obtained from (3.4) with (3.5). As (3.5) describes a general Gaussian multivariate

vector RV, the FIM for the complex signal rdet,ψ is given as [14]

[
III(ψ)

]
i,j

= 2<
{(

∂rdet,ψ

∂ψi

)H

Cr
−1

(
∂rdet,ψ

∂ψj

)}
, (3.9)

assuming that the noise covariance matrix Cr is known. Following the notation of [59], it is

decomposed according to the subvectors of ψ into

IIIψ =




ΛA <ΛB =ΛB

(<ΛB)T Λ′C Λ′′C
(=ΛB)T Λ′′C Λ′C


 =

[
ΛA ΛB

ΛT
B ΛC

]
(3.10)

with ΛA ∈ RK×K , ΛB ∈ RK×2K and ΛC ∈ R2K×2K . As shown in Appendix A.1.1 and using

ṡτk =
∂sτk
∂τk

, its elements are written as

[ΛA]k,k′ = Er;ψ

{
−∂

2 ln f(r;ψ)

∂τk∂τk′

}
= 2<

{
αkα

∗
k′
(
ṡτk′
)H

Cr
−1ṡτk

}
(3.11)

[<ΛB]k,k′ = Er;ψ

{
−∂

2 ln f(r;ψ)

∂τk∂<αk′

}
= 2<

{
αk
(
sτk′
)H

Cr
−1ṡτk

}
(3.12)

[=ΛB]k,k′ = Er;ψ

{
−∂

2 ln f(r;ψ)

∂τk∂=αk′

}
= 2=

{
αk
(
sτk′
)H

Cr
−1ṡτk

}
(3.13)

[Λ′C]k,k′ = Er;ψ

{
−∂

2 ln f(r;ψ)

∂<αk∂<αk′

}
= Er;ψ

{
−∂

2 ln f(r;ψ)

∂=αk∂=αk′

}

= 2<
{(

sτk′
)H

Cr
−1sτk

}
(3.14)
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[Λ′′C]k,k′ = Er|ψ

{
−∂

2 ln f(r|ψ)

∂=αk∂<αk′

}
= Er|ψ

{
−∂

2 ln f(r|ψ)

∂<αk∂=αk′

}
= 0 (3.15)

These equations can be used to numerically evaluate the FIM without further assumptions. The

CRLB can thus be evaluated, but the inverse of the covariance matrix Cr, which is needed as

a whitening operator [13] to account for the non-stationary DM process, limits the insight it

can possibly provide. Applying the Schur complement yields, the elements of FIM of the MPC

delays

[
IIIτ
]
k,k′ =

[
ΛA −ΛB

(
ΛC

)−1
ΛT

B

]
k,k′ (3.16)

= 2α∗kαk′



(
ṡτk
)H

Cr
−1ṡτk′ −

((
sτk
)H

Cr
−1ṡτk′

)2

(
sτk
)H

Cr
−1sτk′




More insight can be gained under the assumption that the received deterministic MPCs {αks(t−
τk)} are orthogonal, which occurs in practice when MPCs are non-overlapping.

3.3.2 Orthogonal Multipath Components (MPCs): Stationary Stationary Power

Delay Profile (PDP)

As it is derived in Appendix A.1.2 in detail, the desired properties of s(t)—a large bandwidth

and favorable autocorrelation properties—imply that the nonstationary PDP is sampled at time

τk and we can replace Sν for each summand by a stationary PDP S
(τk)
ν = TsSν(τk)IN .

In this case, the columns of the signal matrix S are orthogonal and ΛA becomes diagonal.

Furthermore, [ΛB]k,k′ is zero (due to the symmetry of the ACF of s(t) and the stationary of the

PDP), which is also reflected by (3.22) in Section 3.3.3, thus for on diagonal values (τk = τk′)

sin (2πf(τk − τk)) = 0 . As a consequence [ΛC]k,k′ is not needed. The elements of IIIτ are defined

by ΛA and can then be written as (see Appendix A.1.2)

[
IIIτ
]
k,k

= [ΛA]k,k = 8π2β2SINRkγk (3.17)

where β2 =
∫
f f

2|S(f)|2df is the effective (mean square) bandwidth of the energy-normalized

transmit pulse s(t)
F←→ S(f),

SINRk :=

∣∣αk
∣∣2

N0 + TpSν(τk)
(3.18)

is the SINR of the k-th MPC, and γk is the so-called bandwidth extension factor. The product

of these three factors quantifies the delay information provided by the k-th MPC. It hence

provides the following insight for the investigated estimation problem: The interference term

TpSν(τk) is determined by the PDP of DM Sν(τk) at the delay τk of the MPC. It scales with the

effective pulse duration Tp of the pulse s(t), the reciprocal of its equivalent Nyquist bandwidth

BN = 1/Tp. An increased bandwidth is hence beneficial to suppress DM.

The bandwidth extension quantifies the SINR-gain due to the whitening operation. It is
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defined as γk = β2
k/β

2, where β2
k is the mean square bandwidth of the whitened pulse,

β2
k =

∫

f
f2|S(f)|2 N0 + TpSν(τk)

N0 + Sν(τk)|S(f)|2 df. (3.19)

If the pulse has a block spectrum, we have (due to the energy normalization of s(t)) |S(f)|2 = Tp

for |f | ≤ BN/2, hence β2
k = β2 and γk = 1. I.e., in this case, there is no bandwidth extension

due to whitening16. The same holds if DM is negligible, i.e. N0 � TpSν(τk). For the asymptotic

case that AWGN is negligible, i.e. Sν(τk)|S(f)|2 � N0, we drop N0 in (3.19) and get a block

spectrum that corresponds to the absolute bandwidth of S(f), hence γk > 1.

In general, γk is a function of the interference-plus-noise-ratio (INR) TpSν(τk)/N0 and can be

evaluated numerically. Closed-form results can be given for special cases. E.g. for a root-raised-

cosine pulse with roll-off factor βR, we have β2 = B2
N( 1

12 + π2−8
4π2 β

2
R) which scales slightly with

βR. In the asymptotic case where DM dominates, we get β2
k = (1+βR)3

12 B2
N. Hence the bandwidth

extension due to the whitening operation can result in an SINR gain of up to about 7 dB at

βR = 1. Numerical evaluation shows a γk of 4 dB at βR = 0.6 and an INR of 15 dB.

For further analysis, we define the effective SINR

S̃INRk = SINRkγk (3.20)

which quantifies the delay information provided by MPC k as a function of the signal, interfer-

ence, and noise levels.

3.3.3 Path Overlap between MPCs: PDP

For deriving the FIM for orthogonal MPCs, we assume that for high bandwidth almost all DM

power is concentrated at delay τk, so that we can use a stationary PDP S
(τk)
ν = TsSν(τk)IN (see

Appendix A.1.2). If clusters of MPCs are present, i.e. path-overlap between the MPCs occurs,

the influence of the DM on the MPCs can not be seen as separated. We assume that the DM

of the MPCs at delays τk and τk′ is described by a joint DM PDP S
(τk,τk′ )
ν = TsSν(τk, τk′)IN .

Following the derivation in (A.10), (A.11) and (A.12), one get

[αHSHCr
−1Sα]k,k′ ≈

∫

f

α∗kαk′ |S(f)|2
N0 + Sν(τk, τk′)|S(f)|2 exp {−j2πf(τk − τk′)} df. (3.21)

With this, the FIM of the MPC delays are given as

[
IIIτ
]
k,k′ =

[
ΛA −ΛB

(
ΛC

)−1
ΛT

B

]
k,k′ ≈ 8π2

∫

f
f2|S(f)|2 (3.22)

×
(

(<αk<αk′ + =αk=αk′) cos (2πf(τk − τk′))
N0 + Sν(τk, τk′)|S(f)|2 − 2=αk<αk′ sin (2πf(τk − τk′))

N0 + Sν(τk, τk′)|S(f)|2
)

df,

where <αk and =αk are the real and imaginary part of the k-th amplitude. This result shows that

it is not possible anymore to separate the equation into an SINR and the effective (root mean

square) bandwidth of the pulse. But loosely speaking one could interpret the first summand

16 This specialization was assumed in our previous paper [59].
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of (3.22) as a reduced SINR value (over the pulse bandwidth) and the second summand as

reduction of information due to the “power” of the overlapping area in a cluster of two MPCs.

3.3.4 Orthogonal MPCs: Nonstationary PDP

If the DM PDP is nonstationary, correlations and cross-correlations between the received signal

samples due to the transmit pulse are considered per MPC and as a consequence the second

term of the Schur compliment in (3.22) is not zero. The matrices <ΛB and =ΛB then are

diagonal matrices. This accounts for the information loss due to the estimation of the nuisance

parameters {αk}. Using the definition of the effective square bandwidth in time domain β2 =

1/(4π2)‖ṡτk‖2/‖sτk‖2, where ‖sτk‖2 = sH
τk

sτk , the FIM of the MPC delays is written as

IIIτ = ΛA −ΛB

(
ΛC

)−1
ΛT

B = 2|αk|2


(
ṡτk
)H

Cr
−1ṡτk −

((
sτk
)H

Cr
−1ṡτk

)2

(
sτk
)H

Cr
−1sτk


 (3.23)

= 8π2β2|αk|2

‖sτk‖

2

‖ṡτk‖2



(
ṡτk
)H

Cr
−1ṡτk −

((
sτk
)H

Cr
−1ṡτk

)2

(
sτk
)H

Cr
−1sτk







= 8π2β2ŜINRk,

where ŜINRk is the effective SINR of the k-th MPC that considers bandwidth extension and

also the nonstationarity of the PDP.

3.3.5 Position Error Bound

The FIM IIIψ of the signal model parameters quantifies the information gained from the mea-

surement r. The position-related part of this information lies in the MPC delays τ , which are

a function of the position p. To compute the position error bound (PEB), the square-root of

the trace of the CRLB covariance Cp = III−1
p on the position error, we need the upper left 2× 2

submatrix of the inverse of FIM IIIθ,

P{p} =

√
tr
{[
III−1
θ

]
2×2

}
=
√

tr
{
III−1

p

}
=
√

tr {Cp}, (3.24)

which can be obtained with (3.2) and (3.3) using the blockwise inversion lemma. This results

in the so-called equivalent FIM (EFIM) IIIp [46],

IIIp = HT
(
ΛA −ΛB

(
ΛC

)−1
ΛT

B

)
H = HTIIIτH,

which represents the information relevant for the position error bound. Matrix H = ∂τ/∂p is

the submatrix of Jacobian (3.3) that relates to the position-related information, the derivatives

of the delay vector τ w.r.t. position p. It describes the variation of the signal parameters

w.r.t. the position and can assume different, scenario-dependent forms, depending on the roles

of anchors and agents. General expressions for these spatial delay gradients are derived in the

next Section.
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Regularity Condition

To guarantee the existence of the FIM, i.e. the CRLB on the position error, the likelihood

function on the agent position f(r;θ) needs to satisfy a regularity condition Er;θ

{
∂ ln f(r;θ)

∂θ

}
= 0

[14]. Since the likelihood functions on the position and the channel parameters are just coupled

via the Jacobian matrix J that is an affine parameter transformation, the regularity condition

just has to hold for the signal model likelihood function described in (3.5), i.e. Er;ψ

{
∂ ln f(r;ψ)

∂ψ

}
=

0. If we assume that the support of the delay domain is given as −∞ < τ < ∞, the derivative

of the likelihood function e.g. w.r.t. τk yields

Er;ψ

{
∂ ln f(r;ψ)

∂τk

}
= Er;ψ

{
2<
{∑

k

α∗kαk′
(
sτk
)H

Cr
−1ṡτk′

}
− 2<

{
rHCr

−1ṡτk′

}}

= Er;ψ

{
−2<

{(
rdiff + w

)
ṡτk′αk′

}}

= −2<
{
Er;ψ {rdiff + w} ṡτk′αk′

}

... → Er;ψ {rdiff + w} = 0

= 0. (3.25)

This also holds for the real and imaginary part of the complex MPC amplitudes αk, thus the

regularity condition is fulfilled.

3.4 Spatial Delay Gradients

The following notations are used to find the elements of matrix H: p(m) ∈ R2 is the position

of the m-th agent, where m ∈ Nm = {1, 2, . . . ,M}. a
(j)
1 ∈ R2 is the position of the j-th fixed

anchor, j ∈ Nj = {M + 1, . . . ,M + J}, with VAs at positions a
(j)
k ∈ R2. In the cooperative

scenario, we replace j with an arbitrary index ξ to cover fixed anchors as well as agents which

act as anchors. The corresponding VAs are at a
(ξ)
k ∈ R2. To describe gradients w.r.t. anchor or

agent position, we use an index η, introducing p(η) ∈ R2.

The delay of the k-th MPC is defined by the distance between the k-th VA and the m-th

agent,

τ
(ξ,m)
k =

1

c

∥∥p(m) − a
(ξ)
k

∥∥ =
1

c

√(
x(m) − x(ξ)

k

)2
+
(
y(m) − y(ξ)

k

)2
. (3.26)

The angle of vector (p(m)−a
(ξ)
k ) is written as φ

(ξ,m)
k . To describe the relation between the signal

parameter τ
(ξ,m)
k and the geometry, we need to analyze the spatial delay gradient, the derivative

of the delay τ
(ξ,m)
k w.r.t. position p(η),

h
(ξ,η,m)
k =

∂τ
(ξ,m)
k

∂p(η)
=

1

c

∂
∥∥p(m) − a

(ξ)
k

∥∥
∂p(η)

=
1

c

∂
(
x(m) − x(ξ)

k

)

∂p(η)

x(m) − x(ξ)
k∥∥p(m) − a
(ξ)
k

∥∥ +
1

c

∂
(
y(m) − y(ξ)

k

)

∂p(η)

y(m) − y(ξ)
k∥∥p(m) − a
(ξ)
k

∥∥
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=
1

c

(
δm,ηI2 − δη,ξ

∂a
(ξ)
k

∂p(ξ)

)T
e
(
φ

(ξ,m)
k

)
(3.27)

where e(φ) := [cos(φ), sin(φ)]T is a unit vector in direction of the argument angle and δm,η is the

Kronecker delta. Using (A.29) from Appendix A.2 for the Jacobian a
(ξ)
k /p(ξ) of a VA position

w.r.t. its respective anchor’s position, we get

h
(ξ,η,m)
k =

1

c

[
δm,ηe

(
φ

(ξ,m)
k

)
− δη,ξe

(
(−1)Q

(ξ)
k φ

(ξ,m)
k + 2ζ̄

(ξ)
k

)]
, (3.28)

where the first summand represents the influence of the agent position while the second summand

is linked to the anchor position. The parameter ζ̄
(ξ)
k (see Appendix A.2) describes the effective

wall angle of the k-th MPC w.r.t. to the η-th anchor (or agent) and Q
(ξ)
k represents the according

VA order. We stack the transposed gradient vectors (3.28) for the entire set of multipath

components in the gradient matrix H(ξ,η,m) ∈ RK(ξ,m)×2 and the matrices for all the agents’

derivatives into matrix H(ξ,m) ∈ RK(ξ,m)×2M . The following specializations are interesting for

further derivations:

3.4.1 Bistatic scenario

Here the size of the VA set is given by k = 1, . . . ,K(ξ,m).

The gradient with respect to the agent: This case describes the derivatives of delay τ (ξ,m)

w.r.t. the agent position, i.e. η = m, yielding the gradient

h
(ξ,m,m)
k =

∂τ (ξ,m)

∂p(m)
=

1

c
e
(
φ

(ξ,m)
k

)
. (3.29)

This is a vector pointing from an agent to the k-th VA of the according anchor. We define the

gradient matrix H
(ξ,m)
Ag = H(ξ,m,m) ∈ RK(ξ,m)×2.

The gradient with respect to the anchor: In this case, the derivatives w.r.t. the anchor

position are described, i.e. η = ξ. For the k-th MPC, the gradient is expressed as

h
(ξ,ξ,m)
k =

∂τ
(ξ,m)
k

∂p(ξ)
= −1

c
e
(

(−1)Q
(ξ)
k φ

(ξ,m)
k + 2ζ̄

(ξ)
k

)
=

1

c
e
(
φ

(m,ξ)
k

)
(3.30)

which in this case is a vector pointing from an agent acting as anchor to the k-th VA of a

cooperating agent. The proof for the final equality can be obtained graphically. The gradient

matrix is H
(ξ,m)
An = H

(m,ξ)
Ag = H(ξ,ξ,m) ∈ RK(ξ,m)×2.

3.4.2 Monostatic scenario

Here we restrict the VA set to k = 2, . . . ,K(m,m), the agent is as well the anchor, ξ = m, and

both move synchronously, η = m, i.e., the two terms in (3.28) interact with each other. The
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gradient

h
(m,m,m)
k =

∂τ
(m,m)
k

∂p(m)
=

1

c

(
e
(
φ

(m,m)
k

)
− e
(

(−1)Q
(m)
k φ

(m,m)
k +

))

=





2
c sin

(
ζ̄

(m)
k

)
e
(
φ

(m,m)
k + ζ̄

(m)
k − π

2

)
If Q

(m)
k is even

2
c sin

(
ζ̄

(m)
k − φ(m,m)

k

)
e
(
ζ̄

(m)
k − π

2

)
If Q

(m)
k is odd

(3.31)

has been decomposed—as shown in Appendix A.3—into a magnitude term 0 ≤
∥∥h(m,m,m)

k

∥∥ ≤ 2
c

and a resulting direction vector. Both depend on the angle φ
(m,m)
k , the VA order, and the

angles of all contributing walls comprised in ζ̄
(m)
k . The gradient matrix is H

(m)
Mo = H(m,m,m) ∈

R(K(m,m)−1)×2.

The following interpretations apply for the monostatic case: Single reflections (Q
(m)
k = 1,

ζ̄
(m)
k = φ

(m,m)
k ± π

2 ) and reflections on rectangular corners (Q
(m)
k = 2, ζ̄

(m)
k = ±π

2 ) constitute

important types of monostatic VAs. Both have ∂τ
(m,m)
k /∂p(m) = 2

ce(φ
(m,m)
k ), which is twice

as much spatial sensitivity of delays as in the bistatic cases (3.29) and (3.30), thus providing

higher ranging information. The simplest case of a vanishing gradient (magnitude zero) is a

second-order reflection between parallel walls (Q
(m)
k = 2, ζ̄

(m)
k = 0).

3.5 CRLB on the Position Error

In this Section, the CRLB on the position error is derived for the three scenarios Multipath-Sync,

Multipath-NSync, and Multipath-Coop.

Using a stack vector Ψ = [TT,<AT,=AT]T of the signal parameters for all relevant nodes,

with T combining the delays and A combining the amplitudes, the Jacobian (3.3) has the

following general structure.

J =
∂Ψ

∂Θ
=

[
H L 0

0 0 I

]
=




∂T/∂P ∂T/∂ε ∂T/∂<A ∂T/∂=A

∂<A/∂P ∂<A/∂ε ∂<A/∂<A ∂<A/∂=A

∂=A/∂P ∂=A/∂ε ∂=A/∂<A ∂=A/∂=A


 (3.32)

Vector Θ = [PT, εT,<AT,=AT]T, spatial delay gradient H = ∂T/∂P, and gradient L = ∂T/∂ε

are specifically defined for the different cases in the following subsections.

3.5.1 Derivation of the CRLB for Multipath-Sync

Assuming that only one agent is present in Multipath-Sync and Multipath-NSync, we drop

the agent index m so that P = p, and define Nj = {1, 2, . . . , J}. We use the geometry for

the bistatic scenario, i.e. the first case in Section 3.4.1. The clock-offset ε is considered to be

known and zero. Using a suitable signaling scheme17, measurements r(j) from all J anchors are

17 E.g. conventional multiple access schemes, like time division multiple access (TDMA).
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independent. Hence, the log-likelihood function is defined as

ln f(R; Ψ) =
∑

j∈Nj
ln f

(
r(j); τ (j);α(j)

)
, (3.33)

where R =
[(

r(1)
)T
, . . . ,

(
r(J)

)T]T
combines all measurements and τ (j) and α(j) are the delay

and amplitude vectors respectively, corresponding to measurement r(j). The Jacobian J has the

following structure,

J =




H
(1)

K(1)×2
...

H
(J)

K(J)×2

IDI×DI



, (3.34)

where zero-matrices in the off-diagonal blocks are skipped for clarity and DI = 2
∑J

j=1K
(j).

The subblocks H(j) = H
(j,1)
Ag account for the geometry as described in Section 3.4. Due to the

independence of the measurements r(j), the EFIMs III(j)
p from the J different anchors are additive.

Using Equation (3.2), we can write the EFIMs as

IIIp =
∑

j∈Nj

(
H(j)

)T(
Λ

(j)
A −Λ

(j)
B

(
Λ

(j)
C

)−1(
Λ

(j)
B

)T)
H(j) (3.35)

where Λ
(j)
A , Λ

(j)
B , and Λ

(j)
C are subblocks of III(j)

ψ defined in (3.10). Expression (3.35) simplifies

when we assume no path overlap (i.e. orthogonality) between signals from different VAs. In this

case, ΛB = 0 and ΛA will be diagonal, as discussed in Section 3.3.2, and we can write

IIIp =
∑

j∈Nj

(
H(j)

)T
Λ

(j)
A H(j) ≈ 8π2β2

c2

∑

j∈Nj

K(j)∑

k=1

S̃INR
(j)

k Dr(φ
(j)
k ) (3.36)

where S̃INR
(j)

k is the extended SINR (3.20) for the j-th anchor and

Dr(φ
(j)
k ) = e(φ

(j)
k )e(φ

(j)
k )T (3.37)

is called ranging direction matrix (cf. [46]), a rank-one matrix with an eigenvector in direction

of φ
(j)
k . Valuable insight is gained from (3.36) and (3.18). In particular,

• Each VA (i.e. each deterministic MPC) adds some positive term to the equivalent Fisher

information matrix (EFIM) in direction of φ
(j)
k and hence reduces the position error bound

(PEB) in direction of φ
(j)
k .

• The S̃INR
(j)

k determines the magnitude of this contribution as discussed in Section 3.3.2

(cf. ranging intensity information (RII) in [46]). It is limited by diffuse multipath—an

effect that reduces with increased bandwidth—and it can show a significant gain due to

the interference whitening if the interference-to-noise ratio is large.

• The effective bandwidth β scales the EFIM. Any increase corresponds to a decreased PEB.
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• The according PDF is described by a Gaussian multivariate RV with PDF N
(
p,III−1

p

)

• Each geometrically modeled (deterministic) MPC delay d
(j)
k = d(p,a

(j)
k ) yields additional

position-related information which is quantified by its SINR value. In fact, the range

d̂k estimated from the k-th MPC has an error variance bounded by the inverse Fisher

information of the corresponding distance [O6]

var
{
d̂

(j)
k

}
=
(
σ

(j)
d,k

)2
≥ J−1

r

(
d

(j)
k

)
=

c2

(
8π2β2S̃INR

(j)

k

) , (3.38)

i.e. the SINRs indicate the uncertainties of the MPC ranges described by the Gaussian

RVs with PDF N
(
d

(j)
k , J−1

r

(
d

(j)
k

))
.

Discussion of path overlap (cf. (3.22)):

• τk − τk′ � Tp: In this case the MPCs can not be distinguished and the position-related

information is entirely lost.

• τk − τk′ ≈ Tp: In this case the MPCs are correlated, but the position-related informa-

tion can still partly be used. The discrete-time formulation of the CRLB based on the

likelihood function (3.5) can quantify this information gain. The FIM of the MPC delays

described in (3.16) and (3.22) consider overlapping components. Obviously, the amount

of information from these components is reduced by path overlap, but nevertheless they

contribute position-related information.

• τk − τk′ � Tp: If this holds, the MPCs are considered to be orthogonal and (3.36) can be

used if it holds for all k 6= k′.

3.5.2 Derivation of the CRLB for Multipath-NSync

Next we consider the same setup as before, but assume the clock offsets ε to be unknown

parameters. The differences between arrival times still provide position information in this case.

When using multiple anchors, we distinguish two different scenarios where either the clocks of

all anchors are synchronized among each other, or alternatively no synchronization is present at

all. While this does not affect the signal parameter FIM, we need to take it into account when

performing the parameter transformation. Apart from the partial derivatives L = ∂T/∂ε, the

terms of the Jacobian are identical for Multipath-Sync and Multipath-NSync, resulting in

J =




H
(1)

K(1)×2
L

(1)

K(1)×Dε
...

...

H
(J)

K(J)×2
L

(J)

K(J)×Dε
IDI×DI



, (3.39)

where L(j) = ∂τ (j)/∂ε and Dε is the length of ε.
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Synchronized anchors: When assuming ε(1) = · · · = ε(J) = ε, the vector ε reduces to

ε = ε. The derivatives of the arrival times with respect to the clock offset are then given

by L
(j)
syn = l(j) = [1, . . . , 1]T. Applying the parameter transformation and computing the block

inverse similarly as in (3.35) leads to additivity of the 3×3 EFIMs III(j)
p,ε for the extended param-

eter vector [pT, ε]T (see Appendix A.4). When neglecting path overlap this expression simplifies

to

IIIp,ε =
∑

j∈Nj
III(j)

p,ε = 8π2β2
∑

j∈Nj

K(j)∑

k=1

S̃INR
(j)

k Dr,ε(φ
(j)
k ), (3.40)

with

Dr,ε(φ
(j)
k ) = vvT, v =

[
1

c
cos(φ

(j)
k ),

1

c
sin(φ

(j)
k ), 1

]T

.

The inner sum in (3.40) reveals that the 3× 3 EFIMs III(j)
p,ε are in canonical form. Since Dr,ε is a

positive semidefinite matrix, it highlights that each VA adds information for the estimation of

p and ε, scaled by its extended S̃INRk and β.

The EFIM IIIp can be computed from IIIp,ε by again applying the blockwise inversion lemma.

When neglecting path overlap, the expression for IIIp becomes

IIIp =
8π2β2

c2


∑

j∈Nj

K(j)∑

k=1

S̃INR
(j)

k Dr(φ
(j)
k )−CCC


 , (3.41)

where CCC accounts for the (negative) influence of the clock offset estimation with

CCC =
1

∑
j∈Nj

∑K(j)

k=1 S̃INR
(j)

k

ccT,

c =
∑

j∈Nj

K(j)∑

k=1

S̃INR
(j)

k e(φ
(j)
k ).

Note that Multipath-NSync can theoretically achieve equal performance as Multipath-Sync un-

der the (rather unlikely) condition c = 0. Otherwise CCC reduces the information, and thereby

increases the PEB.

Asynchronous anchors: When having ε(i) 6= ε(j), ∀i 6= j, i, j ∈ Nj , we stack all clock

offsets in the vector ε = [ε(1), . . . , ε(J)]T. The derivatives of the arrival times with respect to

the clock offsets are then given by a gradient matrix L = ∂T/∂ε of size
∑

j∈Nj J
(j) × J which

stacks submatrices L
(j)
asyn with one nonzero column [L

(j)
asyn]i,j = 1, i = 1, . . . , J (j). This leads

to an additivity of the 2 × 2 EFIMs as shown in Appendix A.4, i.e. IIIp =
∑

j∈Nj III
(j)
p . When

neglecting path overlap, IIIp takes the form of (3.41), but with

CCC =
∑

j∈Nj

1
∑K(j)

k=1 S̃INR
(j)

k

c(j)
(
c(j)
)T

, (3.42)
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c(j) =
K(j)∑

k=1

S̃INR
(j)

k e(φ
(j)
k ).

Again, equality with Multipath-Sync is obtained if each c(j) = 0, otherwise the PEB is increased.

3.5.3 Derivation of the CRLB for Multipath-Coop

We assume M agents m ∈ Nm = {1, 2, . . . ,M} and J fixed anchors j ∈ Nj = {M+1, . . . ,M+J},
which cooperate with one another. As outlined in the introduction, every agent conducts a

monostatic measurement, meaning it emits a pulse and receives the multipath signal reflected

by the environment, and conventional bistatic measurements with all other agents and the fixed

anchors. All measurements are distributed such that every agent is able to exploit information

from any of its received and/or transmitted signals. The clock-offsets ε are considered to be

zero.

The signal parameter vectors for the (j,m)-th received signal r(j,m) are defined as τ (j,m) =[
τ

(j,m)
1 , . . . , τ

(j,m)

K(j,m)

]T
and α(j,m) =

[
α

(j,m)
1 , . . . , α

(j,m)

K(j,m)

]T
. For deriving the cooperative EFIM,

we stack positions p(m) of the M agents into the vector

P =
[(

p(1)
)T
, . . . ,

(
p(M)

)T]T ∈ R2M×1 (3.43)

and all measurements r(j,m) in the vector

R =
[(

r(1,1)
)T
, . . . ,

(
r(1,M)

)T
, . . . ,

(
r(M,M)

)T
,
(
r(M+1,1)

)T
, . . . ,

(
r(M+J,M)

)T]T ∈ CDR×1,

(3.44)

where DR = NM(M + J). Further, we stack the signal parameters correspondingly in the

vectors

T =
[(
τ (1,1)

)T
, . . . ,

(
τ (1,M)

)T
, . . . ,

(
τ (M+J,M)

)T]T
(3.45)

and

A =
[(
α(1,1)

)T
, . . . ,

(
α(1,M)

)T
, . . . ,

(
α(M+J,M)

)T]T
(3.46)

which have length DT = DA =
∑

j∈(Nm∪Nj)
∑

m∈Nm K
(j,m) to construct vector Ψ = [TT,

<AT,=AT]T. The corresponding joint log-likelihood function, assuming independent measure-

ments r(j,m) between the cooperating nodes, is defined as

ln f(R; Ψ) =
∑

j∈(Nm∪Nj)

∑

m∈Nm
ln f

(
r(j,m); τ (j,m);α(j,m)

)
. (3.47)

The EFIM IIIP is described by (see Appendix A.5)

IIIP =
∑

j∈(Nm∪Nj)

∑

m∈Nm

(
H(j,m)

)T
Λ(j,m)H(j,m) (3.48)
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where

Λ(j,m) = Λ
(j,m)
A −Λ

(j,m)
B

(
Λ

(j,m)
C

)−1(
Λ

(j,m)
B

)T
(3.49)

yields the sub-blocks III(j,m)
ψ of the FIM for the likelihood function (3.47), for independent mea-

surements, and H(j,m) are the spatial delay gradients18 of the Jacobian

J=




H
(1,1)

K(1,1)×2M
...

H
(1,M)

K(1,M)×2M
...

H
(M+J,M)

K(M+J,M)×2M

IDI×DI




, (3.50)

where DI = 2DA.19 As shown in Appendix A.5, one gets the following final result for the EFIM

IIIp for all agents

IIIP =




III(1)
Mo+2III(1)

Ag +III(1)
An 2III(1,2)

C . . . 2III(1,M)
C

2III(2,1)
C

. . .

...

2III(M,1)
C III(M)

Mo +2III(M)
Ag +III(M)

An



. (3.51)

The diagonal blocks III(η)
Ag =

∑
m∈Nm\{η}

(
H

(m,η)
Ag

)T
Λ(m,η)H

(m,η)
Ag account for the bistatic mea-

surements between agent η and all other agents, III(η)
An =

∑
j∈Nj

(
H

(j,η)
Ag

)T
Λ(j,η)H

(j,η)
Ag account for

the bistatic measurements between agent η and all fixed anchors, and III(η)
Mo =

(
H

(η)
Mo

)T
Λ(η,η)H

(η)
Mo

account for the monostatic measurement of agent η.

The off-diagonal blocks III(η,η′)
C =

(
H

(η′,η)
Ag

)T
Λ(η′,η)H

(η,η′)
Ag account for the uncertainty about the

cooperating agents in their role as anchors (cf. (A.39) and (A.40)). This has a negative effect on

the localization performance of the agents. The factors of two in (3.51), related to the EFIM of

measurements inbetween agents, results from the fact that those measurements are performed

twice. This simplifies the notations in this section. If such repeated measurements are avoided,

the same result would apply but with these factors removed. Finally, the PEB of agent η at

position p(η) is given as

P{p(η)} =

√
tr
{[
III−1

P

](η,η)

2×2

}
. (3.52)

18 Multipath-Coop can be seen as the most general setup, if clock offset issues are also included. This
can be done by combining the results of Multipath-NSync and Multipath-Coop by replacing H(j,m) with
G(j,m) = [H(j,m),L(j,m)] (see Appendix A.4), which accounts for the geometry and clock offset. For monos-
tatic measurements Lm,m = 0.

19 Assuming no path overlap, (3.49) can be simplified as in (3.36), using the result from Appendix A.1.2.
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3.6 Additional Analyses

3.6.1 Derivation of the Bayesian Cramér Rao Lower Bound (BCRLB) considering

Anchors and VAs with Uncertainties

Again, the Multipath-Sync scenario is studied in this section. In order to understand the effect

of uncertainty of the VA positions on the CRLB of the agent position, it is helpful to look at

(2.10). One can observe that the uncertainty in the VA positions have to be marginalized out, in

order to study the uncertainty of the agent position. That means in the context of the Bayesian

Cramér Rao lower bound (BCRLB) that after taking the expectation over the measured data

and the probabilistic parameter vector, the proper sub-Fisher information matrix (FIM) has

to be considered. The position-related parameter vector now also contains the anchors and the

according VAs θ = [pT, AT ,<AT, =AT]T, where the agent position p, the anchor positions a
(j)
1

and the VA positions a
(j)
k are RVs. For notational convenience, the anchors and the according

VAs are comprised in the set A =
{
A(j)

}J
j=1

=
{
a

(j)
k

}K(j)

k=1
. The dimension of the parameter

vector θ is defined as Dθ = 2 + 2
∑J

j=1K
(j) + 2K. The corresponding Bayesian FIM IIIθ of θ is

computed from the joint posterior PDF,

p
(
p,A|R

)
∝ p
(
R|p,A; A; T

)
p
(
p,A

)
(3.53)

=

J∏

j=1

p
(
r(j)|p,A(j);α(j); τ (j)

)
p
(
p,A(j)

)

where R, A and T are the stacked vector of the received signals r(j) and of the according complex

MPC amplitudes and delays, respectively. The received signals r(j) from different anchors are

supposed to be statistically independent. The Bayesian FIM is given as

IIIθ = Er,θ

{[
∂

∂θ
ln p
(
p,A|R

)] [ ∂
∂θ

ln p
(
p,A|R

)]T
}

(3.54)

= Er,θ

{[
∂

∂θ
ln p
(
R|p,A; A; T

)] [ ∂
∂θ

ln p
(
R|p,A; A; T

)]T
}

+ Eθ

{[
∂

∂θ
ln p
(
p,A

)] [ ∂
∂θ

ln p
(
p,A

)]T
}
.

With the Jacobian (3.3), again a affine transformation can be done from the channel parameters

to the position-related parameters, yielding

IIIθ = Eθ
{
JTIIIψJ

}
+ IIIprior

θ = ĪIIp,A + IIIprior
θ , (3.55)

where the difference to (3.2) is that also the expectation over the probabilistic parameters p

and a
(j)
k in θ has to be computed. The first summand defines the relation between the channel

parameters ψ and the positions of the agent and the anchors with according VAs. The second

summand IIIprior
θ is the FIM of the prior PDFs of the agent and the anchors with according VAs.

It is a block diagonal matrix, where the first 2× 2 block holds the prior FIM of agent position

IIIprior
p and the next K 2× 2 blocks hold the prior FIMs of the j-th anchor and the according VA
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positions IIIprior

A(j) , yielding

IIIprior
θ = diag

(
IIIprior

p , IIIprior
A1 , . . . , IIIprior

AJ , 02K×2K

)
. (3.56)

The Jacobian J is define as

J =




H
(1,1)
Ag H

(1,1)
An

...
. . .

H
(J,1)
Ag H

(J,1)
An

IDI×DI



, (3.57)

where DI = 2
∑J

j=1K
(j) and H

(j,1)
Ag ∈ RK(j)×2 and H

(j,1)
An ∈ RK(j)×2 comprise the delay gradients

of the j-th anchor w.r.t. the agent position and w.r.t. the anchor and VA positions. When

neglecting path overlap, the Bayesian FIM ĪIIp,A (without the prior FIMs) of the agent and the

anchors with VA positions become

ĪIIp,A = Eθ

{[
A2×2 B2×2J

BT
2×2J C2J×2J

]}
(3.58)

= Eθ








∑
j∈Nj

(
Hj,1

Ag

)T
Λ

(j)
A Hj,1

Ag

(
H

(1,1)
Ag

)T
Λ

(1)
A H

(1,1)
An · · ·

(
H

(J,1)
Ag

)T
Λ

(J)
A H

(J,1)
An(

H
(1,1)
An

)T
Λ

(1)
A H

(1,1)
Ag

(
H

(1,1)
An

)T
Λ

(1)
A H

(1,1)
An

. . .
. . .

(
H

(J,1)
An

)T
Λ

(J)
A H

(J,1)
Ag

(
H

(J,1)
An

)T
Λ

(J)
A H

(J,1)
An








.

Using the Schur complement the EFIM of the agent position yields

IIIp = IIIprior
p + A2×2 −B2×2JC−1

2J×2JBT
2×2J = IIIprior

p + Eθ





∑

j∈Nj

(
Hj,1

Ag

)T
Λ

(j)
A Hj,1

Ag︸ ︷︷ ︸
(I)





(3.59)

− Eθ





∑

j∈Nj

(
H

(j,1)
Ag

)T
Λ

(j)
A H

(j,1)
An︸ ︷︷ ︸

(II)


IIIprior

A(j) +
(
H

(j,1)
An

)T
Λ

(j)
A H

(j,1)
An︸ ︷︷ ︸

(III)




−1

(
H

(j,1)
An

)T
Λ

(j)
A H

(j,1)
Ag︸ ︷︷ ︸

(V I)





(a)
= IIIprior

p + Eθ




∑

j∈Nj

(
Hj,1

Ag

)T
Λ

(j)
A Hj,1

Ag





− Eθ




∑

j∈Nj

(
Hj,1

Ag

)T
Λ

(j)
A Hj,1

Ag

(
IIIprior

A(j) +
(
Hj,1

Ag

)T
Λ

(j)
A Hj,1

Ag

)−1 (
Hj,1

Ag

)T
Λ

(j)
A Hj,1

Ag





where IIIprior

A(j) is the joint prior FIM of the j-th anchor with according VAs. The identity (a)

holds because (i) the geometry cross terms H
(j,1)
Ag and H

(j,1)
An in (II) and (IV ) between agent and

anchor/VAs just differ in the sign to (I), and (ii) the anchor geometry terms in (III) are the same

as in (I). The first two summands in (3.59) describe the overly optimistic lower bound when

there are no uncertainties in the anchor and VA positions. This position-related information is
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reduced by the amount of information that is needed to estimate the anchor and VA positions

as it is comprised in the second summand. As one can see, when the prior information of the

VA positions IIIprior

a
(j)
k

is increased, the position-related information loss is reduced.

To gain better insights into (3.59), we assume that all anchors in N (j) have exactly known

positions. Since, the floor plan geometry is supposed to be imprecise, all VAs have to have

uncertainties in their positions a
(j)
k . Using the Woodbury identity20 and assuming no path

overlap as for the Multipath-Sync scenario in Section 3.5, the EFIM in (3.59) can be rewritten

as

IIIp = IIIprior
p︸ ︷︷ ︸
(I)

+
∑

j∈N (j)

Ep

{
8π2β2

c2
S̃INR

(j)

1 Dr(φ
(j)
1 )

}

︸ ︷︷ ︸
(II)

(3.60)

+
∑

j∈N (j)

K(j)∑

k=2

((
IIIprior

a
(j)
k

)−1

+ Eθ
{

8π2β2

c2
S̃INR

(j)

k Dr(φ
(j)
k )

}−1
)−1

︸ ︷︷ ︸
(III)

,

where IIIprior

a
(j)
k

is the FIM for the k-th VA of the j-th anchor. To wrap up the final findings, we

describe the individual terms of (3.60): (I) holds the prior FIM of the agent, (II) defines the

EFIM of the anchors, hence the expectation Eθ {·} has to be evaluated just for the agent PDF

p(p) and (III) comprises the EFIMs of the VAs. In this case the expectation Eθ {·} has to be

computed for the joint PDF p(p,A(j)) of the agent and the VAs of all anchors. Equation (3.60)

shows also nicely what is happening when the floor plan again is assumed to be precisely known.

If so, the EFIMs IIIprior

a
(j)
k

→∞ and hence (II) and (III) fuse to one term again. The expectation

Eθ {·} again has to be evaluated just for the agent PDF p(p). Assuming further an uniform

PDF over the floor plan for the prior of the agent, (3.60) reduces to (3.36), the EFIM of the

“classical” Multipath-Sync setup.

3.6.2 CRLB with unknown Noise Covariance Matrix

If it is assumed that the noise covariance matrix is unknown, the parameters of the PDP and the

AWGN have also to be estimated. We call this measurement setup from now on MultipathPDP-

Sync. The according FIM for the complex signal r
det,ψ̃

is then given as [14]

[
III(ψ̃)

]
ij

= 2<





(
∂r

det,ψ̃

∂ψ̃i

)H

Cr(ψ̃)−1

(
∂r

det,ψ̃

∂ψ̃j

)


︸ ︷︷ ︸
(I)

(3.61)

+ tr

[
Cr(ψ̃)−1∂Cr(ψ̃)

∂ψ̃i
Cr(ψ̃)−1∂Cr(ψ̃)

∂ψ̃j

]

︸ ︷︷ ︸
(II)

,

20 (A+ UCV )−1 = A−1 −A−1U
(
C−1 + V A−1U

)−1
V A−1
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where ψ̃ = [ψT, σn
2,ΓT

ν ]T is the extended parameter vector and Cr(ψ̃) = σn
2IN + Cc(ψ̃) is the

parametrized noise co-variance matrix. The covariance matrix of DM Cc(ψ̃) is defined using

a parametrized DM PDP Sν(τ, ψ̃). Thus, the parameter vector Γν depends on the used PDP

model. The first term (I) in (3.61) is described by (3.10), accounting for the deterministic

model parameters, only that it is filled up with additional zeros to account for the dimensions

of σn
2 ∈ R1 and Γν ∈ RDΓν . The second term (II) holds the FIM of the DM PDP and the

AWGN parameters. Hence, the overall FIM is described by

III
ψ̃

=




ΛA ΛB 0

ΛT
B ΛC 0

0 0 0


+




ΓA 0 ΓB

0 0 0

ΓT
B 0 ΓC


 =




Λ̄A + ΓA

[
ΛB ΓB

]

[
ΛB

ΓB

] [
ΛC 0

0 ΓC

]




=

[
Λ̄A Λ̄B

(Λ̄B)T Λ̄C

]
(3.62)

where matrix elements ΓA ∈ RK×K contains the derivatives w.r.t. the MPC delays, ΓB ∈
R1+K×DΓν the cross derivatives w.r.t. the MPC delays and the DM/AWGN parameters and

ΓC ∈ RDΓν+1×DΓν+1 w.r.t. the DM/AWGN parameters, written as

[ΓA]k,k′ = tr

[
Cr
−1S̄H∂Sν

∂τk
S̄Cr

−1S̄H ∂Sν
∂τk′

S̄

]
(3.63)

[ΓB]k,1 = tr

[
Cr
−1S̄H∂Sν

∂τk
S̄Cr

−1

]
(3.64)

[ΓB]k,1+j = tr

[
Cr
−1S̄H∂Sν

∂τk
S̄Cr

−1S̄H ∂Sν
∂θν,j

S̄

]
(3.65)

[ΓC ]1,1 = tr
[
Cr
−2
]

(3.66)

[ΓC ]1,1+i = tr

[
Cr
−1Cr

−1S̄H ∂Sν
∂θν,i

S̄

]
(3.67)

[ΓC ]1+i,1+j = tr

[
Cr
−1S̄H ∂Sν

∂θν,i
S̄Cr

−1S̄H ∂Sν
∂θν,j

S̄

]
, (3.68)

where the derivatives of Sν(τ) w.r.t. the channel parameters that are needed for computing the

different blocks of the FIMs in (3.63)-(3.68) can be found in Appendix A.1.4. The EFIM for

MultipathPDP-Sync on the position error is defined as

IIIp =
∑

j∈Nj

(
H(j)

)T(
Λ̄

(j)
A − Λ̄

(j)
B

(
Λ̄

(j)
C

)−1(
Λ̄

(j)
B

)T)
H(j). (3.69)

If orthogonality between the MPCs—but a nonstationary PDP—is assumed, ΛA of Multipath-

Sync is defined by (3.23). Using a DM PDP model with one cluster that starts at LOS delay τ1

and neglecting all other noise parameter, only [ΓA]1,1 remains. As described in Appendix A.1.3

[ΓA]1,1 is approximated by (A.15) and thus the EFIM on the position error in (3.69) can be

rewritten as

IIIp ≈
8π2β2

c2

K∑

k=1

ŜINRkDr(φk) + Ts
2Sν(τ1)2

∥∥sτ1
∥∥4

tr
[
Cr
−2
]
Dr(φ1), (3.70)
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where second summand accounts for information gained by estimating the onsets of the DM

PDP that starts at τ1. As argued in Appendix A.1.3, the approximation in (3.70) is reasonable

when assuming a large signal bandwidth and that the PDP is almost constant after the onset.

Hence the PDP can be approximated by a scaled Heaviside function Sν(τ1)u(τ − τ1), where

Sν(τ1) is given by (A.16) in Appendix A.1.4.

3.7 Results

Table 3.1: Channel parameters for numerical evaluations.

Param. Value for Room Description

Valid. Synth.

Deterministic
MPCs

2 max. VA order

3 dB attenuation per

reflection

Signal
parameters

fc 8 GHz 7 GHz carrier freq.

Tp 1 ns, (0.5 ns,2 ns) pulse duration

RRC pulse shape

βR 0.6 roll-off factor

PDP of dif-
fuse
multipath

Ω1 2.67e−6 1.16e−6 norm. power

γ1 10 ns 20 ns
shape param.γrise 3 ns 5 ns

χ 0.98

ELOS/N0 29.5 dB (at 1 m) LOS SNR

Computational results are presented in this section for two environments. We first validate

the theoretical results using experimental data for a room illustrated in Fig. 3.1 and then discuss

in detail the trade-offs of different measurement scenarios for a synthetic room shown in Fig. 3.2.

For the transmit signal s(t), we use a root raised cosine (RRC) pulse with unit energy and

a roll-off factor βR = 0.6, modulated on a carrier at fc = 7 GHz. The computations are done

for pulse durations of Tp = 0.5 ns, Tp = 1 ns and Tp = 2 ns. In the synthetic environments, we

assume for all antennas isotropic radiation patterns in the azimuth plane and gains of 0 dB.

The free-space pathloss has been modeled by the Friis equation. To account for the material

impact, we assume 3 dB attenuation per reflection. As in our previous paper [59], the PDP of the

DM is considered to be a fixed double-exponential function (cf. (A.16) in Appendix A.1.4), as

introduced by [58, eq. (9)]. This choice reflects the common assumption of an exponential decay

of the DM power and also the fact that the LOS component is not impaired by DM as severely

as MPCs arriving later [101]. The model has been fitted in [58] to measurements collected in an

industrial environment. We have used χ = 0.98 as in [58] to describe the impact of DM on the

LOS component and adapted γrise and γ1 to reflect the smaller dimensions of our environments.

Table 3.1 summarizes the parameters of the channel and signal models.

We would like to emphasize that this parametric model was introduced for simplicity and

reproducibility, to analyze the impact of DM on the PEB in various scenarios. In practice,
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Table 3.2: MPC SINRs for the validation environment, estimated from measured signals and computed from
the channel model.

SINR (measurem.) / SINR (model) [dB]

MPC Tp = 0.5 ns Tp = 1 ns Tp = 2 ns

LOS Anchor 1 23.1 / 25.8 24.7 / 24.7 23.2 / 23.7

lower wall 11.1 / 18.3 5.4 / 15.9 4.1 / 13.7

right window 13.5 / 12.6 7.6 / 10.2 6.9 / 7.7

upper wall 2.2 / 11.7 -0.6 / 9.5 5.2 / 7.1

lower wall – right
win.

9.5 / 7.3 7.6 / 4.9 4.9 / 2.4

LOS Anchor 2 25.9 / 26.4 26.0 / 25.3 26.5 / 24.2

right window 11.9 / 12.6 10.5 / 10.8 9.3 / 8.8

upper window 10.1 / 14.0 8.2 / 11.6 5.1 / 9.1

left wall 3.1 / 14.4 4.2 / 11.9 5.5 / 9.4

upper wall – right
win.

10.6 / 5.7 11.7 / 3.9 3.5 / 1.8

upper win. – left
wall

7.2 / 9.7 4.8 / 7.3 2.1 / 4.8

the SINR values can be estimated from channel measurements and used with the results from

Section 3.5 to compute the PEB for real environments. This approach is used next to validate

the theoretical results and the parametric channel model.

3.7.1 Validation with Measurement Data: Multipath-Sync

The validation is conducted in an example environment shown in Fig. 3.1, c.f. [O5]. The MPC

SINRs (3.18) are estimated from channel measurement data as discussed in [O6], [45], using

fixed positions for two anchors and a set of “estimation points” for the agent as illustrated in

the figure. Table 3.2 shows the obtained values for selected MPCs. It also lists the corresponding

SINRs computed from the parametric channel model, with parameters given in Table 3.1. The

choice of the parameters of the double exponential PDP of the DM has been made to account

for the smaller room dimensions in comparison to the synthetic environment used below.

The estimated SINRs in Table 3.2 show the relevance of the corresponding MPCs. The LOS is

the most significant one. Its SINR is approximately constant over all bandwidths used, indicating

that it is only slightly influenced by DM. The reflections at the windows and at the lower wall

also provide significant position-related information. A scaling with bandwidth—as suggested by

(3.18)—is observable reasonably well. Other MPCs provide less information, such as the left wall

(plasterboard) and the upper wall. This is caused by a reduced reflection coefficient, increased

interference by DM, and increased variance of the MPC amplitude over the estimation points.

Reference [1] contains further results supporting the presented findings based on measurement

data from other environments [102].

Table 3.2 also shows that the parametric channel model yields realistic SINRs in many cases

and therefore valid performance bounds. It has to be stressed that the global PDP model as used
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Figure 3.1: Logarithmic PEB (3.24) for estimated SINRs in the validation environment using measured

signals with Tp = 0.5 ns and fc = 8 GHz and only MPCs corresponding to the anchor at a
(2)
1 .

30-fold standard deviation ellipses are shown for the CRLB and a tracking algorithm.

here cannot describe the local behavior of DM. However, based on the provided framework, it is

straightforward to introduce more realism by fitting separate parameterized or sampled models

to any appropriate local area.

Figure 3.1 shows the logarithmic PEB for the validation environment using the estimated

SINRs from Table 3.2 for Anchor 2 and Tp = 0.5 ns. Equation (3.36) has been employed to

compute the PEB, i.e. path overlap has been neglected and synchronization assumed. Clearly,

one can observe from this figure the visibility regions and the relative importance (c.f. Table

3.2) of specific MPCs. The PEB is better than 10 cm at almost the entire area. The ellipses

encode the geometrically decomposed PEB with 30-fold standard deviation, computed from

(3.24). Dashed ellipses are for a multipath-assisted tracking algorithm as discussed in Section 5

and [O6] that makes use of the estimated SINRs for properly weighting the information from

MPCs. It can be observed that both results match closely.

3.7.2 Synthetic Environment

The synthetic environment shown in Fig. 3.2 is used to compare different measurement scenarios.

The PEB is evaluated across the entire room, assuming one or two fixed anchors at positions

a
(1)
1 = [10, 7]T and a

(2)
1 = [2, 1]T. We use a point grid with a resolution of 2 cm, resulting in

180, 000 points. VAs up to order two are considered, unless otherwise specified.

Multipath-Sync

Fig. 3.2 shows the PEB over the floor plan for Multipath-Sync and Tp = 1 ns. Figs. 3.2(a) and (b)

compare the simplified PEB neglecting path-overlap (cf. (3.36)) with the full PEB considering
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Figure 3.2: Logarithmic PEB (3.24) for Multipath-Sync with Tp = 1 ns over the example room for VAs up to

order two. (a) One anchor at a
(1)
1 ; path overlap neglected. (b) same as (a) but considering the

influence of path overlap. (c) a second anchor has been introduced at a
(2)
1 ; path overlap included.

At some sample points, 20-fold standard deviation ellipses are shown.

it (cf. (3.35)). A single anchor is employed in both cases at position a
(1)
1 , yielding a PEB below

10 cm for most of the area. One can clearly see the visibility regions of different VA-modeled

MPCs encoded by the level of the PEB. A valid PEB is obtained over the entire room even

though the anchor is partly not visible from the agent positions. If path-overlap is considered in

the computation of the CRLB (Fig. 3.2(b)), the adverse effect of room symmetries is observable,

corresponding to regions where deterministic MPCs overlap. In case of unresolvable path overlap,

i.e. the delay difference of two MPCs is less than the pulse duration τk−τk′ � Tp, the information

of the components is entirely lost (see Section 3.5.1). The ellipses illustrate the geometrically

decomposed PEB with 20-fold standard-deviation.

Fig. 3.2(c) shows the PEB with path-overlap for the same parameters but for two anchors.

The error ellipses clearly indicate that the PEB is much smaller and the impact of path overlap

has been reduced.
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Figure 3.3: CDFs of the PEB (3.24) for Multipath-Sync, pulse durations Tp = 0.5 ns, Tp = 1 ns and

Tp = 2 ns, and one anchor at a
(1)
1 . Path overlap is neglected in results marked by dashed lines.
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Figure 3.4: CDFs of the PEB (3.24) for Multipath-Sync, pulse durations Tp = 0.5 ns, Tp = 1 ns and

Tp = 2 ns, and two anchors at a
(1)
1 and a

(2)
1 . Path overlap is neglected in results marked by

dashed lines.

A quantitative assessment of this scenarios is given in Figs. 3.3 and 3.4, showing the CDFs

of the PEB for different pulse durations (Tp = 0.5 ns, Tp = 1 ns and Tp = 2 ns). One can ob-

serve that the PEB increases vastly w.r.t. this parameter. The “no PO” results account for the

proportional scaling of Fisher information with bandwidth and additionally for the increased

interference power due to DM, both of which are clearly seen in approximation (3.36). The

influence of path overlap, which is neglected by (3.36), magnifies this effect even further because

its occurrence becomes more probable. It almost diminishes—on the other hand—for the short-

est pulse Tp = 0.5 ns. Over all, the error magnitude scales by a factor of almost ten, while the

bandwidth is scaled by a factor of four.

Fig. 3.5 shows the comparison of the PEB over the floor plan for Multipath-Sync (red lines with
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(b) Anchor a
(1)
1 and a

(2)
1

Figure 3.5: CDFs of the PEB (3.24) for Multipath-Sync with unknown noise and DM statistics, pulse du-

rations Tp = 1 ns and anchors at a
(1)
1 and a

(2)
1 . Path overlap is neglected in results marked by

dashed lines.

circle markers) and for MultipathPDP-Sync21 (black lines with triangular markers). Figs. 3.5a

and 3.5a illustrate the PEB using a single anchor at a
(1)
1 and two anchors at a

(1)
1 and a

(2)
1 for

pulse duration Tp = 1 ns and VAs up to order 2. Both figures contain the PEBs for the “PO”

case (cf. (3.69)) and “no PO” (c.f. (3.70)), illustrated by solid and dashed lines, respectively. For

both cases the estimation of the PDP’s onset τ1 results in a reduction of the PEB. This obvious

from (3.69), thus path overlap is neglected and also the PDP model parameters, beside τ1, are

assumed to be known. More interesting is that this reduction can be also seen for the “PO”

case, even the estimation of nuisance parameters reduces the amount of information gained by

estimating the onset.

Section 5 and [O4–O6, O8] present algorithms based on the presented signal model that can

closely approach these bounds. I.e. cm-level accuracy is obtained for 90 % of the estimates.

21 Again, the DM PDP model is given in (A.16) in Appendix A.1.4.
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Figure 3.6: CDFs of the PEB (3.24) for Multipath-NSync and different synchronization states at pulse du-

ration Tp = 1 ns. Either two anchors are used at a
(1)
1 and a

(2)
1 , which can be synchronized or

not, or just the first anchor.

Multipath-NSync

Fig. 3.6 compares the CDFs of the PEB for Multipath-NSync and different synchronization

states inbetween anchors, obtained from (3.41). The CDFs are shown for either two anchors at

a
(1)
1 and a

(2)
1 which can be synchronized or not, or just the first anchor. A pulse duration of

Tp = 1 ns is used. The performance deteriorates w.r.t. the Multipath-Sync case in Figs. 3.3 and

3.4, which can be explained by the fact that some of the delay information is used for clock-

offset estimation, resulting in a loss of position-related information. A second anchor helps to

counteract this effect. Here, one can recognize an additional gain of information if the two

anchors are synchronized. The impact of path overlap is smaller if two anchors are used and

even less pronounced if the anchors are synchronized.
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Figure 3.7: Logarithmic PEB (3.24) for Multipath-NSync over the example room with Tp = 1 ns, using two

asynchronous anchors at a
(1)
1 and a

(2)
1 . 20-fold standard deviation ellipses are shown at some

sample points.
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Figure 3.8: CDFs of the PEB in (3.24) for Multipath-Sync and Multipath-NSync and Tp = 1 ns with two

anchors at a
(1)
1 and a

(2)
1 . VAs of order one or two are considered; for the latter case also for an

artificial NLOS situation over the whole room.

A qualitative representation of the PEB is shown in Fig. 3.7 for Multipath-NSync over the

example room, with two anchors at a
(1)
1 and a

(2)
1 , and Tp = 1 ns. Comparing this result with the

synchronized case shown in Fig. 3.2(c), one can observe an increase due to the need of extracting

syncronization information. Also, the impact of path overlap has increased.

Fig. 3.8 compares Multipath-Sync and Multipath-NSync for the two-anchors case and Tp = 1 ns,

considering VAs of order one or two and an NLOS scenario where the LOS component has been

set to zero across the entire room. One can observe the importance of the LOS component

which usually has a significantly larger SINR and provides thus more position-related informa-

tion than MPCs arriving later. Increasing the VA order leads in general also to an information

gain. However, in a few cases this trend is reversed since a larger VA-order can lead to more

positions with unresolvable path overlap. This occurs especially at locations close to walls and

in corners.

Multipath-Coop

Fig. 3.9 contains 2D-plots of the different contributions to the PEB in (3.52) for the coopera-

tive case. The PEB has been evaluated for Agent 3 across the entire room with two resting,

cooperating agents at p(1) and p(2). In Fig. 3.9(a), only the monostatic measurements of Agent

3 are considered, illustrating the adverse effect of room symmetries and resulting unresolvable

path overlap. In particular, areas close to the walls are affected as well as the diagonals of the

room. Fig. 3.9(b) shows the information provided by the agents at p(1) and p(2) in their role

as anchors. Their contribution is similar to the fixed-anchor case analyzed in Fig. 3.2(c), but

due to uncertainties in their own positions, this information is not fully accessible. A robust,

infrastructure-free positioning system is obtained if these two components can complement one

another. Indeed Fig. 3.9(c) indicates excellent performance across the entire area. The distinc-

tion between the parts of the position-related information is further highlighted by the CRLB

ellipses in Fig. 3.9(c), which also include the fixed-anchor (bistatic) case of Fig. 3.2(c). It shows
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Figure 3.9: Logarithmic PEB (3.52) with Tp = 1 ns over the example room for three cooperating agents, two
of which are resting at positions p(1) and p(2). The PEB is decomposed into its (a) monostatic
and (b) cooperative components. Plot (c) shows the total PEB for Multipath-Coop. In (c), also
the 40-fold standard deviation ellipses are shown at some sample points for these three cases
and—in addition—for the (bistatic) case with fixed anchors.

the decreased information of the cooperative part in comparison to the bistatic case with fixed

anchors. The monostatic ellipses are mostly oriented towards the nearest wall, where the most

significant information comes from. In many cases, this information is nicely complemented by

the cooperative contribution.

Fig. 3.10 shows the CDFs of the PEB in (3.52) for Tp = 1 ns and VAs of order one and two.

It is interesting to note that Multipath-Coop does not benefit from taking into account second-

order MPCs. This is explained by the large influence of the monostatic measurements, for which

second-order reflections cause many regions with unresolvable path overlap (c.f. Fig. 3.9(a)).

For cooperative measurements, increasing the VA order is still beneficial.

Fig. 3.11 illustrates the influence of bandwidth on Multipath-Coop, using Tp = 0.5 ns and

Tp = 2 ns for VAs of order two. Especially for the monostatic measurements, the occurrence of

unresolvable path overlap is significantly reduced, leading to an advantage of a larger bandwidth.
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Figure 3.10: CDFs of the PEB (3.52) for Multipath-Coop with Tp = 1 ns, for VAs of order one and two,
analyzing contributions of different measurements.
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Figure 3.11: CDFs of the PEB in (3.52) for Multipath-Coop with Tp = 0.5 ns and Tp = 2 ns for VAs of order
two, showing contributions of different measurements types.

3.8 Chapter Summary and Conclusions

In this Chapter, we have introduced and validated a unified framework for evaluating the ac-

curacy of radio-based indoor-localization methods that exploit geometric information contained

in deterministic multipath components (MPCs). The analysis shows and quantifies fundamen-

tal relationships between environment properties and the position-related information that can

potentially be acquired. This is due to two mechanisms: (i) diffuse multipath (DM), which

is related to physical properties of the propagation environment, acts as interference to useful

specular MPCs. (ii) Path overlap, which relates to system design choices as the placement of

agents but also to the given geometry of an environment, may render deterministic components

useless. An increased signal bandwidth allows to counteract those effects since it improves the

time-resolution of the measurements: The power of DM thus decreases and path overlap becomes
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less likely.

The framework allows for the analysis of different measurement setups: For instance, (i) in

absence of synchronization, position information can be extracted from the time-difference be-

tween MPCs. The need for clock-offset estimation reduces thereby the positioning accuracy

in comparison to a synchronized setup. (ii) Cooperation between agents increases the avail-

able position-related information, but the uncertainty of the unknown positions of agents acting

as anchors partly levels this effect. (iii) With monostatic measurements, the VAs move syn-

chronously with the agents, which leads to a scaling of the information provided by MPCs.

These MPC-geometry-dependent scaling factors lie between zero and two w.r.t. a conventional

bistatic measurement.

The quantification of position-related information, as provided by the presented framework,

can be used for designing positioning and tracking algorithms introduced in Sections 4-7 and

also [O4–O6, O8]. The proper parametrization of the underlying geometric-stochastic channel

model optimizes such algorithms and provides valuable insight for system design choices such

as antenna placements and signal parameters. Algorithms that can learn and extract these

environmental parameters online from measurements may achieve such optimization without

the need for manual system optimization and are thus an important topic for further research

on robust indoor localization.
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4
Positioning using Multipath Channel

Information

This chapter is based on the work of [O4] and introduces a positioning algorithm using multipath

channel information and prior floor plan knowledge. The method can be applied to find the

initial position of an agent for the tracking algorithms described in Chapter 5 and Chapter 6.

The computation of the likelihood function can be interpreted as a position dependent channel

estimation problem with prior floorplan information. Using the floorplan knowledge, the sets of

VAs are computed for every anchor using optical ray-tracing [1]. To find the actual position of

an agent, both the deterministic and DM and the AWGN noise parameters are estimated for

agent position hypotheses.

In realistic scenarios, the floorplan has uncertainties that are taking into account by using

a probabilistic formulation of the VA positions as described in Section 2.3 in (2.10). Hence,

the uncertainties of the VAs should be considered by marginalization. In this chapter, the

uncertainty in the VA positions is neglected. It will be re-introduced in Section 5.1.4 in the

context of tracking filter.

4.1 Maximum Likelihood (ML) Estimator of the Agent Position

The maximum a-posteriori (MAP) estimator of the agent position is formulated for deterministic

known VA positions by using (2.11), yielding

p̂MAP = arg max
p

∏

j∈Nj
p
(
p|r(j)

)

= arg max
p

∏

j∈Nj
p
(
r(j)|α(j), τ (j)

)
p
(
α(j), τ (j)|p;A(j))p

(
p
)
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= arg max
p

∏

j∈Nj
p
(
r(j)|α(j), τ (j)

)
p
(
α(j)|τ (j))p(τ (j)|p;A(j))p

(
p
)

= arg max
p

∏

j∈Nj
p
(
r(j)|α(j), τ (j)

)
p
(
α(j)|τ (j))

K(j)∏

k=1

p(τ
(j)
k |p; a

(j)
k )p

(
p
)
. (4.1)

With the assumption of known VA positions and additionally that the channel parameters are

deterministic unknowns, the marginal PDFs of the MPC delays are described by

p
(
τ

(j)
k |p,a

(j)
k

)
= δ
(
τ

(j)
k −

1

c
d
(
a

(j)
k ,p

))
(4.2)

and the PDF of the according MPC complex amplitudes is described by

p(α(j)|τ (j)) = δ
(
α(j) − α̂(j)

LS

(
τ (j)

))
. (4.3)

The least-square estimate of the complex amplitude vector α̂
(j)
LS as in (4.7), describes the relation

between the received signal r(j) and the delay vector τ (j) at the agent position hypothesis p.

Considering a uniform prior distribution over the floor plan for the agent position

p(p) =

{
1/MF p ∈ F
0 elsewhere

, (4.4)

where MF is the area of the floor plan on the 2-D support F of agent position hypothesis p,

the MAP estimator in (4.1) reduces to an ML estimator. Using the likelihood function in (3.5)

results in

p̂ML = arg max
p

∏

j∈Nj
f
(
r(j);α(j); τ (j); p;A(j)

)
. (4.5)

4.1.1 Evaluation of the Likelihood Function

The actual ML estimation algorithm is described in Section 4.1.2. Independent of the used

algorithm, the likelihood function has to be evaluated by applying the following steps:

1. To reduce the uncertainties in the geometry, a MAP estimator has to be used to refine

the VAs positions, employing a set of training data at known locations, yielding â
(j)
k . For

detailed information about the VA position refinement process, please refer to [O6], [45].

2. With the set of VAs, the position dependent set of expected delays τ̂
(j)
k (p) = 1

cd(â
(j)
k ,p)

is used to construct the signal matrix Ŝ(j) as in (3.6). The expected delays τ̂
(j)
k (p) are

refined by searching for the actual amplitude maxima in the received signal vector r(j) in

a window [τ̂
(j)
k (p)− Tp, τ̂

(j)
k (p) + Tp] with the length of the main lobe of the transmitted

signal s(t).

3. Since the DM plus AWGN statistic is usually unknown, the covariance Cr
(j) has to be

estimated from a sufficient large set of measured signals {r(j)
l }Ll=1 around the actual agent

position. Constructing the signal matrix Ŝ(j) for the position hypothesis pl of the l-th
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measurement, the template signal r
(j)
det,l is computed and further the covariance matrix is

estimated by

Ĉ
(j)
r =

1

L

L∑

l=1

(
r

(j)
l − r

(j)
det,l

)(
r

(j)
l − r

(j)
det,l

)H
. (4.6)

Note, that the LOS propagation delay τ̂1,l differences between the measurements have to

be compensated to be able to average over the set of measurements {r(j)
l } of the spatially

close agent positions.

4. Using Ŝ and (4.6), the ML estimation of the complex amplitudes α reduces to a linear

estimation problem. This means, the complex amplitudes are computed by the weighted

least square solution in the following form

α̂
(j)
LS =

(
Ŝ(j)

(
Ĉ

(j)
r

)−1(
Ŝ(j)

)H)−1
Ŝ(j)

(
Ĉ

(j)
r

)−1
r(j). (4.7)

The steps 2 to 4 have to be iterated until a defined convergence criterion is reached, replacing

r(j) by r
(j)
w =

(
Ĉ

(j)
r

)−1
r(j). The likelihood function is evaluated by inserting the estimated

parameter Ŝ(j), Ĉ
(j)
r and α̂

(j)
LS into equation (3.5).

4.1.2 Implementation of the ML Estimator

Due to the fact that the likelihood function is highly multi-modal, non-Gaussian in p and the

measurement model is non-linear, a straight-forward ML estimation is not applicable. Hence, a

hybrid probabilistic-heuristic approach is used which combines an SIR PF with the concept of

PSO in order to find the global maximum in the parameter space. In [103] probability model-

based methods for global optimization are presented. To explore the entire search space and

find new candidate solutions, randomness has to be introduced in the maximization method.

This can be realized: (i) in the re-sampling step of the PF by generating also new values for the

particles instead of conventional re-sampling with replacement or (ii) via a state-space model

which induces the exploration.

The introduced approach, uses a dynamic state-space model to explore the search-space. The

state equation consists of two parts, the first one is described by a constant-velocity random

walk model and the second part is responsible for the particle swarm behavior [104].

Sequential Monte Carlo Methods – SIR Particle Filters

Particle filters represent a sub-optimal sequential Monte Carlo method for solving non-linear

and non-Gaussian sequential Bayesian state estimation problems which can not be computed in

a closed form. This method allows for a complete representation of the state distribution also

for arbitrary PDFs with no restricted assumptions of the form of the density. In general, the

Bayesian tracking problem is the recursive computation of a degree of belief of a hidden state,

e.g. position and velocity xn = [pT
n ,v

T
n ]T, using measurement rn at time-index n. Hence, this

Bayesian approach is used for ML localization, not tracking, the index n describes in this Section
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the evolution of the distribution as a function of time until convergence is reached. In every

iteration the new received signal vector rn is accumulated in r1:n. In the case there is just one

measurement for each anchor per iteration (i.e. a set of measurements in the vicinity of p to be

able to estimate the noise covariance matrix) r1:n = rn = r ∀ n. The state estimation is done in

two consecutive stages using a first-order hidden Markov model (HMM): (i) the prediction step

obtains the predicted posterior PDF p(xn|r1:n) using the Chapman-Kolmogorv equation [105]

p(xn|r1:n−1) =

∫

xn−1

p(xn|xn−1)p(xn−1|r1:n−1)dxn−1, (4.8)

where p(xn|xn−1) is the state evolution probability, and (ii) the update step which is solved via

Bayes’rule

p(xn|r1:n) =
p(rn|xn)p(xn|r1:n−1)∫

xn
p(rn|xn)p(xn|r1:n−1)dxn

, (4.9)

where p(rn|xn) =
∏
j∈Nj f(r

(j)
n |τ (j);α(j); pn;A(j)) is the measurement likelihood function (3.5)

dependent on the position pn.

For solving (4.8) and (4.9), particle filters use a finite set of weighted samples, i.e. particles

{x(i)
n , a

(i)
n }Ii=1, to approximate the involved PDFs. The particles are sampled from an importance

distribution x
(i)
n ∼ q(x

(i)
n |x(i)

n−1, rn) and their weights a
(i)
n are computed in each iteration with

a(i)
n = a

(i)
n−1

p(rn|x(i)
n )p(x

(i)
n |x(i)

n−1)

q(x
(i)
n |x(i)

n−1, rn)
,

I∑

i=1

a(i)
n = 1, (4.10)

using the weight a
(i)
n−1 from the previous time step and the new measured data rn. A simple choice

of importance distribution is the state evolution probability q(x
(i)
n |x(i)

n−1, rn) = p(x
(i)
n |x(i)

n−1). To

reduce the degeneration22 of the particles, a re-sampling step is introduced after every iteration.

In this step, particles are drawn according to their weights which means that particle states

x
(i)
n with high weight a

(i)
n are duplicated more often than particles with lower weights. The

particle weights after every re-sampling step are set to a
(i)
n = 1/N . A commonly used re-

sampling method is systematic re-sampling [106]. So, the computation of the weights simplifies to

a
(i)
n ∝ p(rn|x(i)

n ) =
∏
j∈Nj f(r

(j)
n |τ (j);α(j); p

(i)
n ;A(j)). The posterior PDF can be approximated

as

p(xn|r1:n) ≈
I∑

i=1

a(i)
n δ(xn − x(i)

n ), (4.11)

where for I →∞, (4.11) approaches the true posterior.

Concerning the re-sampling step another issue is the “particle collapse”, the degenerated

particle representation of the state space, where all particles occupy the same point in the state

space. A remedy against this is to use a regularization Kernel K(·) after re-sampling to draw

22 This means that after some iterations almost all particles except one have negligible weights leading to a poor
approximation of the posterior PDF.
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new samples [105] yielding (4.11) to

p(xn|r1:n) ≈
I∑

i=1

a(i)
n K(xn − x(i)

n ) (4.12)

that represents the smoothed posterior PDF. As described in [105], an optimal choice of Kernel

is the Epanechnikov Kernel with Kernel bandwidth that minimizes the mean square error (MSE)

between the true posterior and the regularized posterior PDF. In practice, the empirical co-

variance Sn of the particle distribution is computed before the re-sampling step. This empirical

covariance Sn is then used to compute the Kernel bandwidth to obtain the regularized posterior

PDF.

PF-PSO

In PSO the particles are generated randomly and by iterative updates of the positions using a

cost function. The particles learn from their own cost-measure and the cost-measure of the other

particles introducing swarm behavior. In our case, the particles in the swarm gain a velocity

in direction of the global maximum, so that the PSO is able to jump out of local maxima and

find the global optimum. This swarm behavior is integrated in the PF by the state transition

equation [104] which is described by

x(i)
n = Fx

(i)
n−1 + u1


 pibest

n−1 − p
(i)
n−1

∆T (pibest
n−1 − p

(i)
n−1)


+ u2


 pgn−1 − p

(i)
n−1

∆T (pgn−1 − p
(i)
n−1)


+ Gnacc. (4.13)

Here,

F =




1 0 ∆T 0

0 1 0 ∆T

0 0 ∆T 0

0 0 0 ∆T




and G =




∆T 2

2 0

0 ∆T 2

2

∆T 0

0 ∆T




(4.14)

are the state transition matrix and the noise weighting matrix, and ∆T is the discrete time step

between two time instances, which represents in the case of positioning a weighting factor of the

velocity and can not be seen as a “real” time difference measure. The weights u1 and u2 are ran-

dom control factors drawn from a uniform distribution U(0, 1), nacc is a zero-mean Gaussian driv-

ing acceleration noise with co-variance matrix σ2
accI2. pibest

n and pgn denote the maximum of the

set of particles in the current iteration n and the global maximum of the past iterations, respec-

tively. The algorithm starts with uniformly distributed particles over the entire search space. For

these candidates the likelihood function is evaluated and the global maximum of the likelihood

function Lgn and the corresponding position pgn = arg max
p
(i)
n

∏
j∈Nj f(r

(j)
n |τ (j),α(j),p

(i)
n ;A(j))

are computed. Further, the current maximum of the particles Libest
n = Lgn and also the corre-

sponding position pibest
n = pgn are set to the global values. Then, the state x

(i)
n (prediction step)

and the according weights a
(i)
n (measurement update) of the particles are evaluated iteratively

for a defined number of iterations. After each measurement update and before the re-sampling

step is executed, the maximum of the current particles Libest
n at position pibest

n is computed and
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accepted as new global maximum if Libest
n > Lgn.

Estimation of the DM plus AWGN Covariance

As for every particle at position p(i)
n

the deterministic MPCs are estimated, also the covariance

C
(i)
r given in (4.6) has to be estimated for the i-th particle. If the set of measurement with

which the C
(i)
r is estimated are from very closely spaced agent positions p1 ≈ p2 ≈ · · · ≈ pL,

it is a proper assumption to estimate the deterministic MPCs for all measurements using the

same agent position hypothesis p and to align all measurements to the same first delay. This

simplification is exploited when estimating the DM plus AWGN covariance Cr.

The estimation of the covariance matrix Cr for every particle is computationally very de-

manding and time consuming. Possible simplifications are the following:

• Estimate the covariance matrix Cg
r for the actual global maximum of the likelihood func-

tion Lgn at position pgn of n-th iteration step.

• Estimate the covariance matrices {Cibest
r } for a certain number Nlhf of highest peaks of

the likelihood function at positions {pibest
n }Nlhf

ibest=1 of n-th iteration step. For all particles

which are not at the location of these maxima, the distances to this maxima are computed.

In the next iteration step n+1, the evaluation of the likelihood function is performed for a

particle with the Cibest
r which is computed for the nearest past maximum of the likelihood

function Libest
n .

Initialization of PF

A straightforward initialization of the PF is to draw the particle state uniformly from p(p)

described in (4.4). However, for a satisfying convergence rate of the particle-based positioning

algorithm, a high initial number of particle is needed. To reduce the computation demands and

time, one possibility to overcome this issue is to draw the prior particle state from a “simpler”

likelihood function than the one given by (3.5). This likelihood function uses a certain number

Nmeas of estimated MPC distances d̂
(j)
i,n comprised in the set Zn and the VAs at positions a

(j)
k ,

yielding [107]

f(Zn|pn;A) =

Nmeas∏

i=1

PVA

∏

j∈Nj

1
∑K

(j)
n

k=1 v
(j)
k

K
(j)
n∑

k=1

v
(j)
k N

(
d̂

(j)
i,n|d(a

(j)
k ,pn),

(
σ

(j)
d,k

)2)

+ (1 − PVA)fVA(Zn|pn;A), (4.15)

where PVA is the probability that the estimated MPC distance d̂
(j)
i,n corresponds to a certain

VA a
(j)
k , v

(j)
k is a weighting factor that describes the relevance of this VA and σ

(j)
d,k defines the

ranging standard deviation. If prior knowledge of the position-related information of the VAs

is available, both, v
(j)
k and σ

(j)
d,k can be computed using the SINRs from Section 3.3.2. If there

is no prior knowledge, v
(j)
k can be defined by the VA order, i.e. VAs with higher order have a

lower weight, and the range standard deviations can be defined using the pulse duration Tp.
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The likelihood function fVA(Zn|pn,A) represents measurements that are falsely detected. It

can be selected as a uniform distribution between zero and a maximum range that depends on

the floor plan size and the used maximum VA order. More details can be found in [107].

4.2 Performance Evaluation

4.2.1 Measurement Setup

Measurements
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Figure 4.1: Floor-plan of an empty seminar room with a 5 cm-spaced trajectory (black line) of agent positions.
The close-up shows that for every agent position p (magenta dot), a set of 25 measurements
has been recorded in a rectangular grid with a 1 cm spacing. Furthermore, two physical anchors
j = {1, 2} are illustrated and a few of the expected VAs.

For the evaluation of this positioning approach, we use the seminar room scenario of the

MeasureMINT database [102]. We use an agent trajectory as shown in Fig. 4.1, consisting of 220

points spaced by 5 cm. At each position, ultra-wideband (UWB) measurements are available

of the channel between the agent and the two anchors at the positions p
(1)
1 = [0.5, 7]T and

p
(2)
1 = [5.2, 3.2]T. The measurements allow for 25 quasi-parallel trajectories, as in total 25× 220

points have been measured at a 1 cm grid spacing [O6], [1]. The grid measurements in the

vicinity of the agent’s actual position serve for the estimation of DM. The measurements have
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been performed using an M-sequence correlative channel sounder developed by Ilmsens. This

sounder provides measurements over approximately the FCC frequency range, from 3− 10 GHz.

On anchor and agent sides, dipole-like antennas made of Euro-cent coins have been used. They

have an approximately uniform radiation pattern in azimuth plane and zeroes in the directions

of floor and ceiling. Out of this range, we select the desired frequency band using filtering with

a raised cosine pulse s(t)e2πfct with a pulse duration Tp = 0.5 ns (corresponding to a bandwidth

of 2 GHz) at a center frequency of fc = 7 GHz. To get the complex-valued baseband signal, a

down conversion is performed.

Estimation

To evaluate the likelihood function in (3.5), we used two approaches: (i) Grid based maximum a-

posteriori (MAP) given in (4.1): The likelihood function is evaluated over a 40× 40 cm rectangle

around the true agent position with resolution of 1x1 cm2 and the highest mode corresponds to

the estimated maximum of the likelihood function given in (4.5); (ii) PF-PSO: A sufficiently large

number of particles, i.e. N = 2000, is uniformly distributed over the whole room. The likelihood

function is evaluated for Niter = 8 iterations following the description given in Sec. 4.1.2, where

the initial acceleration process noise σacc = 8 cm/s2 and the initial velocity weight ∆T = 0.0125 s.

Since the likelihood function has very narrow modes, the weights a
(i)
n are compressed with a

roughening factor which means that the exponent of the likelihood function was divided by this

factor. The initial value of the roughening factor was set to a value of 100. During the iterations

of the PF-PSO filter, σacc and ∆T parameters were linearly decreased down to zero to simulate

an annealing process and the roughening factor was decreased until it reaches 1. To enhance the

robustness of the point-estimate p̂ of the ML estimator, we computed the median over the entire

set of particles at each trajectory point. To generate the error CDFs we performed Monte-Carlo

simulations averaged over 30 dynamic model noise realizations23.

4.2.2 Discussion of Performance Results

Measurements, Position Likelihood, and CRLB

In Fig. 4.2, the likelihood function (3.5) is shown in log-domain evaluated for the whole room for

a measured CIR r(j) between the agent located at position p = [2.2, 6.6]T and the two anchors. In

the figure, the multi-modality of the likelihood function is clearly visible. The global maximum

at p̂ = [2.19, 6.6]T matches the true position of the agent very well. The radii of the arcs with

a high likelihood correspond to the delays of the LOS and VAs visible in the measurements.

In the figure, we also plot the estimated positions and co-variances (estimated from particles)

for a few trajectory points together with the computed CRLB of the position error. Both error

ellipses are plotted with hundred-fold standard deviation. The orientation of the error ellipses

depends on the geometry of the room and the positions of the anchors and the agent involved.

We observe that the orientation and size of the CRLB error ellipses fit well with the estimated

co-variance ellipses. Small deviations can be explained by the fact that the co-variance has to

23 We observed that this number of used Monte-Carlo simulations leads to a steady state outcome suggesting
that it is sufficiently high.
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Figure 4.2: Likelihood evaluated over the whole room. The anchors are placed at a
(1)
1 and a

(2)
1 , the agent is

placed at p = [2.2, 6.6]T. The global maximum at position p̂ = [2.19, 6.6]T matches well with the
true agent position. Additionally, the estimated agent position, the co-variance and the CRLB
are shown with hundred-fold standard deviation for a few other agent positions.

be estimated from a set of measurements rather than from a single measurement. The same

holds for the estimation of parameters needed for the computation of the CRLB, c.f. (3.36). So,

this comparison gives just an approximate comparison between the CRLB and the co-variance

of the position estimate.

Positioning performance

In Fig. 4.3, the CDFs of the position error are shown for the grid-based MAP and PF-based ML

estimation methods. These CDFs include data from all 220 agent positions using only Anchors

1 and 2 individually and in combination (top to bottom). The CDF plots “without DM” neglect

the knowledge of DM, i.e. Cr
(j) = N

(j)
0 IM in the likelihood (3.5). Then the signal model

reduces to the deterministic MPCs plus additional AWGN. We observe that for both methods,

the knowledge of DM results in a reduction of the position errors. Also, the occurrence of outliers

is reduced when considering DM, which demonstrates the benefit of the suggested signal model

and can be seen as a measure of higher robustness.

If only Anchor 2 is active, the position error is below 2.5 cm in 90 % of the estimates for

the grid based MAP method considering DM and 5.5 cm without DM knowledge. The ML

estimation with DM knowledge is also below 2.5 cm in 90 % of the estimates while it reaches a
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1 (b) or the combination of both (c).

similar accuracy in only 40 % of the cases without DM. The same holds for all combinations

of the involved anchors: the performance of the ML estimation is much worse, without DM

knowledge. The reasons for this are twofold: First, the model is less accurate, thus modes of

the likelihood function at the wrong position are too optimistic which leads more often to a

convergence of the ML estimation in the wrong mode. The second issue is of numerical nature.

Due to the more probable model-mismatch of the signal model, the values of the log-likelihood

function are even (much) smaller and also exhibit a larger dynamic range. Hence, the likelihood
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function is more skewed which leads to the requirement of more particles for the ML estimation.

If Anchor 1 is active, the positioning error shows the same tendency, but the values are

increased. This suggests that the location of Anchor 1 is less suited for positioning along the

agent trajectory compared to the location of Anchor 2. Since information available through

measurements never increases the uncertainty, the error is the smallest when both anchors are

active. This is independent of the signal model used (with or without DM). The lowest error is

achieved if DM is taken into account. Then the resulting error remains below 1.9 cm for both

methods in 90 % of the position estimates. Note that the bandwidth used is 2 GHz, yielding a

delay resolution of 15 cm.

4.3 Chapter Summary and Conclusions

In this chapter it was shown that the proposed maximum likelihood (ML) estimation algorithm

for multipath-assisted indoor positioning is working with real channel measurement in a robust

and accurate sense. Due to the rich geometric information contained in the MPCs, positioning

is possible with only one anchor. Depending on the environment this is also true for NLOS

scenarios, in principle. However, in a LOS scenario considering DM, a position error of less than

2.5 cm in 90 % of the estimates was achieved for only one active anchor. The results show that the

knowledge of DM leads to significant improvement of robustness and accuracy of the estimation

scheme. The proposed algorithm can be employed as an efficient scheme for initialization of

multipath-assisted indoor navigation and tracking (MINT).
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5
Position Tracking using Multipath Channel

Information

In this chapter different state space estimators are presented for position tracking using multipath

channel information. These state space estimators can be subdivided into the following groups:

1. Estimators that conduct DA between the expected delays (between agent and VAs) and

the estimated MPC delays. Assuming a Gaussian state space and measurement noise, but

a non-linear measurement equation d(a
(j)
n,k,pn), Kalman filters, like the extended Kalman

filter (EKF) or the unscented Kalman filter (UKF), are proper choices of state space filters.

2. Estimators that using the likelihood function (3.5) of the entire received signal vectors

r(j), without doing explicitly DA. To cope with the non-linear and non-Gaussian likeli-

hood model a PF is used as described in Section 4. These estimators are more robust in

comparison to the EKF or UKF [108, 109], however on the other hand they have much

higher computational complexity.

3. To preserve the robustness of PF-based methods, but with the additional benefit of low

computational complexity, a hybrid filter is used that combines a PF-approach with an

EKF or UKF (and DA) [110]. This hybrid approach needs much less particles to represent

the posterior distribution of the state space.

Further, the state space (agent state) is extended to the positions of the VAs to set the stage

for probabilistic MINT.
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Figure 5.1: Block diagram of MINT using data association (DA). The gray blocks will be introduced in
Chapter 6.

5.1 Multipath-assisted Indoor Navigation and Tracking (MINT)

using Data Association (DA)

Parts of Section 5.1.1 are based on [O6], [1] and can be seen as a recap for the sake of complete-

ness. Fig. 5.1 illustrates the schematics of the entire algorithm. Sub-blocks that executing the

DA are depicted in green. All sets shown in Fig. 5.1, already represent the union sets for all J

anchors (see for Section 2.2.1).

5.1.1 Data Association

The set of expected MPC delays D(j)
n at time step n contains the distances of each VA in A(j)

n

to the predicted position (see Section 5.1.2)

D(j)
n =

{
d

(j)
k,n : ∀ a

(j)
n,k ∈ A(j)

n

}
, (5.1)

where d
(j)
k,n = d(a

(j)
n,k,pn) are the expected distances between the agent at position pn and the

k-th VA at position a
(j)
n,k. The set of estimated distances of anchor j is given as Z(j)

n = {d̂(j)
k,n}

K̂
(j)
n

k=1

as described in Section 2.2.1. As D(j)
n and the set of estimated delays Z(j)

n are sets of usually

different cardinality, i.e. |Z(j)
n | = K̂

(j)
n 6= |D(j)

n | = K
(j)
n , no conventional distance measure is

defined and therefore there is no straightforward way of an association. We employ a well-

known multi-target miss-distance, the optimal sub-pattern assignment (OSPA) metric [111].
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For K̂
(j)
n ≥ K(j)

n , which can be ensured by filling up Z(j)
n with dummy clutter, it is defined as

dOSPA(D(j)
n ,Z(j)

n ) =


 1

K̂
(j)
n


 min
π∈Π

K̂
(j)
n

K
(j)
n∑

i=1

[
d(dc)(d

(j)
i,n, d̂

(j)
πi,n)

]p
+ dpc(K̂(j)

n −K(j)
n )






1
p

, (5.2)

where ΠN is defined as the set of permutations of positive integers up to N and πi is a vector

which elements represents the i-th ordering of positive integers. The function d(dc)(x, y) =

min(dc, d(x, y)), i.e. an arbitrary distance metric d(·) that is cut off at a dc > 0, the so-called

cut-off distance, which is a design parameter. The metric order is denoted as p. The first sum in

the metric is the cumulative distance over the optimal sub-pattern assignment of Z(j)
n to D(j)

n ,

i.e. where K
(j)
n entries of Z(j)

n are assigned optimally to the entries of D(j)
n . The Hungarian or

Munkres algorithm can be used for this assignment [111, 112]. For the remaining K̂
(j)
n − K(j)

n

entries of Z(j)
n , dc is assigned as penalty distance. For performing the data association (DA), we

introduce a set C(j)
n of correspondence variables [113], whose i-th entry c

(j)
n,i is defined as

c
(j)
n,i =




k, if d̂

(j)
i,n corresponds to VA a

(j)
k

0, if d̂
(j)
i,n corresponds to clutter.

(5.3)

The optimal sub-pattern assignment between Dn and Zn is reflected by the first part of (5.2)

πopt = arg min
π∈Π

K̂
(j)
n

K
(j)
n∑

i=1

d(dc)(d
(j)
i,n, d̂

(j)
πi,n)p. (5.4)

With this, the correspondence variables are set as

c
(j)
n,i =




k, if [πopt]k = i and d(dc)(d

(j)
n,k, d̂

(j)
n,i) < dc

0, else.
(5.5)

Where, [πopt]k denotes the k-th entry of the optimal sub-pattern assignment. After the DA was

applied for all anchors, the following union sets are defined:

• The set of associated discovered (and optionally a-priori known) VAs An,ass =
⋃
j A

(j)
n,ass.

• The according set of associated measurements Zn,ass =
⋃
j Z

(j)
n,ass.

• The set of remaining measurements Zn,ass =
⋃
j Z

(j)
n,ass, which are not associated to VAs

of An. As shown in Fig. 5.1 (yellow parts), these not associated delays are used for the

discovery of new VAs as described in Section 6.

Ongoing work: The DA can also be performed probabilistically [114, 115], i.e. for a set of

particles, the likelihood function (4.15) is evaluated for each association pair between the mea-

sured delays and the expected delays to the VAs at the agent position pn. For each particle

with the according set of associations A(i)
n,ass, the equations (5.7) and (5.6) are evaluated using

e.g. a UKF as it will be described in the following subsections. The posterior distribution of

the state space is then estimated from all weighted UKF posterior states that belong to the
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particles of the DA. An algorithm based on belief propagation on a factor graph is presented in

[116], which involves target-related and measurement-related data association. The algorithms’

complexity scales only quadratically in the number of targets, i.e. in our case the number of VAs,

and linearly in the number of measurements, i.e. the number of sensors. It also outperforms

state-of-the-art methods, like the Joint probabilistic data association filter (JPDA) [114] whose

complexity scales exponentially with the number of targets (VAs).

5.1.2 State Space and Measurement Model

The distance estimates for all anchors Zn are stacked in the measurement input vector and

modeled as

zn =
[
. . . , d(a

(j)
n,k,pn), . . .

]T
+ nz,n, a

(j)
k,n ∈ An,ass. (5.6)

The cardinality of the VA set An,ass is defined as Kn =
∑

jK
(j)
n . The vector nz,n contains

Gaussian measurement noise with covariance matrix Rz,n. The choice of Rz,n depends on the

amount of prior information about the range uncertainties (3.38) and will be explained in Section

5.1.3. As state space model for the agent, a simple linear Gaussian constant-velocity motion

model is used

xn = A(xn−1,na,n) = Fxn−1 + Gna,n

=




1 0 ∆T 0

0 1 0 ∆T

0 0 1 0

0 0 0 1




xn +




∆T 2

2 0

0 ∆T 2

2

∆T 0

0 ∆T




na,n. (5.7)

The state vector of the agent is xn = [pn,xn]T, and ∆T is the discrete time update rate. The

driving acceleration noise term na,n is zero-mean, circular symmetric with variance σ2
a and mod-

els motion changes that deviate from the constant-velocity assumption. The transformed noise

covariance matrix is given as Ra = σ2
aGGT. Possible state space filters in combination with DA

with low computational demand are the following:

The EKF for MINT [O6], [1]: Uses a first-order Taylor approximation of the measurement

equations d(a
(j)
n,k,pn) for the j-th anchor, yielding

H(j)
n =




∂d(a1,n,pn)
∂xn

∂d(a1,n,pn)
∂yn

0 0

...
...

...
...

∂d(aKn,n,pn)
∂xn

∂d(aKn,n,pn)
∂yn

0 0


 , (5.8)

where for the sake of simplicity the anchor index j has been dropped from the VAs a
(j)
k,n and

the number of VAs K
(j)
n . Stacking the linearized measurement matrices of the J anchors yields

Hn =
[(

H1
n

)T
, . . . ,

(
HJ
n

)T]T
. After the prediction step (5.9) of the EKF, the DA is performed.

Then, the linearized measurement matrix (5.8) and the covariance matrix Rz,n are computed
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and the EKF update (5.10) can be performed. The principle algorithm scheme is depicted in

Fig. 5.1.

• Prediction step:

x−n = A(xn−1) = Fxn−1 (5.9a)

C−xn = FCxn−1F
T + Ra (5.9b)

• Update step:

z−n =
[
. . . , d(a

(j)
n,k,p

−
n ), . . .

]T
, a

(j)
k,n ∈ An,ass (5.10a)

Kn = C−xnHT
n

(
HnC

−
xnHT

n + Rz,n

)−1
= Cx−n z−n

C−1

z−n z−n
(5.10b)

xn = x−n + Kn

(
zn − z−n

)
(5.10c)

Cxn = (I−KnHn)C−xn = C−xn −KnCz−n z−n
KT
n (5.10d)

The unscented Kalman filter (UKF) for MINT: The UKF uses a so-called unscented

transformation (UT) [108] that is a method for calculating the statistics of a RV x ∈ RI with

dimension I, which undergoes a nonlinear transformation. This method is based on deterministi-

cally chosen sample points, the so-called sigma points (SPs) [108,109]. These SPs can be directly

inserted into non-linear prediction and update equations, instead of using a first-order Taylor ap-

proximation of the nonlinearity as it is done for EKF. The first-order approximation can induce

large errors in the mean µx = E {x} and the covariance matrix Cx = E
{

(x− µx)(x− µx)T
}

of the transformed RV x ∈ RI . This may lead to an underestimation of the covariance and a

bias in the estimated mean, so that the filter may tend even to diverge from the agent track.

This can be prevented by using the UKF24.

The SPs of the RV x are X =
{
x(i)
}2I

i=0
and their corresponding “mean” weights

{
w

(i)
m

}2I

i=0

and “covariance” weights
{
w

(i)
c

}2I

i=0
are chosen such that the sample mean estimate µ̂x =∑2I

i=0w
(i)
m x(i) and the sample covariance matrix estimate Ĉx =

∑2I
i=0w

(i)
c (x(i)− µ̂x)(x(i)− µ̂x)T

are exactly the same as the true mean µx and covariance matrix Cx of the exemplary RV.

The closed-form expression of the SP, the weights and the tuning parameters can be found in

[108,109]. The UKF is described by the following set of equations:

24 The differences between the means and the covariance matrices after first-order Taylor approximation and UT
are illustrated very well in Fig. 2 in [109].
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• Form a matrix Xn−1 with 2I + 1 SPs:

Xn−1,0 = xn−1 (5.11)

Xn−1,i = xn−1 +
[
γ
√

Cxn−1

]
i

i = 1, . . . , I (5.12)

Xn−1,i = xn−1 −
[
γ
√

Cxn−1

]
i

i = I + 1, . . . , 2I, (5.13)

where for every row of the covariance matrix Cxn−1 a set of I SPs is computed and

γ =
√
I + λ with λ as scaling factor, chosen as in [109].

• Prediction step:

X−n = A(Xn−1) (5.14a)

x−n =
2I∑

i=0

w(i)
m X−i,n (5.14b)

C−xn =
2I∑

i=0

w(i)
c (X−i,n − x−n )(X−i,n − x−n )T + Ra (5.14c)

• Redraw 2I + 1 SPs X ∗−n from predicted mean x−n and covariance matrix C−xn

• Update step:

ZSP
n =

[
. . . , d(a

(j)
n,k,x

∗−
n ), . . .

]T
, ∀ a

(j)
k,n ∈ An,ass, ∀x∗−n ∈ X ∗−n (5.15a)

z−n =
2I∑

i=0

w(i)
m ZSP

i,n (5.15b)

Cz−n z−n
=

2I∑

i=0

w(i)
c (ZSP

i,n − z−n )(ZSP
i,n − z−n )T + Rz,n (5.15c)

Cx−n z−n
=

2I∑

i=0

w(i)
c (X ∗−n − x−n )(ZSP

i,n − z−n )T (5.15d)

With these equations, the Kalman gain Kn (5.10b), the posterior mean xn in (5.10c) and

the posterior covariance matrix Cxn in (5.10d) can be computed.
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5.1.3 SINR and Range Uncertainty Estimation

For the measurement noise model of the tracking filter, the range estimation uncertainties

var
{
d̂

(j)
k,n

}
to the associated VAs are used to build the measurement noise covariance matrix as

Rz,n = diag
{

var
{
d̂

(j)
k,n

}}
= diag

{(
σ

(j)
d,k,n

)2} ∀ k, j : a
(j)
k,n ∈ An,ass. (5.16)

Hence, the measurement noise covariance matrix is directly coupled with the position-related

information that is based on SINRs. As described in (3.38) the MPC range uncertainty is

related to the SINRk of the k-th VA at agent position pn via the inverse Fisher information

of the corresponding distance. The SINRs are estimated with a method of moments estimator

[O6] using a set of MPC complex amplitudes, associated k-th VA. The estimator is defined as

SINR
(j)
k,moments =

(
µ̂1(

µ̂2
1 − µ̂2

)1/2 − 1

)−1

, (5.17)

where µ̂1 and µ̂2 are the mean and the variance of a set of estimated complex amplitudes{
|α̂(j)
k |2

}
, respectively. According to (2.1) the estimated complex amplitudes α̂

(j)
k = α̂

(j)
det,k +

α̂
(j)
diff,k + α̂noise,k comprise the deterministic, the DM and the AWGN parts of the k-th MPC.

Hence, the method of moments estimator estimates the Rician K-factor of the k-th MPC which

represents the according SINRk. Appendix C provides insights about the estimator’s connection

to the signal model in (2.1).

This estimation can be done either from offline training data or online over a window of past

estimated agent positions with the according set of associated amplitudes
{
α̂

(j)
k,i

}n
i=n0

. All blocks

in Fig 5.1 that are responsible for estimating the range variances are drawn in red. The online

estimation is started once an initial window size of measurements is available for the respective

newly associated VA. Until then, a default value σ2
d,init is assigned. The VA-filter block in

Fig. 5.1 (in green) allows to exclude VAs with too unreliable position information, i.e. too large

ranging standard deviation, from the DA, using a threshold value σ2
d,max. For a VA without

associated measurements at time step n, the previous value of the estimated range variance is

assigned.

5.1.4 Integrate VAs into the State Space

As it has been discussed in Section 2.1, for a proper description of the environment the un-

certainties in the floor plan have to be considered, captured by the uncertainty of the VAs as

described in (2.9). That means the VAs have to be represented by RVs within a joint probabilis-

tic space with the agent’s probabilistic state. With the online estimation of the SINRs of the

k-th VA as described in Section 5.1.3 and the recursive estimation of the VA position marginals,

the next step towards a “fully” cognitive positioning system is accomplished. The interrelation

between the Bayesian state estimator and the GPEM memory at the perceptor-side of the CDS

are indicated by the up- and downwards arrows in Fig. 2.3. To reference to this new method,

we use the term probabilistic MINT. The according Bayesian FIM for the agent and the VA

positions are given in (3.58) and the marginal Bayesian FIM for the agent in (3.60). The last
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term of equation (3.60) illustrates the information loss due to the uncertainties in the VAs in

comparison to (3.36).

To incorporate the associated VAs An,ass into the state space of xn, the model (5.7) is extended

to

x̃n = F̃nx̃n−1 + G̃nna,n =

[
F 04×2Kn

02Kn×4 I2Kn×2Kn

]
x̃n−1 +

[
G

02Kn×2

]
na,n, (5.18)

where x̃n = [xT
n ,a

T
2,n, . . . ,a

T
Kn,n

]T represents the stacked state vector, where {a(j)
k,n} ∈ An,ass.

The covariance matrix of x̃n is defines as

C̃n =




Cxn

[
Cxn,a2,n . . . Cxn,aKn,n

]




CT
xn,a2,n

...

CT
xn,aKn,n







Ca2,n . . . Ca2,n,aKn,n

...
. . .

...

CT
a2,n,aKn,n

. . . CaKn,n






, (5.19)

where Cxn,ak,n are the cross-covariances between the agent state xn and the VAs at positions

ak,n, Cak,n,ak′,n , with k 6= k′, are the cross-covariances between VAs and Cak,n are the covariances

of the VAs. The measurement model is defined as

z̃n = h̃n(x̃n) + ñz,n = H̃nx̃n + ñz,n, (5.20)

where z̃n = [zT
n , z

T
2,P2,n

, . . . , zT
Kn,PKn,n ]T is the stacked measurement vector. The vector zk,Pk,n

represents a set of measurements over time (past measurements) that have been associated

with the k-th VA, where Pk,n defines the according set of time indices at which the DA was

possible. The stack vector ñz,n contains the according measurement noise. The measure-

ment model h̃n contains all distance equations from the VA positions to the agent position

d(a
(j)
n,k,pn) ∀ a

(j)
n,k ∈ An,ass and from the actual and past agent positions to the VA positions

d(pn,a
(j)
timestepsym,k) ∀ a

(j)
n,k ∈ An,ass to update the agent and the VAs, respectively.

In case an EKF is used as state space estimator, the linearized measurement matrix H̃n =[(
H̃1
n

)T
, . . . ,

(
H̃J
n

)T]T
is needed as illustrated in Equation (5.21). Note that (5.21) shows the

general structure of the fully occupied measurement matrix, but for time instance n just columns

are present for which the corresponding VAs are inAn,ass, and rows for which measurements of zn

and zT
k,Pk,n ∀a

(j)
n,k ∈ An,ass are available. To compute all distance equations in h̃n and derivatives

in H̃n, also past agent positions pi with i ∈ Pk,n ∀ k are used. The measurement covariance

matrix Rz,n contains the according past range variances that are based on the estimated SINRs.

In (5.21) all anchor indices j are dropped for a
(j)
k,n and for K

(j)
n , for the sake of simplicity.

The upper left block in (5.21) comprises the linearized measurement equations for the agent

position pn. The other Kn blocks of linearized measurement equations are for the VA positions

{a(j)
k,n} ∈ An,ass. The upper right diagonal matrix holds the linearized measurement equations

for the actual delay measurements to the VAs and the lower right block-diagonal matrix the

linearized measurement equations for the past measurements to VAs that were associated with

the according delay. As shown in Figure 5.1, the tracking filter (blue block) feeds the newly

estimated agent position p and the VA positions {a(j)
k,n}K

(j)

k=1 back to the VAs/agent position

– 88 –



5.1 Multipath-assisted Indoor Navigation and Tracking (MINT) using Data Association (DA)

memory (yellow block). These relations between the tracking filter and the memory are reflected

by the interconnection between the Bayesian state filter block and environment model memory

block of the perception side of the cognitive positioning system, shown in Figure 2.3.

The additional past states and measurements are incorporated to improve the updates of the

VA positions and can be interpreted as an extension of the measurement model. Considering

also the uncertainties of the past agent positions in a ”fully” Bayesian approach, one would

need to incorporate the agent’s past positions and covariances into the state space to pass the

uncertainties onto the actual position of the agent. With this the cross-covariances between the

past states itself and the VAs have to be considered in the state space model and measurement

model equations. The concept of using past agent states for estimating features, in our case

the VAs, was termed in [117] as delayed mapping. An optimal smoothing tracking filter [118]

that propagates the uncertainty back and forth in time (message passing over time) is beneficial

to further improving the agent positions. The state space in (5.18) and measurement model in

(5.20) set the stage for SLAM which will be discussed in Section 6.

H̃(j)
n =




∂d(a1,n,pn)
∂xn

∂d(a1,n,pn)
∂yn

0 0 0 0 . . .
∂d(a2,n,pn)

∂xn

∂d(a2,n,pn)
∂yn

0 0
∂d(a2,n,pn)

∂x2,n

∂d(a2,n,pn)
∂y2,n

. . .

...
...

...
...

...
...

...
∂d(aKn,n,pn)

∂xn

∂d(aKn,n,pn)
∂yn

0 0 0 0 . . .

0 0 0 0
∂d(a2,n,pn−1)

∂x2,n

∂d(a2,n,pn−1)
∂y2,n

. . .

...
...

...
...

...
...

...

0 0 0 0
∂d(a2,n,p1)

∂x2,n

∂d(a2,n,p1)
∂y2,n

. . .

0 0 0 0 0 0 . . .

...
...

...
...

...
...

...

0 0 0 0 0 0 . . .

. . . 0 0

. . . 0 0

...
...

...

. . .
∂d(aKn,n,pn)

∂xKn,n

∂d(aKn,n,pn)
∂yKn,n

. . . 0 0

...
...

...

. . . 0 0

. . .
∂d(aKn,n,pn−1)

∂xKn,n

∂d(aKn,n,pn−1)
∂yKn,n

...
...

...

. . .
∂d(aKn,n,p1)

∂xKn,n

∂d(aKn,n,p1)
∂yKn,n




. (5.21)
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5.2 MINT without DA

In this section, again the VA positions a
(j)
k,n are assumed to be known exactly. Hence, the state

space vector x̃n = xn includes only the state of the agent.

5.2.1 Sequential Monte Carlo Methods using the entire received Signal

The SIR PF introduced in Section 4.1.2 is used in the same manner for tracking of the agent’s

marginal PDF p(pn). The posterior state distribution of the agent is described by a finite set

of weighted particles {x(i)
n , a

(i)
n }Ii=1 for every time instance n to describe the temporal evolution

of the PDF. In contrast to methods described above, no DA is needed which means that the

Bayesian state estimator uses the information of the entire received signal r(t) by evaluating the

likelihood function p(rn|pn,ψn) in (3.5).

Online estimation of the Noise Covariance Matrix

As the SINRs of the VAs are estimated in an online manner, also the noise covariance matrix

of DM and AWGN Ĉr,n is estimated during the tracking over a certain window of past received

signals
{
r

(j)
i

}n
i=n0

. The past measurements are aligned to the actual measurement r
(j)
n with

which the time variant covariance matrix Ĉr,n expressed with (4.6) is computed by applying the

steps of Section 4.1.1 using the sets of expected VAs at all past agent positions
{
pi
}n
i=n0

.

5.2.2 Low Complexity Method: EKF/UKF Particle Filtering

As described in [110], the “basic” SIR PF can be improved in terms of its MSE by using a

proposal density based on an EKF or UKF. Most importantly, these filters achieve almost the

same MSE performance as the conventional PFs with a much lower number of particles, i.e. lower

computational demand. The KF method generates a Gaussian approximation of the proposal

density for every particle that also incorporates the actual measured signals, yielding

q(x(i)
n |x(i)

n−1, r1:n) = N (x
(i)
n−1, x̄

(i)
n ,C

(i)
x̄n), (5.22)

where x̄
(i)
n and C

(i)
x̄n are the posterior mean and covariance of the EKF/UKF filter, respectively.

Applying DA as described in Section 5.1 for the predicted states of the particles and using the

EKF/UKF equations described in Section 5.1.2, the Gaussian proposal density for each particle

is computed and new samples are drawn from the proposal density

x(i)
n ∼ q(x(i)

n |x(i)
n−1, r1:n). (5.23)

In the case, the proposal density is based on a UKF, the resulting sequential state estimator is

called unscented PF [110].
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5.3 Derivation of the Posterior Cramér Rao Lower Bound (PCRLB)

for Multipath-Sync

The general form of the posterior Cramér Rao lower bound (PCRLB) for a discrete-time non-

linear filtering problem was derived in [119]. Applying the Schur-Complement, the posterior

FIM of a state vector xn can be computed recursively, given as

IIIxn = B22
xn−1

−B21
xn−1

(
IIIxn−1 + B11

xn−1

)−1
B12

xn−1
, (5.24)

where the general forms of the recursive sub-matrices B11
xn , B22

xn , B12
xn and B21

xn that are defined

as [119]

B11
xn−1

= E
{
−∆

xn−1
xn−1 log p(xn|xn−1)

}
(5.25)

B12
xn−1

= E
{
−∆xn

xn−1
log p(xn|xn−1)

}
(5.26)

B21
xn−1

= E
{
−∆

xn−1
xn log p(xn|xn−1)

}
=
(
B12

xn−1

)T
(5.27)

B22
xn−1

= E
{
−∆xn

xn log p(xn|xn−1)
}

+ E
{
−∆xn

xn log p(rn|xn−1)
}
, (5.28)

where ∆
xn−1
xn = ∂2(·)

∂xn∂xn−1
defines the second order partial derivative w.r.t. xn and xn−1. Using

(5.25), (5.9) and (3.36) result in

B11
xn−1

= FT
(
σ2
aGGT

)−1
F (5.29)

B12
xn−1

=
(
B21

xn−1

)T
= −FT

(
σ2
aGGT

)−1
(5.30)

B22
xn−1

=
(
σ2
aGGT

)−1
+ Epn {IIIpn} , (5.31)

where IIIpn is the EFIM of the actual agent position pn defined in (3.35). Using an EKF

or UKF, B22
xn−1

= (σ2
aGGT)−1 + IIIpn , which shows that the FIM on the state vector error

depends on the state space model and the position-related channel information of the n-th time

instance. One important point to stress is that if the information contained in the measurements

is overwhelming in comparison to information gained by the state space model, the EFIM can

be approximated by IIIxn ≈ IIIpn . The PCRLB is defined as Cxn = III−1
xn .

5.4 Ongoing work: Probabilistic MINT with Bayesian Channel

Estimation

At this stage of the algorithm, the uncertainties of measurements are not directly connected

with the uncertainties of the agent and the VA positions. Hence, a next step is to intertwine

the probabilistic model of state with the MPC parameter estimation. An algorithm is sug-

gested that performs DA between unreliably estimated MPC distances and expected agent-VA

distances. For “dominant” MPCs that can easily be associated with corresponding VAs, the

channel parameters are estimated probabilistically using the predicted state of the agent and

the VAs instead of applying DA (the number of used VAs is already restricted using the SINRs
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of the previous state as it is described in Section 5.1.3). This means that the uncertainties in the

VA positions and the agent position are considered in the estimation of τ̂
(j)
k and α̂

(j)
k , hence the

individual MPC delay and complex amplitude estimates are described by RVs. The subsequent

UKF update itself just utilizes the means of the MPC delays E
{
τ̂

(j)
k

}
, however the method of

moment estimator for computing the corresponding SINRs (5.17), considers the PDFs of the

complex amplitudes, thus the uncertainties in the estimated delays are properly considered in

the UKF update.

A possible implementation would be a particle-based Bayesian channel estimator. Particles

are drawn from VAs and agent marginal distributions. For every agent-VA particle pair, the

distances are computed and collected in the sets
{
τ̂

(j)
k,i

}I
i=1

. Further, the corresponding complex

amplitudes
{
α̂

(j)
k,i

}I
i=1

are estimated. Using these sets of complex amplitudes per time instance

n, the SINRs are estimated over the window of past estimated agent positions (Section 5.1.3).

5.5 Results

5.5.1 Measurement Setup

For analyzing the tracking methods discussed above, we use the same measurements as described

in Section 4.2.1 coming from the MeasureMINT database [102]. Again, out of measured band,

we select the desired frequency band using filtering with a raised cosine pulse s(t)e2πfct. If not

stated differently, the pulse duration is Tp = 0.5 ns (corresponding to a bandwidth of 2 GHz)

and the center frequency is fc = 7 GHz. All simulations in this section have been conducted

for the scenario shown in Fig. 5.2. Using optical ray-tracing based on the floor-plan [1], the

VAs were computed a-priori up to order 2 for both anchors (at positions a
(1)
1 = [0.5, 7]T and

a
(2)
1 = [5.2, 3.2]T). The experiments have been done for 25× 220-point and 5 1000-point quasi-

parallel trajectories, with a spacing of ∆p = 5 cm and ∆p = 1 cm, respectively.

5.5.2 Discussion of Performance Results

The process noise variance in the motion models (5.7) and (5.18) are obtained as in [83] based

on selecting a maximum velocity as vmax = |vmax|, which defines the 3σ point of the noise in

velocity domain. The corresponding process noise variance in the acceleration domain is then

σ2
a = (vmax/(3∆T ))2 with vmax = ∆p/∆T and ∆T = 1 s. For state space tracker that use DA,

a cutoff distance of dc = 0.1 m has been chosen.

The sets of MPC delays
{
τ

(j)
k,n

}
and complex amplitudes

{
α

(j)
k,n

}
were estimated from the

sampled received signal vector r
(j)
n using an oversampling factor of 5. For the estimation of

the SINRs, the method of moments estimator in (5.17) was applied on the set of the k-th

VA’s complex amplitudes
{
α

(j)
k,i

}n
i=n−wpast for a window wpast = 40 of past agent positions. For

“conventional” MINT, the visibilities of the VAs are precomputed over entire floor plan using

optical ray-tracing [O6]. In the case of probabilistic MINT, the visibilities are computed via the

SINRs.
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MINT with a-priori known Floor Plan – exactly known VA positions

Fig. 5.2 shows an example tracking result (220 agent positions with 5 cm spacing) obtained

by the UKF state space tracker, assuming “perfect” knowledge of the floor plan. I.e. the VAs

(indicated with black square-crosses) are computed using optical-ray-tracing for the two anchors

at the positions a
(1)
1 and a

(2)
1 . The VA positions are corrected using a MAP estimator introduced

in [O6]. The agent tracking result is shown in black with some corresponding covariance error

ellipses (in black; enlarged by a factor of 100) and (estimated) PCRLB error ellipses (in red; also

enlarged by a factor of 100). The excellent match between the UKF and the PCRLB covariance

ellipses confirms the usefulness of the measurement noise covariance matrix (5.16) that depends

on the multipath channel parameters, i.e. the SINRs, as described in (3.38). If a VA’s ranging

standard deviation exceeds a defined threshold of σd,max = 4.34 cm, corresponding to an SINR

of 2 dB at Tp = 0.5 ns, c.f. (3.38), the VA is not considered in the tracking process. Nevertheless

the SINR of the according VA is still estimated, thus the VA is able to rejoin the set of tracked

VAs. The VA is not used until the past window of complex amplitudes has reached a certain

size, so that the SINRs can be estimated properly.

Fig. 5.3 illustrates a few estimated ranging standard deviations σd,k,n of the VAs marked in

Fig 5.2, over 5 1000-point trajectories. The thin blue curves represent the standard deviations

for the 5 individual trajectory runs and the bold blue curves represent the median values. The

initial default values assigned to the VAs, σd,k,n = 5 cm, is shown by black line, the threshold

σd,max by dashed gray line. In case that the ranging standard deviation can not be estimated

properly anymore due to lack of measured data, the ranging standard deviation is again set to

the initial default value σd,k,n, hence the according VA is not used anymore for tracking. The

estimation of the according SINR needs to recover. As Fig. 5.3a and 5.3b show, the ranging

variance of the direct LOS paths to the anchors are almost along the entire trajectory very

small and thus useable for tracking. In the expected region where MPCs should be invisible

(gray areas), the uncertainties, i.e. standard deviation, raises, indicating the decrease of position-

related information in the according MPCs. The reason why the value of the SINRs increases

that steeply in the NLOS region, although the SINRs are estimated over the window of past

measurements, is because the visibilities are considered in the computation of the expected set

of VAs.

Figs. 5.3c and 5.3d indicate that the blackboard is nicely detectable and also useable for

tracking, both for Anchors 1 and 2. As expected, in the NLOS region, the standard deviation is

increasing until the component is not detectable anymore. For the right window, the estimated

ranging standard deviations are shown in Fig. 5.3e and 5.3f. For Anchor 1 this VA is visible

just at the end of the trajectory and after the VA has been detected, the standard deviation

is rather high and unstable. For Anchor 2 the VA is indeed visible along the entire trajectory,

however the estimated value is very unreliable, reflected in the large variance of the individual

runs. This can be partly explained by the overlap, i.e. interference, of a few MPCs, coming from

the door, the wall and the window on the right hand-side consisting all of different materials

and showing all a different profile depth.

Figs. 5.4a and 5.4b show the overall CDFs of the position error of the agent for the trajectories

with 220 and 1000 points, respectively. The black and the red curves represent the overall CDFs

for the EKF and UKF tracking filters, whereas the light and dark gray lines represent the CDFs
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Figure 5.2: Floor plan of the evaluation scenario and a tracking example of the 5 cm-spaced trajectory using
the UKF state space tracker. The anchors are at positions a

(1)
1 and a

(2)
1 , respectively. The

agent position is estimated using specular multipath, for which one example path is shown in
dark gray. An agent tracking result is shown in black with some corresponding covariance error
ellipses (black, 100-fold standard deviation) and PCRLB ellipses (dashed red, 100-fold standard
deviation). The black arrow indicates the direction the agent is moving.

of the individual trajectory runs. The reason why both curves are almost identical lies in the fact

that the nonlinearity of the measurement model w.r.t. the agent position is not that influential,

thus a UKF implementation is not necessarily needed. However, the computational complexity

is the same for both and the UKF is superior for higher nonlinearity and has a smaller bias than

the EKF, thus the UKF is used in further experiments. Obviously, the performance is better

for the trajectory with smaller spacing, but the difference is rather small.

Fig. 5.5 illustrates overall agent position error CDFs for the UKF, the PF and the low com-

plexity UKF-PF tracking filters25 along the 5 1000-point trajectories. As expected the particle

filter tracking filter (red, black, gray curves) show higher accuracy than the UKF filter, espe-

cially for a high number of particle, but with the drawback of high computational demand.

Whatsoever, also the UKF tracking filter shows already high level of accuracy very robustly. A

25 For particle-based methods 30 Monte Carlo runs were conducted.
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Figure 5.3: Estimated standard deviations of the ranging to selected VAs, i.e. (a) the LOS to Anchor 1,
(b) the LOS to Anchor 2, (c) the reflections w.r.t. the blackboard and Anchor 1 (c) as well
as (d) Anchor 2, (e) the right window and Anchor 1, and (f) the right window and Anchor
2. Gray regions indicate geometrically computed regions where the corresponding MPC is not
visible. Blue lines denote the estimated ranging uncertainty, and black lines the initial default
value. The SINRs are estimated for a window wpast = 40 of past agent positions. Precomputed
visibilities are considered.

reasonable trade-off between less computational demand and high accuracy and robustness is

guaranteed, is given by the UKF-PF tracking filter. It also has quasi real-time computation and

increased robustness in comparison to the UKF tracking filter in severe tracking situations.

Probabilistic MINT with uncertain a-priori Floor Plan – VAs as RVs

Fig. 5.6 shows an exemplary tracking result for one of the 1000-point trajectories obtained by the

UKF state space tracker with VAs included into the state space, so that floor plan uncertainties

can be considered. The size and the orientation of the VAs’ covariance ellipses depend on the

geometry and the agent’s uncertainty ellipse and vice versa. There are two major reasons why

a probabilistic representation of the environment is beneficial, (i) uncertainties in the floor plan
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(a) 25 220-point trajectories with 5 cm spacing
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(b) 5 1100-point trajectories with 1 cm spacing

Figure 5.4: Performance CDFs for Tp = 0.5 ns and fc = 7 GHz. The light and dark gray CDFs indicate the
tracking error of “conventional” MINT using the EKF and UKF approaches, respectively. The
black and red lines denote the respective overall CDFs. The tracking algorithms use VAs up to
second order with a-priori known positions and online tracking of their range variances.

that are somehow inevitable can be included into the state estimator, and (ii) data association

errors or “bad” measurements are not that severe in sense of divergence of the estimator, thus

the overall joint PDF of the VA positions is able to compensate such errors so that the filter

is able to overcome such situations. For probabilistic MINT, the visibilities of VAs are always

computed using the SINRs.

Fig 5.7 shows a comparison of probabilistic MINT and “conventional” MINT for the 5 1000-

point trajectories. The black curve denotes the overall CDF for probabilistic MINT and the red

line for “conventional” MINT, without considering the precomputed visibilities of VAs. In this

case the visibilities of VAs are computed using the SINRs. The blue line shows “conventional”

MINT with precomputed visibilities. The results reveal that an accurate given floor plan and a

prior computed visibilities lead to the best accuracy. Nevertheless, the difference to probabilistic
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Figure 5.5: Performance CDFs for the UKF (blue), the PF (red line) and the UKF-PF with signal param-
eters Tp = 0.5 ns and fc = 7 GHz. The tracking algorithms use VAs up to second order with
a-priori known positions and online tracking of their ranging variances.

MINT is rather small and the same robustness is given, although the visibilities are computed

based on the SINR values. Most importantly is that “conventional” MINT loses robustness in

comparison to probabilistic MINT when the information about the floor plan is reduces (no

visibilities), as the red line in Fig 5.7 indicates.

In Fig 5.8 the overall position error CDFs are depicted for the 5 1000-point trajectories

for different levels of noise in the initial geometrically computed VA positions a
(j)
k,geom. This

means every initial mean position of the VAs is sampled from a two dimension Gaussian RV

a
(j)
k,n=1 ∝ N

(
a

(j)
k,geom,Σak

)
, where Σak = diag(σ2

k) is the initial covariance matrix and σk de-

fines the standard deviation in x- and y-directions. For evaluating the algorithm’s performance

considering initial noise, 30 Monte Carlo runs were conducted. The black curve in Fig 5.8

denotes the overall CDF for all 5 1000-point trajectories without considering noisy initial VA

positions, meaning that σk = 0 cm. An increase of the standard deviation to σk = 5 cm and

even to σk = 10 cm just slightly decreases the performance indicated by the red and the gray

curves, respectively, meaning that the algorithm shows an excellent robustness. Only, an in-

crease to σk = 20 cm decreases the performance noticeably. A close inspection has shown that

2 out of 30× 5 Monte Carlo runs along the 5 1000-point trajectories have diverged, resulting in

a maximum error of approximately 1 m.
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Figure 5.6: Illustration of the environment map obtained by the UKF tracking algorithm that includes VAs
into the state space for one of the 1000-point trajectories. Two anchors at a

(1)
1 and a

(2)
1 repre-

sent the infrastructure. Gray squares indicate geometrically expected VAs, black square markers
with uncertainty ellipses in red and blue (40-fold standard deviations) represent tracked VAs for
anchor 1 and 2, respectively. An agent tracking result is shown in black and its corresponding
error ellipse (100-fold standard deviation).
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Figure 5.7: Performance comparison of probabilistic MINT and “conventional” MINT (Tp = 0.5 ns and
fc = 7 GHz). The black curve denotes the overall CDF for probabilistic MINT and the red line
for “conventional” MINT, without considering the precomputed visibilities of VAs. The blue line
shows “conventional” MINT with precomputed visibilities.
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Figure 5.8: Performance CDFs of the UKF tracking algorithm for different noise levels in the initial VA
mean positions (Tp = 0.5 ns and fc = 7 GHz). The black curve denotes the overall CDF without
initial noise for the 5 1000-point trajectories. The red, gray and blue curves denote the CDFs
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5.6 Chapter Summary and Conclusions

In this chapter different algorithms for MINT have been analyzed. Starting with “conventional”

MINT algorithms that take the a priori known floor plan for granted and do not consider uncer-

tainties, we moved to a “fully” probabilistic approach by modeling also the VAs and optionally

the anchors as RVs. Is was shown that “conventional” MINT algorithms based on data asso-

ciation (DA) and Kalman filter (KF) as well as those based on the entire received signal and

particle filter (PF) have excellent performance in sense of accuracy and robustness, if the un-

derlying floor plan is sufficiently accurate and side information as the precomputed visibilities

are available.

In the case there are no visibilities available, the “conventional” MINT algorithms already

start to struggle or entirely fail when the floor plan information is imprecisely known. For such

situation probabilistic MINT provides again the needed level of robustness (and also accuracy)

that is vital for positioning system. The features that only a roughly known floor plan is

needed for initializing the system and no precomputed visibilities are needed, provide the wanted

flexibility for setting up the system in new indoor environments.
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6
Simultaneous Localization and Mapping using

Multipath Channel Information

The extended state space model in (5.18) and measurement model in (5.20) are a formulation

of probabilistic environment model in (2.9) that considers floor plan uncertainties. However, it

has not been discussed yet if the floor plan can be learned online from the present and past

measurements, i.e. how to design an algorithm that needs no a-priori floor plan knowledge at

all. This Section focuses on probabilistic feature-based simultaneous localization and mapping

(SLAM) with VAs of the according anchors as representative features of floor plans. Naturally,

this represents the next step from probabilistic MINT towards a “fully” cognitive positioning

system by at first learning the surrounding environment and building up the GPEM and GSCM

memories. The work presented in this Section is partly based on [O8].

6.1 General SLAM Formulation

As stated, the VAs at position a
(j)
k,n are the mirror images of the anchors at position a

(j)
1,n at

flat surfaces (e.g. walls) of the surrounding environment and thus they are a parametric rep-

resentation of the environment. Starting with the positions of the anchors a
(j)
1,n and optionally

a small set of precomputed VAs (using optical ray-tracing [O6]), channel-information-assisted

SLAM is a method to find new VAs and also to estimate an according reliability measure, the

SINR
(j)
k,n described in Equation (3.20), for those features. For this problem, we introduced the

term MINT-SLAM. When using additionally IMU data, the initial criteria can be even more

relaxed by also assuming the anchor positions to be unknown.

Bayesian feature-based SLAM allows to compute the joint posterior p(xn,An|Z1:n) of the

state vector of the agent xn = [pn,vn]T, where pn is the position and vn the velocity of the

agent, respectively, and the finite set An =
⋃
j A

(j)
n , which represents all VA positions at time

– 101 –



6 Simultaneous Localization and Mapping using Multipath Channel Information

{
r
(j)
n (t)

}
Zn p(xn,An,ass)

p̂−

n

{σ2
d,k,n}

A−

n,ass,Zn,ass

An

Zn,ass{
a
(j)
Kn+1,n,C

(j)
aKn+1,n

}
see Figure 6.2

b

b

b

Prior
knowledge

MPC
estim.

SINR
estimation

Memory
MPCs

Tracking
algorithm

Data
Assoc.

f(An)Memory VAs &
past agent pos.

VA Discovery
(SLAM)

Figure 6.1: Block diagram of MINT SLAM using data association (DA).

instance n that are associated with measured distances (see Section 5.1.1). As a consequence of

using just a single antenna at the anchors- and the agent, and the partial observability of the

VAs, delayed mapping [117] has to be applied, which means that a set of past measurements

Z1:n and the according estimated states of the agent x1:n are needed to initialize new possible

VAs. In the most generic form, the prediction equation for a feature map and an agent state,

can be written as, using the Markovian assumption,

p(xn,An|Z1:n−1) =

∫

xn−1,An−1

p(xn−1,An−1|Z1:n−1)p(xn|xn−1)p(An|An−1)d{xn−1,An−1} (6.1)

where p(xn|xn−1) and p(An|An−1) are the state transition probability distribution functions of

the agent and the VAs, respectively. The latter can be represented by an identity function. The

update equation is then

p(xn,An|Z1:n) =
p(Zn|xn,An)p(xn,An|Z1:n−1)

p(Z1:n|Z1:n−1)
(6.2)

where p(Zn|xn,An) is the likelihood function of the current measurements. The equations (6.1)

and (6.2) are a time recursive version of Equation (2.9), without explicitly considering the MPC

channel parameter vectors α and τ . The set of VAs and anchors An is not just changing with

time due to the association process, but also due to the detection of newly discovered VAs. After

discovering a new VA, its distribution can be described in the joint state space with already

detected VAs and the agent as stated in (6.1) and (6.2). Fig. 6.1 illustrates the general scheme

of the MINT-SLAM algorithm, where the red box comprises the VA discovery process that is

shown in detail in Fig. 6.2.
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6.2 Feature Detection: VA Discovery

The set of measurements Zn,ass that are not associated to known VAs is used for discovering

new VAs. In principle, the MINT-SLAM algorithm tries to associate these measurements with

candidates for new VAs at different stages.

6.2.1 General Scheme

This process is illustrated in Figure 6.2 and is summarized in the following way:

• The potential subset Zca
n ⊂ Zn,ass of the non-associated measurements contains measure-

ments that can be associated with already existing VA candidates aca
k′ , k

′ = 1, . . . ,K ′n,

which have not yet been estimated unambiguously26. The VA-candidate-associated mea-

surements {zca
1,n, . . . , z

ca
K′n,n
} and the current agent position pn are used to improve the

position estimate of the corresponding VA candidates and to resolve the ambiguity in

their positions.

• As soon as the position ambiguity is resolved, a new VA is initialized at position pKn+1,n
27,

with covariance matrix CpKn+1,n and added to the geometry data-base. This new VA can

be used in the next time step.

26 A reason for ambiguity in the position of a newly estimated VA is that the circles spanned by the measured
distances around the according agent positions may intersect in two points (e.g. due to agent movement on a
straight line).

27 The symbol Kn defines the number of all discovered VA—until time instance n—that are stored in the geometry
memory (see Figure 6.2).
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• Measurements that have not yet been associated with a VA candidate are comprised in

Zca
n and further grouped into vectors of similar distances zgr

g,n, g ∈ Pg,n with g = 1, . . . , Gn,

where Pg,n represents the set of time-indices of distances associated with the g-th group

and Gn is the current number of groups. If the size of a group reaches a certain threshold,

a new VA candidate is estimated with the grouped distances and according agent positions

pPg,n .

6.2.2 Range-Bancroft Approach

• Estimate new VA candidate pairs: In the case that a vector of similar distances zgr
g,n has

reached a certain number of entries, a new VA candidate pair (a1,ca
k′ ,a

2,ca
k′ ) is estimated

with this vector of distances and the according agent positions pn ∈ pPg,n using the range-

Bancroft algorithm [120]. This pair (a1,ca
k′ ,a

2,ca
k′ ) of VA candidates is given by the two

possible solutions of the range-Bancroft method.

• Tracking of VA candidate pairs: Already found VA candidate pairs (a1,ca
k′ ,a

2,ca
k′ ) are then

updated with a tracking filter (RLS, EKF or UKF) using the new associated distance

measurements {zca
1,n, . . . , z

ca
K′n,n
} and the measurement model based distances d(pn,a

c,ca
k′ )

with the current agent position pn and the VA candidate position ac,ca
k′ , c ∈ {1, 2}, until

the above described ambiguities are resolved.

6.2.3 Particle Filter Approach

In the case that the vector of similar distances zgr
g,Pg,n has reached a certain number of entries, an

SIR PF kernel is initialized with particles
{
a

(i),ca
k′ , wi

}I
i=1

representing the state of the according

new VA candidate distribution. The measurement update of the particles is based on the

likelihood function defined in (4.15), which is evaluated using the vector measurements zgr
g,n,

g ∈ Pg,n and the measurement model based distances d(pn,a
(i),ca
k′ ) for all particles and agent

positions pn ∈ pPg,n . After each measurement update and re-sampling step, the particles are

regularized using an Epanechnikov Kernel as described in Section 4.1.2. The update, re-sampling

and regularization steps are iterated until the particle are sufficiently converged to the initial

state of the new VA at position aKn+1,n and covariance CaKn+1,n . In some parts this method

has similarities with [121,122].

6.2.4 Ongoing work: An Alternative Approach

For further improvement of the algorithm’s robustness, a Rao-Blackwellized PF method would

be a proper choiceas in [73,123]. For MINT SLAM this means that probabilistic DA is performed

(as described in Section 5.1) for the grouping process described in Section 6.2.1. Already detected

VAs are tracked using the method described in Section 5.4. All other non-associated MPCs are

used again for finding new VAs, but with the difference that particle-based probabilistic DA is

utilized. This means that the set of not associated delays Zn,ass is grouped into vectors of similar

– 104 –



6.3 Results of SLAM Algorithm

distances {z(i),gr
1,P1,n

, . . . , z
(i),gr
Gn,PGn,n}

I
i=1 for every particle with weighting computed by (4.15). To

reduce the computational complexity, only the most probable grouping combinations are used.

For every group, one of the algorithms for VA discovery (described in Sections 6.2.2 or 6.2.3) is

applied. After some iterations, groups will survive that have higher chances for discovering new

VAs.

6.2.5 Initializing new VAs

Resolved VAs are stored in the geometry memory and further used in the state space model.

The update of the RLS, EKF or UKF algorithm or the PF, after a defined convergence criterion

is reached, provides the initial position aKn+1,n and covariance matrix CaKn+1,n of the newly

found VA. The cross-covariance Cxn,aKn+1,n between the new VA and the agent position and

the covariances CaKn+1,n,ak,n between the new VA and all other VAs are initialized with zero

matrices. Analysis of the state covariance matrix has shown that these cross-covariances get

plausible values after a few time steps.

6.3 Results of SLAM Algorithm

6.3.1 Measurement Setup

Real measured Data

For analyzing the tracking methods discussed above, we use the same measurements as described

in Section 4.2.1 [102]. Again, out of the measured band, we select the desired frequency band

using filtering with a raised cosine pulse. If not stated differently, the pulse duration is Tp = 0.5 ns

(corresponding to a bandwidth of 2 GHz) and the center frequency is fc = 7 GHz. The scenario

has been illustrated in Figs 4.1 and 6.8. Using optical ray-tracing based on the floor-plan [1],

the VAs for both anchors (at the positions a
(1)
1 = [0.5, 7]T and a

(2)
1 = [5.2, 3.2]T) were computed

a-priori up to order two. This set of VAs is used for comparison with discovered and further

tracked VAs. The past window of agent positions for the SINR estimation is again chosen to be

wpast = 40. For all simulations, 30 Monte Carlo runs were conducted.

Synthetic Data

A synthetic environment and measurements are used to evaluate the general performance of the

introduced MINT-SLAM algorithm regarding correct feature detectability.

Fig. 6.3 illustrates an example of the synthetic signals exchanged between the agent and

Anchors 1 and 2, generated using the signal model in (2.1) and parameters listed in Table 3.1.

The AWGN level is chosen to be quite small (ELOS/N0 ≈ 25 dB), but even for much higher levels

the algorithm is not that strongly influenced, thus ML channel estimation algorithm averages

over a sufficient large number of noisy signal samples along the time delay axis. Much more

impairing is the interference due to DM. Only because the position-related channel information,

in form of the SINRs associated to the VAs, is used in an efficient manner, the algorithm is able
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Figure 6.3: Synthetic signals generated according to signal model (2.1) with Tp = 0.5 ns and fc = 7 GHz.
The signals exchanged between the agent and Anchor 1 and Anchor 2 are depicted in red and
blue, respectively. The dashed black lines represent the estimated delays of the MPCs and the
gray ones represent those that are already associated with detected VAs.

to handle the strongly cluttered received signals. Only the ranging estimates (without using e.g.

angle-of-arrival (AoA) estimates) are used to detect and estimate VAs.

6.3.2 Discussion of Performance Results

Synthetic Data

Fig. 6.4 shows the floor plan with an tracking example used for analyzing synthetic signals.

It is readily noticeable that the algorithm estimates very well VAs that correspond to the a-

priori geometrically computed VAs. At this agent position only two of all expected VAs are not

detected and no “clutter” VAs have been estimated. Fig. 6.5 shows the overall CDFs for the

MINT SLAM algorithm with PF and range-Bancroft initialization in black and blue, respectively.

As “ground truth” comparison, the dashed red line shows the overall CDF, assuming all VAs

up to second order as known a-priori and tracking online their positions and range variances.

Both initialization methods perform very well, considering the quite non-linear moving behavior

of the agent. Using the particle initialization there is a performance gain, although it is small.

However, the more important consequence can be observed in Fig. 6.6 that illustrates the number

of estimated features, i.e. VAs, along the trajectory for the synthetic measurements. Here, the

dashed red line denotes the number of VAs for probabilistic MINT using the UKF to mark

the “ground truth” for the scenario. The before mentioned performance gain of the PF-based

initialization is also reflected in the number of estimated features that matches excellently with

the ground truth. Nevertheless, also with range-Bancroft-based initialization, the estimated

number of targets of the algorithm is already quite close to the true number of geometric features.
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Figure 6.4: Illustration of the environment map obtained by the PF MINT-SLAM algorithm in a synthetic
scenario with synthetic measurements. Two anchors at a

(1)
1 and a

(2)
1 represent the infrastruc-

ture. Gray squares indicate geometrically expected VAs, blue and red square-cross markers with
uncertainty ellipses (40-fold) represent discovered VAs. An agent tracking result is shown in
black with some corresponding error ellipses (150-fold).

Remark: “Bad” geometry: The results that are used to analyze the geometric effects,

shown in Fig. 6.7, are generated using real measured data. In the case the agent moves along

straight lines, the detection of VAs is rather difficult for the following reasons: (i) geometry

dependent ambiguities of the VAs’ positions may arise and (ii) position changes of the agent lead

to rather flat intersection (glancing intersection) of the ToA circles used for positioning of a VA.

Therefore the geometric delusion of precision (GDOP) of the VA localization (detection) is rather

high. The PF initialization is able to cope with such “weak” geometry for positioning, although

the convergence behavior is negatively influenced. The initialization process is illustrated Fig. 6.7

using the PF (with likelihood function in (4.15)). The figure indicates quite clearly that an

unambiguous detection needs several tracking steps until the particles (blue cross marker) have

converged. The number of particles used for this simulation is 1000.
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Figure 6.5: Performance CDFs of MINT-SLAM for synthetic measurements. Only the anchor coordinates
are known. The black line denotes the overall CDF of the PF initialization and the blue one of
range-Bancroft initialization. The red dashed line shows the overall CDF using all VAs up to
second order as a-priori known and online tracking of their positions and range variances.
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Figure 6.6: Number of estimated features, i.e. VAs, along the trajectory for SLAM using multipath informa-
tion for synthetic measurements. The dashed red line denotes the number of VAs for probabilistic
MINT using the UKF, which is considered as ground truth. The blue and the red lines show the
number of estimated VAs for range-Bancroft and PF initialization, respectively.

Real measured Data

It has been demonstrated in [O8] that a 2D-map can be constructed with no prior information

about the scenario other than the absolute positions of two fixed anchors. Fig. 6.8 shows

an illustrative example of this SLAM approach. Grey squares indicate the positions of some

“expected” VAs computed from the floor plan. Discovered VAs are shown by red (Anchor 1) and

blue (Anchor 2) square-cross markers; their marginal position covariance matrices are indicated

by standard deviation ellipses (enlarged by a factor of 40 for better visibility). The according

true agent trajectory is indicated in gray. The current estimated agent position is shown by the

red dot; its standard deviation ellipse is in black (enlarged by a factor of 100).
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Figure 6.7: Illustration of the VA detection process over time using the PF initialization. Two anchors
at a

(1)
1 and a

(2)
1 represent the infrastructure (in blue and red, respectively). The gray and the

blue crosses represent, respectively, the estimated positions of the agent and the particles for
estimating the new VA (corresponding to the blackboard). The number of particles used for this
simulation is 1000. The gray circles illustrate the measurement model with the agent at center
and radius determined by the VA positions.

As shown in the figure—after 68 time steps—a number of relevant VAs have been identified

that match very well with the geometrically computed VAs. Some of these VAs have only been

associated for a few time steps, corresponding to rather large variances due to large geometric

delusion of precision and/or low SINR values (e.g. MPC “a
(1)
1 door and left window”). On
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Figure 6.8: Illustration of the environment map obtained by the PF MINT-SLAM algorithm. Two anchors
at a

(1)
1 and a

(2)
1 represent the infrastructure. Gray squares indicate geometrically expected VAs,

blue and red plus markers with uncertainty ellipses (40-fold) represent discovered VAs. An agent
tracking result is shown in black with some corresponding error ellipses (100-fold).

the other hand, some VAs already have converged to their true location precisely (e.g. MPC

“a
(1)
1 blackboard”). Some detected VAs, e.g. the one at approximately a

(1)
k = [−1.4, 13.4]T,

correspond to VAs of even order three, meaning that in spite of the low energy of the triple

reflections, the MPCs have a sufficiently high SINR value, as this specific component shows.

Falsely discovered VAs often show a very large variance of their associated amplitudes, leading

to low SINRs, which allows to discard them when the ranging variance exceeds a threshold as

described in Section 5.5.2. The threshold standard deviation σd,max = 5.47 cm, corresponding to

a SINR of 0 dB. Some of the detected VAs do not correspond to any geometrically explainable

positions, i.e. they represent clutter. This may correspond to scattering objects that are visible

for a significant time span. It does not comply to the geometric model of VAs and will be

mapped to erroneous positions. However, for many of these false detections, the variance in the

position domain is large, in principle allowing for a treatment of these errors on a higher layer.

In total, their influence on the tracking process remains limited. 90 % of the errors are within
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Figure 6.9: Performance CDFs of SLAM using multipath information for Tp = 0.5 ns and fc = 7 GHz. Only
the anchor coordinates are known. The light and dark gray CDFs indicates the tracking error of
the agent using the presented SLAM approach over the 5 trajectories with 1000 agent positions
for the range-Bancroft and PF initialization, respectively. The black line denotes the overall
CDF for the PF initialization and the blue one for range-Bancroft initialization. The red dashed
line shows the overall CDF for probabilistic MINT using all VAs up to second order as a-priori
known and online tracking of their positions and range variances.

4.4 cm. Assuming the availability of side information from an inertial measurement unit (IMU),

we expect that the robustness of this SLAM algorithm against divergence gets even higher.

Fig. 6.9 shows CDFs of the position error of the agent. The light and dark gray CDFs

indicates the tracking error of the agent using the presented SLAM approach over the 5 indi-

vidual trajectory runs (5 1000-pint trajectories) for the range-Bancroft and PF initialization,

respectively. Only the two anchor positions a
(1)
1 and a

(2)
1 are used as prior knowledge. It can

be seen that no run diverges and thus the overall performance is excellent. 90 % of the errors

are within 3.5 cm for the PF and the range-Bancroft initialization. As a comparison, the dashed

red line shows the overall performance over the 5 runs for probabilistic MINT using all VAs up

to order two as prior knowledge. The corresponding VA positions are tracked using the UKF,

and their range variances are estimated online based on the estimated positions of the agent as

described in Section 5.5.2. This provides a performance of 90 % within 3.5 cm, i.e. the same than

for MINT-SLAM. A reason for the good performance of the MINT-SLAM approach is that in

the VA discovery process, many unreliable MPCs are not detected and thus do not impair the

localization. In the case of probabilistic MINT with a-priori known VAs, these MPCs will be

associated to the signal features and may cause errors. Due to the variance tracking, they will

be weighted down after some time, but until then, they influence the tracking.

Fig. 6.10 contains (as Fig. 5.3 for probabilistic MINT) the estimated standard deviations of

the ranging to the selected VAs marked in Fig. 6.8. The default value assigned to newly detected

VAs, 0.07 m, is shown by a black line and the threshold σd,max that is used to select VAs to

become candidates for the data association by a gray line. As in Fig 5.3, the Figs. 6.10a and

6.10b show that the ranging variances of the direct LOS paths are very small along almost the

entire trajectory and thus useable for tracking. Figs. 6.10c and 6.10d show, the blackboard is

(as expected) again nicely detectable for Anchor 1, whereas for Anchor 2 for a few trajectories
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Figure 6.10: Estimated standard deviations of the ranging to selected VAs, i.e. (a) the LOS to Anchor 1,
(b) the LOS to Anchor 2, (c) the reflections w.r.t. the blackboard and Anchor 1 (c) as well
as (d) Anchor 2, (e) the right window and Anchor 1, and (f) the right window and Anchor
2. Gray regions indicate geometrically computed regions where the corresponding MPC is not
visible. Blue lines denote the estimated ranging uncertainty, and black lines the initial default
value. The SINRs are estimated for a window wpast = 40 of past agent positions. Precomputed
visibilities are considered.

the detectability is not given anymore. The variances for the right window seem to be again

rather large, as depicted in Figs. 6.10e and 6.10f. This confirms, the results of Section 5.5.2

shown in Fig. 5.3e and 5.3f.

In the expected regions where the MPCs should be invisible, the uncertainty raises, indicating

the decrease in position information. For the direct path and blackboard reflection of Anchor 1,

Figs. 6.10a and 6.10c show that the corresponding uncertainty can again decrease. Interestingly,

the estimation continues to yield good values also in the NLOS region. This means that in this

region, still a measurement is associated to the discovered VA, otherwise only the previous SINR

value is reused.
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6.4 Chapter Summary and Conclusions

In this chapter it was shown that probabilistic MINT algorithm is also able to operate without

any prior floor plan information. The proposed MINT-SLAM algorithm is able to efficiently

learn a feature-based representation of the environment using VAs, while tracking the agent

position.

As in probabilistic MINT, a key component of the algorithm is the efficient learning of the

underlying uncertainty model of the channel. With the knowledge of the SINR values of the

discovered VAs, the proposed MINT-SLAM algorithm is able to mask miss-detected VAs and

suppress clutter. The simulation results have shown that the performance of the MINT-SLAM

algorithm is the same or even slightly better than for that probabilistic MINT algorithm, which

needs prior floor plan information. A reason for the slightly better performance of the SLAM

approach is that in the VA discovery process, many VAs which are associated with unreliable

MPCs are not detected and thus do not impair the tracking.

In this operating mode the tracking system is able to be set-up without any prior knowledge

about the indoor environment. It is very often the case that just a very rough or even no floor

plan is available, thus a system that robustly learns its surrounding environment model during

the tracking is inevitable.
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7
Cognitive Tracking using Multipath Channel

Information

Looking back at the previous chapters, one can observe that we already have almost all ingredi-

ents for a cognitive MINT system as introduced in Section 2.4. Fig. 7.1 illustrates the schematics

of this cognitive tracking/localization algorithm. The system is able to adapt online its behavior

to the environment, i.e. perceptual attention is given, through the following principles:

• At the cognitive perceptor (CP) side, the GSCM and GPEM memories are updated us-

ing the received signal rn(t,θcontrol,n) with waveform parameters chosen by the cognitive

controller (CC).

• In the actual sensing cycle the attention is put through the cognitive controller (CC)

using the control parameters θcontrol,n on the potential set of VAs and their parameters

memorized in the GSCM and GPEM. These model parameters are seen at the cognitive

perceptor (CP) side of Fig. 7.1.

Now the question is, “How to control the environment information flow through the received

signal and put cognitive attention on the relevant features in the following sensing cycle?” The

answer to this lies in the CC and the feed-back and feed-forward information between the per-

ceptor and the controller as illustrated in Fig. 7.1. The cognitive control algorithm introduced

in this section is based on [79]. In there, the derivation of the so-called cognitive reinforcement

learning (RL) algorithm and the proof that the algorithm obtains Bellman optimality are pre-

sented.

As already stated in Section 2.4, the control parameters should be chosen in order to optimize

the expected cost-to-go function C (·) of the predicted posterior PDF as defined in (2.12) in

Section 2.4. In general, the expected cost-to-go function for a Bayesian state space filter can be
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Figure 7.1: Block diagram of the cognitive tracking system.

written as

C (p(xn+1,An+1|r̃n+1(t,Θcontrol,n)) = ḡ
(
εn+1|n+1(Θcontrol,n)

)
, (7.1)

where εn+1|n+1(Θcontrol,n) is the predicted posterior state-estimation error depend on the control

parameters and ḡ(·) defines the cost-to-go function of the transmitter. In Section 2.4, the

Shannon entropy was discussed as a possible information measure for the feedback, thus a

possible cost-to-go function ḡ(·) of the transmitter is the Shannon entropy of the predicted

posterior state-estimation error εn+1|n+1(Θcontrol,n), given as [97,124]

ḡ
(
εn+1|n+1(Θcontrol,n)

)
= h

(
εn+1|n+1(Θcontrol,n)

)
. (7.2)

This entropy is directly coupled with the posterior covariance matrix of the Bayesian tracking

filter that is lower bounded by the inverse of the EFIM in (3.36) through (5.24). The entropy

of the predicted posterior state-estimation error (when assuming a Gaussian approximation) is

given as

h
(
εn+1|n+1(Θcontrol,n)

)
=

1

2
log
(

(2πe)L det
(
C̃xn+1(Θcontrol,n)

))
(7.3)

∝ det
(
C̃xn+1(Θcontrol,n)

)
≥ −det

(
IIIxn+1(Θcontrol,n)

)
,
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where C̃xn+1(Θcontrol,n) and IIIxn+1(Θcontrol,n), respectively, are the predicted state covariance

matrix as in (5.19) and the according predicted posterior FIM as in (5.24) of the state vector

provided from the Bayesian state space filter (e.g. UKF or PF)28, dependent on the control

parameter vector Θcontrol,n. Thus, the entropy in (7.3) is directly coupled with the position-

related information that is contained in the measurement noise covariance matrix Rz,n described

by (5.16) in Section 5.1.3. When using a UKF this is reflected by measurement update equations

in (5.15), especially by (5.15c) (see Section 5.1.2). How the introduced algorithm is using the

state space and measurement model equations of the Bayesian state space estimator is described

in more detail in Sections 7.2.2 and 7.3.

7.1 Reinforcement Learning (RL)

For readability of the following derivations of the control optimization algorithm, the cost-to-go

of the CC (7.3) is rewritten as

ḡ
(
εn+1|n+1(Θcontrol,n)

)
= h (xn+1, an) , (7.4)

where an = Θcontrol,n are the selected actions (the control parameters) over time, with an ∈ A,

where A is the space of cognitive action with size |A| that represents the waveform library

in our case. Consequently, the next set of waveform parameters has to be chosen in order

to minimize the cost-to-go of the next posterior entropy. As elaborated in [125], dynamic

programming represents an optimal solution for such problems, but unfortunately it is based on

the assumption that the state to be controlled is “perfectly” perceivable. Hence, methods have

been introduced that are capable of handling imperfect state information [126] with the drawback

that they are computational complex. In [74,124] approximate dynamic programming was used

for optimal control. In there, the trace of the posterior covariance matrix was used as cost-to-go

function to reduce the computational complexity. The policy for control parameter selection

in the transmitter at time instance n is seeking to find the set of waveform parameters, for

which the cost-to-go function ḡ(εn+1|n+1(an)) ≈ tr[C̃xn+1(an)] is minimized for a rolling future

horizon of lfuture predicted states. In practice, it is difficult to construct all state transition

probabilities from one state to another that are conditioned on the selected actions, including

their cost incurred as a result of each transition. reinforcement learning (RL)29 [127] represents

an approximation of dynamic programming [125,126] for solving such optimal control and future

planning task with high computationally efficiency. In RL literature the cost-to-go function is

termed value-to-go function Jn(an) that is updated online for every PAC based on the immediate

rewards rn. The immediate rewards rn is a measure of “quality” of an action an taken on the

environment. Using the Markovian assumption and following the way in [79], it is given by

rn = gn (h(xn−1, an−1)− h(xn, an)) (7.5)

28 In general, the feedback information can also be computed for a non-Gaussian Bayesian state space filter using
a PF as described in [93], where information-seeking control is used to find the optimal sensing positions of
agents in cooperative networks.

29 RL represents an intermediate learning procedure that lies between supervised and unsupervised learning as
stated in [124].
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where h(xn, an) ∝ det
(
Cxn(an)

)
and gn(·) is an arbitrary scalar operator that in its most general

form could also depend on the time instance n [79]. A reasonable function for the reward is the

scaled change in the posterior entropy from one PAC to the next, i.e.

rn = sign (∆h(xn, an)
∣∣log

(
|∆h(xn, an)|

)∣∣ . (7.6)

A positive reward will be favoring the current action an for the future action an+1 and conversely

a negative one will lead to a penalty for these actions. As described in [79], the cognitive RL

algorithm has to find the optimal future action an+1 for the next PAC based on the immediate

reward rn and the learned value-to-go function Jn(an).

For computing the expected costs of future actions as it is done in dynamic programming, RL

divides the computation of the value-to-go function into two parts, (i) the learning phase that

incorporates the actual measured reward into the value-to-go function based on actions an and

an−1, and (ii) the planning phase that incorporates predicted future rewards into the value-to-go

function. Whereas for learning a “real” reward is perceived from the environment, for planning

just model-based predicted rewards are perceived from the internal perceptor memory using the

feedforward link. A faster convergence to the optimal control policy can be achieved in this way.

7.2 Learning and Planning: Algorithm

The value-to-go function that is used in the cognitive controller is defined as [79]

Jn(a) = Eπn
{
rn + γrn+1 + γ2rn+2 + · · · |an = a

}
, a ∈ A, (7.7)

where rn is the actual reward, rn+l are the predicted future rewards that are based on the GPEM

and GSCM parameter that are used by the Bayesian filter, 0 < γ ≤ 1 is the discount factor for

future rewards based on action an ∈ A and the expected value is calculated using the cognitive

policy

πn(a, a′) = P
[
an+1 = a′|an = a

]
, a, a′ ∈ A, (7.8)

where P[·|·] defines a conditional probability mass function (PMF) that describes the transition

probabilities of all action a ∈ A over time instances n. Following the derivations in [79], the

value-to-go function can be reformulated in an incremental recursive manner, yielding

Jn(a)← Jn(a) + α

[
R(a) + γ

∑

a′
πn(a, a′)Jn(a′)− Jn(a)

]
, ∀ a ∈ A, (7.9)

where R(a) = Eπn {rn|an = a} denotes the expected immediate reward and α > 0 is the learning

rate. The algorithm for updating the value-to-go function can be found in Appendix D as

Algorithm 1. The incremental recursive update in (7.9) means that for all actions a ∈ A the

value-to-go function is updated using the expected immediate reward and the policy πn(a, a′)

for all these actions.
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7.2.1 Learning from applied Actions

With the value of the immediate reward rn, a new value is learned for the value-to-go function for

the currently selected action an using Jn(an)← (1−α)Jn(an) +αR(an) of (7.9). This accounts

for the “real” physical action on the environment. Hence, only one parameter set can be chosen

as an action for the perception-action cycle (PAC) at a time; it would take at least |A|T seconds

for applying all actions on the environment and collecting the according immediate rewards,

where T is the time period of a PAC. Unfortunately, this results in a poor convergence rate

of the algorithm and unacceptable behavior for time-variant environments. A possible remedy

against this is the planning of future actions based on the state space and measurement model

of the Bayesian state estimator.

7.2.2 Planning for Improving Convergence Behavior

Planning is defined as predicting expected future rewards using the state and measurement

model of the Bayesian state space filter to improve the convergence rate of the RL algorithm. As

depicted in Fig. 7.1, the feedforward link is used to connect the controller with the perceptor. The

feedforward information is a hypothesized future action, which is selected for a future planning

stage. Inspecting (7.9) and the Algorithm 1 in Appendix D, one can observe that for every

action a ∈M, where M⊂ A is a subset of A depending on the actual policy πn, the predicted

posterior covariance matrices C̃n+l(a) and the according predicted future rewards rn+l, are

computed with decreasing discount factor γl for predicted future rewards, for l = 1, . . . , lfuture,

where lfuture is the future horizon. The predicted covariance matrices C̃n+l(a) for a specific

future action a is computed using the state space (e.g. (5.18)) and measurement model (e.g.

(5.20)) of the Bayesian state space estimator and the according GPEM and GSCM parameters

stored in the perceptors’ memory as shown in Fig. 7.1. After the planning process is finished,

the value-to-go function is updated for all actions a ∈ M. Finally, the actual PAC is closed by

updating the policy to πn+1 using the value-to-go function Jn+1 and choosing the new action,

i.e. the waveform parameters, for the next PAC according to this new policy. This means that

the value-to-go function Jn(an) and the policy πn are updated iteratively from one another from

one PAC to the next PAC, with one important detail which is discussed below.

Explore/Exploit trade-off: As one can observe from Algorithm 2 in Appendix D, both the

planning process and choosing new actions are based on the policy. In planning, the chosen

action-subset M is defined by sampling from the policy πn and new actions are selected based

on the updated policy πn+1. Hence, the policy is responsible for the explore/exploit trade-off

in the action space. A widely used method for balancing the exploration of new actions and

exploiting the already learned value-to-go function Jn(an) is the ε-greedy strategy, meaning that

with a small probability of ε a random action is selected, representing pure exploration, and with

probability of 1− ε the action is chosen according to the maximum of the value-to-go function,

representing a pure exploitation. The random selection of a new action and the action in the

subspace M can either be selected from a uniform distribution over the action space A or from
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the policy πn. The policy and the selection of an action are described by

πn+1(an+1, an) =

{
random action from A if ξ < ε

arg maxa∈A Jn(a) otherwise
, (7.10)

where 0 ≤ ξ ≤ 1 is a uniform random number drawn at each time step n. As we have said, from

the policy in (7.10) the new action an+1 is selected and applied on the environment so that the

next PAC can start. The important concept of attention at the perceptor as well as the actuator

side in the cognitive dynamic system can be argued with the following:

• Perceptual attention: Is given by the fact that the environment dependent parameters,

i.e. the marginal PDFs of the VAs p(ak,n) and their multipath channel dependent reliability

measures, SINRk,n, are learned and updated online, so that the perceptual Bayesian state

space filter puts its attention on the relevant position-related information in the received

signal.

• Control attention: Is given by the fact that the policy πn that is learned over time and

the according subset of actionsM put focus on the “more relevant” actions. These action

in turn focus on the relevant position-related information in the received signal.

7.3 Waveform Library

The general form of the waveform library contains the control parameters Θ
(j)
control,n = {θ(j)

n }Jj=1

= {T (j)
p,n, f

(j)
c,n}Jj=1 for the j-th anchor consisting of carrier frequencies and pulse durations. Hence,

the VA specific channel MPC parameters using specific sub-bands of the radio channel spectrum

defined by the parameter pair T
(j)
p,n and f

(j)
c,n can be chosen in an “optimal” manner. Optimal in

this case means that the position-related information for the agent position p is maximized (see

(3.36) in Section 3.5.1).

Equations (3.18) and (3.20) in Section 3.3.2, which describe the parameters S̃INR
(j)

k,n, show

the relation between the pulse parameter pair T
(j)
p,n and f

(j)
c,n and the position-related information

contained in the channel. The pulse duration T
(j)
p,n scales the amount of DM and is directly

proportional to the effective root mean square bandwidth β. The relation to f
(j)
c,n is not that

obvious, since it describes the frequency dependency of the environment parameters and thus

the GSCM parameters as the complex amplitudes of the MPCs and the DM PDP. The set of

selected VAs should lead to the highest overall SINR values (and accordingly the smallest range

variances var
{
d̂

(j)
k,n

}
) and the smallest possible GDOP footnoteThe GDOP the ratio between

position variance and the range variance [24]. For positioning a small value indicates a high

level of confidence that high precision can be reached. Hence, the GDOP indicates a “good ”

geometry for positioning, i.e. a good geometric placement of the anchors., i.e. geometric optimal

constellation of VA positions which is reflected by the ranging direction matrix described in

(3.37) in Section 3.5.1. In a cognitive sense this means that the actions a ∈ A are chosen to

reduce the posterior entropy over time under quasi-stationary environment conditions.

– 120 –



7.4 Results

7.4 Results

7.4.1 Measurement Setup

For analyzing the tracking methods, discussed above, we use the same measurements as described

in Section 5.5.1 [102]. The chosen initial pulse duration is Tp = 0.5 ns (corresponding to a

bandwidth of 2 GHz) and the center frequency is fc = 7 GHz. The scenario is same as in

Section 5.5.1 illustrated in Fig 5.2. The VAs for the anchors at the positions a
(1)
1 and a

(2)
1 were

computed a-priori up to order 2. The past window of agent positions for the SINR estimation

is again chosen to be wpast = 40. For all simulations 30 Monte Carlo runs were conducted.

7.4.2 Initial Experiment Setup

For the sake of simplicity, we reduce the control parameters to just the carrier frequency

Θcontrol,n = fc,n for each PAC for all anchors and we fix the pulse duration Tp. This means that

the cognitive MINT system adaptively finds the carrier frequency fc,n from PAC to PAC that

yields the highest reward from the environment by maximizing the position-related informa-

tion. Starting from the initial value fc,1 = 7 GHz (which represents the center of the measured

bandwidth), the carrier frequency is adapted over time using the posterior entropy in (7.3).

The finite space of cognitive actions A contains the discrete frequency values bounded by the

measured bandwidth, i.e. fc,n,i ∈ A, where i = 1, . . . , |A|. The frequency spacing between the

frequency bins is equidistant, ∆fc = fc,n,i+1 − fc,n,i. For the experiments, we haven chosen

∆fc = 50 MHz, considering the large signal bandwidth of 2 GHz. The starting policy is defined

as a uniform distribution π1(a, a) = U(fc,n,1, fc,n,|A|) and the cost-to-go function is chosen to be

J1(a) = 0 ∀a. The size of the planning subspace is |M| = 20; the size of A is |A| = 40.

7.4.3 Discussion of Performance Results

Conventional MINT

Fig. 7.2 shows the overall position error CDFs for “conventional” MINT (which assumes perfect

floor plan knowledge) with and without cognitive waveform adaptation. To show the advantage

of the cognitive MINT algorithm, a restricted set of VAs is chosen and as in Section 5.5.2 the

visibilities of the VAs are computed using the SINRs instead of optical ray-tracing. As the

CDF of “conventional” MINT indicates (blue line with circle marker), the tracking algorithm

tends to diverge since too little position-related information is available. The black and the red

lines show the overall position error CDFs for cognitive MINT for a future horizon window of

l = 1 and l = 5, respectively. As one can observe, the performance is significantly increased

due to the cognitive waveform adaptation. This means that the cognitive MINT algorithm is

able to increase the amount of position-related information by changing the sensing spectrum

via the carrier frequency fc,n,i ∈ A to bands that carry more geometry-dependent information

in the MPC. Another interesting observation of Fig. 7.2 is that an increase of the planning

horizon results in an increased performance, confirming the correct functionality of the cognitive

algorithm.
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Figure 7.2: Performance CDFs of the cognitive MINT algorithm using a smaller restricted set of VAs.
Visibilities of VAs are computed using the SINRs instead of optical ray-tracing.
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Figure 7.3: Performance CDFs of cognitive probabilistic MINT using a smaller restricted set of VAs. For
probabilistic MINT, the visibilities of VAs are always computed using the SINRs.

Probabilistic MINT

Fig. 7.3 shows the overall position error CDFs for probabilistic MINT with and without cognitive

waveform adaptation. As we have already discussed in Section 5.5.2, uncertainties in the floor

plan and wrong associations can be robustly handled due to the probabilistic treatment of VAs

and thus none of the individual trajectory runs diverges. The already achieved high accuracy

and robustness of probabilistic MINT are the reasons that cognitive sensing leads to only a

minor additional performance gain for this scenario. It is suspected that for lower bandwidth

the performance gain induced by the cognitive probabilistic MINT should be much more distinct.
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Figure 7.4: Scenario for probabilistic MINT using cognitive sensing in presence of additional DM inter-
ference. The anchors are at the positions a

(1)
1 and a

(2)
1 . The black line represents the agent

trajectory and the red part of the line indicates the agent positions, where the DM interference
is activated.

Probabilistic MINT with additional DM Interference

In the last setup, we additionally have added synthetic DM interference filtered at a carrier

frequency fc = 7 GHz, with a bandwidth of 2 GHz. The DM parameters are chosen according to

Table 3.1 except for the DM power. The experiments were conducted with three levels of DM

power, Ω1 = 1.1615 ∗ 10−9, Ω1 = 5.8076 ∗ 10−9 and Ω1 = 1.1615 ∗ 10−8.

Fig. 7.4 illustrates the scenario used for the experiment. The black line represents the agent

trajectory and the red part of it indicates the agent positions, where the DM interference is

activated. Fig. 7.5 shows the signals exchanged between the agent and the Anchors 1 and 2 for

one sample position. The “clean” signals are shown in Fig. 7.5a, the noisy signal for DM power

of Ω1 = 1.1615 ∗ 10−9 in Fig. 7.5b. Looking at Fig. 7.5b it is quite obvious that this level of

DM represents already a severe interference. The justification of using such a interference noise

model lies in the fact that it can describe many kinds of measurement modeling mismatches,

e.g. if the anisotropy of the antenna pattern for different angle of arrivals is not considered.

Fig. 7.6 illustrates the mean values of the cognitively adapted carrier frequency along one of

the trajectories at DM power Ω1 = 1.1615 ∗ 10−8. The mean is computed using the 30 Monte

Carlo simulations of the experiment. The black line denotes the initial carrier frequency fc,1 and

the blue one the mean of the cognitively adapted carrier fc,n. The blue dashed lines show a few
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(b) Noisy signal with DM power of Ω1 = 1.1615 ∗ 10−8

Figure 7.5: Signals exchanged between agent and Anchors 1 and 2 for an example agent position. The
gray lines represent the estimated delays of the MPCs. Fig. 7.5a shows the “clean” signal and
Fig. 7.5b the noisy signal.

example realizations of cognitively adapted carrier frequencies along different trajectories and

for different Monte Carlo runs. The figure shows quite clearly that the cognitive probabilistic

MINT algorithm is avoiding (almost at all agent positions, where additional DM interference is

present) carrier frequencies fc,n near to the carrier of DM.

Fig. 7.7 shows the according mean entropy values of probabilistic MINT (red line with diamond

markers) and cognitive probabilistic MINT (black line with triangle markers) over time instances

n for DM power Ω1 = 1.1615∗10−8. The red and black dashed lines show a few example entropy

realizations along different trajectories and for different Monte Carlo runs. Before the noise

disturbance starts the entropy of the probabilistic MINT algorithm is almost the same as of
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Figure 7.7: Mean entropy of probabilistic MINT and cognitive probabilistic MINT over time instances n for
DM power Ω1 = 1.1615 ∗ 10−8. The red and black dashed lines show a few example entropy
realizations along different trajectories and for different Monte Carlo runs.

the cognitive probabilistic MINT algorithm. In the moment the disturbance is introduced, the

entropy of the posterior increases. The cognitive probabilistic MINT algorithm then starts to

change its carrier frequency fc,n (as shown in Fig. 7.6) until the entropy is again reduced. This

leads to an almost constant or even decreasing entropy even in the presence of a tremendous

noise level (black line with triangle markers in Fig. 7.7). In contrast to that the probabilistic

MINT algorithm without cognitive waveform adaptation starts to diverge after the disturbance

is introduced and is not able to recover. This is indicated by the rapid increase of the entropy

and stagnation at a large value shown in Fig. 7.7 by the red line with diamond markers.

This result is confirmed by looking at the performance CDFs of the agent position error shown

in Fig. 7.8. This comparison between probabilistic MINT and cognitive probabilistic MINT

illustrates the powerful property of the cognitive algorithm to separate relevant from irrelevant
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Figure 7.8: Performance CDFs of the cognitive probabilistic MINT algorithm with introducing a disturbance
at three different noise levels along a certain part of the trajectory. Noise 1 corresponds to DM
with Ω1 = 1.1615∗10−9, Noise 2 with power Ω1 = 5.8076∗10−9 and with power Ω1 = 1.1615∗10−8

information using adaptation of the control parameter fc,n to avoid the noisy frequency band

of the signal. The probabilistic MINT algorithm without waveform adaptation tends to diverge

under such harsh conditions as depicted by CDFs drawn with solid lines. In contrast to this,

the cognitive MINT algorithm overcomes these impairments, leading again to a robust behavior

as depicted by CDFs drawn with dashed lines.

7.5 Chapter Summary and Conclusions

In this chapter a “fully” cognitive localization system has been established and analyzed which

intertwines probabilistic MINT with a cognitive dynamic system (CDS). The resulting cogni-

tive probabilistic MINT algorithm adapts the waveform parameters in order to enhance the

representation of the posterior PDF of the state vector.

Using real data it has been shown that the cognitive probabilistic MINT algorithm is able to

increase the amount of position-related information by changing the sensed frequency band via

the carrier frequency. This can be explained by the fact that by changing the sensed frequency

band, new statistical samples of the channel are gained so that efficient learning of the channel

model parameters (and also marginal PDFs of the VA positions) is supported. Another ex-

periment has shown that severe additional interference noise is suppressed and thus robustness

is controlled by cognitively changing the waveform parameters. The cognitive controller (CC)

combined with probabilistic MINT can also be combined straight forwardly with probabilistic

MINT-SLAM.
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8
Conclusions

As stated at the beginning of this thesis, accurate and robust positioning in indoor environments

is a challenging task, especially due to dense multipath. With our prior work, we have shown

that both attributes can be achieved satisfyingly even with minimal infrastructural requirements.

Position-related information is used in this approach, which is based on insights gained by a

CRLB analysis and prior floor plan knowledge. However, still accurate floor plan knowledge

is needed, which is in practice not always available. Hence, it was inevitable (i) to remove

the requirement of a precisely known a-priori floor plan and (ii) to cope with uncertainties in

the environment representation, i.e. the floor plan features. These goals are inherently coupled

with relevant channel information and hence, (iii) efficient online learning of position-related

information (embedded in the multipath channel) is also essential for a proper probabilistic

consideration of the observed features of the floor plan (the VAs). To improve the separation

between relevant and irrelevant channel information in situations of high noise levels, it has been

hypothesized that cognitive control of the waveform parameters can provide the final ingredient

for robust positioning and tracking.

This thesis confirms with theoretical results and extensive simulation results using real mea-

surements that all of these aims can be achieved. Based on the rigorous mathematical analysis

of the GSCM and GPEM, an algorithmic proof has been given that simultaneous localization

and mapping is feasible with high accuracy using multipath channel information. Hence, the

research question stated in Section 1.4 has been answered:

• Spatially consistent information about the geometric features of the environment con-

tained in the multipath channel components gathered over time, can be used to infer

a probabilistic model of the features of a floor plan (the VAs) and to learn online the

VAs’ corresponding reliability measure. This can be achieved starting without any

prior knowledge of the floor plan.
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• Active sensing of the environment, i.e. Tx-side waveform adaptation, is an efficient

instrument to increase the amount of relevant information, (i.e. position-related

multipath information) and to focus the algorithms’ attention on relevant en-

vironment features (a specific set of VAs).

The resulting Cognitive Multipath-assisted Simultaneous Localization and Mapping

algorithm has the following detailed characteristics:

• Robust online learning of the geometric-probabilistic environment model (GPEM)

• Robustness against outliers in the measurements and false data associations facilitated by

probabilistic modeling of the VAs

• Local adaptation to the channel characteristics enabled by online learning of the parame-

ters of the geometric-stochastic channel model (GSCM)

• Focusing the perceptive attention to relevant channel features enabled by cognitive control

(CC) of the transmitted waveform

The experiments have shown that there are different levels of uncertainties that have to be

treated properly. Firstly, the system has to put its focus on relevant perceived information based

on the underlying physical channel and environment model, leading to perceptive attention.

This leads us to the following final conclusion:

All concepts—GPEM, GSCM and CC—intertwined facilitate the desired level of robustness

and accuracy of the positioning and tracking system in harsh indoor environments.
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A
Derivations of the CRLB

A.1 FIM for MPCs

A.1.1 General Case of MPCs delays

ΛA ∈ RK×K contains the second-order derivatives of the log-likelihood function w.r.t. the delays

of the MPCs.

[ΛA]k,k′ = Er;ψ

{
−∂

2 ln f(r;ψ)

∂τk∂τk′

}
(A.1)

= Er;ψ



−

∂2
{

2<
{
rHCr

−1Sα
}
−αHSHCr

−1Sα− rHCr
−1r
}

∂τk∂τk′





= Er;ψ



−

∂2
{

2<
{
rHCr

−1Sα
}}

∂τk∂τk′



+

∂2
{
αHSHCr

−1Sα
}

∂τk∂τk′

= Er;ψ

{
−2<

{
αkr

HCr
−1 ∂2sτk
∂τk∂τk′

}}

︸ ︷︷ ︸
(I)

+
∂
{
αkα

HSHCr
−1 ∂sτk

∂τk

}

∂τk′
+
∂
{
α∗k
(
∂sτk
∂τk

)H
Cr
−1Sα

}

∂τk′

+ 2<
{
αkα

HSHCr
−1 ∂2sτk
∂τk∂τk′

}

︸ ︷︷ ︸
(II)

... → Er;ψ

{
rH
}

= αHSH → (I) + (II) = 0
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= αkα
∗
k′

(
∂sτk′
∂τk′

)H

Cr
−1∂sτk

∂τk
+ α∗kαk′

(
∂sτk
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Cr
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∗
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(
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Cr
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∂τk

}

All other sub-matrix elements of the channel FIM can be derived in the same manner. Thus, we

neglect the equivalent terms to (I) and (II) in the further derivations. <ΛB ∈ RK×K contains

the derivatives of the log-likelihood function w.r.t. the delays and the real part of the complex

complex amplitudes of the MPCs.

[<ΛB]k,k′ = Er;ψ

{
−∂

2 ln f(r;ψ)

∂τk∂<αk′

}
(A.2)
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∂
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}

=ΛB ∈ RK×K contains the derivatives of the log-likelihood function w.r.t. the delays and the

imaginary part of the complex complex amplitudes of the MPCs.

[=ΛB]k,k′ = Er;ψ
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Λ′C ∈ RK×K contains the second derivatives of the log-likelihood function w.r.t. the real and

imaginary part of the complex complex amplitudes of the MPCs.

[Λ′C]k,k′ = Er;ψ
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Λ′′C ∈ RK×K contains the cross derivatives of the log-likelihood function w.r.t. the real and

imaginary part of the complex complex amplitudes of the MPCs.

[Λ′′C]k,j = Er;ψ
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In the case that the baseband signal s(t) has symmetric spectrum (and for the non-coherent

channel model), Λ′′C = 0.

A.1.2 Orthogonal MPCs

For a sampled received signal, the covariance matrix of AWGN and the DM is written as

Cr = σn
2IN + Cc = σn

2IN + S̄HSνS̄ (A.6)

where S̄ = [s0, · · · , sN−1]T ∈ RN×N is the full signal matrix with si =
[
s((−i) mod NTs), . . . ,

s((N −1− i) mod NTs)
]T

, defined as a circulant matrix and the diagonal matrix Sν represents

the sampled DM PDP sν = [Sν(0), . . . , Sν(Ts(N − 1))]T. The covariance matrix of DM is given

by

[S̄HSνS̄]n,m =
N−1∑

i=0

TsSν(iTs)s((n− i) mod NTs)s((m− i) mod NTs). (A.7)

Using the Woodbury matrix identity, the inverse of Cr can be written as

Cr
−1 =

1

σn
2

[
IN − S̄H

(
σn

2S−1
ν + S̄S̄H

)−1
S̄
]
. (A.8)

In (3.5), this inverse is multiplied from the right by Sα, which can be re-written as

Cr
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αkCr
−1sτk =

1

σn
2

K∑

k=1

αk

[
IN − S̄H

(
σn

2S−1
ν + S̄S̄H

)−1
S̄
]
sτk

where the factor S̄sτk on the very right is an autocorrelation vector of the transmitted signal

shifted to delay time τk. The desired properties of s(t)—a large bandwidth and favorable

autocorrelation properties—imply that this autocorrelation has most of its energy concentrated

at delay τk. It hence samples the nonstationary PDP at time τk and we can replace Sν for each

summand by a stationary PDP S
(τk)
ν = TsSν(τk)IN . Using this assumption, we define

[
Cr

(τk)
]−1

=
[
σn

2IN + TsSν(τk)S̄
HS̄
]−1

(A.9)
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which involves the inverse of a cyclic matrix that can be diagonalized by a discrete Fourier

transform (DFT). We introduce a unitary DFT matrix W, WHW = WWH = IN , and use

S̄ = WS̃WH, where S̃ = diag
√
NWs0 is a diagonal matrix containing the DFT of sT

0 (the first

row of S̄), to obtain

[
Cr

(τk)
]−1
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W
(
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2IN + TsSν(τk)S̃
HS̃
)
WH

]−1

= W
(
σn

2IN + TsSν(τk)S̃
HS̃
)−1

WH. (A.10)

With this, we can approximate the second summand of likelihood function (3.5) by

[αHSHCr
−1Sα]k,k′ ≈ αkα∗k′sH

τk′

[
Cr

(τk)
]−1

sτk

=

N−1∑

i=0

αkα
∗
k′ |Sf [i]|2

σn
2 + TsSν(τk)|Sf [i]|2 exp

{−j2πi(τk − τk′)
N

}
(A.11)

where Sf [i] are samples of the DFT of s0 and the exponential accounts for the delays τk and τk′ .

Approximating the sum by an integral yields

[αHSHCr
−1Sα]k,k′ ≈

∫

f

α∗kαk′ |S(f)|2
N0 + Sν(τk)|S(f)|2 exp {−j2πf(τk − τk′)} df. (A.12)

With this expression, the diagonal elements of submatrix ΛA of the FIM can be written as

[ΛA]k,k = Er;ψ

{
−∂

2 ln f(r;ψ)

∂τk∂τk

}

≈ 8π2|αk|2
∫

f
f2 |S(f)|2
N0 + Sν(τk)|S(f)|2 df

= 8π2SINRk

∫

f
f2|S(f)|2 N0 + TpSν(τk)

N0 + Sν(τk)|S(f)|2 df

= 8π2β2SINRkγk (A.13)

where β2 =
∫
f f

2|S(f)|2df is the mean square bandwidth of s(t), SINRk = |αk|2/(N0+TpSν(τk))

is the SINR of the k-th MPC, and γk = β2
k/β

2 is called bandwidth extension factor, expressing

the influence of the whitening. The latter relates the mean square bandwidth of the whitened

pulse β2
k =

∫
f f

2|S(f)|2 N0+TpSν(τk)
N0+Sν(τk)|S(f)|2 df to β2. Its value is a function of the INR TpSν(τk)/N0.

Note that s(t) is assumed to be normalized to unit energy, hence we have |S(f)|2 = Tp for

|f | ≤ 1/(2Tp) if s(t) has a block spectrum.

A.1.3 Considering unknown Noise Statistics

Assuming orthogonality of the MPCs, but a non stationary DM PDP that just depends on its

onset parameter τ1, only the FIM block [ΓA]1,1 is non zero, resulting in

[ΓA]1,1 = tr

[
Cr
−1S̄H∂Sν

∂τ1
S̄Cr

−1S̄H∂Sν
∂τ1

S̄

]
(A.14)

= tr

[
Cr
−1S̄Hdiag

(
∂sν
∂τ1

+ TsSν(τ1)δ(τ1)

)
S̄Cr

−1S̄Hdiag

(
∂sν
∂τ1

+ TsSν(τ1)δ(τ1)

)
S̄

]
,
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where the derivative of the PDP w.r.t. the delay τ1 is given as in (A.17) and δ(τ1) represents the

derivative of the unit step function u(τ − τ1) in the discrete time domain, so that S̄Hδ(τ1)S̄ =

sH
τ1sτ1 . Assuming a large signal bandwidth and that the PDP is almost constant after the onset,

the PDP can be approximated by a scaled Heaviside function Sν(τ1)u(τ − τ1), thus ∂sν/∂τ1 ≈ 0

and (A.14) can be rewritten as

[ΓA]1,1 ≈ tr
[
Cr
−1sH

τ1TsSν(τ1)sτ1Cr
−1sH

τ1TsSν(τ1)sτ1
]

... → Using the invariance property of the trace under cyclic permutations

= Ts
2Sν(τ1)2tr

[
sH
τ1sτ1Cr

−1sH
τ1sτ1Cr

−1
]

= Ts
2Sν(τ1)2

∥∥sτ1
∥∥4

tr
[
Cr
−2
]
. (A.15)

A.1.4 Derivatives of Diffuse Multipath (DM) PDP w.r.t. its Parameters

The double exponential PDP has the following form [58, eq. (9)]

Sν(τ) =
Ω1(γ1 + γrise)

γ1(γ1 + γrise(1− χ))

(
1− χe

− τ−τ1
γrise

)
e
− τ−τ1

γ1 u(τ − τ1), (A.16)

where u(τ) = 1 for τ ∈ [0,∞[ defines the Heaviside function.

The derivative w.r.t. the first arrival delay τ1:

∂Sν(τ)

∂τ1
=

Ω1(γ1 + γrise)

γ1(γ1 + γrise(1− χ))

(
1

γ1
−
(
χ

γ1
+

χ

γrise

)
e
− τ−τ1
γrise

)
(A.17)

× e
− τ−τ1

γ1 u(τ − τ1)− Sν(τ)δ(τ − τ1).

The derivative w.r.t. the normalized DM power Ω1:

∂Sν(τ)

∂Ω1
=

γ1 + γrise
γ1(γ1 + γrise(1− χ))

(
1− χe

− τ−τ1
γrise

)
e
− τ−τ1

γ1 u(τ − τ1). (A.18)

The derivative w.r.t. the decay time γ1:

∂Sν(τ)

∂γ1
≈ Ω1

γ1(γ1 + γrise(1− χ))

(
γ1 + γrise

γ2
1

(τ − τ1)−
(

1 + 2
γrise
γ1

))
(A.19)

×
(

1− χe
− τ−τ1
γrise

)
e
− τ−τ1

γ1 u(τ − τ1).

The derivative w.r.t. the rise time γrise:

∂Sν(τ)

∂γrise
≈ Ω1

γ1(γ1 + γrise(1− χ))

((
1− χe

− τ−τ1
γrise

)
− γ1 + γrise

γ2
rise

(A.20)

×(τ − τ1)e
− τ−τ1
γrise χ

)
e
− τ−τ1

γ1 u(τ − τ1).
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The derivative w.r.t. first arrival delay power χ:

∂Sν(τ)

∂χ
≈ Ω1

γ1(γ1 + γrise(1− χ))

((
1

γ1
+
γ2
rise

γ2
1

)(
1− χe

− τ−τ1
γrise

)
− (A.21)

× (γ1 + γrise) e
− τ−τ1
γrise

)
e
− τ−τ1

γ1 u(τ − τ1).

A.2 Jacobian of VA Position w.r.t. Anchor Position

We want to find a simple expression for the delay gradient ∂p
(ξ)
k /∂p(ξ). We restrict our derivation

to a single VA of a specific node without loss of generality, so we drop all ξ, k-indexing and use a

simpler notation ∂pVA/∂p. As explained in Section 2.1, pVA is obtained by mirroring p on walls

Q times where Q is the VA order. We use index q for this iteration and refer to the intermediate

positions as p̃q where p̃0 = p and p̃Q = pVA. We need to express pVA as a function of p and

room geometry. We account for the latter by considering walls with line equations

y − yq = tan(ζq)(x− xq) (A.22)

where ζq is the wall angle and dq = (xq, yq)
T is an offset vector. We obtain the q-th position by

mirroring position q − 1 on the q-th wall, or more formally

p̃q = Mir(p̃q−1, ζq,dq) . (A.23)

where Mir is defined as the mirroring operator. Starting at q = Q and using recursive substi-

tution down to q = 0, we get

pVA = Mir(. . .Mir(Mir(p, ζ1,d1), ζ2,d2) . . . , ζQ,dQ) . (A.24)

The mirroring operation is given by

Mir(p̃q−1, ζq,dq) = M(ζq)(p̃q−1 − dq) + dq (A.25)

= M(ζq)p̃q−1 +
(
I −M(ζq)

)
dq

where we use a mirror matrix that acts w.r.t. a line through the origin at angle ζq,

M(ζq) =

[
cos(2ζq) sin(2ζq)

sin(2ζq) − cos(2ζq)

]
= Rot(2ζq)

[
1 0

0 −1

]
= Rot(2ζq)F

and can be decomposed into a rotation by 2ζq, Rot(2ζq) and a sign-flip F in the second di-

mension. M(ζq) has eigenvalues {−1,+1} and bears analogies to rotation. For breaking down

(A.24), we prefer the latter form of (A.25) because of the separated p̃q−1-summand. By carefully

repeated application, we obtain a formula

pVA = M(ζQ) · p̃Q−1 +
(
I −M(ζQ)

)
dQ
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= M(ζQ)M(ζQ−1) · p̃Q−2 +

M(ζQ)
(
I −M(ζQ−1)

)
dQ−1 +

(
I −M(ζQ)

)
dQ

= . . . =

(Q−1∏

q=0

M(ζQ−q)
)

p +

Q∑

q=1

(Q−q∏

q̃=1

M(ζQ+1−q̃)
)

(I −M(ζq)) dq (A.26)

where the derivative w.r.t. p is just the leading product of mirror matrices. Transposition

reverses multiplication order

(
∂pVA

∂p

)T

=

Q∏

q=1

M(ζq) . (A.27)

To resolve this product, we derive a pseudo-homomorphism property of the mirror matrix.

We note that both F and M(ζ) are symmetric, orthogonal, and self-inverse. Thus, M(ζ) =

Rot(2ζ)F implies M(ζ)F = Rot(2ζ). We rearrange the product of two mirror matrices

M(ζa)M(ζb) = M(ζa)M(ζb)
T = Rot(2ζa)FFTRot(2ζb)

T

= Rot(2ζa)I Rot(−2ζb) = Rot(2(ζa − ζb))

and obtain the property

M(ζa)M(ζb) = M(ζa − ζb)F . (A.28)

Applying (A.28) to (A.27) (Q − 1)-times the Jacobian of a VA position w.r.t. its respective

anchor’s position yields

(
∂pVA

∂p

)T

= M(ζ̄)FQ−1 = Rot(2ζ̄)FQ (A.29)

where we refer to ζ̄ := ζ1 − ζ2 + . . .+ (−1)Q−1ζQ =
∑Q

q=1(−1)q−1ζq as the effective wall angle,

where index q iterates the order of occurrence of walls during MPC reflection or VA construction.

A.3 Delay Gradient for the Monostatic Setup

We transform the initial gradient from Appendix A.2 into a magnitude-times-unit-vector form by

component-wise application of basic trigonometric identities. This yields an insightful expression

for the monostatic case, cf. (3.31). We consider

e(φ)− e((−1)Qφ+ 2ζ̄) =

[
cos(φ)− cos((−1)Qφ+ 2ζ̄)

sin(φ)− sin((−1)Qφ+ 2ζ̄)

]

=




2 sin

(
((−1)Q+1)φ+2ζ̄

2

)
sin

(
((−1)Q−1)φ+2ζ̄

2

)

2 cos

(
((−1)Q+1)φ+2ζ̄

2

)
sin

(
−((−1)Q−1)φ+2ζ̄

2

)


 .
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By defining symbols for the arguments that contain φ depending on the even/odd parity of Q

O :=
(−1)Q − 1

2
φ+ ζ̄ =

{
ζ̄ If Q is even

ζ̄ − φ If Q is odd

E :=
(−1)Q + 1

2
φ+ ζ̄ =

{
ζ̄ + φ If Q is even

ζ̄ If Q is odd

we further get

e(φ)− e((−1)Qφ+ 2ζ̄) = 2 sin(O)

[
sin(E)

− cos(E)

]

= 2 sin(O) e
(
E − π

2

)
=

{
2 sin(ζ̄)e(φ+ ζ̄ − π

2 ) If Q is even

2 sin(ζ̄ − φ)e(ζ̄ − π
2 ) If Q is odd

. (A.30)

A.4 Derivation of the Multipath-NSync CRLB

Synchronized anchors: In order to derive the 3 × 3 EFIM IIIp,ε we need to repartition the

transformation matrix J by combining the submatrices H(j) and L(j) = l
(j)
syn to G(j) = [H(j), l

(j)
syn].

Applying the transformation leads to

IIIP = JTIIIψJ =




∑
j∈Nj

(
G(j)

)T
Λ

(j)
A G(j)

(
G(1)

)T
Λ

(1)
B · · ·

(
G(J)

)T
Λ

(J)
B

(
Λ

(1)
B

)T
G(1) Λ

(1)
C

...
. . .

(
Λ

(J)
B

)T
G(J) Λ

(J)
C



. (A.31)

The 3× 3 EFIM is then given as the sum over the EFIMs of the corresponding anchors

IIIp,ε =
∑

j∈Nj

(
G(j)

)T[
Λ

(j)
A −Λ

(j)
B

(
Λ

(j)
C

)−1(
Λ

(j)
B

)T]
G(j). (A.32)

When neglecting path overlap, this reduces to

IIIp,ε =
∑

j∈Nj

(
G(j)

)T
Λ

(j)
A G(j), (A.33)

which leads finally to (3.40).

Asynchronous anchors: The result for IIIθ (A.31) is also valid when considering asynchronous

anchors, provided that we respect L(j) = L
(j)
asyn and G(j) = [H(j),L

(j)
asyn]. We apply the blockwise

inversion lemma twice, first to derive the EFIM IIIp,ε (note that now ε is a vector), and then

again to proof the additivity of the EFIMs III(j)
p . The EFIM IIIp,ε is now a square matrix of order

2 + J . It can be expressed as in (A.32), but taking account of the changed definition of G(j).
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We can write its structure as

IIIp,ε =
∑

j∈Nj


 III(j)

A III(j)
B(

III(j)
B

)T
III(j)
D


 , (A.34)

with III(j)
A ∈ R2×2, III(j)

B ∈ R2×J and III(j)
D ∈ RJ×J . Further evaluation yields, that only the j-th

column of III(j)
B is nonzero, and the sum over III(j)

B can be written as

∑

j∈Nj
III(j)
B =

[
b(1), . . . ,b(J)

]
, b(j) ∈ R2, (A.35)

meaning that each column is determined by the contribution of a different anchors.Similarly,

III(j)
D has only one nonzero entry

[
III(j)
D

]
j,j

, leading to

∑

j∈Nj
III(j)
D = diag

([
III(1)
D

]
1,1
, . . . ,

[
III(J)
D

]
J,J

)
. (A.36)

Rewriting IIIp,ε (A.34) and again applying the blockwise inversion lemma yields the additivity

of the EFIMs III(j)
p :

IIIp =
∑

j∈Nj
III(j)
A −

1[
III(j)
D

]
j,j

b(j)
(
b(j)

)T
=
∑

j∈Nj
III(j)

p . (A.37)

The involved terms are defined by

III(j)
A =

(
H(j)

)T(
Λ

(j)
A −Λ

(j)
B

(
Λ

(j)
C

)−1(
Λ

(j)
B

)T)
H(j),

[
III(j)
D

]
j,j

=
K(j)∑

u=1

K(j)∑

v=1

[
Λ

(j)
A −Λ

(j)
B

(
Λ

(j)
C

)−1(
Λ

(j)
B

)T]
u,v
,

and

b(j) =
(
H(j)

)T(
Λ

(j)
A −Λ

(j)
B

(
Λ

(j)
C

)−1(
Λ

(j)
B

)T)
[1 . . . 1]T

1×K(J) .

A.5 Derivation of the Multipath-Coop CRLB

The EFIM for the cooperative setup is defined as

IIIP = HTdiag
(
Λ(1,1), . . . ,Λ(1,M), . . . ,Λ(M+J,M)

)
H,

being of size 2M × 2M . It can be written with subblock H from (3.50) in the canonical form

(3.48). Matrix Λ(j,m) is defined in (3.49). The canonical form decomposes the EFIM IIIP into

contributions from independent transmissions inbetween the agents or between agents and fixed
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anchors. Matrix IIIP consists of the following subblocks for η, η′ ∈ Nm = {1, . . . ,M},

[IIIP]η,η
′

2×2 =
∑

j∈(Nm∪Nj)

∑

m∈Nm

(
H(j,η,m)

)T
Λ(j,m)H(j,η′,m) (A.38)

where H(j,η,m) stacks the spatial delay gradients (3.28) as defined in Section 3.4. Considering

that only summand (j,m) of (A.38) contributes to a block, for which either index j or index m

equals η or η′, we get the following subblocks:

Off-diagonal blocks: η 6= η′

[IIIP]
(η,η′)
2×2 =

(
H(j,η,m)

)T
Λ(j,m)H(j,η′,m)

∣∣∣
j=η,m=η′

+
(
H(j,η,m)

)T
Λ(j,m)H(j,η′,m)

∣∣∣
j=η′,m=η

=
(
H

(η,η′)
An

)T
Λ(η,η′)H

(η′,η)
Ag +

(
H

(η′,η)
Ag

)T
Λ(η′,η)H

(η′,η)
An ,

using the definitions for H
(η,η′)
An and H

(η,η′)
Ag from Section 3.4.1. With H

(η,η′)
An = H

(η′,η)
Ag (Sec-

tion 3.4.1) and Λ(η,η′) = Λ(η′,η) we get

[IIIP]
(η,η′)
2×2 = 2III(η,η′)

C = 2
(
H

(η′,η)
Ag

)T
Λ(η′,η)H

(η,η′)
Ag . (A.39)

Diagonal blocks: η = η′

[IIIP]η,η2×2 =
(
H(η,η,η)

)T
Λ(η,η)H(η,η,η) +

∑

j∈Nm\{η}
m=η

(
H(j,η,m)

)T
Λ(j,m)H(j,η,m)

+
∑

m∈Nm\{η}
j=η

(
H(j,η,m)

)T
Λ(j,m)H(j,η,m) +

∑

j∈Nj

(
H(j,η,η)

)T
Λ(j,η)H(j,η,η)

=
(
H

(η)
Mo

)T
Λ(η,η)H

(η)
Mo +

∑

j∈Nm\{η}

(
H

(j,η)
Ag

)T
Λ(j,η)H

(j,η)
Ag

+
∑

m∈Nm\{η}

(
H

(η,m)
An

)T
Λ(η,m)H

(η,m)
An

∑

j∈Nj

(
H

(j,η)
Ag

)T
Λ(j,η)H

(j,η)
Ag

using again H
(η,η′)
An and H

(η,η′)
Ag from Section 3.4.1 and H

(η)
Mo from Section 3.4.2. With H

(η,m)
An =

H
(m,η)
Ag and Λ(j,m) = Λ(m,j) due to reciprocity, we get

[IIIP]
(η,η)
2×2 = III(η)

Mo + 2
∑

m∈Nm\{η}
III(m,η)

Ag +
∑

j∈Nj
III(j,η)

An = III(η)
Mo + 2III(η)

Ag + III(η)
An (A.40)

which implicitly defines the contributions from monostatic measurements, bistatic measurements

inbetween agents, and bistatic measurements between agents and fixed anchors.
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B
Simulation Results Multipath-Coop

B.1 Problem Formulation

We assume M agents at positions p
(m)
1 with m ∈ Nm = {1, 2, . . . ,M}, which cooperate with

one another. As outlined in the introduction, every agent conducts a monostatic measurement,

meaning it emits a pulse and receives the multipath signal reflected by the environment, and

conventional bistatic measurements with all other agents and the fixed anchors. All bistatic and

monostatic measurements are distributed such that every agent is able to exploit information

from any of its received and/or transmitted signals.

Fig. 2.1 illustrates the geometric model for multipath-assisted positioning. A signal exchanged

between an agent at position p
(m′)
1 and an agent at p

(m)
1 contains specular reflections at the room

walls, indicated by the black lines.30 These reflections can be modeled geometrically using VAs

p
(m′)
k , mirror images of the anchor w.r.t. walls that can be computed from the floor plan [1,31].

We call this the bistatic setup, where the fixed anchors and the floor plan constitute the available

infrastructure. In a cooperative setup, agents localize themselves using bistatic measurements

inbetween them. Here, the node at p
(m′)
k is an agent that plays the role of an anchor (and thus

provides a set of VAs) for the agent at p
(m)
1 . If the agents are equipped accordingly, they can use

monostatic measurements, indicated by the gray lines. Here, the node at p
(m′)
k acts as anchor

for itself with its own set of VAs.

B.2 State Space and Measurement Model

The state dynamics are characterized by a linear, constant-velocity motion model. Each agent

x
(m)
n is discribed by its position p

(m)
1,n and velocity v

(m)
1,n according to x

(m)
n = [(p1,n

(m))T, (v1,n
(m))T]T.

30 Since the radio channel is reciprocal, the assignment of transmitter and receiver roles to anchors and agents is
arbitrary and this choice can be made according to higher-level considerations.

– 139 –



B Simulation Results Multipath-Coop

p
(m ′)
1

p
(m)
1

p
(m ′)
2

p
(m ′)
3

p
(m ′)
4

Figure B.1: Illustration of multipath geometry using VAs for (i) bistatic transmissions (blue) between an

agent at p
(m′)
1 and an agent at p

(m)
1 and for (ii) a monostatic measurement (gray) by an agent

at p
(m′)
1 .

The position of the agent is mirrored at a each wall segment in order to obtain the positions

of the corresponding VAs p
(m)
k,n . The orientation of the wall segments determine the relation

between the movement gradients of the agent and the corresponding VAs. We describe this

relation by introducing a VA transition matrix P
(m)
k [O7]. The state space model for agent m

is characterized by

x̃(m)
n =

[
F 04×2Kn

02Kn×2 P(m) I2Kn×2Kn

]

︸ ︷︷ ︸
F̃(m)

x̃
(m)
n−1 +

[
G

02Kn×2

]

︸ ︷︷ ︸
G̃(m)

na,n, (B.1)

with

F =




1 0 ∆T 0

0 1 0 ∆T

0 0 1 0

0 0 0 1




G =




∆T 2

2 0

0 ∆T 2

2

∆T 0

0 ∆T




and x̃
(m)
n = [xT(m)

n ,pT(m)
2,n , ...p

T(m)
K,n]T and P(m) = [PT(m)

2, . . . ,P
T(m)

Kn ]T with dimensions

(2Kn × 2). Under the assumption of independent movement of the agents, the motion model

finally results in




x̃
(1)
n

...

x̃
(M)
n




︸ ︷︷ ︸
x̂n

=




F̃(1) 0

. . .

0 F̃(M)







x̃
(1)
n−1

...

x̃
(M)
n−1




︸ ︷︷ ︸
x̃n−1

+




G̃
(1)
n

G̃
(M)
n


na,n. (B.2)
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The according linearized measurement model is defined as




z̃
(1)
n

...

z̃
(M)
n


 =




H̃
(1)
n 0

. . .

0 H̃
(M)
n







x̃
(1)
n

...

x̃
(M)
n


+ ñz,n. (B.3)

where z̃
(m)
n stacks the monostatic measurements from the m-th agent and the bistatic measure-

ments to all other agents. The stack vector ñz,n contains the according measurement noise

with covariance matrix Rn described in Section 5.1.3 in (5.16). The linearized column-wise

stacked measurement matrices H̃
(m)
n = [(H̃

(η=1,m)
n )T, . . . , (H̃

(η=M,m)
n )T]T described in (B.4), with

m, η ∈ Nm and m 6= η. The matrix H
(η,η,m)
ξ,µ,n = [

∂d(p
(η)
µ,n,p

(m)
1,n )

∂x
(η)
ξ,n

,
∂d(p

(η)
µ,n,p

(m)
1,n )

∂y
(η)
ξ,n

] defines the derivatives

of the measurement equation w.r.t. the x- and y-position coordinates. The upper-left sub-block

of (B.4) holds the derivatives of the monostatic measurement equations w.r.t. the m-th agent

position and upper diagonal sub-block the according derivatives w.r.t. to the monostatic VA

positions of the m-th agent. The lower-left sub-block holds derivatives of the bistatic mea-

surement equations to all other agent positions and according VA positions (η = 1 . . .M and

m 6= η) w.r.t. the m-th agent position. The lower-right diagonal sub-block holds the equivalent

derivatives w.r.t. to the according bistatic VA positions.

H̃(η,m)
n =




H
(m,m,m)
1,2,n 0 0 H

(m,m,m)
2,2,n . . . 0 . . . 0 . . . 0

...
...

...
...

...
...

...
...

...
...

H
(m,m,m)
1,Kn,n

0 0 0 . . . H
(m,m,m)
Kn,Kn,n

. . . 0 . . . 0

H
(η,m,m)
1,1,n 0 0 0 . . . 0 . . . H

(η,η,m)
1,1,n . . . 0

...
...

...
...

...
...

...
...

...
...

H
(η,m,m)
1,Kn,n

0 0 0 . . . 0 . . . 0 . . . H
(η,η,m)
Kn,Kn,n




(B.4)

B.3 Results

We evaluate the performance of the proposed algorithm in terms of localization error and com-

putational time using synthetic data in a two-dimensional space. The transmit signal consists

of a raised-cosine pulse with a roll-off factor of R = 0.6, a pulse duration of Tp = 0.5 ns and

unit energy. The received signals of the monostatic and bistatic measurements are modeled

according to (2.1). Each reflection attenuates the pulse by 3 dB. The free-space loss is modeled

according to Friis’ transmission equation. The parameters of the DM are set according to [O7]

and the power of the additive white noise is set to N0 = 2 · 10−16 W/Hz. In order to achieve

a fair comparison to the proposed method in [O3] we choose the same parameter setup and

simulation scenario (c.f. Figure B.2). Three agents move independently along trajectories under

partly non-line-of-sight conditions where we assume a given start position. Figure B.2 shows

an example of the estimated agent positions p̂1,n, p̂2,n and p̂3,n using the proposed EKF-based

algorithm are indicated for every 5-th position. At each time step n the agents run monos-

tatic and bistatic measurements to the neighboring agents. The utilized likelihood function of

[O3, eq. (8)] simplifies the proposed system model (Sec. III in [O3]). We accounted for this by
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Figure B.2: Simulation scenario as in Froehle2013 with three agents moving along different trajectories.
Further, an example of the estimated agent positions p̂1,n, p̂2,n and p̂3,n using the proposed
EKF-based algorithm are indicated for every 5-th position.

changing the likelihood function to (7) of [O3]. Further, [O3] undermines the uncertainty of the

neighboring beliefs by reducing the size of the neighboring particles to the mean value (see Sec.

V-B of [O3]). We omit this simplification.

The maximum number of extracted MPCs is limited to K
(.,.)
n = 12, ∀n (see 2.2.1). The initial

position of each VA p
(m)
k,n as well as the corresponding VA transition matrix P

(m)
k are calculated

in advance. Figure B.3 illustrates the cumulative distribution function (CDF) of the local-

ization error of the proposed algorithm (CoMINT EKF) compared to [O3] of ten trajectory

realizations—each evaluated with 50 Monte Carlo runs. The comparison reveals the strong

influence on performance of localization error and computational demand [O3] regarding its im-

plementation scheme of message passing (i.e. particle or parametric message representation and

scheduling). Choosing a sample-based message representation the localization error reduces with

increasing number of particles on the cost of computational complexity. Denoting N as the num-

ber of particles representing the message passing scheme, [O3] faces a complexity of O(MN2).

The proposed method has a complexity of O(M2K3
n) determined by the data association stage

[111]. Since the number of particles N is much higher compared to the number of extracted

MPC K
(.,.)
n the proposed method outperforms [O3] in terms of computational complexity. We

proof this claim by comparison of the average computational time for localization scaled to the

proposed method. Depending on the number of particles the average computational time of the

proposed method speeds up by a factor of approximately 217, 756 and 2355 for 100, 250 and

500 particles, respectively.

The gain in terms of computational time is established by the assumption of Gaussian distance

errors. Figure B.3 indicates the influence of this assumption by comparison to [O3] with dif-

ferent number of particles of 100, 250 and 500. The proposed method reaches a performance
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Figure B.3: Cumulative distribution function of the localization error of the proposed algorithm (CoMINT
EKF) (blue) compared to [O3] with a different size of 500 (gray), 250 (red) and 100 (black)
particles of each agent.

comparable to [O3] with a number of particles from 100 − 250 where 90 % of the errors are

located within 2 cm.
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C
Insights in Method of Moments Estimator of

the SINRs

The estimated complex amplitudes are computed using (2.5) resulting in α̂k = αke
jψk+xk, where

xk ∝ CN
(
0, 2σ2

)
denotes contributions from DM and AWGN with variance σ2. Correcting the

estimated complex amplitude by the phase ψk denoting α̂ke
−jψk , so that the real and imaginary

parts are Gaussian RV defined as X1 ∝ N
(
<αk, σ2

)
and X2 ∝ N

(
=αk, σ2

)
, respectively.

Hence, |α̂k|2 is described by a noncentral chi-squared distribution with two degrees of freedom.

In general, the mean and the variance of a RV X = X2
1 +X2

2 , where X1 and X2 are Gaussian,

are defined as [128]

µ1 = E {X} = r2 + 2σ2 (C.1)

µ2 = E
{

(X − µ)2
}

= 4σ4 + 2σ2r2, (C.2)

where r = E {X1}2 +E {X2}2 = |αk|2. The resulting method of moment estimator is defined as

[45]

SINRk,moments =


 µ̂1,k(

µ̂2
1,k − µ̂2,k

)1/2 − 1



−1

, (C.3)

where µ̂1,k = E
{
|α̂k|2

}
is the mean and µ̂2,k = E

{
||α̂k|2 − µ̂1,k|2

}
is the variance of the squared

absolute value of the estimated MPC amplitudes. Using the projection onto the received signal

(2.5), the mean is

µ̂1,k = E
{
|α̂k|2

}
(C.4)

= |αk|2‖sτk‖2 + sH
τk

S̄HSνS̄sτk +N0‖sτk‖2
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and the variance is

µ̂2,k = E
{∣∣|α̂k|2 − µ̂1,k

∣∣2
}

(C.5)

=
(
sH
τk

S̄HSνS̄sτk
)2

+ 2sH
τk

S̄HSνS̄sτkN0‖sτk‖2

+N2
0 ‖sτk‖4 + 2|αk|2‖sτk‖2

(
sH
τk

S̄HSνS̄sτk +N0‖sτk‖2
)
.

With this, (C.3) can be rewritten as

SINRk,moments =
|αk|2‖sτk‖2

sH
τk

(
N0 + S̄HSνS̄

)
sτk

(C.6)

=
|αk|2

N0 + TssH
τk

S̄HSνS̄sτk
,

where ‖sτk‖2 = 1/Ts. This result shows that the method of moments estimator computes the

ratio between the energy of the deterministic MPCs |αk|2 to the noise power density of AWGN

N0 and of DM S̄HSνS̄ projected onto the transmit pulse shifted to the MPC delays τk.
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D
Cognitive Reinforcement Learning Algorithms

The algorithms in the Tables 1 and 2 can be found in [79] and are put into this appendix of the

thesis just for the sake of completeness, so that the interested reader can take a look onto them

without searching for the literature.

Variables:

A := set of all actions

J := value-to-go function

γ := discount factor 0 < γ ≤ 1

α := learning rate, α > 0

Inputs:

R(a) := expected reward of action a ;

πn := learning policy ;

for all cognitive actions a ∈ A do

Jn(a)← Jn(a) + α [R(a) + γ
∑

a′ πn(a, a′)Jn(a′)− Jn(a)] ;

end
Algorithm 1: Algorithm for updating value-to-go function
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Variables:

A := set of all actions

M := subset of actions for planning

J := value-to-go function

γ := discount factor 0 < γ ≤ 1

πn := learning policy

an selected action

rn computed reward

hlearnmem := entropy memory for learning

hplanmem := entropy memory for planning

lfuture := future horizon

Initialization:

a0 ← random action ;

hlearnmem ← h(x0) ;

Act on environment with a0 ;

for all times instances n do

h(xn, an)← input from perceptor C̃n(an);

Learning:

rn ← gn(hlearnmem − h(xn, an)) ;

Update value-to-go: Jn(an)← (1− α)Jn(an) + αrn ;

hlearnmem ← h(xn, an) ;

Planning:

Sample from πn or uniform distribution to get M⊆ A ;

for all cognitive actions a ∈M do

for i = 1 to lfuture do

hplanmem ← h(xn+i−1, a) ;

Use Bayesian filter to compute the predicted and the prediced measurement

covariance matrix C̃n+i(a) ;

h(xn+i, a)← input from perceptor C̃n+i(a);

rn ← gn(hplanmem − h(xn+i, a)) ;

Update value-to-go function:

Jn(a)← Jn(a) + α [R(a) + γ
∑

a′ πn(a, a′)Jn(a′)− Jn(a)] ;

end

end

Jn+1 ← Jn(a) ;

Update πn using Jn+1 according to ε-greedy strategy: πn+1 ;

Select action an+1 based on πn+1 ;

Act on environment with an+1 ;

end
Algorithm 2: Entire algorithm for cognitive reinforcement learning
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Cognitive Radar for the Localization of RFID

Transponders in Dense Multipath Environments
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Abstract—High-accuracy localization remains a much desired
but elusive feature for passive radio transponders as used in
radio-frequency identification (RFID). We believe that the prin-
ciple of cognitive radar can overcome the fundamental physical
limitations hindering its implementation. We propose to jointly
employ a narrowband radio to interrogate the transponders
and an adaptive (ultra) wideband backscatter radio for the
target tracking and for actuating, sensing, and learning the
radio environment. This paper explores system model and key
processing steps of such a cognitive secondary radar. At its core
is a perception-action cycle, which consists of transmitter and
receiver-side environment models for representing radio channel
conditions and Bayesian trackers for the target states. Multipath
is exploited to improve the robustness and to make optimum
use of the radar’s sensing capabilities. Feedback information is
derived from the Cramér-Rao lower bound on the position error.
Initial results are presented as a basic proof of principle.

Index Terms—Ultra-wideband, Cramér-Rao lower bound, lo-
calization, multipath-assisted indoor positioning, channel model-
ing

I. INTRODUCTION

Recent seminal work by S. Haykin and co-workers de-

scribed Cognitive Radar (CR) as a “step toward bridging

the gap between neuroscience and engineering” [1]. The

information processing in the visual brain, which has been

extensively studied in neuroscience, gives valuable insight

in the unparalleled capability of the brain of filtering out

clutter and focusing attention on activity. In their earlier

paper [2], a bat has been discussed as an example showing

the efficiency of cognitive processing in nature, in a setting

that closely resembles a multistatic radar. The bat adapts its

emitted ultrasound pulses, e.g. while approaching its bait. In

doing so, it acts on the environment in an adaptive fashion,

its sonar comprises a closed perception-action cycle (PAC).

Memory and attention are considered to be key facilitators

of “intelligence”, both of which can be mapped to signal

processing functionalities of a CR [1]–[3].

A cognitive tracking and identification system is described

in this paper that allows high-definition localization of large

numbers of passive radio transponders1 (enhanced RFID tags)

in indoor environments at decimeter accuracy. We assume that

most tagged objects are static over significant time spans. The

radar then learns an accurate model of the scenario including

radio channel properties, based on which it assigns bandwidth

This work was partly supported by the Austrian Science Fund (FWF) within
the National Research Network SISE project S10610.

1“Passive” means that no battery is available for powering the transponder.

and processing resources for real-time tracking of objects that

are being moved. The proposed system aims at (pseudo) real-

time tracking of up to hundreds objects per cubic meter as

seen in warehouse or sales floor applications.

In this paper, we focus on the PAC having a central role in

a CR. Dense multipath propagation is the dominating charac-

teristics of the propagation environment that has to be taken

into account [4]. Adaptive illumination of the environment can

exploit known deterministic multipath components (MPCs)

through a TX-side environment model that is learned at run-

time. Time reversal (TR) processing [5], [6] is proposed, which

is expected to be beneficial to overcome the degenerate pinhole

channel of a backscatter radio system [7]. At the receiver side,

deterministic MPCs can aid the target localization problem and

overcome non-line-of-sight (NLOS) situations [8]. An RX-side

environment model that is also learned at runtime provides the

required channel information. This rigorous way of exploiting

multipath is the key difference to the related work found in

[9].

The paper is organized as follows. The system model is

introduced in Section II, including channel model and position

error bound. In Section III, the PAC is introduced, high-

lighting TX adaptation, RX signal processing, and feedback.

Sections IV and V elaborate on the implementation of memory

and attention. Experimental results are discussed in Section VI.

II. SYSTEM MODEL AND POSITION ERROR BOUND

A. System concept and channel model

A network of transmitting and receiving radar nodes may be

used in a final deployment of the proposed tracking system.

However, for simplicity, we consider in this paper a single

transmitting node only at position aTX and a single receiving

node at aRX. A large number of passive targets is present in

the environment at locations {pℓ}, each of which can identify

itself by modulating its radar cross section (RCS)2.

All RF signals propagate in a multipath environment. We

write the radio channel between radar node m ∈ {TX,RX}

2In [10], a hybrid UHF and UWB interrogation system has been discussed
for RFID. The UHF system is used for powering up and addressing individual
RFID tags. While responding by UHF backscatter signaling, the tag will
modulate its UWB-RCS simultaneously and synchronously. This known
signature is used to separate the returns of RFID tags from one another and
from clutter. The challenges of the UHF layer of this system are beyond the
scope of this paper. However, it is noted that the UHF system can benefit
from (channel) information gathered by the CR.
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and target ℓ using a hybrid, deterministic-stochastic channel

impulse response model

hℓ,m(τ,pℓ) =

Km(pℓ)∑

k=1

α
(ℓ)
k,mδ(τ − τk,m(pℓ)) + νℓ,m(τ) (1)

where the sum accounts for a set of Km(pℓ) deterministic

MPCs at delays {τk,m(pℓ)} and path amplitudes {α(ℓ)
k,m},

while νℓ,m(τ) represents diffuse multipath.

We assume a deterministic model for the delays related to

the geometry of multipath components. For example, reflec-

tions (of arbitrary order) at plane surfaces can be attributed

to virtual transceivers at fixed locations ak,m that result from

reflecting the physical transceiver in those planes. This yields

τk,m(pℓ) =
1
c‖ak,m−pℓ‖, where c is denoted as propagation

velocity.

The path amplitudes are factorized into a deterministic part

γk,m(p)|p=pℓ
and a random component β

(ℓ)
k,m. The former

accounts for the path loss, deterministic phase shift, and

visibility of some MPC and is equal for all targets if at location

p. The latter accounts for the differences between individual

transponders and for model mismatches.

The backscatter channel is composed of down and uplink

channels as in (1), connected by the differential RCS Tℓ(f) (cf.
[11]) that represents the RCS difference between the binary

modulation states. It will differ for individual transponders

due to de-tuning, tag orientation (polarization), and production

variations. We assume that these variations can be approxi-

mated by the random variables {β(ℓ)
k,m} of the channel model,

akin to the concept of random antenna modeling in [12]. Any

errors to this model are accounted for in νℓ,m(τ).

B. Position Error Bound

The achievable precision of multilateration systems is quan-

tified by the position error bound (PEB), the Cramér-Rao lower

bound (CRLB) of the estimated position vector p̂. We define

the PEB as

√
tr
{
J−1
p

}
, where Jp is the equivalent Fisher

information matrix (EFIM) for the position vector p [13].

Following [8], [13], the EFIM can be given as

Jp =
8π2β2

c2

K∑

k=1

SINRkJr(φk) (2)

where β2 is the effective (mean square) signal bandwidth,

SINRk :=
|αk|2

N0 + TsSν(τk)
(3)

is the signal-to-interference-plus-noise ratio (SINR) of the k-th
deterministic signal component arriving at delay τk and angle

φk , and Jr(φk) is the so-called ranging direction matrix (cf.

[13]), a rank-one matrix with an eigenvector in direction of

φk . “Interference” has been modeled as a Gaussian random

process representing diffuse multipath [8]. Its effective power

is TsSν(τk), the product of an effective pulse duration Ts and

the power delay profile Sν(τk) for the diffuse multipath at

delay τk. This result holds for a scenario, where an active

source is being localized. For backscatter channels, the PEB

has a similar form, but the transceiver configuration now

resembles a MIMO radar as in [14]. Furthermore, the model

of the diffuse multipath has to account for the convolution

of the diffuse and deterministic parts of the down and uplink

channels. Initial result for this backscatter-channel PEB are

presented in Section VI-B.

Equation (2) illustrates that each deterministic signal com-

ponent contributes information to the localization problem3,

given that its source’s geometry is known. This knowledge

will be provided by the RX-side environment model of the CR.

Equation (2) also indicates—through the SINRk—how much

information each signal component adds, which is needed for

proper weighting of measurements. These weights can also

be learned by the CR. Firm insight is thus provided how to

employ the CR for efficiently and robustly estimating the target

locations. Evaluating (2), it has been found in [8], [15] that

bandwidths of at least 1 GHz are needed to achieve satisfying

positioning performance in dense indoor channels.

III. PERCEPTION-ACTION CYCLE

The PAC at the core of the CR consists of three main

building blocks (cf. [1]), the Bayesian tracking filter for

representing the target states, the system model library for

receiver optimization, and the transmit waveform library for

transmitter control. However, in contrast to [1], we propose to

employ multiple Bayesian state-space trackers for representing

environment and target states. The TX-side and RX-side envi-

ronment models represent global information that is common

to all targets, while the target state-space models represent

individual information including the target positions.

A. Transmitter adaptation

Time-reversal transmitter beam forming is a well-known

strategy for coping with clutter in MIMO radar systems (see

e.g. [16]) but it has also been discussed for UWB (e.g. [5], [6]).

Some intuitive arguments can be given, why TR processing

can be a good choice for this CR, while a proof of optimality

is out of scope of this paper. Most importantly, focusing the

transmit power onto the target optimizes the link budget. The

transmit waveform for TR processing reveals the information

required at the TX4. It is written as

sℓ(t;θTX(p̂ℓ), x̂ℓ) =

K̂TX∑

k=1

(
γk,TX(p̂ℓ)β̂

(ℓ)
k,TX

)∗
p
(
t+ τk,TX(p̂ℓ)

)
(4)

where θTX(p̂ℓ) is the TX-side environment model that deter-

ministically depends on the target position, while x̂ℓ represents

the current target state including the position estimate p̂ℓ.

θTX(p̂ℓ) comprises the number of modeled deterministic

3References [8], [13] indicate that (2) holds only if path overlap is avoided.
In other words, the deterministic components need to be orthogonal. For the
time being, we assume this requirement to hold.

4The time index designating consecutive iterations of the PAC is skipped
in these equations for notational simplicity. It is re-introduced in Section IV.
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MPCs K̂TX and their parameters such as delay and amplitude.

To achieve a deterministic relation to p̂ℓ, we propose to com-

pute these parameters from the (estimated) positions of virtual

transmitters at locations âk,TX, e.g. τk,TX(p̂ℓ) =
1
c‖âk,TX −

p̂ℓ‖ and γk,TX(p̂ℓ) = Âk,TX exp
(
j2πτk,TX(p̂ℓ)fc

)
, where

Âk,TX is an estimated MPC gain and fc is the carrier fre-

quency5. A deterministic channel model can never be accurate

enough to achieve perfect TR for each (target) location pℓ. To

account for mismatches, we incorporate in the state vector

x̂ℓ the previously introduced gain correction factors β̂
(ℓ)
k,TX for

each MPC. Finally, p(t+τk,TX(p̂ℓ)) in (4) are transmit pulses

shifted to a-causal TX times (for simplicity of notation).

The transmitter-side environment model θTX(p) will be

learned considering the joint feedback from the receiver for

an ensemble of targets, as explained in Section IV.

B. Measurement Model

The received signal, when interrogating tag ℓ, is obtained

from convolution of (4) by the up and down-link channels (1)

for m = TX,RX and the addition of WGN w(t),

zℓ(t) =sℓ(t; θTX(p̂ℓ), x̂ℓ) ∗ hℓ,TX(t,pℓ) ∗ hℓ,RX(t,pℓ) + w(t)

=
[ K̂TX∑

k=1

γ∗
k,TX(p̂ℓ)γk,TX(pℓ)

(
β̂
(ℓ)
k,TX

)∗
β
(ℓ)
k,TX

× p
(
t+ 1

c‖âk,TX − p̂ℓ‖ − 1
c‖ak,TX − pℓ‖

)

+

K̂TX∑

k=1

KTX(pℓ)∑

k′=1,k′ 6=k

γ∗
k,TX(p̂ℓ)γk′,TX(pℓ)

(
β̂
(ℓ)
k,TX

)∗
β
(ℓ)
k′,TX

× p
(
t+ 1

c‖âk,TX − p̂ℓ‖ − 1
c‖ak′,TX − pℓ‖

)

+ sℓ(t; θTX(p̂ℓ), x̂ℓ) ∗ νℓ,TX(t)
]
∗ hℓ,RX(t,pℓ) + w(t)

≈
[ K̂TX∑

k=1

∣∣γk,TX(pℓ)β
(ℓ)
k,TX

∣∣2
]
p(t) ∗ hℓ,RX(t,pℓ)

+ w(t; θTX(p̂ℓ), x̂ℓ). (5)

The final approximation (5) assumes accurate environment

models and target state estimates, i.e. we have p̂ℓ ≈ pℓ and

âk,TX ≈ ak,TX and γk,TX(p̂ℓ)β̂
(ℓ)
k,TX ≈ γk,TX(pℓ)β

(ℓ)
k,TX,

∀k, such that the deterministic MPCs add up coherently

at the target. It comprises an additive noise component

w(t; θTX(p̂ℓ), x̂ℓ) which depends on the TX waveform pa-

rameters θTX(p̂ℓ) and x̂ℓ. By this dependence, the transmitter

controls the accuracy of the state estimation in the RX, an

essential property of a CR [1].6

C. Receiver processing

Assuming the approximation (5) to hold, we can exploit

the insight obtained in Section II-B to design the receiver-side

signal processing. The measurement log-likelihood function is

5Note that a path-loss model is not included in this example.
6It is noted that the noise component w(t;θTX(p̂ℓ), x̂ℓ) also represents

the cross-terms k 6= k′ from the intermediate convolution result.

approximated as the inner product of the received signal and

a hypothesized channel response (cf. [8, (14)]),

ln p(zℓ(t)|ψRX(p), x̂ℓ)

≈ 2

N0

〈
zℓ(t),

K̂RX∑

k=1

ŵ2
k(p)α̂

(ℓ)
k,RXp(t− τ̂k,RX(p))

〉

− Ep

N0

K̂RX∑

k=1

ŵ2
k(p)|α̂(ℓ)

k,RX|2 (6)

where Ep is the energy of pulse p(t). The hypothesis is

parametrized by the vector ψRX(p), whose entries comprise

the RX-side environment model. In particular, we again relate

the path delays to virtual receivers at fixed positions, obtaining

τ̂k,RX(p) = 1
c‖âk,RX − p‖. These virtual receiver locations

will be estimated by analyzing the combined measurements of

an ensemble of targets, see Section IV. The environment model

also provides the weights ŵ2
k(p), which quantify the power

of diffuse multipath interfering with the k-th deterministic

component (cf. Section II-B and [8]). The path gains {α̂(ℓ)
k,RX}

are nuisance parameters to the location estimation.7

In case the environment models and/or the target state

estimates are not exact, the following extended likelihood

function can be employed

ln p(zℓ(t)|ψRX(p), θTX(p), x̂ℓ)

≈ 2

N0

〈
zℓ(t),

K̂TX∑

k=1

K̂RX∑

i=1

ŵ2
i (p)α̂

(ℓ)
k,TXα̂

(ℓ)
i,RX

sℓ(t− τ̂k,RX(p)− τ̂i,TX(p); θTX(p̂ℓ), x̂ℓ)
〉

− 1

N0

∫ ∣∣∣
K̂TX∑

k=1

K̂RX∑

i=1

ŵi(p)α̂
(ℓ)
k,TXα̂

(ℓ)
i,RX

sℓ(t− τ̂k,RX(p)− τ̂i,TX(p); θTX(p̂ℓ), x̂ℓ)
∣∣∣
2

dt. (7)

Hence, a mismatch between the real and estimated target

position p̂ℓ, which results in choosing the wrong TR process-

ing parameter θTX(p̂ℓ) for the transmitter adaptation, can be

accounted for. Otherwise, the likelihood function would have

a systematic error, which means that its maximum were not

on the target’s real position.

D. Feedback information

The (posterior) CRLB is a suitable measure for feedback

information within the PAC [1]. Suitable approximations of

this quantity are subject of ongoing research. However, the

7In noncoherent processing, the path gains are estimated individually from
the measurements. Coherent processing assumes knowledge of the complex-
valued path gains. It has been shown in [14] that in this case the target
localization error will depend on the carrier frequency of the radio signal
rather than the bandwidth. This finding promises huge potential for a CR-based
passive tag tracking system, because it suggests that, after an initial learning
phase, the environment may be monitored very efficiently using narrowband
signals instead of UWB signals. Therefore, bandwidth and carrier frequency
should be incorporated in the PAC of the proposed CR, but this has been left
for future work.

Cognitive Localization and Tracking using Multipath Channel Information

– 152 –



available CRLB (2) and the measurement model (5) already

indicate the type of feedback information that may be used.

• The accuracy of the TX-side TR processing determines

the signal energy, noise power, and effective bandwidth

of the tag reflection, cf. (5): The signal energy is propor-

tional to the energy sum of all correctly resolved MPCs;

non-resolvedMPCs contribute to the noise process; incor-

rectly resolved pulse delays lead to a broadening of the

effective transmit pulse, equivalent to decreased effective

bandwidth.

• With appropriate RX-side processing, proper weighting

of the MPCs is feasible. This requires the estimation of

the signal-to-interference ratios of the MPCs, cf. (2).

This completes the discussion of the PAC for the proposed

system. The following sections outline the roles of memory

and attention.

IV. MEMORY

We split the memory in two parts, the target states on the

one hand (including the random part of the channel state infor-

mation) and the environment model on the other hand. When

tracking either part of the memory, we consider the other part

as fixed. We proceed by describing these two estimation steps,

respectively, highlighting their interdependencies.
1) State space tracking: The state of the ℓ-th RFID tag

at time step n is given as xℓ,n = [p;v;βTX;βRX], where
p = [x; y] is the position, v = [vx; vy] is the velocity, and βTX

and βRX are the random parts of the MPC amplitudes. At this

stage of our work, we consider perfect environment models

and neglect the randomness of the channels of individual tags.

I.e., the entries of [βTX;βRX] are considered to be all ones.

The implementation of this random model component will be

an important topic for future work.

The measurement received from the ℓ-th tag is denoted

as zℓ,n. As the states can only be observed through the

measurements, we can model the tracking problem as a hidden

Markov model. The posterior PDF at the (n − 1)-th step is

given by p(xℓ,n−1|zℓ,1:n−1, θTX,ψRX). Due to the fact that

conditioned on the state at the previous time step, the current

state is independent of all previous measurements, we can

use the state-space transition PDF p(xℓ,n|xℓ,n−1, zℓ,1:n−1) =
p(xℓ,n|xℓ,n−1) to obtain the prior PDF of the target state x−

ℓ,n

using the Chapman-Kolmogorov equation

p(xℓ,n|zℓ,1:n−1, θTX,ψRX) = (8)∫
p(xℓ,n|xℓ,n−1)p(xℓ,n−1|zℓ,1:n−1, θTX,ψRX)dxℓ,n−1.

As mentioned above, the TX-side environment model θTX(p)
is used for the TR processing. The feedback information of

the PAC for choosing the optimal TR parameters can be

extracted from the prior PDF (8), using the criteria discussed

in Section III-D. The most simple way to obtain a specific

instance of feedback information is to use the position estimate

p̂ℓ,n of the predicted target state x−
ℓ,n to adapt the transmitted

signal in (4), i.e.

θTX(p̂ℓ,n) = θTX

(
E
{
p−
ℓ,n

})
. (9)

Hence, the new measurement zℓ,n to be used in the update

step of the state-space filter depends on the TR processing

parameters θTX(p̂ℓ,n). The prior PDF (8) is updated with

the measurement zℓ,n using the Bayesian theorem, so that the

posterior PDF of the updated state x+
ℓ,n can be written as

p(xℓ,n|zℓ,n, θTX,ψRX) =

p(zℓ,n|xℓ,n, θTX,ψRX)p(xℓ,n|zℓ,1:n−1, θTX,ψRX)

p(zℓ,n|zℓ,1:n−1, θTX,ψRX)
(10)

whose denominator is given by

p(zℓ,n|zℓ,1:n−1, θTX,ψRX) = (11)∫
p(zℓ,n|xℓ,n, θTX,ψRX)p(xℓ,n|zℓ,1:n−1, θTX,ψRX)dxℓ,n.

2) Environment Memory: The second part of the memory is

also implemented using a Bayesian estimator. For this step, the

posterior PDFs of the state vectors xℓ,n of the RFID tags are

considered to be known. The measurements of an ensemble

of RFID tags at time step n are stacked into a vector Z =
[z1,n; z2,n; . . . ; zL,n], where L is the number of tags. Also,

the known state parameters for time step n of the ensemble of

tags are stacked in a vector X = [x1,n;x2,n; . . . ;xL,n]. Using
Bayes’ theorem, one can then write the posterior PDF of the

TX-side and RX-side environment models as

p(θTX,ψRX|Z,X) = (12)

p(Z|θTX,ψRX,X)p(θTX,ψRX|X)p(X)∫
p(Z|θTX,ψRX,X)p(θTX,ψRX|X)p(X)dθTXdψRX

.

Eq. (12) illustrates the interaction of the joint feedback and

joint measurements. The former yields position-resolved in-

stances of the TX-side environment model. These are useful

for the latter, as they enable an observation of the RX-side

environment model through the ensemble of tags.

Due to these two separated steps, the Bayesian state-space

tracking filtering and the Bayesian estimation of the TX-

side and RX-side environment models can be executed in

an iterative manner to get both the state of the RFID tags

and the environment parameters. At this stage of our work,

we focus on the first step, the tracking problem, and assume

the environment as perfectly known. The modeling of the

environment is part of ongoing work.

On top of these state-space models, we envision additional

layers of memory that can implement large-scale models of the

environment and the tag population. For instance, the changing

visibility of MPCs throughout the observation area and specific

characteristics of various transponders may be represented.

And, when considering changing the bandwidth and carrier

frequency of the TX signal, adaptations of the environment

models need to be made.

V. ATTENTION

We assume availability of a static propagation environment

over extended periods of time. In such phases, the CR can

repeatedly probe the environment and thereby incrementally

learn the environment models, interrogating the targets in a

round-robin fashion until convergence.
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Fig. 1. Illustration of TR processing over an NLOS uplink channel.
Deterministic components of the (LOS) downlink channel are indicated. (a)
CIRs for the backscatter channel, the concatenation of up and downlink
channels; (b) RX signals with TR processing; (c) CIRs for the downlink.

The key role of attention is providing fast and accurate

response to changes within the environment. Ideally, the CR

will respond by assigning additional resources for tracking

those moving targets. Here, an adaptive signal bandwidth can

be exploited again. Less bandwidth implies less accuracy but

also a lower resolution of the search space. The latter will

benefit the convergence of the PAC when re-localizing targets

that moved “suddenly”. Remember that we propose to monitor

thousands of targets, hence a continuous high-rate monitoring

of all targets is not feasible. Thus it is very likely that the

state-space trackers have to respond to “large” movements.

VI. INITIAL RESULTS

A. Time-reversal Processing – Experimental Results

The performance of TR processing is demonstrated in

Fig. 1, based on measurement data. The up and downlink

channels have been measured separately (but simultaneously)

using a vector network analyzer in the 6–8 GHz frequency

range, connected to three antennas for TX, RX, and transpon-

der. The transponder antenna was moved along a straight

line in 5 cm steps. For this illustration, the TX and RX-side

environment models have been extracted from the geometry

of the environment as discussed in [15]. An NLOS situation

was chosen for the uplink to demonstrate the full potential of

TR. The downlink was LOS.

Fig. 1(a) illustrates the impulse response of the “full”

backscatter channel, the concatenation of the up and downlink

channels, without TR processing. A series of 11 measurements

is depicted, allowing the eye to distinguish deterministic

components from diffuse multipath. The expected MPCs of

the downlink channel—corresponding to the RX-side envi-

ronment model—are superimposed as dashed lines with bullet

markers. It is clearly seen that this model does not match the

measurement data. Any localization algorithm employing this

information would fail.

Fig. 1(b) includes the TR signal according to (4). Now

a good match is seen between the measurement and the

expected MPCs, in particular at 10 and 30 ns but also at

20 ns. For comparison, the pure downlink channel is shown

in Fig. 1(c). The latter reveils the same components. It shows

less pronounced diffuse multipath but the information bearing

timing is equivalent. Another difference is the appearance of

artifacts from the TR processing in Fig. 1(b), such as spurious

components arriving prior to the LOS.

B. Target Tracking, Time-reversal, and PAC

We next illustrate the impact of TR processing for waveform

adaptation in the PAC on the tracking performance. The TX-

side and RX-side environment models are assumed to be

perfectly known at this stage. A computer simulation model

has been implemented, consisting of one TX node and two

RX nodes to track one mobile target (MT) along a trajectory

as shown in Fig. 2(a). The trajectory consists of 35 target

positions, which represent 35 time steps. For the motion model

we used a linear and constant velocity state-space propagation

model with Gaussian process noise.

The multipath channels from the transmitter to the RFID tag

and the channel from the tag to the receiver are modeled by (1).

The deterministic part of the channels comprises the LOS path

and first and second-order specular reflections. The transmitted

pulse p(t) is modeled as root-raised cosine pulse, with a roll-

off factor of βroll = 0.6 and a pulse duration of Tp = 0.5 ns.

The carrier frequency fc of the pulse is 7 GHz and similar to

[8], we used a free-space path-loss model for the MPC gains.

The diffuse part of one single channel is modeled as double-

exponential function cf. (eq. (9) in [17]). Its parameters are

the total power of the diffuse multipath Ω1 = 2.32 × 10−7,

γ1 = 20 ns, γrise = 5 ns and χ = 0.98. The effective SNR of

the LOS components are 30 dB (at the first trajectory point).

A particle based method was used for the Bayesian state-

space filter. We used an auxiliary sampling importance resam-

pling particle filter as described in [18]. The PDFs are repre-

sented by 100 particles. The particles are perfectly initialized

with the first trajectory point of the MT. Fig. 2(a) illustrates

the evolution of the particles along the trajectory. The CDFs of

the obtained position estimation errors are shown in Fig. 2(b),

averaged over 60 runs.

To better understand the impact of TR employed for trans-

mitter adaptation, the CRLB has been evaluated numerically

for a single backscatter link of this scenario. Fig. 3 shows a

clear advantage for the TR method. Without TR, path overlap

occurs to a vast extent, due to the very large number of

deterministic components in the backscatter channel (approx.

120). Path overlap leads to information loss for the overlapping
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Fig. 2. (a) Simulation scenario and particles representing the target state
along the trajectory. (b) Tracking performance.

deterministic components, which is evident in Fig. 3 in form

of peaks in the PEB. Path overlap is greatly lowered with TR,

seen in a smoother PEB at significantly lower level.

Fig. 2(b) also compares two experiments, where one does

and the other does not employ TR. Here surprisingly little

difference is seen between the two cases. Reason is the

availability of the additional RX node. It creates two stable

backscatter links, both at LOS, which yields a robust config-

uration for location tracking, with and without TR.

VII. CONCLUSIONS

This paper proposes cognitive radar for tracking passive

backscatter transponders (RFID tags) in dense multipath envi-

ronments. Deterministic multipath components are exploited to

overcome robustness issues in non-LOS situations. The radar

learns TX and RX-side models of the radio channel for this

purpose. Time reversal processing yields a focusing of the TX

power onto the target location, which helps overcoming the

tight link budget. Initially, a UWB radar is needed to be able

to distinguish MPCs. However, once the environment models

are known, the radar may reduce its signal bandwidth, yielding

reduced processing demands and improved response times.
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Fig. 3. CRLB of the position estimate along the trajectory shown in Fig. 2(a).
The CRLB has been numerically evaluated for a single backscatter link (TX-
RX1).
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Abstract—In this paper, we derive the Cramér-Rao lower
bound (CRLB) on the position error for an RFID tag localiza-
tion system exploiting multipath on backscatter radio channels.
The backscatter channel is modeled with a hybrid determinis-
tic/stochastic channel model. In this way, both the geometry of the
deterministic multipath components (MPCs) and the interfering
diffuse multipath are taken into account. Computational results
show the influence of the room geometry on the bound and the
impact of the diffuse multipath. Time reversal (TR) processing on
the uplink channel is analyzed using the deterministic MPCs to
overcome the degenerate nature of the backscatter channel. The
CRLB shows the potential gain obtained from TR processing
as well as its strong dependence on the geometry. Such TR
processing has been proposed for TX waveform adaptation in
the perception-action cycle of a cognitive radar. The results of
this paper illustrate that it can indeed influence beneficially the
measurement noise of the received signal, yielding control over
the localization system.

I. INTRODUCTION

Ultra-wideband signals are promising candidates for lo-
calization in harsh indoor multipath environments, due to
fine time-resolution enabled by large bandwidth. Nevertheless,
indoor positioning is still a challenging task, in particular
due to errors caused by non-line-of-sight (NLOS) propagation
conditions. These problems are even stronger on backscatter
channels employed by RFID systems.

Performance bounds such as the Cramér-Rao lower bound
(CRLB) can yield valuable insights on the influence of the
channel parameters on the localization accuracy. In [1], [2] the
CRLB given by the information inequality is derived directly
from the received signal rather than from specific features
extracted from the signal. Multipath components (MPCs) as-
sociated to strong reflections can increase accuracy of the po-
sition estimation, if prior floor-plan knowledge is available [3].
These MPCs can be seen as originating from so-called virtual
anchors (VAs) as shown in Fig. 1, hence a deterministic model
is available for these MPCs. A key difference of [3], compared
to [1], [2], is the stochastic modeling of the diffuse multipath
(DM) which acts as interference for these useful geometry-
related components. The theoretical results from [3] were
verified using data from an extensive indoor measurement
campaign [4]. For conventional “non-backscatter” channels,
the feasibility of multipath-assisted tracking algorithms was
demonstrated in [5] for real channel measurements.

This work was partly supported by the Austrian Science Fund (FWF) within
the National Research Network SISE project S10610.
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Fig. 1. Top: Floorplan with a transmitter (TX) and receiver (RX) radar node
and a subset of corresponding VAs. The up-link is the channel between TX
and the target at position ℓ along a trajectory, the down-link is the channel
between the target and RX. Bottom: Backscatter model as concatenation of
up- and down-link channels.

The contribution of this paper is the extension of the
theoretical framework in [3] to the localization error bound
of a radar target using a backscatter channel model. It is
well-known that the channel in backscatter radio systems is a
degenerate pinhole channel [6], formed by the concatenation of
the channels from the transmitter (TX) to the target and from
the target to the receiver (RX). In our work we assume that
the signal received through the RFID tag can be distinguished
from the signal coming directly from the environment, due to
the modulation of the RFID tag.

Time-reversal processing (TR) [7], [8] for backscatter chan-
nels has been motivated in [9], to focus the energy onto RFID
tags at certain positions and to separate the up- and down-
link channels from one another. We analyze the impact of TR
processing on the CRLB for multipath-assisted RFID local-
ization in this paper. Common TR processing uses the entire
reversed complex conjugate channel. This is not resilient w.r.t.
imperfect channel knowledge, as any errors cause incoherent
summation of paths and thereby loss of focusing of the energy.
Therefore, we only use a limited set of deterministic MPCs
that can be modeled geometrically, as these have been shown
to carry a large fraction of the channel energy [4]. Such
TR processing has been proposed for TX processing in the
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perception-action cycle of a cognitive radar [9]. Quantifying
its impact on the CRLB provides a way to close this feedback
loop.

This paper is organized as follows: The signal and channel
models are given in Section II. The derivation of the CRLB and
the evaluation of the influence of TR processing are provided
in Section III. Results are discussed in Section IV. Finally,
conclusions are drawn.

II. SIGNAL AND CHANNEL MODELS

In order to give a mathematical description of the received
signal r(t), which is needed to compute the CRLB, we
first introduce a model for a hybrid, deterministic/stochastic
channel [3] and secondly for a backscatter channel as the
concatenation of the former ones.

A. Hybrid Deterministic/Stochastic Channel

The hybrid deterministic/stochastic complex baseband radio
channel hm,ℓ(τ) between a radar node m ∈ {TX,RX} located
at position p1,m and a target at position pℓ is defined as

hm,ℓ(τ) =

Km,ℓ∑

k=1

αk,m,ℓδ(τ − τk,m,ℓ) + νm,ℓ(τ) (1)

where the first term consists of Km,ℓ deterministic MPCs
with complex amplitudes αk,m,ℓ ∈ C and delays τk,m,ℓ =
1
c ||pℓ − pk,m||, where c is the speed of light. The delays of
deterministic MPCs, i.e. strong specular reflections on walls,
can be modeled geometrically, if the floor-plan is known.
Fig. 1 shows the locations

{
pk,m = [xk,m, yk,m]T

}Km,ℓ

k=1
of a

subset of VAs in the considered environment. The second term
νm,ℓ(τ) denotes the diffuse multipath (DM) and is modeled
with a stochastic process. We assume uncorrelated scattering
(US), so that the ACF of the DM is given as

Kν(τ, u) = E {νm,ℓ(τ)νm,ℓ(u)
∗} = Sν,m,ℓ(τ)δ(τ − u). (2)

Sν,m,ℓ(τ) is the power delay profile (PDP), where Sν,m,ℓ(τ) =
0 for τ < τ1,m,ℓ, which implies that the DM does not exist
until the first deterministic MPC excites the channel. For a
specific radar node m and a well-defined “local area” around
the target position pℓ (several wavelengths), DM is assumed to
be quasi-stationary, which means that the channel’s first- and
second-order statistics do not change noticeably in the spatial
domain [10].

B. Backscatter Channel

For brevity, we drop the tag position index ℓ in further
derivations. The backscatter channel impulse response (CIR) is
obtained by the convolution of the up- and down-link channels
both modeled with (1) yielding

hBS(τ) = hTX(τ) ∗ hRX(τ)

=

KTX∑

k=1

KRX∑

l=1

αk,TXαl,RXδ(τ − τk,TX − τl,RX)

+

KTX∑

k=1

αk,TXνRX(τ − τk,TX) +

KRX∑

l=1

αl,RXνTX(τ − τl,RX)

+ νTX(τ) ∗ νRX(τ). (3)

Here, the first term represents the deterministic part of the
backscatter channel. The second and third terms are the convo-
lution of the DM of the up-link channel with the deterministic
components of the down-link channel, and vice versa. The
last term constitutes the convolution of the DM of the up-
and down-link channels. In the following, we denote the
sum of the last three terms of (3) that comprise the DM as
νBS(τ) = νTX,DMRX(τ) + νRX,DMTX(τ) + νDMTX,DMRX(τ).
From (3) it is seen that the backscatter channel can be
decomposed into a deterministic and a diffuse part, in the same
way as the up- and down-links in (1).

With the quasi-stationarity, US assumption and that νTX(τ)
and νRX(τ) are assumed to be independent, the PDP of the
backscatter channel is the second central moment of the DM
process

Sν,BS(τ) = E {νBS(τ)ν
∗
BS(τ)}

= E

{
KTX∑

k=1

KTX∑

k′=1

αk,TXα
∗
k′,TXνRX(τ − τk,TX)ν

∗
RX(τ − τk′,TX)

}

+ E

{
KRX∑

l=1

KRX∑

l′=1

αl,RXα
∗
l′,RXνTX(τ − τl,RX)ν

∗
TX(τ − τl′,RX)

}

+ E {νTX(τ) ∗ νRX(τ)(νTX(τ) ∗ νRX(τ))
∗} . (4)

We assume a zero-mean Gaussian model for the DM, thus
first and second moments give a complete description of the
random process. The validity of the US assumption for a
backscatter channel constituted by two US-channels has been
proven in the appendix of [6], which leads to

Sν,BS(τ) =

KTX∑

k=1

|αk,TX|2Sν,RX(τ − τk,TX) (5)

+

KRX∑

l=1

|αl,RX|2Sν,TX(τ − τl,RX) + Sν,TX(τ) ∗ Sν,RX(τ).

In Fig. 2(a) the deterministic MPCs and the PDPs of the DM
of some exemplary up- and down-link channels are shown.
Fig. 2(b) shows the deterministic components hBS,det(τ) and
the individual terms of the PDP Sν,BS(τ) of the backscatter
channel.

C. Transmitted Signal – Time-Reversal Processing

We assume that the TX transmits a signal s(t) ∈ C. On the
one hand, this can be a single pulse p(t) with pulse duration
Tp, e.g. a commonly used root raised cosine pulse. Hence, the
received signal represents the backscatter channel convolved
with this pulse p(t). On the other hand, the transmitted signal
s(t) can be a sum of complex weighted and time-shifted copies
of this pulse p(t) in order to obtain a TR signal.

TR processing is one promising candidate to overcome the
degenerate pinhole nature of the backscatter channel, because
it optimizes the link-budget between the TX and RX by
focusing the energy onto the target. This is done by using
the VAs, which are a geometric model for the deterministic
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Fig. 2. (a) Up- and down-link channel. Solid lines denote the up-
link channel, with deterministic components in black and the PDPs
of the DM in gray. Dashed lines indicate the down-link channel.
(b) Backscatter channel. Solid black lines denote the deterministic
components. The gray lines indicate the different summands of the
PDP.

MPCs of hTX(τ) in (1), as a virtual antenna array for spatial
focusing. The TX signal becomes

s(t) =
[ K̂TX∑

k=1

α̂∗
k,TXδ

(
t+ τ̂k,TX

)]
∗ p(t) (6)

where {α̂k,TX, τ̂k,TX} is the set of K̂TX(τ) estimated MPC
parameters of the up-link channel hTX for a position p̂. The
complex amplitudes are normalized s.t.

∫∞
−∞ |s(t)|2dt = ETR.

The received signal at radar node RX can be obtained by the
convolution of (3) with the transmit waveform (6) and AWGN
n(t) with a two-sided power spectral density of N0/2, given
as

r(t) = s(t) ∗ hBS(t) + n(t) (7)

=
[KTX∑

k=1

KRX∑

l=1

K̂TX∑

k′=1

αk,TXαl,RXα̂
∗
k′,TX

× δ(t− τk,TX − τl,RX + τ̂k′,TX)

+

KTX∑

k=1

K̂TX∑

k′=1

αk,TXα̂
∗
k′,TXνRX(t− τk,TX + τ̂k′,TX)

+

KRX∑

l=1

K̂TX∑

k′=1

αl,RXα̂
∗
k′,TXνTX(t− τl,RX + τ̂k‘,TX)

+

∫ K̂TX∑

k′=1

α̂∗
k′,TXνTX(λ)νRX(t+ hatτk′,TX − λ)dλ

]
∗ p(t) + n(t).

The first term comprises deterministic components of the
received signal r(t), and the remaining terms constitute the
DM arriving at the RX. Eq. (7) again shows that the channel
described by the convolution of hBS(τ) and hTR(τ) can be
decomposed into deterministic and diffuse parts. Assuming
perfect TR parameters are available, (7) gives additional
insights in the TR processing: First, the energy is concentrated
on the deterministic MPCs of the down-link channel hℓ,RX(τ).

Second, again the structure of an equivalent deterministic
channel and DM can be observed. The PDP of the received
DM can be obtained as

Sν,TR(τ) = (8)

=

KTX∑

k=1

K̂TX∑

k′=1

|αk,TX|2|α̂k′,TX|2Sν,RX(τ − τk,TX + τ̂k′,TX)

+

KRX∑

l=1

K̂TX∑

k′=1

|αl,RX|2|α̂k′,TX|2Sν,TX(τ − τl,RX + τ̂k′,TX)

+

K̂TX∑

k′=1

|α̂k′,TX|2
∫ ∞

−∞
Sν,TX(λ)Sν,RX(τ + τ̂k′,TX − λ)dλ.

III. ERROR BOUND ON THE POSITION ESTIMATION

In this section, we derive the equivalent Fisher information
matrix (EFIM) [1] for the target localization problem via the
backscatter channel. The derivation and the notation follow
closely [2] and [3]. Additionally, the influence of TR process-
ing on the bound is analyzed.

A. Problem Formulation

Our goal is to estimate the position p of the target from
the received signal r(t) in the presence of DM and AWGN,
using the TX and RX nodes at positions p1,TX and p1,RX.
With a-priori known floor-plan information, the TX and RX
span two corresponding sets of VAs at positions {pk,TX}
and {pl,RX}. For the sake of simplicity, we introduce for
the backscatter channel the equivalent propagation delays
τk,l = τk,TX+τl,RX = 1

c ||p−pk,TX||+ 1
c ||p−pl,RX||, which

are related to the geometry. Their corresponding complex
amplitudes αk,l = αk,TXαl,RX are nuisance parameters for
the position estimation. We collect the delays τk,l and the real
and imaginary parts of the amplitudes αk,l in vectors τ , αR,
and αI respectively.

The CRLB on the position error is a lower bound for the
MSE of an unbiased estimator and is computed as the inverse
of the Fisher information matrix (FIM) J(θ) [11]. The vector
of unknown parameters for position estimation is defined as
θ =

[
pT (αR)T (αI)T

]T (cf. [1]–[3]) and a transformed
parameter vector related to the received signal r(t) is ψ =[
τT (αR)T (αI)T

]T. The FIM of the transformed parameter
vector ψ is defined as

J(ψ) = Er|ψ

{
− ∂2

∂ψ∂ψ
ln p(r|ψ)

}
(9)

where the observation vector r is obtained from the Karhunen-
Loéve expansion of the received signal r(t) [11]. The FIM for
position estimation is computed by applying the chain rule

J(θ) = PJ(ψ)PT (10)

where P = ∂ψ/∂θ is the the Jacobian of the transformation.
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B. Likelihood Function of the Received Signal

The likelihood function we use is adopted from [3]. Due
to the fact that the DM νBS(τ) is a colored non-stationary
Gaussian noise process, a whitening operation has to be
applied to the received signal r(t) to obtain a tractable form.
Given that the backscatter channel and the TR processed
backscatter channel are both composed the same way as the
channel used in [3], the framework to derive the likelihood
function can be extended to backscatter channels. Using the
Karhunen-Loéve expansion and integral equations [11], we can
write

ln p(r|ψ) ∝
2

N0

∫ Tob

0

ℜ
{
r(t)

KTX∑

k=1

KRX∑

l=1

w2
k,lα

∗
k,ls

∗(t− τk,l)
}
dt

− 1

N0

∫ Tob

0

∣∣∣
KTX∑

k=1

KRX∑

l=1

wk,lαk,ls(t− τk,l)
∣∣∣
2

dt (11)

where Tob is the observation time and wk,l =√
N0/(N0 + TpSν(τk,l)) are the weighting factors accounting

for DM. Sν(τk,l) denotes the PDP of the DM alone or with
TR-processing. The term TpSν(τk,l) constitutes the inference
power of the DM. The signal s(t) ∈ C either represents the
TR waveform or the pulse waveform p(t).

C. EFIM and Position Error Bound (PEB)

The PEB represents the CRLB on the position error at
position p and is defined as

P(p) ≡
√
tr{[J(θ)2×2]−1} (12)

where tr{·} is the trace of a square matrix. J(θ)2×2 is the
upper left submatrix, which comprises the information on
the position estimation and is called EFIM [1]. It leads to
a reduction of the dimensionality of the FIM. The matrix P
for the parameter transformation in (10) is

P =

[
H2×KTXKRX 02×2KTXKRX

02KTXKRX×2 I2KTXKRX×2KTXKRX

]
(13)

where 0 is the zero matrix, I denotes the identity matrix and H
incorporates the geometry. The columns of H are of the form
− 1

c [cosφk,TX + cosφl,RX, sinφk,TX + sinφl,RX]
T, where

φk,TX and φl,RX are the angles between VAs of the TX- and
RX-radar node and the target. For example on the TX side, this
angle is defined as φk,TX = tan−1((y−yk,TX)/(x−xk,TX)).
The EFIM on the position error can be written as [3]

EFIM ≡ J(θ)2×2 = HΛAH
T −HΛBΛ

−1
C ΛT

BH
T (14)

where the block matrices ΛA, ΛB and ΛC are defined in the
appendix. If there is no path overlap, which means that signals
coming from different VAs do not intersect in the time-domain,
ΛA is a diagonal matrix and ΛB is zero. According to [3],
the EFIM can then be written in a canonical form a

J(θ)2×2 =
8π2β2

c2

KTX∑

k=1

KRX∑

l=1

SINRk,lJr(φk, φl) (15)

where β2 is the effective mean squared bandwidth of the pulse
p(t),

SINRk,l = w2
k,l

|αk,l|2
N0

=
|αk,l|2

N0 + TpSν(τk,l)
(16)

is the signal-to-interference-plus-noise ratio of the k, l-th
backscatter MPC and

Jr(φk, φl) =

[
A2 AB
AB B2

]
(17)

is the 2 × 2 ranging direction matrix accounting for the
geometry, where A = cosφk,TX + cosφl,RX and B =
sinφk,TX +sinφl,RX. Note that (15) in general does not hold
for backscatter channels with TR processing, due to additional
generated overlap of signal paths.

This analytical result was comprehensively analyzed for
the single-channel MINT scenario in [3]. There, the main
findings which also are evident in (15) are the following:
First, any increase of the effective bandwidth decreases the
PEB. Second, each additional VA increases the EFIM and
consequently decreases the PEB, and third, the gain of each
VA is determined by the corresponding SINR.

D. Influence of TR Processing on the Position Error Bound

One impact of TR processing on the CRLB is that the
weights wk,l accounting for the DM change according to the
PDP Sν,TR. Furthermore, TR processing influences the signal
correlation function, which appears in the block matrices of
the EFIM (c.f. appendix), the following way

Rs(τk,l − τk′,l′) =

∫ ∞

−∞
s(t− τk,l)s(t− τk′,l′)dt

=

∫ ∞

−∞

K̂TX∑

m=1

K̂TX∑

m′=1

∣∣α̂m,TX

∣∣2|α̂m′,TX

∣∣2

p(t− τk,l + τ̂m,TX)p(t− τk′,l′ + τ̂m′,TX)dt

=

K̂TX∑

m=1

K̂TX∑

m′=1

∣∣α̂m,TX

∣∣2|α̂m′,TX

∣∣2

Rp((τk,l − τ̂m,TX)− (τk′,l′ − τ̂m′,TX)). (18)

where Rp(τk,l − τk′,l′) =
∫∞
−∞ p(t − τk,l)p(t − τk′,l′)dt is

the ACF of the transmitted pulse p(t). Eq. (18) illustrates the
additional generated path overlap by TR processing.

IV. RESULTS

1) Simulation Setup: A computational analysis has been
performed for the scenario illustrated in Fig. 1 for a target that
moves along a trajectory consisting of 24 target positions. The
TX radar node is located at position p1,TX = [8, 7.5]T and
the RX radar node at position p1,RX = [2, 6]T. Deterministic
MPCs of the up- and down-link channels hTX(τ) and hRX(τ)
have been generated using VAs for first- and second-order
reflections and the LOS components. A similar path-loss
model has been used for the MPC gain as in [3], assuming a
carrier frequency of 7 GHz and adding 3 dB of attenuation for
each reflection order. The transmitted pulse p(t) is modeled
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as root raised cosine pulse with roll-off factor βroll = 0.6 and
pulse duration of Tp = 0.5 ns corresponding to a bandwidth
of 2 GHz. The PDPs of the diffuse part of both channels
are modeled as double-exponential functions cf. [12, (9)].
Their parameters are the total power of the diffuse multipath
Ω1 = 1.16 × 10−6, the decay time γ1 = 20 ns, the rise
time γrise = 5 ns and the shape parameter χ = 0.98, which
were kept fixed over the entire trajectory. However, due to the
concatenation of the up- and down-link channels, the resulting
PDP of the DM for the backscatter channel depends on the
deterministic channel parts, and thus on the target position.
The SNR of DM varies along the trajectory between 25 dB and
31 dB. The SINR of the LOS component at the first trajectory
position p = [3, 2] is 21 dB for the backscatter channel and
15 dB for the backscatter channel with TR processing.

2) CRLB and Influence of TR Processing: We first analyze
the CRLB for backscatter channels without TR processing.
Due to the fact that in a backscatter channel more MPCs
appear than in a conventional channel, path-overlap is more
probable, which causes stronger degradation of the PEB. This
is illustrated in Fig. 3, where the PEB is computed from the
complete EFIM (14) and from the canonical form of the EFIM
that neglects path-overlap. First-order reflections (solid lines)
and second-order reflections (dashed lines) are analyzed. We
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(c) LOS, VA order 2 for TR processing
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Fig. 5. PEB along a trajectory for LOS and NLOS scenarios with VA order
of 1 for TR processing (path overlap considered), Tp = 0.5 ns.

can see that the PEB neglecting path overlap is decreased
with increasing order of MPCs, since more information can
be exploited. On the other hand, the PEB considering path-
overlap is partly increased since path-overlap makes this
information unusable.

Fig. 4 shows the impact of TR processing using VA order
of 2. Position error ellipses are given in terms of the forty-
fold standard deviation for several trajectory positions. Red
(solid) stands for the backscatter channel alone and black
(dashed) includes TR processing. One can first see that the
error depends on the geometry. It is lower in the direction of
the radar nodes, because MPCs from other directions are more
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impaired by DM. An interesting fact is that TR processing
partly levels this imbalance. It improves the information from
reflected MPCs, while reducing information from the LOS
component that gets affected by DM more significantly, due
which is a fundamental requirement for a cognitive radar to
gain control over the environment sensing in its perception-
action cycle [13]. The overall PEB is decreased by TR
processing for most positions, but the gain depends strongly
on the geometry.

Figs. 5(a)-(d) show the PEB of the backscatter channel with
TR processing along the trajectory for the LOS and NLOS
cases (path overlap considered), where the latter means that
the first component of the TX channel has been set to zero.
Figs. 5(a) and (b) illustrate TR processing with MPCs coming
from VAs of first-order. One can see that TR processing
results in a performance gain, especially for NLOS scenarios.
As Figs. 5(c) and (d) show, the inclusion of second-order
reflections in TR parameter set does not automatically yields
in a performance gain. This can be explained by the fact
that the impairment of additional DM is higher than the gain
caused by energy focusing. The results illustrate again that the
performance gain through TR processing is strongly dependent
on the geometry of the room.

V. CONCLUSIONS

Using a channel model that explicitly models the diffuse
multipath, a unified likelihood model for the localization on
backscatter channels has been introduced. The impact of TR
processing can be evaluated as well. Results show the detri-
mental effect of path overlap and DM in backscatter channels.
Using geometrically modeled deterministic MPCs for TR
processing does not automatically imply large performance
gains. The special structure of DM in the backscatter channel
suggest a careful usage of a subset of the uplink paths for
TR, which is supported by our derivations and results. TR
processing yields a closed control loop for optimal sensing of
the environment as it is required in a cognitive radar system.
The CRLB can be used as feedback information as it quantifies
the performance gain.

APPENDIX

A. Derivation of the Subblocks of the FIM

The FIM J(ψ) of the transformed parameter vector ψ =[
τT (αR)T (αI)T

]T can be calculated from (9) the following
way

J(ψ) =




ΛA ΛR
B ΛI

B

(ΛR
B)

T Λ′
C Λ′′

C

(ΛI
B)

T Λ′′
C Λ′

C



3KTXKRX×3KTXKRX

(19)

where ΛB = [ΛR
B ΛI

B] and ΛC = [Λ′
C Λ′′

C;Λ
′′
C Λ′

C]. The
sub-blocks are derived as

[ΛA]kl,k′l′ = Er|ψ
{∂2 ln p(r|ψ)

∂τk,l∂τk′,l′

}

=
2

N0
wk,lwk′,l′ℜ

{
αk,lα

∗
k′,l′

∂2Rs(τk,l − τk′,l′)

∂τk,l∂τk′,l′

}

[ΛR
B]kl,k′l′ = Er|ψ

{∂2 ln p(r|ψ)
∂τk,l∂αR

k′,l′

}

=
2

N0
wk,lwk′,l′ℜ

{
αk,l

∂Rs(τk,l − τk′,l′)

∂τk,l

}

[ΛI
B]kl,k′l′ = Er|ψ

{∂2 ln p(r|ψ)
∂τk,l∂αI

k′,l′

}

=
2

N0
wk,lwk′,l′ℑ

{
αk,l

∂Rs(τk,l − τk′,l′)

∂τk,l

}

[Λ′
C]kl,k′l′ = Er|ψ

{∂2 ln p(r|ψ)
∂αR

k,l∂α
R
k′,l′

}
= Er|ψ

{∂2 ln p(r|ψ)
∂αI

k,l∂α
I
k′,l′

}

=
2

N0
wk,lwk′,l′ℜ

{
Rs(τk,l − τk′,l′)

}

[Λ′′
C]kl,k′l′ = Er|ψ

{∂2 ln p(r|ψ)
∂αR

k,l∂α
I
k′,l′

}

=
2

N0
wk,lwk′,l′ℑ

{
Rs(τk,l − τk′,l′)

}

where Rs(τk,l − τk′,l′) =
∫∞
−∞ s(t− τk,l)s(t− τk′,l′)dt is the

signal correlation function.
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Abstract—In multipath-assisted indoor navigation and track-
ing (MINT), explicit use is made of multipath propagation in the
ultra-wideband channel. With the help of floorplan information,
localization is possible with only one reference node. In this
work, we introduce MINT among cooperating users in order
to omit the need of any known reference nodes. The received
signal is modeled as a combination of deterministic multipath
components, diffuse multipath represented by a random process
and AWGN. In a mixed line-of-sight (LOS)/non-LOS (NLOS)
indoor scenario, we show how information from mono-static and
bi-static measurements of cooperating users can be merged for
localization and tracking. The problem is formulated with a factor
graph and solved via belief propagation on the factor graph.
Simulation results show that localization and tracking of a mobile
agent is possible: (i) independent of LOS or NLOS, (ii) without
the need for further infrastructure.

I. INTRODUCTION

Ultra-wideband (UWB) signals are of special interest for
indoor localization. Their large available frequency range
offers a fine delay resolution and robustness w.r.t. propagation
conditions in harsh environments [1], [2], [3]. In indoor
environments multipath propagation is prevalent. The benefit
of the UWB channel is that many of the multipath components
(MPCs) are recognizable and resolvable in the measurements.
This is especially important in dense indoor environments.
Many traditional localization methods rely on tri- or
multilateration of at least three known reference anchors
to infer the position of a mobile agent. This works well in
line-of-sight (LOS) situations. To cope with non-LOS (NLOS)
situations between anchor and agent, methods for either NLOS
detection or NLOS mitigation have been developed, e.g. [4].
The first approach allows to discard NLOS measurements
while the second one is used to mitigate the NLOS-induced
range bias. However, both methods make no use of the
geometric structure and the position-related information of
MPCs [5], [6].
In [7], cooperation between mobile agents (MS) allows
to determine the user’s position in situations where the
number of visible anchors is less than three. With this, the
position estimate is updated with measurements to neighbor
mobile nodes within communication range. In [8], we have
explicitly made use of the multipath propagation in the UWB
channel. This allows to reduce the number of known reference
anchors to one with the help of a-priori known floorplan
information. Signals that are reflected at e.g. a wall, can be
seen as being emitted by a virtual source located behind the
reflecting surface [5]. The floor plan allows to associate this
virtual source to a known so-called virtual anchor (VA) for
localization. In Fig. 1, the position of an anchor node marked
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Fig. 1. Floorplan with trajectories of I = 3 mobile stations (MSs). The
trajectories have a length of 100 time-steps each. The virtual anchors (VAs)
of the first-order specular reflections at the wall segments no. 1 and 6 are
illustrated for a transmitter located at TXpos.

with TXpos is shown together with its corresponding VAs
for walls no. 1 and 6. The usage of VAs for localization
allows to determine the position of a target with only one
physical anchor node [8]. This approach of localization
has been called multipath-assisted indoor navigation and
tracking (MINT) [6]. In addition to the MINT approach,
cooperation among users was introduced in [9] to overcome
the problem of a multimodal likelihood due to data-association
ambiguities. Distance measurements between cooperating
users are employed additionally to non-cooperative MINT
measurements to a known anchor node.

In this paper, we consider an anchor-less two-phase co-
operative localization scenario. In the first phase, each mo-
bile performs mono-static measurements. In this mono-static
measurement setup, the mobile is both transmitter (TX) and
receiver (RX). Localization with only this type of measure-
ments alone would not be possible due to ambiguities in
the likelihood-function caused by the room geometry. In the
second phase, each mobile performs cooperative measurements
with its neighbors which are within communication range. In
this bi-static measurement setup, the neighbor node acts as TX
for the RX node. Cooperative measurements are useful only if
the TX position is known. Hypotheses for this are taken from
the mono-static measurement. It is therefore possible to de-
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termine the position of each cooperating mobile node without
the help of a known reference anchor. The contributions of this
work are:

• Anchor-less indoor localization of mobile users. Floor-
plan information is the only prior knowledge used.

• Non-cooperative mono- and cooperative bi-static mea-
surements are combined using a statistical model.

• An algorithm for cooperative localization and tracking
of mobile users, e.g. emergency personnel, is pre-
sented and its performance is evaluated.

The remainder of the paper is structured as follows: A sta-
tistical description of the localization approach is given in
Section II, the system model is given in Section III, and Section
IV describes the localization algorithm. Finally, Section V is
devoted to the simulation results.

II. STATISTICAL DESCRIPTION

The state of the i-th mobile station (MS) at time-
step k is denoted as xik = [(pik)T, (vik)T]T with position
pik = [pix,k,p

i
y,k]T and velocity vik = [vix,k, v

i
y,k]T. Our goal

is to infer the state xik of all MSs i = 1, . . . , I in time-step
k, given all past and current self (mono-static) measurements
zself,1:k = [(z1

self,1)T, . . . , (zIself,1)T, . . . , (zIself,k)T]T and all
past and current relative (bi-static) measurements zrel,1:k =

[(z1,1
rel,1)T, . . . , (z

1,J1(1)
rel,1 )T, . . . , (z

I,J1(I)
rel,1 )T, . . . , (z

I,Jk(I)
rel,k )T]T,

where Jk(i) is the number of cooperating MSs for the i-th
MS at time-step k. Similarly, we stack the individual states
xik of all MS into one state vector xk = [(x1

k)T, . . . , (xIk)T]T.
The posterior PDF of the system state xk−1 at time-step k−1
is given by p(xk−1|zself,1:k−1, zrel,1:k−1). Predicting it to the
next time-step k yields the prior PDF [10], [11]

p(xk|zself,1:k−1, zrel,1:k−1) =∫
p(xk|xk−1)p(xk−1|zself,1:k−1, zrel,1:k−1)dxk−1, (1)

where the assumption of a first order Markov process
p(xk|xk−1:1) = p(xk|xk−1) is made. The update of the prior
PDF with the measurement received at time-index k yields the
posterior PDF and is calculated using Bayes’ rule

p(xk|zself,1:k, zrel,1:k) ∝
p(zself,k, zrel,k|xk)p(xk|zself,1:k−1, zrel,1:k−1). (2)

We assume self and relative measurements to be independent
of each other conditioned on the state:

p(zself,k, zrel,k|xk) = p(zself,k|xk)p(zrel,k|xk). (3)

Further, we assume that the states of the mobiles and their
measurements are independent, which are similar assumptions
as in [7]. Then, the posterior PDF can be factorized using (1)
and (3) with (2) into

p(xk|zself,1:k, zrel,1:k) ∝
I∏

i=1

p(ziself,k|xik)
∏

j∈N→i

p(zi,jrel,k|xik,x
j
k)

∫
p(xik|xik−1)p(xik−1|ziself,1:k−1, z

i,j
rel,1:k−1)dxik−1, (4)
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Fig. 2. Example of the received UWB signal r(t) generated with (5). The
deterministic multipath, which corresponds to the template signal r̂det(t), is
superimposed by diffuse multipath (DM) and AWGN noise w(t).

where N→i denotes the set of all neighbors of agent xik
within communication range. The following observations can
be made: (i) (2) describes a recursive propagation of the
posterior PDF; (ii) the predicted system state is updated by the
self measurements zself,k and the cooperative measurements
zrel,k; (iii) the posterior PDF contains all I nodes.

III. SYSTEM MODEL

Similar to [6], we assume a base-band signal s(t) being
transmitted from the TX located at p1. Due to multipath
propagation, it experiences scattering and reflection by the
environment, where deterministic reflections are mapped to
VAs located at {pl}, l = 2, . . . , L. The receiver located at
p receives the signal

r(t) =
L∑

l=1

αls(t− τl) +

∫ ∞

−∞
s(λ)ν(t− λ)dλ+ w(t), (5)

where the first term considers deterministic MPCs. The
transmitted signal s(t) is scaled by the complex gains αl ∈ C
and delayed by τl = 1

c ||p−pl|| on each transmission path l =
1, . . . , L. The propagation velocity is denoted by c. The second
term in (5) models diffuse multipath (DM). It is described as a
stochastic process ν(t) convolved with the transmitted signal
s(t) [6]. It is characterized by the auto correlation function
E{ν(τ)ν∗(u)} = Sν(τ)δ(τ − u) with power delay profile
Sν(τ). Finally, w(t) denotes AWGN with double-sided power
spectral density (PSD) of N0/2. An example of the received
UWB signal generated with the system model (5) is shown in
Fig. 2.

A. Measurement Model: State-measurement Likelihood

Assume we have an ideal noise and DM-free template
signal r̂det(t). It can be constructed based on the positions of
the L VA locations {pl}, l = 1, . . . , L, the receiver position
p, and the known geometry,

r̂det(t) =
L∑

l=1

A(τl) exp(−j2πfcτl)s(t− τl), (6)
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Fig. 3. Mono-static state-measurement log-likelihood according to (8). TX
and RX are co-located. Specular reflections up to the second order have been
considered. The distance between the wall and the likelihood peaks parallel
to the walls corresponds with the path-length of the strongest MPC.

where A(τl) denotes the signal attenuation described by a
path-loss model and fc denotes the carrier frequency of the
transmitted signal s(t). With the signal model in (5) and the
known template signal (6) we can state a standard AWGN
likelihood function (LHF) [12]

p(z|x) ∝ exp

{
− 1

N0

∫ T0

0

|r(t)− r̂det(t)|2 dt
}
, (7)

where the measurement vector z represents the received signal
r(t). The template signal r̂det(t) is constructed according to (6)
using the state vector x and the known floorplan information.
To properly account for DM present in (5), we would need to
incorporate the signal-to-noise-plus-interference ratio (SINR)
of the deterministic MPCs into (7), cf. with [6]. However,
for the sake of simplicity, we use in this work a heuristic
correlation metric to describe the likelihood between state and
measurement. It has the form

p(z|x) ∝ exp

{∣∣∣∣
〈

r(t)

||r(t)|| ,
r̂det(t)

||r̂det(t)||

〉∣∣∣∣
}
, (8)

where 〈·, ·〉 denotes the dot product and || · || is the norm. With
the metric in (8) neither DM nor the SNR is accounted for.
Future work will consider this by incorporating the LHF of
[6] in order to model both of them.
In our case, there are two types of measurements ziself,k and
zi,jrel,k. We use the same LHF for both of them. They differ only
in how the template signal r̂det(t) is constructed. For ziself,k,
only the local MS state xik is needed, whereas for zi,jrel,k both
involved MS states xik and xjk are needed. Next, we take a
closer look on the individual LHFs.

1) Mono-static Measurement Likelihood: In the mono-
static case, the mobile at position p is both TX and RX.
The likelihood p(ziself,k|xik) only depends on the current state
xik. In Fig. 3, the log-likelihood for a received measurement
ziself,k at p = [1, 1]T is plotted over the whole room. The
LOS, first and second-order VAs are considered. The likelihood
does not have one significant global maximum. Rather it has
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Fig. 4. Bi-static state-measurement log-likelihood according to (8). TX and
RX are placed such that a NLOS condition is present. Specular reflections up
to the second order have been considered. The highest likelihood is located
at the RX position. In the surrounding area are still some high valued peaks
due to symmetries caused by the room geometry.

a ridge parallel to the walls. The distance from the wall
to the ridge corresponds to the path-length of the strongest
deterministic MPC present in ziself,k. Seeing this, it becomes
obvious that localization with this measurement likelihood
alone will fail, because of its ambiguities parallel to the walls.
Despite this it provides us with a high resolution in the
direction perpendicular to the walls.

2) Bi-static Measurement Likelihood: In the bi-static case,
one MS acts as TX, whereas the other cooperating MS acts
as RX. The likelihood p(zi,jrel,k|xik,x

j
k) depends on the states

of both involved mobile nodes, the receiver node xik and the
transmitter node xjk. In Fig. 4, the log-likelihood is plotted.
The TX is located at p1 = [1, 1]T and the RX at p = [9, 5]T.
VAs up to the second order have been considered. In this
NLOS scenario, the global maximum is correctly located at
the position of the RX. Due to geometric ambiguities, there
are areas with high likelihood in the neighborhood of the
RX position. The combination of all mono- and bi-static
measurements in the likelihood yields the joint likelihood given
in (3).

B. State Propagation Model

We use a simple constant-velocity state propagation model
to predict the target state in the next time-step

p(xik|xik−1) = N (xik;Fxik−1, σ
2
aGGT) (9)

With

F =




1 0 ∆T 0
0 1 0 ∆T
0 0 1 0
0 0 0 1


 (10)

and

G =




∆T 2

2 0

0 ∆T 2

2
∆T 0
0 ∆T


 , (11)
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k|xi
k−1), φi,j(xi

k,x
j
k
) = p(zi,j

rel,k
|xi

k,x
j
k
), and

g(xi
k) = p(ziself,k|xi

k).

where N (·;µ,Σ) denotes a Normal distribution with mean
µ and covariance matrix Σ. σa is the standard deviation
of acceleration and ∆T is the time between two successive
measurements.

IV. LOCALIZATION ALGORITHM

A. Factor Graph Representation

The graphical model of (4) is illustrated in Fig. 5 for
the first two time-steps with I = 3 MSs. Edges represent
random variables, whereas squares represent factors. In the
first time-step the prior of the i-th MS is given by the factor
f i(xi0). The factor h(xik−1,x

i
k) connects the state xik−1 with

the state xik via the underlying state-propagation model. The
factors of the mono-static measurement g(xik) and the bi-
static measurement φi,j(xik,x

j
k) are connected via an edge

corresponding to state xik. To infer the posterior PDF on a
cycle free FG the sum-product-algorithm (SPA) is used [10].
In our case, the FG has cycles and approximate inference
methods, such as loopy belief propagation (BP), need to be
used [7]. Then, the posterior PDF, given by (4), is represented
by beliefs which are approximations of the exact posterior PDF
bXk

(xk) ≈ p(xk|zself,1:k, zrel,1:k).

B. Implementation

We used a particle-based implementation of belief propa-
gation, also known as non-parametric BP [13]. Therefore, we
adapted the SPAWN algorithm of [7] to the cooperative MINT
indoor localization scenario. This is outlined in Algorithm 1. In
contrast to [7] and [14], the non-cooperative state-measurement
likelihood p(ziself,k|xik) depends only on the current state
xik and not also on the previous state xik−1. Additionally,
we consider the whole received signal in the measurement
vector zk and not only an extracted distance estimate from
the LOS path. The initialization step sets the belief of the own
state equal to the prior PDF using M particles with weights
wi,m0 . Then, for all K time-steps a non-cooperative and a

Algorithm 1 Cooperative MINT
1: initialization:
2: mXi

0→h(xi0) = f i(xi0) =
{
wi,m0 ,xi,m0

}M
m=1

, i = 1, . . . , I

3: for k = 1, . . . ,K do
4: non-cooperative part: . prediction operation
5: for i = 1, . . . , I do . use (9)

mh→Xi
k
(xik) =

∫
h(xik,x

i
k−1)mXi

k
→h(xik−1)dxik−1

(12)
6: mg→Xi

k
(xik) = g(xik) . non-cooperative belief

7: set: b0
Xi

k

(xik) ∝ mg→Xi
k
(xik)mh→Xi

k
(xik)

8: end for
9: cooperative part: . correction operation

10: for l = 1, . . . , Niter; i = 1, . . . , I; j ∈ N→i do
11: broadcast own belief: bl−1

Xi
k

(xik)

12: receive neighbor belief: bl−1

Xj
k

(xjk)

13: compute message from cooperation:

mφi,j→Xi
k
(xik) ∝

∫
φi,j(x

i
k,x

j
k)bl−1

Xj
k

(xjk)dxjk ≈ φi,j(xik,x
j
k)

(13)
14: with the sample mean: . set TX position to xjk

xjk =

M∑

m=1

wj,mk,l x
j,m
k (14)

15: update own belief:

blXi
k
(xik) ∝ mg→Xi

k
(xik)mh→Xi

k
(xik)

∏

j∈N→i

mφi,j→Xi
k
(xik)

(15)
16: end for
17: determine outgoing message:

mXi
k
→h(xik) = bNiter

Xi
k

(xik) =
{
wi,mk,Niter

,xi,mk

}M
m=1

(16)

18: normalize and re-sample to get:
19:

mXi
k
→h(xik) =

{
1

M
,xi,mk

}M

m=1

(17)

20: report: x̂ik = xik . sample mean to extract MS state
21: end for

cooperative belief update is performed. In the non-cooperative
part the time-propagation of state xik−1 to xik is performed
via the state-propagation model h(·, ·). Based on the new
state xik the outgoing message from mg→Xi

k
(xik) is computed.

There, the mono-static measurement ziself,k is used. Next, the
cooperative part is performed. The own belief is initialized
with the product of the messages from state prediction and
the non-cooperative correction. This belief is updated with the
messages received from the neighbors in an iterative manner.
Therefore, the own belief is broadcast to the neighbors. The
received belief bl−1

Xj
k

(xjk) represents the PDF of the TX position.
For computing complexity reasons, we estimate only one TX
position out of bl−1

Xj
k

(xjk) by taking its sample mean xjk. Future
work needs to address this simplification in order to benefit
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from the whole received information through cooperation. The
mean xjk thus defines the TX position and allows to compute
the message mφ→Xi

k
(xik). Having this, the own belief bl

Xi
k

(xik)

can be computed with the messages from the non-cooperative
part and the messages from all neighbors N→i of node i.
After Niter iterations or after sufficient convergence the own
belief is reported. To avoid degeneracy it is normalized and
resampled with sequential importance resampling [11]. Finally,
we compute the sample mean of mXi

k
→h(xik) to extract the

MS state.

V. SIMULATION RESULTS

A. Setup

The state-propagation model has been given in (9). The
time between two successive measurements is ∆T = 0.25s and
∆Lmax = 0.1m leading to a position variance of σ2

p ≈ (0.02)2

and a velocity variance of σ2
v ≈ (0.15)2 in x, y-direction1.

The measurements follow the model given in (5). Deterministic
MPCs correspond to the LOS path and specular reflections of
first and second order. We used a free-space propagation model
for A(τl) similar to [6]. The carrier frequency is 7GHz and
each reflection attenuates the signal additionally by 3dB. We
used a relatively low amount of DM modeled by a double
exponential function in [15, Eq. (9)] with parameters Ω1 =
11.6 ·10−9, γ1 = 20ns, γrise = 5ns, and χ = 0.98. Ω1 denotes
the total power of DM. The transmitted signal s(t) is modeled
by a raised cosine pulse with roll-off factor α = 0.6 and pulse
duration T = 0.5ns corresponding to a bandwidth of 2GHz.
The noise PSD has been set to N0 = 10−12W/Hz.
In the simulation we have used I = 3 MSs moving along
the trajectories illustrated in Fig. 1. Each trajectory consists of
100 MS positions, corresponding to K = 100 time-steps. In
each time-step k all MSs perform a mono-static measurement
ziself,k and a relative measurement zi,jrel,k to their neighbors,
where we assumed that all MSs are within communication
range. The particles have been initialized perfectly with the
true MS positions. The belief of every MS is represented by
1000 particles. The number of iterations in the cooperative
update step has been set to Niter = 3 (see Alg. 1).

B. Discussion of Simulation Results

The cumulative distribution functions (CDFs) of the indi-
vidual error of each mobile are shown in Fig. 6. The CDFs
where averaged over 80 individual runs. In 90% of the cases,
the estimated target positions of all 3 MS are within 40cm.
The reasons for the attained error performance of the three
MSs in this scenario are discussed next.

1) LOS vs. NLOS: Between MS1 and MS3, the LOS path
exists for the whole trajectory. This is not the case for the
trajectory of MS2, where the LOS path to both other mobiles
is shadowed at some MS positions along the trajectory. Due
to the fact that most of the signal energy is contained in the
LOS component, the value of the LHF in the NLOS case
is worse compared to the LOS case. Fig. 4 illustrates the
deteriorated value of the LHF in the NLOS case. Although

1In the same manner as in [9], we assume 3σa equals the maximum
acceleration within time ∆T . We define σa = ∆Lmax

3
1

∆T2 , where ∆Lmax

is the maximum travel distance of an MS within time period ∆T .
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the global maximum over the whole room is located at the
correct RX position, it is crossed by smaller peaks close to the
true RX position due to multipath. This leads to an uncertainty
in position information (see Fig. 6). The reader is referred to
[6] for an analysis of the position error bound with bi-static
measurements for MINT.

2) Ambiguities in the Likelihood: The likelihood function
given in (8) is only a cross-correlation at zero time lag with
the template signal. The template signal itself is constructed
based on the prevalent geometry, which leads to ambiguities.
Such ambiguities are directly reflected in the LHF. On the
one hand, this behavior can be seen clearly in the mono-static
LHF shown in Fig. 3. The likelihood has a peak value parallel
to the room walls. The distance corresponds to the delay of
the strongest specular reflection. With this information it is
clear that localization is not possible with only the mono-
static measurements zself in our scenario. The ambiguity in the
mono-static LHF drags the targets into the wrong direction. On
the other hand, the bi-static LHF delivers us with a maximum
at the true position as long as the TX position is known.
The drawback of this is that if localization is performed
only with the bi-static measurements zrel, the errors in each

Cognitive Localization and Tracking using Multipath Channel Information

– 167 –



time-step are accumulated. This behavior is similar to inertial
measurement units, e.g. a pedometer, because no measurement
is employed to a known anchor point. Therefore, we need the
conjunction of both, the mono- and bi-static measurement to
achieve the desired localization effect in our mobile node-only
scenario. The conjunction of both LHFs overwhelms to a great
extend the drawbacks of the individual LHFs. The mono-static
measurement delivers the connection to the known reference,
i.e. the wall, and the bi-static measurement resolves most of the
ambiguity in the mono-static LHF set by the room geometry.

3) Target propagation model mismatch: In the constant
velocity state-propagation model, the system dynamics is mod-
eled by the process noise. We assumed the process noise
to be normal distributed (compare with (9)). Therefore, the
state-propagation model is only accurate in cases with close-
to-linear target motion. To cope with slight violations be-
tween target motion and propagation model the process noise
variance σ2

a may be increased. But then, also the number
of used particles need to be increased significantly in the
implementation in order to support the underlying PDF with
enough samples. Fig. 7 contains the target estimation error
for the MSs in every time-step along the trajectory. If we
compare the MS positions with high estimation error with the
MS trajectories given in Fig. 1, we observe a higher error
at MS positions where the movement direction of the MSs
changes. This behavior can be observed for instance at k = 65
for MS i = 1. Unfortunately, it also affects the performance
of the other cooperating MSs and leads to a degradation of the
overall performance. A more accurate state-propagation model
might lower the present model mismatch and lead to a better
performance.

4) Implementation based error: The FG given in Fig. 5
has loops and exact inference is not possible. Using belief
propagation the beliefs are only approximations of the true
PDFs. This is the first step where an error is introduced
compared to the statistical description given in (4). A second
step concerns the estimation of the TX position out of the
received neighbor belief. With the likelihood given in (8), it
is not possible to sample from it by knowing only one input.
This is in contrast to the likelihood in [7], [9], [13], [14]. To
limit computing complexity, we have extracted the mean value
out of the received belief as the TX position. This only works
well if the mean value is a good approximation of the true
position of xjk. Future work will address this issue.

VI. CONCLUSION AND OUTLOOK

This work introduced the usage of MINT for UWB among
cooperating users to solve the localization task. Compared to
the non-cooperative MINT approach the need for a known
anchor node is omitted completely, which lowers the require-
ment in infrastructure to only the floorplan information. It
is enabled by a combination of non-cooperative mono-static
self-measurements of each agent and cooperative bi-static
measurements between the agents. In the simulations, diffuse
multipath has been modeled in addition to the present noise, as
it has been shown to be a major factor impairing performance.
Simulation results showed the applicability of this approach in
a mixed LOS and NLOS scenario. Future work will address
the employed simplification of the LHF, uncertain floorplan
information and the state initialization.
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Abstract—Multipath-assisted indoor positioning (using ultra-
wideband signals) exploits the geometric information contained
in deterministic multipath components. With the help of a-priori
available floorplan information, robust localization can be
achieved, even in absence of a line-of-sight connection between
anchor and agent. In a recent work, the Cramér-Rao lower
bound has been derived for the position estimation variance
using a channel model which explicitly takes into account
diffuse multipath as a stochastic noise process in addition to
the deterministic multipath components. In this paper, we adapt
this model for position estimation via a measurement likelihood
function and evaluate the performance for real channel
measurements. Performance results confirm the applicability of
this approach. A position accuracy better than 2.5 cm has been
obtained in 90% of the estimates using only one active anchor at
a bandwidth of 2GHz and robustness against non-line-of-sight
situations has been demonstrated.

I. INTRODUCTION

Ultra-wideband (UWB) signals are promising candidates
for indoor positioning. Their large frequency range offers
a fine delay resolution and robustness in harsh propagation
environments such as indoors [1]. The benefit of the UWB
channel is that many of the multipath components (MPCs)
are recognizable and resolvable in the measurements.

Deterministic MPCs, having parameters that can be modeled
as a function of the surrounding geometry, can be used for
localization and tracking [2]–[5]. The transmitted signal which
is reflected at e.g. a wall, can be seen as being emitted
from a virtual source located behind the reflecting surface.
With the help of a floorplan, it is possible to calculate the
position of these virtual sources and use them as so-called
virtual anchors (VAs) for localization. Fig. 1 illustrates an
exemplary floor-plan with two fixed anchors and a small subset
of corresponding VAs. In this way, localization is possible
with only a single anchor node independent of a line-of-sight
(LOS) or non-LOS (NLOS) situation. We call this approach
multipath-assisted indoor navigation and tracking (MINT). In
[5], the Cramér-Rao Lower Bound (CRLB) has been derived
for this problem. Diffuse multipath (DM), e.g. scattered signals
which are not covered by the deterministic model, impairs
the detection of the useful deterministic components. This

This work was supported by the Austrian Science Fund (FWF) within the
National Research Network SISE project S10610, by the Austrian Research
Promotion Agency (FFG) within KIRAS PL3, grant no. 832335 “LOBSTER”,
and by EU FP7 Marie Curie Initial Training Network MULTI-POS (Multi-
technology Positioning Professionals) under grant nr. 316528.
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Fig. 1. Floor-plan of an empty seminar room with a 5-cm-spaced
trajectory (black line) of agent positions. The close-up shows that for
every agent position p (magenta dot), a set of 25 measurements has
been recorded in a rectangular grid with 1 cm spacing. Furthermore,
two physical anchors j = {1, 2} are illustrated and a few of the
expected virtual anchors (VAs).

interfering part of the channel is modeled as an additive
stochastic process.

In this paper, we adapt the model of [5] to formulate
the maximum likelihood estimator (MLE) of the agent posi-
tion. We also evaluate the localization performance with real
measurements, where we analyze in particular the impact of
considering DM in the likelihood function (LHF). The LHF
is highly multi-modal and the MLE problem is non-convex,
meaning that methods such as gradient descent are not useful
for finding the global maximum. We thus apply particle filter
methods [6] with swarm behavior [7]. The contributions of
this work are:

• Formulation of MLE for the channel model given in [5]
• Localization performance evaluation of the MLE with

real indoor channel measurements
• Characterization of the DM, i.e. estimation of its power

delay profile (PDP), and analysis of its impact on the
MLE, and

• Comparison between the MLE co-variance and the esti-
mated CRLB.
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II. PROBLEM OVERVIEW

A. Signal Model

A UWB baseband signal s(t) ∈ R with effective pulse
duration Tp, is transmitted from an anchor j = 1 . . .NA,
located at position p

(j)
1 ∈ R2, where NA is the number of

physical anchors considered. The received signal at the agent
position p is modeled as [5]

r(j)(t) = r
(j)
det(t) + r

(j)
diff(t) + w(t)

=

K(j)∑

k=1

α
(j)
k s(t− τ

(j)
k ) + s ∗ ν(j)(t) + w(t), (1)

where the first term comprises a sum of K(j) determinis-
tic MPCs with complex amplitudes α

(j)
k ∈ C and delays

τ
(j)
k = 1

c ||p−p
(j)
k ||2, where c is the speed of light. Due to the

knowledge of the floorplan, we can associate these MPCs to
specular reflections at surfaces, i.e. they are modeled by VAs at
positions p(j)

k , with k = 2 . . .K(j), where K(j) is the number
of expected VAs at position p (c.f. Fig. 1). The second term
r
(j)
diff(t) denotes the convolution (∗) of the transmitted signal
s(t) with the DM ν(j)(t) which is modeled as a zero-mean
Gaussian random process. We assume uncorrelated scattering
along the delay axis τ . Hence, the auto-correlation function
(ACF) of ν(j)(t) is given by K

(j)
ν (τ, u) = S

(j)
ν (τ)δ(τ − u),

where S
(j)
ν (τ) is the PDP of the DM for the j-th anchor at the

agent position p. According to this model, the DM is quasi-
stationary in the spatial domain, which means that S

(j)
ν (τ)

does not change in the vicinity of position p [1]. Note that
r
(j)
diff(t) is non-stationary in the delay domain. Finally, the last

term w(t) denotes AWGN with a double-sided power spectral
density (PSD) of N0.

In Fig. 2, a set of measured signals {r(j)i (t)}25i=1 is shown
for anchor 2 (colored thin lines). The measurements r

(j)
i (t)

are from the direct vicinity of the agent’s actual position p
to guarantee a quasi-stationary behavior in the spatial domain,
as illustrated in Fig. 1. Further, the correlation function of
the DM plus AWGN is illustrated and given by C(j)(t, u) =

N0δ(t−u)+
∫∞
−∞ S

(j)
ν (τ)s(t−τ)s(u−τ)dτ (bold dashed red

line). The received signal r(j)(t) at the agent’s actual position
p (i.e. at the center of the grid) is illustrated by the bold dashed
black line.

B. Likelihood Function (LHF)

The LHF is defined for the channel parameter vector ψ =[
τT, (αR)T, (αI)T

]T, where τ = [τ1, . . . , τK ]T represents
the vector with the geometry-related delays and (αR) =
[αR

1 , . . . , α
R
K ]T, (αI) = [αI

1, . . . , α
I
K ]T are the real and imag-

inary parts of the corresponding complex amplitudes α. An
approximation of this LHF, using a whitening operation as
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Fig. 2. A set of received {r(j)i (t)}25i=1 measurements recorded at
grid positions illustrated in Fig. 1 (thin solid colored lines), including
the actual agent position p = [2.2, 6.6]T (bold dashed black line).
Anchor 2 is used. Also, the corresponding DM correlation function
C(j)(t, t) is shown (bold dashed red line). Expected delays to VAs
visible at the agent’s position are illustrated by dashed gray vertical
lines.

described in [5], is given by

p(r(j)(t)|ψ) ∝ exp

(
2

N0

∫ T0

0

ℜ
{
r(j)(t)

K∑

k=1

w2
kα

∗
ks(t−τk)

}
dt

− 1

N0

∫ T0

0

∣∣∣
K∑

k=1

wkαks(t− τk)
∣∣∣
2

dt

)
, (2)

where T0 is the observation time and w2
k = N0/(N0 +

TpSν(τk)) are weighting factors accounting for the DM [5].
The term TpSν(τk) represents the equivalent power of the DM.
For the sake of brevity, we have dropped the anchor index j
for the channel parameters, but we will use it in situations
where we emphasize the explicit anchor dependence.

The LHF for the sampled received signal, where Ts repre-
sents the sampling time, is described by

p(r(j)|ψ) = p(r(j)|τ ,α) ∝

exp
(
− 1

2
(r(j) − SHα)HC−1(r(j) − SHα)

)
(3)

where r(j) = [r(j)(Ts), . . . , r
(j)(MTs)]

T ∈ RM denotes the
sampled received signal vector and (·)H is the Hermitian
conjugate. The signal matrix S ∈ RK×M is given by

S =



s(Ts − τ1) s(2Ts − τ1) . . . s(MTs − τ1)

...
...

s(Ts − τK) s(2Ts − τK) . . . s(MTs − τK)


 (4)

containing delayed versions of the transmitted pulse s(nTs −
τk). In (3), the matrix C = N0IM + Kc ∈ RM×M

denotes the co-variance matrix of white noise and DM.
The DM co-variance matrix is given by [Kc]n,m =

Ts

∑M
i=1 Sν(iTs)s(nTs − iTs)s(mTs − iTs), where [·]n,m is

the (n,m)-th matrix element. IM is the identity matrix of size
M .
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With the ideal assumptions that the delayed versions of
the transmit-pulse s(nTs − τk) are orthogonal to one another,
which implies that τk = mTs, and Ts is at Nyquist rate, the
co-variance matrix C results in a diagonal matrix and the rows
of the signal matrix S are orthogonal. So, the LHF is simplified
to

p(r(j)|ψ) ∝ exp{ 1

N0
ℜ
{
r(j)

H
SHWα

}

− 1

2N0
αHW

1
2SSHW

1
2α} (5)

where W(j) ∈ RK×K is a diagonal matrix which contains
the whitening weights of the orthogonal pulses. Its diagonal
elements are defined as [W]k.k = N0(N0IK+Ts[Kc]⌊ τk

Ts
⌋)

−1,
where [·]k,k is the (k, k)-th matrix element and ⌊·⌋ is the round
down (floor) operator. Note that (5) can be interpreted as the
sampled version of the continuous likelihood represented by
(2).

C. Cramér-Rao Lower Bound (CRLB)

As a performance measure and lower bound we use the
CRLB of the position error defined by the inequality E{||p−
p̂||22} ≥ tr{J−1

p }, where Jp is the equivalent Fisher informa-
tion matrix (EFIM) [4] for the position vector and tr{·} is
the trace operator. In [5], the CRLB has been derived for the
signal model in (2). The CRLB shows the influence of the
VA positions, i.e. the room geometry, and of the power ratio
between the modeled “information carrying” deterministic
MPCs and detrimental DM, on the precision of the position
estimator. With the assumption that the signals received from
different propagation paths are orthogonal to one another, the
EFIM Jp is formulated for a set of anchors in a canonical
form by

Jp =
8π2β2

c2

NA∑

j=1

K(j)∑

k=1

SINR
(j)
k Jr(φ

(j)
k ), (6)

where β denotes the effective signal bandwidth and Jr(φ
(j)
k )

the ranging direction matrix, which has an eigenvector in di-
rection φ

(j)
k from the agent to the k-th VA. SINR(j)

k represents
the signal-to-interference-plus-noise ratio of the k-th MPC and
is defined as

SINR
(j)
k = (w

(j)
k )2

|α(j)
k |2
N0

=
|α(j)

k |2

N0 + TpS
(j)
ν (τk)

. (7)

The value of the SINR shows the importance of the knowledge
of the DM statistics in order to accurately estimate the
information gained by a MPC.

D. MLE of the agent’s position

The computation of the LHF can be seen as a position
dependent channel estimation problem with prior floorplan
information. Using the floorplan knowledge, the sets of VAs
are computed for every anchor using optical ray-tracing [2].
In realistic scenarios, the floorplan has uncertainties which we
take into account by using a probabilistic formulation of the

VA positions. The maximum a-posteriori (MAP) estimator of
the agent’s position can then be formulated as

p̂MAP = argmax
p,p

(j)
VA,τ ,α

NA∏

j=1

p(p,p
(j)
VA, τ ,α|r(j))

= argmax
p,p

(j)
VA,τ ,α

NA∏

j=1

p(r(j)|τ ,α)p(α|τ )p(τ |p,p(j)
VA)

× p(p,p
(j)
VA)p(α)p(τ ) (8)

where p
(j)
VA = [p

(j)
1 , . . . ,p

(j)

K(j) ]
T is the set of VAs to compute

the delay paths τ of the MPCs for the agent’s position p. If
we assume that the VA positions are exactly known and that
the channel parameters are unknown deterministic parameters
then p(τ |p,p(j)

VA) = δ(τ − 1
c ||p − p

(j)
VA||2) and p(α|τ ) =

δ(α−α̂LS), where α̂LS is the least-square solution describing
the relation between complex amplitudes α and the vector
of delays τ at the agent position p (see (12)). δ(·) denotes
the Dirac-delta distribution. Assuming a uniform distribution
for p(p), the estimation problem accounting for all anchors
reduces to a MLE using (3) which is formulated as

p̂ML = argmax
p,τ ,α

NA∏

j=1

p(r(j)|τ ,α,p). (9)

The actual MLE algorithm is described in section II-E. In-
dependent of the used estimator, the likelihood has to be
evaluated by applying the following steps: noitemsep,nolistsep

1) To reduce the uncertainties in the geometry, a re-
localization of the VA positions to p̂

(j)
k of the j-th anchor

is done beforehand by using a set of measurements with
known agent positions. For detailed information about
the re-localization process we refer the reader to [2].

2) With the pre-computed or re-localized set of VAs, the
position dependent set of expected delays τ̂

(j)
k (p) =

1
c ||p − p̂

(j)
k ||2, is used to construct the signal matrix

(4) by

Ŝ =




s(Ts − τ̂
(j)
1 (p)) . . . s(MTs − τ̂

(j)
1 (p))

...
...

s(Ts − τ̂
(j)

K(j)(p)) . . . s(MTs − τ̂
(j)

K(j) (p))


 .

(10)
The expected delays τ

(j)
k (p) are refined by searching

for the actual amplitude maximum in the received signal
vector r(j) in the window [τ̂

(j)
k (p)− Tp, τ̂

(j)
k (p) + Tp].

3) Since the DM statistics are usually unknown, the co-
variance C has to be estimated from a sufficiently large
set of measured signals {r(j)i }Li=1 around the actual
agent position. Using the signal matrix of (10) for the
position hypothesis pi of the i-th measurement, the
template signal rdet,i is constructed and further the co-
variance matrix is estimated by

Ĉ =
1

L

L∑

i=1

(r
(al,j)
i − rdet,i)(r

(al,j)
i − rdet,i)

H. (11)
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Note, that the LOS propagation delay τ1,i differences
between the measurements has to be compensated to be
able to average over the set of aligned measurements
{r(al,j)i } of the spatially close agent positions. In order
to get a benchmark for the induced improvement of
robustness and accuracy due to consideration of DM,
we assume for the DM estimation known positions on
a measurement grid around the actual agent position.
In a realistic positioning application, this estimation
has to be performed based on estimated positions and
the corresponding signals hypotheses. However, this is
considered as out of scope of this paper.

4) Using (10) and (11), the MLE of the complex amplitudes
α reduces to a linear estimation problem. This means
that using the complex derivative the estimation is
formulated as a weighted least square solution in the
following form

α̂LS = (ŜĈ−1ŜH)−1ŜĈ−1r(j). (12)

The LHF is evaluated by inserting the estimated parameter Ŝ,
Ĉ and α̂LS into equation (3).

E. Implementation of the MLE

Due to the fact that the LHF is highly multi-modal, non-
Gaussian and the measurement model is non-linear, a straight-
forward ML estimation is not applicable. Hence, we present a
hybrid probabilistic-heuristic approach which combines a se-
quential importance re-sampling (SIR) particle filter (PF) with
the concept of particle swarm global optimization (PSO) which
is able to find the global maximum in the parameter space. In
[8] probability model-based methods for global optimization
are presented. A SIR particle filtering is suggested as a proper
method for finding the global maximum. To explore the entire
search space and find new candidate solutions, randomness
has to be introduced in the maximization method. This can be
realized: (i) in the re-sampling step of the PF by generating
also new values for the particles instead of conventional re-
sampling with replacement or (ii) via a state-space model
which induces the exploration.

In our approach, we use a dynamic state-space model to
explore the search-space. The state equation consists of two
parts, the first one is described by a constant-velocity random
walk model and the second part is responsible for the particle
swarm behavior [7].

1) SIR Particle Filter: Particle filters represent a sub-
optimal sequential Monte Carlo method for solving non-linear
and non-Gaussian sequential Bayesian state estimation prob-
lems which can not be computed in a closed form. In general,
the Bayesian tracking problem is the recursive computation of
a degree of belief of a hidden state, e.g. position and velocity
xn = [pn,vn]

T , using measurement rn at time-index n. Due
to the fact that this paper deals with ML localization, not track-
ing, the index n describes the evolution of the distribution as
a function of time until convergence is reached, i.e. iterations
use just one measurement, i.e. r1:n = rn = r ∀n. The state

estimation is done in two consecutive stages using a first-
order hidden Markov model (HMM): (i) the prediction step
which obtains the predicted posterior PDF p(xn|rn) using the
Chapman-Kolmogorv equation [6]

p(xn|r1:n−1) =

∫
p(xn|xn−1)p(xn−1|r1:n−1)dxn−1, (13)

where p(xn|xn−1) is the state evolution probability, and (ii)
the update step which is solved via Bayes’ rule

p(xn|r1:n) =
p(rn|xn)p(xn|r1:n−1)∫
p(rn|xn)p(xn|r1:n−1)dxn

, (14)

where p(rn|xn) = p(rn|τ ,α,pn) is the measurement LHF
(3) dependent on the position pn. For solving (13) and
(14), particle filters use a finite set of weighted samples,
i.e. particles {xi

n, a
i
n}Ni=1, to approximate the involved PDFs.

The particles are sampled from an importance distribution
xi
n ∼ q(xn|xn−1, rn) and their weights ain are computed in

each iteration with

ain = ain−1

p(rn|xi
n)p(x

i
n|xi

n−1)

q(xi
n|xi

n−1, rn)
,

N∑

i=1

ain = 1. (15)

A simple choice of importance distribution is to take the
state evolution probability q(xn|xn−1, rn) = p(xn|xn−1). To
reduce the degeneration of the particles, a re-sampling step
is introduced after every iteration. In this step, particles are
drawn according to their weight which means that particle
states xi

n with high weight ain are duplicated more often than
particles with lower weights. The particle weights after every
re-sampling step are set to ain = 1/N . So, the computation of
the weights simplifies to ain ∝ p(rn|xn) = p(rn|τ ,α,pn).

2) PF-PSO: In PSO the particles are generated randomly
and by iterative updates of the positions using a cost function.
The particles learn from their own cost-measure and the cost-
measure of the other particles introducing swarm behavior. In
our case, the particles in the swarm gain a velocity in direction
of the global maximum, so that the PSO is able to jump out
of local maxima and find the global optimum. This swarm
behavior is integrated in the PF by the state transition equation
[7] which is described by

xn = Fxn−1 + u1

[
pibest
b − pn−1

wv(p
ibest
b − pn−1)

]

+ u2

[
pg
b − pn−1

wv(p
g
b − pn−1)

]
+Gnacc. (16)

Here,

F =




1 0 wv 0
0 1 0 wv

0 0 wv 0
0 0 0 wv


 and G =




w2
v

2 0

0
w2

v

2
wv 0
0 wv


 (17)

are the state transition matrix and the noise weighting matrix,
wv is the velocity weight, u1 and u2 are random control factors
drawn from a uniform distribution U(0, 1), nacc is a zero-
mean Gaussian driving acceleration noise with co-variance
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matrix σ2
accI2. pibest

b and pg
b denote the maximum of the set

of particles in the current iteration n and the global maximum
of the past iterations, respectively. The algorithm starts with
uniformly distributed particles over the entire search space.
For these candidates the likelihood function is evaluated and
the global maximum of the LHF Lg and the corresponding
position pg

b = argmaxpi
n
p(r|τ ,α,pi

n) are computed. Fur-
ther, the current maximum of the particles Libest = Lg and
also the corresponding position pibest

b = pg
b are set to the

global values. Then, the state xi
n (prediction step) and the

according weights ain (measurement update) of the particles
are evaluated iteratively for a defined number of iterations.
After each measurement update and before the re-sampling
step is executed, the maximum of the current particles Libest

at position pibest
b is computed and accepted as new global

maximum if Libest > Lg.

III. PERFORMANCE EVALUATION

A. Setup

1) Measurement: The measurement scenario is illustrated
in Fig. 1. We have used an M-sequence UWB channel sounder
from Ilmsens (See: www.ilmsens.com) to record the UWB
channel impulse responses (CIRs). The device is equipped
with one TX and two RXs channels. We have used self made
dipole antennas having an almost isotropic radiation pattern in
the horizontal plane. In the measurement scenario, the anchors
correspond to the RX and the agent to the TX. The anchors
are placed at positions p(1)

1 = [0.5, 7]T and p
(2)
1 = [5.2, 3.2]T,

respectively. The measurement trajectory of the agent con-
sists of 220 points spaced by 5 cm. In addition to this, for
every agent position on the trajectory, 25 measurements have
been recorded with the agent placed according to the grid
shown in Fig. 1. These additional measurements serve for
the estimation of DM in the vicinity of the agent trajectory
point. To obtain the UWB-CIR, the received signal and the
transmitted M- sequence are cross-correlated. The bandwidth
of the channel sounder corresponds to the FCC UWB range
from 3.1− 10.6GHz. A raised cosine filter s(t) with roll-off
factor βr = 0.5 and an effective pulse duration of TP = 1/B is
used to select a specific sub-band with bandwidth B = 2GHz
at center-frequency fc = 7GHz. To get the complex-valued
baseband signal, a down conversion is performed.

2) Estimation: To evaluate the LHF in (2), we used two
approaches: (i) Grid based MAP: The LHF is evaluated over
a 40 × 40 cm rectangle around the true agent position with
resolution of 1x1 cm2 and the highest mode corresponds to the
MLE given in (9); (ii) PF-PSO: A sufficiently large number
of particles, i.e. N = 2000, is uniformly distributed over the
whole room. The LHF is evaluated for Niter = 8 iterations
following the description given in Sec. II-E1, where the initial
acceleration process noise σacc = 8 cm

s2 and the initial velocity
weight wv = 0.0125 . Since the LHF has very narrow modes,
the weights ain are compressed with a roughening factor which
means that the exponent of the LHF was divided by this factor.
The initial value of the roughening factor was set to value of
100. During the iterations of the PF-PSO filter, these three

parameters were linear decreased to simulate an annealing
process, whereas the roughening factor was decreased until
it reaches 1. To enhance robustness of the point-estimate p̂
of the MLE, we computed the median over the entire set of
particles at each trajectory point. To generate the error CDFs
we performed Monte-Carlo simulations averaged over 30 1

dynamic model noise realizations.

B. Discussion of Performance Results

1) UWB-CIR measurements and DM estimate: In Fig. 2 the
CIR of the signal received at anchor 2 and agent position p =
[2.2, 6.6]T is shown. The direct LOS path is clearly visible
together with MPCs corresponding to specular reflections of
first and second order. Their expected delays are illustrated in
the figure as dashed gray vertical lines. One can observe that
they fit the model quite well. The amplitude and phase of the
emitted wave change according to the reflection coefficient of
the wall. This is not modeled by the VA and we observe that
not all expected VAs have a significant contribution.

2) Measurements, Position Likelihood, and CRLB: In Fig.
3, the likelihood (3) is shown in log-domain evaluated for the
whole room for a measured CIR r(j) between the agent located
at position p = [2.2, 6.6]T and the two anchors. In the figure,
the multi-modality of the LHF is clearly visible. The global
maximum at p̂ = [2.189, 6.599]T matches the true position
of the agent very well. The radii of the arcs with a high
likelihood correspond to the delays of the LOS and VAs visible
in the measurements. In the figure, we also plot the estimated
positions and co-variances (estimated from particles) for a few
trajectory points together with the computed CRLB of the
position error. Both error ellipses are plotted with hundred-
fold standard deviation. The orientation of the error ellipses
depends on the geometry of the room and the positions of the
anchors and the agent involved. We observe that the orientation
and size of the CRLB error ellipses fit well with the estimated
co-variance ellipses. Small deviations can be explained by the
fact that the co-variance has to be estimated from a set of
measurements rather than from a single measurement. The
same holds for the estimation of parameters needed for the
computation of the CRLB, c.f. (6). So, this comparison gives
just an approximate comparison between the CRLB and the
co-variance of the position estimate.

3) Positioning performance: In Fig. 4, the cumulative dis-
tribution functions (CDFs) of the position error are shown
for the grid-based MAP and the MLE (PF-PSO method).
These CDFs include data from all 220 agent positions using
only anchors 1 and 2 individually and in combination (top
to bottom). The CDF plots for grid-based MAP and MLE
“without DM” neglect the knowledge of DM, i.e. C(j) =

N
(j)
0 IM in the likelihood (3). Then the signal model reduces

to the deterministic MPC plus additional AWGN (c.f. (1)). We
observe that for both methods, the knowledge of DM results
in a reduction of the position errors. Also, the occurrence of

1We observed that this number of used Monte-Carlo simulations leads to
a steady state outcome suggesting that it is sufficiently high.
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Fig. 3. Likelihood evaluated over the whole room. The anchors
are placed at p

(1)
1 = [0.5, 7]T and p

(2)
1 = [5.2, 3.2]T , the agent

is placed at p = [2.2, 6.6]T . The global maximum at position
p̂ = [2.189, 6.599]T matches well with the true agent position.
Additionally, the estimated agent position, the co-variance and the
CRLB are shown with hundred-fold standard deviation for a few
other agent positions.

outliers is reduced when considering DM, which demonstrates
the benefit of the suggested signal model and can be seen as
a measure of higher robustness. If only anchor 2 is active, the
position error is below 2.5 cm in 90% of the estimates for the
grid based MAP method considering DM and 5.5 cm without
DM knowledge.

The MLE with DM knowledge is also below 2.5 cm in 90%
of the estimates while it reaches a similar accuracy in only
40% of the cases without DM. For all combinations of the
involved anchors without DM knowledge, the performance of
the MLE is much worse. The reasons for this are twofold:
First, the model is less accurate, thus modes of the LHF at
the wrong position are too optimistic which leads more often
to a convergence of the MLE in the wrong mode. The second
issue is of numerical nature. Due to the more probable model-
mismatch of the signal model, the values of the log-LHF
are even (much) smaller and also exhibit a larger dynamic
range. Hence, the LHF is more skewed which leads to the
requirement of more particles for the MLE. If anchor 1 is
active, the positioning error shows the same tendency, but
the values are increased. This suggests that the location of
anchor 1 is less suited for positioning along the agent trajectory
compared to the location of anchor 2.

Since information available through measurements never
increases the uncertainty, the error is the smallest when both
anchors are active. This is independent of the signal model
used (with or without DM). The lowest error is achieved if DM
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Fig. 4. CDFs for the grid-based MAP and MLE methods, with and
without considering DM in the LHF considering only anchor 1 (a),
anchor 2 (b) or the combination of both (c).

is taken into account. Then the resulting error remains below
1.9 cm for both methods in 90% of the position estimates.
Note that the bandwidth used is 2GHz, yielding a delay
resolution of 15 cm.

IV. CONCLUSION AND OUTLOOK

In this paper we have shown that the proposed MLE
algorithm for multipath-assisted indoor positioning is working
with real channel measurement in a robust and accurate sense.
Due to the rich geometric information contained in the MPCs,
positioning is possible with only one anchor. Depending on
the environment this is also true for non-LOS scenarios, in
principle. In-depth verification of this is part of future work.
However, in a LOS scenario considering DM we achieved a
position error of less than 2.5 cm in 90% of the estimates for
only one active anchor. The results show that the knowledge
of DM leads to significant improvement of robustness and
accuracy of the estimation scheme. However, the demonstrated
DM estimation from a set of measurements with optimal
position knowledge has to be seen as an ideal benchmark for
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the benefit of using DM. In ongoing work we learn the DM
statistics during tracking of an agent moving through the room
to establish a more practical estimator.
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Real-Time Demonstration of Multipath-Assisted
Indoor Navigation and Tracking (MINT)
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Abstract—This paper presents an evaluation of a demonstra-
tion system for multipath-assisted indoor navigation and track-
ing (MINT). MINT overcomes the non-line-of-sight problems
of range-based indoor localization systems by explicitly using
location information of reflected signal components. With the
real-time demonstration system, performance evaluations are
possible without the need to rely on pre-recorded measurement
trajectories or simulated radio channels. Hence, the robustness
and accuracy of MINT in different environments can be tested
easily and a proof-of-concept in close-to-practical conditions is
obtained. Exemplary results in two different rooms highlight the
following key findings: The excellent performance of MINT that
we reported previously based on pre-recorded measurements can
also be obtained with the real-time system, i.e. 5 cm accuracy for
90 % of the estimates at a bandwidth of 2GHz. Furthermore,
the covariance of the position error of the tracking filters matches
well with the corresponding Cramér-Rao lower bound (CRLB).

I. INTRODUCTION

Non-line-of-sight (NLOS) situations between anchors and
agents are the main reason for errors for radio based indoor
localization systems. Enclosed indoor scenarios cause strong
specular reflections and also a large level of diffuse (often
called dense) multipath (DM). Errors caused by multipath can
be dealt with by detecting NLOS situations and mitigating
the corresponding range errors [1], [2]. Using the previously
introduced multipath-assisted indoor navigation and tracking
(MINT) approach [3], [4], the specular reflections can be
turned into an advantage. Assuming that the floor plan of the
environment is known, the travel times of specular multipath-
components (MPCs) can be matched to the geometry by
introducing virtual anchors (VAs, see Fig. 1).

As such a scheme relies heavily on the propagation channel,
we have obtained numerous position-resolved channel mea-
surements [5] to evaluate its performance [4], [6]. However,
channel measurement campaigns are tedious to perform. A
real-time demonstration system, which is discussed in this
paper, allows for flexible and rapid evaluation of e.g. novel
algorithms for MINT in more realistic conditions. Issues like
fast motion changes and signal obstructions can be tested
realistically and easily. For indoor localization systems, exper-
imentation is an important way to understand the limitations
and implications of the often heterogeneous requirements and
environments. A method for precise anchor-free positioning
in a specific environment is presented in [7], requiring many

This work was partly supported by the Austrian Science Fund (FWF) within
the National Research Network SISE project S10610, and by the Austria
Research Promotion Agency (FFG) within KIRAS PL3, grant nb. 832335
“LOBSTER”.
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Fig. 1. Setup of the MINT demonstration system in Room 1. The tracking
algorithm described in Sec. II is used on a known test trajectory to allow for
error computation. Signal contributions from LOS-, first-order-, and second-
order reflections are illustrated in bold, thin solid, and thin dashed lines,
respectively. Color encodes the anchor number. On the right side, an example
for a first-order VA is depicted for Anchor 1.

closely spaced measurements. For the evaluation of coopera-
tive methods, large-scale campaigns are often more appropriate
[8], [9], but similarly tedious to perform.

For the MINT demonstration system, it is desirable to com-
pare the performance of different implementations in certain
environments. Also, the localization accuracy can be compared
to theoretical predictions given by performance bounds that
include effects such as path overlap [3] and the DM [6]. The
contributions of this paper are:

• We present a proof-of-concept for the MINT approach us-
ing a real-time demonstrator, showing excellent accuracy
and robustness.

• Using tracking results obtained in two example rooms,
we show how estimation of path parameters motivated
by theory can be used to predict the performance of
the system in an environment and also to improve the
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2

performance.
In the remainder of this paper, Sec. II deals with the

scenario, the models and the tracking algorithms, which is
a recap from previous work. Section III briefly introduces
the hardware of the demo system, while Sec. IV presents the
prediction of the expected localization performance based on
sample measurements. Finally, detailed results are presented
and discussed in Sec. V.

II. SCENARIO, MODEL AND ALGORITHMS

The aim of this paper is to present a real-time demon-
stration system for the MINT approach [3]. We discussed
the specific implementation and its evaluation based on pre-
recorded channel measurements in [4] and [6] . In this paper,
we therefore restrict the presentation of models and algorithms
to a minimum and focus our attention on results obtained with
the demonstration system in two exemplary scenarios.

Fig. 1 shows one of the two rooms used in this paper and
illustrates the MINT approach itself, using a snapshot of the
graphical output of the demonstration system during tracking.
Up to J = 2 anchors at known positions are placed within a
room to track a moving agent. As discussed in detail in [4]
and references therein, we use the known floor plan to mirror
the anchor coordinates with respect to each reflective surface
to calculate the positions of the VAs [10]. The first-order VA
corresponding to Anchor 1 and the right wall is illustrated in
Fig. 1. The VA is a geometric model for the path delay of the
corresponding MPC. Given that the MPC is detectable in the
received signal, the VA can in principle be used as if it was a
physically existing anchor.

The signal between the j-th anchor and the agent at the ℓ-th
position pℓ, is written as [3]

r
(j)
ℓ (t) =

K
(j)
ℓ∑

k=1

α
(j)
k,ℓs(t− τ

(j)
k,ℓ ) + s(t) ∗ ν(j)ℓ (t) + w(t) (1)

where the α
(j)
k,ℓ and τ

(j)
k,ℓ are the complex amplitudes and

delays of the k-th deterministic MPCs, respectively. The signal
s(t) denotes the transmitted pulse. The signals ν

(j)
ℓ (t) and

w(t) denote DM and white Gaussian measurement noise,
respectively [3]. Especially in indoor environments, DM plays
a large role in the detectability of the deterministic MPCs,
which will be discussed in more detail later.

The estimation of the arrival times of the deterministic
MPCs is done as in [4] using an iterative search-and-subtract
implementation of a maximum-likelihood estimator based on
the assumption of separable paths, i.e.

{τ̂ (j)k,ℓ} = arg min
{τ (j)

k,ℓ}

∫

T

∣∣∣∣∣∣
r
(j)
ℓ (t)−

K̂
(j)
ℓ∑

k=1

α̂
(j)
k,ℓs(t− τ

(j)
k,ℓ )

∣∣∣∣∣∣

2

dt.

(2)
The path amplitudes are nuisance parameters and are estimated
using the projection of the received signal on a unit energy
pulse template shifted to the corresponding delay

α̂
(j)
k,ℓ =

∫ T

0

[r
(j)
ℓ (t)]∗s(t− τ̂

(j)
k,ℓ )dt. (3)

The number of estimated MPCs K̂
(j)
ℓ should be chosen

corresponding to the number of expected specular paths in
an environment.

We focus on the influence of the measurement on the
tracking and hence restrict the motion model of the agent to
a simple linear Gaussian constant-velocity model

xℓ+1 =Fxℓ +Gna,ℓ (4)

=




1 0 ∆T 0
0 1 0 ∆T
0 0 1 0
0 0 0 1


xℓ +




∆T 2

2 0

0 ∆T 2

2
∆T 0
0 ∆T


na,ℓ.

Here, ∆T denotes the sampling time1 and the state vector xℓ

of the agent contains x- and y-position and velocity. The driv-
ing acceleration noise term na,ℓ models motion changes that
deviate from this model. The tracking is done as in [4] using
an Extended Kalman Filter (EKF) with data association (DA),
since the estimated MPC arrival times in (2) are not associated
to the VAs. At the position predicted by the EKF, the expected
VAs and the corresponding delays (those whose reflection
paths are possible) are calculated using pre-computed ray-
tracing results. The estimated arrival times from (2) are then
matched to these such that the cumulative distance of estimated
and expected delays is minimized, using the optimal subpattern
assignment approach [11]. Associations at a distance higher
than a given maximum ranging uncertainty, the so-called cut-
off distance dc are discarded. The remaining associated delays
and corresponding VA positions are then passed to the EKF
for the update step, in which a trilateration w.r.t. the associated
VAs is performed. We refer the reader to [4] and references
therein for a much more detailed description.

III. HARDWARE SETUP AND SIGNAL PREPROCESSING

The receiving and transmitting device used for the real-
time system is an M-sequence based UWB channel sounder
developed by the German company Ilmsens. As there are
two RX and one TX channels, the moving agent in the
demonstration system is the TX and the anchors are the RXs,
but from the view of the algorithms, these roles could also
be reversed. The channel sounder is capable of sending and
receiving up to 13 signals per channel per second, hence the
lowest possible sampling time is ∆T = 0.077 s. On TX and
RX sides, self-made dipole-like antennas made of Euro-cent
coins are used. They have an approximately uniform radiation
pattern in azimuth domain and zeroes in the direction of floor
and ceiling. The antennas are connected to the measurement
device using cables, and are mounted on tripods. The tripod
for the moving TX is equipped with wheels.

The received signal is cross-correlated with the used
M-sequence to obtain an estimate of the bandpass chan-
nel impulse response h

(j)
ℓ (t). The channel sounder covers

approximately the whole FCC UWB frequency range of
3.1− 10.6GHz. To select any desired subband with center
frequency fc and bandwidth B within this range, we use
a raised cosine filter with impulse response s(t) with an

1The difference of time-steps at which measurements are performed.
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Fig. 2. Received signal from Anchor 1 in Room 1 over a short measurement
trajectory (the corner part of the SINR estimation points shown in Fig. 4a)
for Tp = 0.5 ns and fc = 7 GHz. The estimated SINRs of selected VAs
(reflectors) are shown together with the evolution of their path amplitudes.

effective pulse duration Tp = 1/B and a fixed roll-off factor
βR = 0.5. By downconversion, a received complex baseband
signal according to (1) is obtained as

r
(j)
ℓ (t) =

[
h
(j)
ℓ (t) ∗ s(t)ej2πfct

]
e−j2πfct. (5)

All signal processing is done on a computer using Mat-
lab, which allows for maximum flexibility. Different levels
of graphical output are selectable by the user, such as the
visualization of currently used MPCs and their propagation
paths as shown in Fig. 1. After setting up the system in
an environment, transfer functions of connectors and cables
as well as the crosstalk between TX and RX channels are
removed with a calibration procedure similar to [12].

IV. PREDICTION OF LOCALIZATION PERFORMANCE

When setting up the demonstration system in an environ-
ment, it is beneficial to have a prediction of the expected
localization performance available. This can be achieved e.g.
using the Cramér-Rao lower bound (CRLB) on the position
estimation for MINT, which was derived in [3]. Under the
assumption of no path overlap (PO), i.e. the deterministic
MPCs in (1) are orthogonal, the equivalent Fisher information
matrix (EFIM) [13] on the position is given as

Jpℓ
=

8π2β2

c2

J∑

j=1

K
(j)
ℓ∑

k=1

SINR(j)
k,ℓJr(φ

(j)
k,ℓ), (6)

where β denotes the effective (RMS) bandwidth of s(t) and
SINR(j)

k,ℓ denotes the signal-to-interference-and-noise-ratio of
the k-th deterministic MPC at the ℓ-th position. The ranging
direction matrix Jr(φ

(j)
k,ℓ) [13] is defined as

Jr(φ
(j)
k,ℓ) =

[
cos2(φ

(j)
k,ℓ) cos(φ

(j)
k,ℓ) sin(φ

(j)
k,ℓ)

cos(φ
(j)
k,ℓ) sin(φ

(j)
k,ℓ) sin2(φ

(j)
k,ℓ)

]
. (7)

It indicates the geometric information of the k-th MPC, the
angle from the k-th VA to the position pℓ, as it has one
eigenvector pointing in the direction φ

(j)
k,ℓ. The SINR(j)

k,ℓ, which
weights this geometric information, is defined as

SINR(j)
k,ℓ =

|α(j)
k,ℓ|2

N0 + TpS
(j)
ν,ℓ (τ

(j)
k,ℓ )

. (8)

It is the ratio of the energy of the k-th MPC to the sum of the
noise PSD N0 and the effective power of the DM at the delay
τ
(j)
k,ℓ . The latter is characterized by the power delay profile
S
(j)
ν,ℓ (τ) of the DM [3].
We observe that the SINRs of deterministic MPCs require

knowledge of the PDP of the DM at position ℓ. This requires
many closely-spaced measurements around pℓ, which are
usually not available. An alternative estimator of the SINR
based on a Gaussian model for the DM was derived in [6]
and is also used here. In short, it uses a few position-resolved
measurements within a region, where the corresponding MPCs
are visible. On these, non-overlapping MPCs are estimated as
in (2) and corrected for deterministic effects such as path loss
and also random effects such as uncertainties in the floor plan.
Finally, the estimator is based on the ratio of the estimated
deterministic MPC energy to the variations that still remain in
the estimated amplitudes after the correction steps.

It is important to note that only position-averaged MPC
SINRs can be estimated by this method since statistical
moments of the estimated amplitudes need to be computed.
We account for this fact by estimating SINRk globally for
each VA, which describes the reliability of the localization
information of the respective MPC. Fig. 2 shows several
received signals from Anchor 1 in Room 1, using Tp = 0.5 ns
and fc = 7GHz. Also shown is the evolution of the estimated
amplitudes of selected deterministic MPCs and the estimated
SINR values. The trajectory part covers a distance of 45 cm
and is part of the SINR estimation points in Room 1 (see
Fig. 4a). It can be observed that MPCs with low variations in
their amplitudes, such as the LOS, whiteboard and right wall,
in general have a large SINR. If there are large variations
which cannot be attributed to deterministic effects, the SINR
is considerably lower, such as for the window.

The estimated SINRs can be used with (6) to get an EFIM
estimate Ĵpℓ

. Note that the only location-dependent effect
remaining is the geometry. The ranging direction matrices
account for the direction of the information, while the room
geometry defines which reflections are visible at pℓ and
contribute to the EFIM. The expected localization accuracy
for an environment can be quantified by the position error
bound (PEB)

E{‖pℓ − p̂ℓ‖} ≥ PEB(pℓ) =

√
Tr (J−1

pℓ ). (9)

V. EXAMPLE RESULTS

A. Evaluation Scenarios and Parameters

The two rooms used are shown together with indications
of the building materials in Figs. 1 and 5a, respectively. To
quantitatively evaluate robustness and accuracy of the MINT
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Fig. 3. Exemplary estimated SINRs of deterministic MPCs in Room 1 for
Anchor 1 (a) and in Room 2 for Anchor 2 (b). A pulse duration Tp = 0.5 ns
and two different center frequencies of fc = 7GHz and fc = 8GHz were
used. SR and DR denote single- and double reflection, respectively.

implementation, one sample trajectory is used in each room,
to enable calculation of a position error. The test trajectories
consist of 235 points spaced by ∆p = 5 cm in Room 1, and
of 154 points spaced by ∆p = 3 cm in Room 2. It should
be noted that although the evaluation is done only on those
trajectories, the results obtained are in close accordance with
other results in different environments. As will be shown by
the PEB results, they also cover challenging regions in these
rooms and the performance accurately reflects the expectations
provided by the bounds that are based on the estimated SINRs.

In the motion model, the process noise covariance ma-
trix Q = σ2

aGGT is chosen to allow for motion at a
given maximum velocity in x- or y-direction, say vx,max.
This is obtained by selecting the process noise variance in
the acceleration-domain as σ2

a = (
vx,max

3∆T )2. During real-time
operation, only vx,max has to be chosen. ∆T is measured for
every iteration and hence also σ2

a is updated, since depending
on the chosen level of graphical output, the sampling time is
not constant. For the quantitative performance evaluations, we
set vx,max = ∆p/∆T at e.g. ∆T = 1, to avoid errors that are
due to the motion model.

The measurement uncertainty in the EKF can be determined
using an approach discussed in [14]. Based on estimates of
SINRs as described in Sec. IV, the tracking can be tuned to
the reflection properties of the environment. The locations of
these measurement points are illustrated in Figs. 4a and 5a.
Of course MINT can be used without this information [4]. To
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Fig. 4. Logarithmic CRLB for the position error over Room 1 for Tp = 0.5 ns
and fc = 8GHz. (a) SINRs are used which have been estimated at the
points marked in blue. (b) No SINR knowledge is available, but the mean
SINR equals the mean of the estimated ones. Gray lines indicate MINT
tracking results (estimated tracks and 40-fold standard deviation ellipses) for
the respective scenario. It is evident that the SINRs can be used to obtain a
much more realistic performance prediction.
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enable a fair comparison, the SINRs for this case are selected
as the mean of the estimated ones. The cutoff distance has
been chosen as dc = 0.12m. Initialization of the EKF is done
with the true position and zero velocity, since the initialization
problem is out of scope of this paper. However, it can be solved
using maximization of the likelihood function that is also used
to derive the CRLB [15] or with a bank of parallel EKFs.

B. Estimation of the MPC SINRs and the PEB

In both rooms, SINRs of the LOS-component and potential
first- and second-order reflections are estimated using the
method described in Sec. IV and [6], [14] using 60 position-
resolved measurements per room, as indicated in Figs. 4a and
5a. A subset of the obtained SINR results is shown in Fig. 3
for a pulse duration of Tp = 0.5 ns and two different center
frequencies of 7 and 8GHz. It can be seen that especially
the plasterboard walls provide more information at the higher
frequencies. As they represent spatially extended reflectors
with large visibility regions, they are potentially important for
MINT. Hence, observing the SINRs can give important hints
on the optimal frequency range for a given scenario.

Using the geometry, (6), and (9), the CRLB on the position
error (neglecting path overlap) can be computed for a scenario.
The resulting PEB is illustrated in Figs. 4 and 5 for both
rooms, with and without estimated SINRs, but – to allow for a
fair comparison – for the same sets of MPCs. In the latter case,
a simple model for the SINR is used: For the sake of a fair
comparison, the SINRs of (8) are chosen such that their mean
equals the mean of the estimated ones. Also, each reflection
order decreases the SINR by an example value of 3 dB.

For Room 1, the PEB is shown using MPCs from both
anchors. Without knowledge of the MPC SINRs, the PEB
mostly encodes the expected visibility regions of the reflec-
tions and as such gives only a rough indication of the expected
performance. If estimated SINRs are used, we can clearly
observe a dilution of precision around the room diagonal,
where location information is mostly coming from similar
directions. This case is also illustrated in Fig. 1, where the
MPCs are shown that the EKF can use in this region. We
conclude that awareness of the SINRs gives a clearer picture
of the expected performance in a given scenario. It should be
noted again that the detrimental effect of path overlap [3] is
not reflected by this PEB.

In Room 2, we illustrate the PEB for using only a sin-
gle anchor (Anchor 2). Exploiting multipath, localization is
still possible with MINT. Also here, the SINRs give good
performance indications. For example, the visibility regions
corresponding to the middle right and the upper window (c.f.
Fig. 3b) are visible, which have rather large SINRs.

C. Tracking Results

Fig. 6 shows CDFs of the position error along the trajec-
tories for MINT in both rooms. The evaluations have again
been performed with a pulse duration of 0.5 ns and the two
center frequencies of 7 and 8GHz, with and without estimated
SINRs. A general advantage is visible in these two rooms at
the higher frequency range. According to our experience with

0 1 2 3 4 5 6

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Anchor 2

x [m]

y
 [

m
]

Logarithmic PEB for Room 2 with estimated SINRs

 

 

Anchor 1 (not used
for this bound)   

w
in

d
o

w
s

w
a

ll 
(p

la
s
te

rb
o

a
rd

)

P
o

s
it
io

n
 e

rr
o

r 
b

o
u

n
d

 [
lo

g
(m

)]

−2

−1.9

−1.8

−1.7

−1.6

−1.5

−1.4

−1.3

−1.2

−1.1

−1

SINR estimation
points

trajectory

window

door (wood) door (wood)wall (plasterboard)

wall

(a)

0 1 2 3 4 5 6

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Anchor 2

x [m]

y
 [
m

]

Logarithmic PEB for Room 2 with simple SINR model

 

 

Anchor 1 (not used 
for this bound)    

P
o
s
it
io

n
 e

rr
o
r 

b
o
u
n
d
 [
lo

g
(m

)]

−2.2

−2.1

−2

−1.9

−1.8

−1.7

−1.6

−1.5

−1.4

−1.3

trajectory

(b)

Fig. 5. Logarithmic CRLB for the position error over Room 2 for Tp = 0.5 ns
and fc = 8GHz, if only Anchor 2 is used. (a) SINRs are used which have been
estimated at the points marked in blue. (b) No SINR knowledge is available,
but the mean SINR equals the mean of the estimated ones. Gray lines indicate
single-anchor MINT tracking results (estimated tracks and 30-fold standard
deviation ellipses).

the demonstration system, we attribute this effect mostly to
the higher SINRs of the large plasterboard walls. For the case
of no SINR knowledge, the MINT implementation achieves a
performance of 13 cm for 90% of the estimates in Room 1 and
21 cm for 90% of the estimates in Room 2. With estimated
SINRs, 90% of the position errors are within approximately
5 cm in both rooms, in Room 1 even with the lower center
frequency. In Room 2, using the SINRs allows for a similar
performance using only a single anchor.

Figs. 4 and 5 also contain the tracking results shown in
the CDFs in Fig. 6. Furthermore, the (significantly magnified)
estimation error standard deviation ellipses of the EKF are
indicated at some points. We observe an excellent tracking
performance together with a largely reduced variance when
estimated SINRs are used. In this case, the error ellipses follow
well the predicted PEB and indicate the geometric dilution
of precision, especially when the agent is between the two
anchors.
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Fig. 7. Exemplary tracking results in Room 1, using estimated SINRs and
Tp = 0.5 ns and fc = 7GHz. About 900 time steps were used to write the
funding project’s name “LOBSTER”. The letter height is roughly 0.5m, which
demonstrates that an accuracy well within 10 cm can be achieved robustly.

An exemplary tracking result using SINR estimates is shown
in Fig. 7, where the funding project’s name “LOBSTER” has
been written in letters with a height of approximately 0.5m.
The legibility again demonstrates the good performance.

VI. CONCLUSIONS AND OUTLOOK

We have presented a real-time implementation of the MINT
approach in the form of a demonstration system. This system
can be used to examine the localization performance and to
identify influences on it in different environments. The results

show that the excellent performance of MINT that we have
reported previously for measurement campaigns can be repro-
duced with the real-time implementation. Also, the CRLB on
the position error can be estimated using a few measurements.
This provides a detailed prediction of the achievable accuracy
in some specific environment. The tracking algorithm also
benefits from this additional channel awareness, as robustness
and accuracy are improved.

The form of the position error bound used in this work
is based on the simplifying assumption of no overlap in
the deterministic MPCs. The extension of the measurement-
based performance prediction to path overlap situations is a
crucial step in ongoing research, since path overlap is an
important and unavoidable performance impairment. In the
current system, the MPC SINRs are estimated from position-
resolved measurements that have been performed a-priori.
Current work covers online learning of these estimates based
on the results of the tracking algorithms.
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UWB for Robust Indoor Tracking: Weighting of
Multipath Components for Efficient Estimation

Paul Meissner, Erik Leitinger, and Klaus Witrisal

Abstract—In a radio propagation channel, deterministic re-
flections carry important position-related information. With the
help of prior knowledge such as a floor plan, this information
can be exploited for indoor localization. This letter presents
the improvement of a multipath-assisted tracking approach
using information about the relevance of deterministic multipath
components in an environment. This information is fed to a
tracking filter as observation noise model. It is estimated from
a few training signals between anchors and an agent at known
positions. Tracking results are presented for measurements in
a partial non-line-of-sight environment. At a bandwidth of
2 GHz, an accuracy of 4 cm can be achieved for over 90 %
of the positions if additional channel information is available.
Otherwise, this accuracy is only possible for about 45 % of the
positions. The covariance of the estimation matches closely to the
corresponding Cramèr-Rao Lower Bound.

I. INTRODUCTION

Robustness and accuracy are key requirements of indoor
localization systems. We define robustness as the percentage
of cases in which a system can achieve its given potential
accuracy. Due to their fine time resolution, range-based ultra-
wideband (UWB) systems provide accurate distance estimates
between anchors and the agent to be localized [1]. How-
ever, a non-line-of-sight (NLOS) situation can decrease the
robustness due to biased range estimates. We have proposed
an approach called multipath-assisted indoor navigation and
tracking (MINT) to enhance the robustness [2], [3]. It makes
use of the floor plan to associate multipath components
(MPCs) to the surrounding geometry.

In this paper, we show how position-related information can
be used efficiently as additional prior information. Channel
parameters describing the reliability of the reflected MPCs
[3], [4] are estimated from a few training signals with an
agent at known positions and used in the tracking filter as
measurement noise model. For a navigating agent, awareness
to the uncertainty of the available information is crucial for
the tracking performance both in theoretic [5] and in practical
settings [6]. Taking into account diffuse multipath (DM) allows
for much more realistic performance indications [7], especially
in dense multipath environments.

The main contributions of this letter are:
• We show that a multipath-assisted tracking approach can

be made aware of the relevance of specific deterministic
MPCs in an environment.

• Using measurements, we show that centimeter-level ac-
curacy can be achieved robustly also in NLOS conditions.

P. Meissner, E. Leitinger and K. Witrisal are with Graz University of
Technology, Graz, Austria, email: paul.meissner@tugraz.at.

The authors thank Manuel Lafer for his help in performing the measure-
ments.

Notation: The symbols ∗, (·)T , (·)∗, E {·}, ℜ{·}, and IN
denote convolution, transposition, conjugation, expectation,
real part, and an identity matrix of dimension N , respectively.

II. TRACKING AND CHANNEL ESTIMATION

A. Signal and Geometry Models

We aim at tracking a mobile agent in an environment with
J anchors at known positions. The signal between the j-th
anchor and the agent at the position pℓ is modeled as [3]

r
(j)
ℓ (t) =

K
(j)
ℓ∑

k=1

α
(j)
k,ℓs(t− τ

(j)
k,ℓ ) + s(t) ∗ ν(j)ℓ (t) + w(t). (1)

The sets {α(j)
k,ℓ} and {τ (j)k,ℓ} are the complex amplitudes and

delays of the k-th deterministic MPC, respectively. The sig-
nal s(t) denotes the transmitted pulse shape with effective
pulse duration Tp. The random process ν

(j)
ℓ (t) denotes DM

and is modeled as a Gaussian process with auto-covariance
E{ν(j)ℓ (τ)[ν

(j)
ℓ (u)]∗} = S

(j)
ν,ℓ (τ)δ(τ −u), where S

(j)
ν,ℓ (τ) is the

power delay profile (PDP) of the DM. The signal w(t) denotes
white Gaussian measurement noise with double-sided power
spectral density (PSD) of N0/2.

The delays of the K
(j)
ℓ deterministic MPCs are modeled

geometrically using mirror images of the j-th anchor with
respect to the corresponding walls, introducing so-called vir-
tual anchors (VAs) [2], [8]. Fig. 1 shows two examples of
such VAs. It can be seen that the distance from the agent’s
position pℓ to the k-th VA at a

(j)
k corresponds to the delay

τ
(j)
k,ℓ = 1

cd
(j)
k,ℓ = 1

c‖pℓ − a
(j)
k ‖ of the corresponding MPC,

where c denotes the speed of light. For the whole scenario,
a set A(j) of all potential VAs of the j-th anchor can be
constructed. Higher-order VAs are obtained by mirroring again
lower-order VAs with respect to reflectors. Using optical ray-
tracing, the set of visible VAs can be computed for position
pℓ as

A(j)
ℓ = {a(j)ℓ,1, . . . , a

(j)

ℓ,K
(j)
ℓ

} = {a(j)k : fvis(a
(j)
k ,pℓ) = 1} (2)

where the ray-tracing is expressed by the function

fvis(a
(j)
k ,p) =

{
1, if VA a

(j)
k is visible at p

0, else.
(3)

B. Tracking Algorithm

In a first step, the location-dependent parameters, i.e. the
arrival times of the deterministic MPCs, are estimated from
the received signal modeled by (1). The arrival time estimation
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Fig. 1. Floor plan of the evaluation scenario, bold gray lines denote windows
and other lines illustrate walls made of different materials. Examples for true
and estimated agent trajectories are shown, the former is hidden beneath the
others. The bottom contains a close-up of the trajectories, illustrating the 1-
cm-spaced grid, out of which 25 5-cm-spaced trajectories are obtained. Two
physical anchors are indicated with examples for virtual anchors modeling
reflections from walls. Ellipses denote 20-fold standard deviations of the
trackers as well as the respective 20-fold CRLB, as described in the text.

at position ℓ is realized as an iterative least-squares approxi-
mation of the received signal

τ̂
(j)
k,ℓ = argmin

τ

∫ T

0

∣∣∣r(j)ℓ (t)− r̂
(j)
ℓ,k−1(t)− α̂(τ)s(t− τ)

∣∣∣
2

dt

(4)
using a template signal r̂(j)ℓ,k(t) =

∑k
k′=1 α̂

(j)
k′,ℓs(t − τ̂

(j)
k′,ℓ) for

all MPCs up to the k-th. The path amplitudes are nuisance
parameters, estimated using a projection of r(j)ℓ (t) onto a unit
energy pulse s(t) as

α̂(τ) =

∫ T

0

[r
(j)
ℓ (t)]∗s(t− τ)dt; α̂

(j)
k,ℓ = α̂(τ̂

(j)
k,ℓ ). (5)

The number of estimated MPCs K̂
(j)
ℓ should be chosen

according to the number of expected specular paths in an
environment. With the assumptions of separable MPCs and
white noise, (4) and (5) correspond to a maximum-likelihood
(ML) estimation of the deterministic MPCs.

The tracking is done as in [2] using an EKF with data
association (DA), which is necessary since the estimated MPC
arrival times in (4) are not associated to the VAs. We choose
a simple linear Gaussian constant-velocity motion model

xℓ+1 =Fxℓ +Gna,ℓ (6)

=




1 0 ∆T 0
0 1 0 ∆T
0 0 1 0
0 0 0 1


xℓ +




∆T 2

2 0

0 ∆T 2

2
∆T 0
0 ∆T


na,ℓ.

The state vector xℓ of the agent contains position pℓ and
the velocity vector, and ∆T is the update rate. The driving
acceleration noise term na,ℓ with zero mean and covariance
matrix Q = σ2

aGGT models motion changes that deviate from
the constant-velocity assumption.

For the measurement update of the EKF, the set of expected
VAs is calculated for the DA at the predicted position p−

ℓ

using (2) for each anchor, yielding sets Ā(j)
ℓ . At this time,

prior information such as a set Ã(j) defining relevant VAs
can be used to restrict the set of expected VAs, resulting
in Ā(j)

ℓ ∩ Ã(j). The corresponding expected path delays are
then matched to the estimated arrival times (4) such that
the cumulative distance of estimated and expected delays
is minimized, yielding sets of associated VAs A(j)

ℓ,ass. The
association is done using a constrained optimal subpattern
assignment approach [2], [9], where the constraint is that
associations at a distance larger than a given maximum ranging
uncertainty, the so-called cut-off distance dc, are discarded.

After joining information from all anchors, Aℓ,ass =⋃
j A

(j)
ℓ,ass, the corresponding distance estimates are stacked

in the EKF’s measurement input vector which is modeled as

zℓ =
[
. . . , ‖a(j)k − pℓ‖, . . .

]T
+ nz,ℓ, a

(j)
k ∈ Aℓ,ass. (7)

The measurement noise nz,ℓ is assumed to be zero-mean
multivariate Gaussian. The choice of the measurement noise
covariance matrix Rℓ depends on the amount of prior informa-
tion. If a-priori estimates of the range estimation uncertainties
var

{
d̂
(j)
k,ℓ

}
are available for a set of VAs, then

Rℓ = diag
{
var

{
d̂
(j)
k,ℓ

}}
∀ k, j : a

(j)
k ∈ Aℓ,ass. (8)

Otherwise, an overall uncertainty σ2
d is used, i.e.

Rℓ = σ2
dI|Aℓ,ass|. (9)

C. Position-Related Information and its Estimation

In [3], we have derived the Cramèr Rao Lower Bound
(CRLB) for positioning based on the signal model (1) and the
VAs. With the assumption of no path overlap, i.e. the MPCs are
orthogonal, the equivalent Fisher information matrix (EFIM)
for position pℓ [10] is given as

Jpℓ
=

J∑

j=1

K
(j)
ℓ∑

k=1

Jr(d
(j)
k,ℓ)Jr(φ

(j)
k,ℓ). (10)

where the ranging direction matrix Jr(φ
(j)
k,ℓ) determines the

direction φ
(j)
k,ℓ of the information of the k-th MPC, since it
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3

is spanned by the outer product of the unit vector pointing
from the k-th VA at a

(j)
k to the agent at pℓ with itself [3].

It is scaled by the Fisher information contained in the signal
r
(j)
ℓ (t) about the path length d

(j)
k,ℓ. Its inverse is the CRLB for

the variance of an unbiased range estimate d̂
(j)
k,ℓ

J−1
r (d

(j)
k,ℓ) =

(
8π2β2

c2
SINR

(j)
k,ℓ

)−1

≤ var
{
d̂
(j)
k,ℓ

}
. (11)

Here, β denotes the effective (root mean square) bandwidth
of s(t) and the signal-to-interference-and-noise-ratio (SINR)
of the k-th MPC at pℓ is defined as

SINR
(j)
k,ℓ =

|α(j)
k,ℓ|2

N0 + TpS
(j)
ν,ℓ (τ

(j)
k,ℓ )

. (12)

In [4], we have derived an estimator for the average SINR(j)
k ,

averaged over positions within a confined spatial region in
which propagation characteristics such as the PDP of the DM
are assumed to be stationary. However, there is only a limited
number of MPCs visible within such a region. To increase
this number, we use measurements at Ns sets of points {pℓ :
ℓ ∈ Pi}, where Pi, i = 1, . . . , Ns, collects the indices of the
points. Within each set, propagation characteristics are again

assumed to be stationary and an ŜINR
(j,i)

k can be estimated.
For this, we have to take into account the observability of the
corresponding VA. We define the subsets

P(j,i)
k ={ℓ ∈ Pi : fvis(pℓ, a

(j)
k ) = 1 ∧ (13)

|τ (j)k,ℓ − τ
(j)
k′,ℓ| > Tp ∀ k′ 6= k, a

(j)
k′ ∈ A(j)

ℓ }

with cardinality N
(j,i)
k . The conditions in (13) imply that the

k-th VA is visible at pℓ and there is no path overlap [3], [10]
with any other VA-modeled MPC.

The overall aim is to take into account the uncertainty of the
MPCs in an environment, both w.r.t. the path length estimation
and also w.r.t. the position of the VAs, as these are subject to
floor plan uncertainties. For the estimation of a global range
uncertainty of a specific MPC, which is necessary to be useful
as a location-independent noise model (8), we propose the
weighted mean of the local uncertainties

v̂ar
{
d̂
(j)
k

}
=

1
∑Ns

i=1 N
(j,i)
k

Ns∑

i=1

N
(j,i)
k v̂ar

{
d̂
(j)
k,ℓ : ℓ ∈ P(j,i)

k

}
.

(14)
The v̂ar

{
d̂
(j)
k,ℓ

}
is obtained from an SINR estimate and (11).

This and the use of (14) are motivated by assuming the range
estimates d̂(j)k,ℓ to be Gaussian distributed, which is justified by
the fact that (4) is an approximation for the according ML
estimator and as such is asymptotically efficient, i.e. d̂(j)k,ℓ ∼
N

(
d
(j)
k,ℓ; J

−1
r (d

(j)
k,ℓ)

)
.

The VA positions are corrected using a prior p(ã(j)k ) for the
k-th VA. This leads to the MAP estimate

â
(j)
k = argmax

ã
(j)
k

ln p(r(j)(t)|ã(j)k ) + ln p(ã
(j)
k ) (15)

with a likelihood function that evaluates the contribution of the
k-th VA to all estimation signals r(j)(t) (c.f. [3] but neglecting

the whitening to account for the DM)

ln p(r(j)(t)|ã(j)k ) ∝ 2

N0

Ns∑

i=1

∑

ℓ∈P(j,i)
k

∫ T

0

ℜ
{
[r

(j)
ℓ (t)]∗s̃(j)k,ℓ(t)

}
dt

− 1

N0

∫ T

0

|s̃(j)k,ℓ(t)|2dt. (16)

Here, s̃
(j)
k,ℓ(t) = α̃

(j)
k,ℓs(t − τ̃

(j)
k,ℓ ) is a template signal where

τ̃
(j)
k,ℓ = 1

c‖ã
(j)
k − pℓ‖ and the MPC amplitudes are again

nuisance parameters and estimated using (5). The vector of
received signals for the estimation is given as

r(j)(t) = [r
(j)
ℓ∈P1

(t), . . . , r
(j)
ℓ∈PNs

(t)]T . (17)

With the signal model in (1) and m̂
(j,i)
1,k and m̂

(j,i)
2,k denoting

estimates of the first and second central moments of the energy
samples |α̃(j)

k,ℓ|2 for ℓ ∈ P(j,i)
k , the corresponding average

SINRs are estimated as [4]

ŜINR
(j,i)

k =


 m̂

(j,i)
1,k√

m̂
(j,i)2

1,k − m̂
(j,i)
2,k

− 1




−1

. (18)

Those can be used together with (11) and (14) to obtain a
range uncertainty for the k-th VA for the given environment.

The SINR estimation described in [4] also performs a
correction of deterministic factors such as distance-dependent
path-loss. Overall, it leads to sets Ã(j) of VAs with lower
cardinality than A(j), consisting of re-estimated VA locations
obtained in (15).

III. MEASUREMENT SCENARIO

Measurements were obtained along a trajectory of 220
points, spaced by 5 cm, see Fig. 1. Around each point, 25
measurements were performed within a 5 x 5 cm grid, yielding
in fact 25 parallel trajectories for the performance analysis.

The channel between the agent on the trajectory and two
anchors (see Fig. 1) has been measured with an M-sequence
based UWB channel sounder developed by Ilmsens, as also
described in [11]. On anchor and agent sides, dipole-like
antennas made of Euro-cent coins have been used. They have
an approximately uniform radiation pattern in azimuth plane
and zeroes in the directions of floor and ceiling. Out of the
measured frequency range of 3.1− 10.6GHz, a subband with
center frequency fc and bandwidth B = 1/Tp has been
selected using filtering with a raised-cosine pulse s(t)ej2πfct

with pulse duration Tp, followed by a downconversion.

IV. RESULTS

For the tracking along the 25 trajectories, a frequency range
corresponding to fc = 7GHz and Tp = 0.5 ns has been
chosen, which results in a bandwidth of 2GHz. The process
noise variance in the motion model (6) is obtained as in
[2] based on selecting a maximum velocity in e.g. the x-
direction vx,max, which defines the 3σ point of the noise in
velocity domain. The corresponding process noise variance in
the acceleration domain is then σ2

a = (vx,max/(3∆T ))
2 with

vx,max = 1m/s and ∆T = 1 s in this paper. The DA cutoff
distance has been chosen as dc = 0.12m. VAs up to order two
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Fig. 2. Performance CDFs for Tp = 0.5 ns and fc = 7GHz. Thin lines
show the individual 25 runs over the trajectories in Fig. 1. Red and gray
indicate the EKFs with and without estimated SINRs. Bold lines denote the
total performance for all runs, the dashed black line indicates the performance
without SINRs on all non-diverging runs (15 out of 25).

have been used, and SINR estimation was done using Ns = 3
sets of 20 points (Fig. 1). The prior for the VA positions
in (15) has been chosen as a uniform distribution within a
circle of diameter 10 cm around the calculated VA position.
The performance of the EKF is compared for the cases
with estimated SINRs (8), and where no such information is
available (9). To allow for a fair comparison in the latter case,
the overall ranging uncertainty is selected as the mean of the
estimated uncertainties, which is σd = 0.042m.

An exemplary tracking result is illustrated in Fig. 1. In
this case, the EKF can track the agent with and without
estimated MPC SINRs, also in the NLOS region with respect
to Anchor 1 (caused by the concrete pillar on the left side
of the room). At every 12-th position, the 20-fold estimation
error standard deviation ellipse of the EKF is illustrated. The
comparison with the estimated CRLB, given as the inverse of
(10), shows a close match to the tracking performance when
using the SINRs, which confirms the efficient use of the MPCs.
It should be noted that the CRLB shown does not include the
motion model, i.e. it is not the posterior CRLB. However, for
the chosen process noise variance, which is deliberately larger
than the measurement uncertainties, the motion prior does not
add significant information, making (10) applicable.

Fig. 2 shows the position error CDFs. It is evident that
the channel characterization (red) yields excellent robustness,
as all 25 runs have similar performance with 90% of the
errors below 4 cm. Without SINR information (black/gray),
the robustness is affected, as 10 of 25 runs diverge, mostly in
the NLOS region discussed before. The overall CDF for the
15 non-diverging runs (black bold dashed line, circle markers)
shows the potential performance of MINT without channel
information, where 90% of the errors are within 7 cm. The
influence of the MAP-re-localization of the VA positions (15)
is illustrated by the CDF indicated by the blue dash-dotted
curve with square markers. All runs are included, SINRs used,
but without the re-localized VA positions. SINR awareness
provides robustness, while re-localization improves accuracy.

Fig. 3 illustrates the mean number of associated MPCs,

position index
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Fig. 3. Mean and standard deviation of the number of associated MPCs used
for tracking. The 15 of 25 non-diverging runs are included for the case where
no SINRs are available.

E {|Aℓ,ass|}, over all runs using SINRs and the 15 non-
diverging runs without SINRs, together with the standard devi-
ation. The additional channel knowledge helps to substantially
prune the set of potential VAs to the relevant ones. This leads
to less erroneous associations of estimated MPCs to VAs and
also reduces the computational complexity.

The results presented here match results in [11], which
also includes quantitative results for the SINR estimation in
different environments.

V. CONCLUSIONS

We have shown that channel knowledge quantifying the
position-related information of deterministic MPCs is a key
factor for obtaining accurate and robust indoor localization. By
estimating the uncertainty of range estimates corresponding to
deterministic MPCs and making this information available to
a tracking filter, multipath propagation can be used efficiently.
Experimental results have confirmed the advantage, demon-
strating excellent performance.
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Abstract—Location awareness is one of the most important
requirements for many future wireless applications. Multipath-
assisted indoor navigation and tracking (MINT) is a possible
concept to enable robust and accurate localization of an agent in
indoor environments. Using a-priori knowledge of a floor plan of
the environment and the position of the physical anchors, specu-
lar multipath components can be exploited, based on a geometric-
stochastic channel model. So-called virtual anchors (VAs), which
are mirror images of the physical anchors, are used as additional
anchors for positioning. The quality of this additional information
depends on the accuracy of the corresponding floor plan.

In this paper, we propose a new simultaneous localization
and mapping (SLAM) approach that allows to learn the floor
plan representation and to deal with inaccurate information. A
key feature is an online estimated channel characterization that
enables an efficient combination of the measurements. Starting
with just the known anchor positions, the proposed method
includes the VA positions also in the state space and is thus
able to adapt the VA positions during tracking of the agent.
Furthermore, the method is able to discover new potential VAs
in a feature-based manner. This paper presents a proof of
concept using measurement data. The excellent agent tracking
performance—90 % of the error lower than 5 cm—achieved with
a known floor plan can be reproduced with SLAM.

I. INTRODUCTION

Simultaneous localization and mapping (SLAM) [1], [2]
is all about using uncertain data that are obtained by an
agent in some uncertain environment. The uncertainty presents
itself on different levels: The measurement data may come
from different sensors, giving rise to different measurement
variances. When these data are processed by an algorithm,
the algorithm needs to take into account this heterogeneity by
(i) associating all measurements to their respective origin and
(ii) weighting the measurements according to their respective
(possibly a-priori unknown) uncertainty.

In classical SLAM implementations, much of the mea-
surement origin uncertainty1 is alleviated by using sensors
that allow for a resolution of the measurement origin. In
the popular example of laser scanners, distance estimates to
features are obtained that are labelled with a corresponding
angle w.r.t. the pose of the agent. To keep requirements on the
agent simple, only single antenna terminals are used in the ap-
proach presented here. Hence, only a single signal per anchor
(nodes at known positions in the environment) is available per
time step. Using an online estimated channel characterization,

1As opposed to the inaccuracy of the measurements themselves [3].
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Fig. 1. Illustration of the SLAM approach followed in this paper. Two anchors
at p(1)

1 and p
(2)
1 represent the infrastructure. The agent position as well as the

floor plan (represented by virtual anchors (VAs)) are estimated using specular
multipath, for which one example path is shown. Black squares indicate
geometrically expected VAs, blue and red plus markers with uncertainty
ellipses (30-fold) represent discovered VAs. An agent tracking result is shown
in black with some corresponding ellipses (50-fold). Selected VAs discussed
in Section IV are indicated.

measurements from past estimated agent positions are fused
efficiently, giving rise to channel information assisted SLAM.

The required spatially consistent information about the en-
vironment is embedded in the multipath components (MPCs),
i.e. the reflections of the signal occurring in the environment
[4]. In our prior work [4]–[7], knowledge of the floor plan was
assumed to make use of MPCs for localization. In SLAM,
however, the floor plan is also subject to the estimation
problem. Hence, the aims of this work are (i) to remove the
requirement of a precisely a-priori known floor plan and (ii)
to cope with uncertainties in the environment representation.

The floor plan is represented by virtual anchors (VAs), i.e.
mirror images of the positions of the physically existing an-
chors in the environment [8]. These VAs allow for an efficient
representation of the localization-relevant geometry [7]. Fig.
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1 illustrates the concept of VAs. For the resulting localization
approach, the term multipath-assisted indoor navigation and
tracking (MINT) has been coined. Probabilistic MINT flavor
is added to the SLAM problem by starting the tracking with
just the anchor locations in the environment representation.
The MPCs estimated from the received signals of the moving
agent over time deliver the spatially consistent geometric data
for tracking and for the update of the floor plan2. All other—
not geometrically modelled—propagation effects included in
the signals constitute interference to the useful position-related
information and are called diffuse multipath (DM) [9]. An
online estimation of the influence of the DM on the range
uncertainties to the VAs allows for an efficient selection of
the VAs that can reliably be updated and used for the agent
tracking. This is a key difference to existing radio-based
SLAM approaches like [10], [11]. The presented approach can
be understood as probabilistic feature-based SLAM [1], [2].

The key contributions of this paper are:
• A feature-based method for finding new VAs during

tracking of the agent, allowing to infer the floor plan.
• Online tracking of VA positions as well as corresponding

range uncertainties enables the evaluation of the reliabil-
ity of the observed features.

• A proof-of-concept of the SLAM approach using mea-
sured data.

The paper is organized as follows: Section II introduces the
geometric-stochastic signal model and provides an overview
about the subject. Section III describes the components of the
SLAM approach, while Sections IV and V wrap up the paper
with results, discussions, and conclusions.

II. PROBLEM FORMULATION

A. Signal Model

A UWB signal s(t) is exchanged between the j-th anchor at
position3 p

(j)
1 ∈ R2 and the agent at position pn ∈ R2 at the

n-th time step. The corresponding complex-baseband received
signal is modeled as [5]

r(j)n (t) =

K(j)
n∑

k=1

α
(j)
k,ns(t− τ

(j)
k,n) + (s ∗ ν(j)n )(t) + w(t). (1)

The first term describes a sum of K
(j)
n deterministic MPCs

with complex amplitudes {α(j)
k,n} and delays {τ (j)k,n}. We model

these delays by VAs at positions p
(j)
k,n ∈ R2, yielding τ

(j)
k,n =

1
cd(pn,p

(j)
k,n) =

1
c‖pn − p

(j)
k,n‖ with k = 2 . . .K

(j)
n , where c

is the speed of light. The delay τ
(j)
1,n = 1

cd(pn,p
(j)
1 ) always

defines the direct path between the agent and the j-th anchor.
K

(j)
n is equivalent to the number of visible VAs at the agent

2We note that the floor plan itself is not directly estimated, but its
representation using the VAs. The reconstruction of the floor plan from this
information is out of the scope of this paper.

3Two-dimensional position coordinates are used throughout the paper, for
the sake of simplicity. The extension to three dimensional coordinates is
straightforward.

position pn [6]. We assume the energy of s(t) is normalized
to one.

The second term denotes the convolution of the transmitted
signal s(t) with the DM ν

(j)
n (t), which is modeled as a

zero-mean Gaussian random process. Note that the statistic
of (s ∗ ν

(j)
n )(t) is non-stationary in the delay domain and

colored due to the spectrum of s(t). For DM ν
(j)
n (t) we

assume uncorrelated scattering along the delay axis τ , hence
the auto-correlation function (ACF) is given by K

(j)
ν,n(τ, u) =

Eν

{
ν
(j)
n (τ)(ν

(j)
n )∗(u)

}
= S

(j)
ν,n(τ)δ(τ − u), where Sν,n(τ) is

the power delay profile (PDP) of DM at the agent position
pn. The DM process is assumed to be quasi-stationary in the
spatial domain, which means that Sν(τ) does not change in
the vicinity of position pn [12]. Finally, the last term w(t)
denotes an additive white Gaussian noise (AWGN) process
with double-sided power spectral density (PSD) of N0/2.

Using these channel model parameters, the signal-to-
interference-plus-noise ratio (SINR) [5], [6] is defined as

SINR
(j)
k,n =

|α(j)
k,n|2

N0 + TpS
(j)
ν,n(τ

(j)
k,n)

. (2)

The SINR is used to quantify the position-related information
of the k-th MPC. From this, the measurement variance of
the estimated delay var

{
d̂
(j)
k,n

}
can be computed (see Section

III-C).

B. Channel Estimation

The MPC arrival time estimation at agent position pn is
realized as an iterative least-squares approximation of the
received signal [6]

τ̂
(j)
k,n = argmin

τ

∫ T

0

∣∣∣r(j)n (t)− r̂
(j)
n,k−1(t)− α̂(τ)s(t − τ)

∣∣∣
2

dt

(3)
using a template signal for all MPCs up to the (k − 1)-
th defined as r̂

(j)
n,k−1(t) =

∑k−1
k′=1 α̂

(j)
k′,ns(t − τ̂

(j)
k′,n). The

path amplitudes are nuisance parameters, estimated using a
projection of r̂(j)n,k(t) onto a unit energy pulse s(t) as

α̂(τ) =

∫ T

0

[r̂
(j)
n,k(t)]

∗s(t− τ)dt; α̂
(j)
k,n = α̂(τ̂

(j)
k,n). (4)

The number of estimated MPCs K̂
(j)
n should be chosen

according to the number of expected specular paths in an
environment. With the assumptions of separable MPCs and
white noise, (3) and (4) correspond to a maximum-likelihood
(ML) estimation of the deterministic MPCs. The finite set of
measured delays is written as Zn =

⋃
j Z

(j)
n =

⋃
j{d̂

(j)
k,n}

K̂(j)
n

k=1 ,
where d̂

(j)
k,n = cτ̂

(j)
k,n.

C. General SLAM Formulation

The presented work focuses on probabilistic feature-based
SLAM with VAs of the according anchors as representative
features of a floor plan. As stated, the VAs at position p

(j)
k,n

are the mirror images of the anchors at position p
(j)
1 at
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flat surfaces, i.e. walls, of the surrounding environment and
thus they are a parametric representation of the environment.
Starting with the positions of the anchors p(j)

1 and optionally a
small set of precomputed VAs (using optical ray-tracing [6]),
channel information assisted SLAM comprises a method to
find new VAs and also to estimate an according reliability
measure, the SINR

(j)
k,n described in Equation (2), for those

features.
Bayesian feature-based SLAM allows to compute the joint

posterior p(xn,An|r1:n) of the state vector of the agent xn =
[pn,vn]

T, where pn is the position and vn the velocity of
the agent, respectively, and An =

⋃
j A

(j)
n , which represents

the finite set of all VA positions at time instance n that are
associated with measured delays (see Section III-A).

As a consequence of using just one antenna at the anchor-
and the agent-side, and the partial observability of the VAs,
delayed mapping [13] has to be applied, which means that the
set of past measurements Z1:n and the according estimated
states of the agent x1:n are needed to initialize new possible
VAs.

In the most generic form, the prediction equation for a fea-
ture map and an agent state, using the Markovian assumption,
can be written as

p(xn,An|Z1:n−1) =

∫

xn−1,An−1

p(xn−1,An−1|Z1:n−1)

× p(xn|xn−1)p(An|An−1)d{xn−1,An−1} (5)

where p(xn|xn−1) and p(An|An−1) are the state transition
probability distribution functions of the agent and the VAs,
respectively. The latter one is represented by an identity
function. The update equation is then

p(xn,An|Z1:n) =
p(Zn|xn,An)p(xn,An|Z1:n−1)

p(Z1:n|Z1:n−1)
(6)

where p(Zn|xn,A1:n) represents the general likelihood func-
tion of the current measurements. The state space and mea-
surement model that are used in the presented approach are
described in Section III-B.

III. SLAM APPROACH

The general approach for tracking the agent position and
for discovering new VAs is depicted in Fig. 2. This section
explains the different parts.

A. Data Association

The set of expected MPC delays D(j)
n at time step n is

computed as the distances of each VA in A(j)
n to the predicted

position

D(j)
n =

{
d(p

(j)
n,k,pn) : p

(j)
n,k ∈ A(j)

n

}
. (7)

As D(j)
n and the set of measured delays Z(j)

n are sets of usually
different cardinalities, i.e. |Z(j)

n | = K̂
(j)
n 6= |D(j)

n | = K
(j)
n , no

conventional distance measure is defined and therefore there
is no straightforward way of an association. We employ a

well-known multi-target miss-distance, the optimal sub-pattern
assignment (OSPA) metric [14]. For K̂(j)

n ≥ K
(j)
n , which can

be ensured by filling up Z(j)
n with dummy clutter, it is defined

as

dOSPA(D(j)
n ,Z(j)

n ) =


 1

K̂
(j)
n


 min

π∈Π
K̂

(j)
n

K(j)
n∑

i=1

[
d(dc)(d

(j)
i,n, d̂

(j)
πi,n)

]p
+ dpc(K̂

(j)
n −K(j)

n )
)] 1

p

, (8)

where ΠN is defined as the set of permutations of positive
integers up to N . The function d(dc)(x, y) = min(dc, d(x, y)),
i.e. an arbitrary distance metric d(·) that is cut off at a dc > 0,
the so-called cut-off distance, which is a design parameter. The
metric order is denoted as p. The first sum in the metric is the
cumulative distance over the optimal sub-pattern assignment
of Z(j)

n to D(j)
n , i.e. where K

(j)
n entries of Z(j)

n are assigned
optimally to the entries of D(j)

n . The Hungarian or Munkres
algorithm can be used for this assignment [14], [15]. For the
remaining K̂

(j)
n − K

(j)
n entries of Z(j)

n , dc is assigned as
penalty distance.

For performing the data association (DA), we introduce a
set C(j)

n of correspondence variables [16], whose i-th entry c
(j)
n,i

is defined as

c
(j)
n,i =

{
k, if d̂(j)i,n corresponds to VA p

(j)
k

0, if d̂(j)i,n corresponds to clutter.
(9)

The optimal sub-pattern assignment between Dn and Zn is
reflected by the first part of (8)

πopt = arg min
π∈Π

K̂
(j)
n

K(j)
n∑

i=1

d(dc)(d
(j)
i,n, d̂

(j)
πi,n)

p. (10)

With this, the correspondence variables are set as

c
(j)
n,i =

{
k, if [πopt]k = i and d(dc)(d

(j)
n,k, d̂

(j)
n,i) < dc

0, else,
(11)

where [πopt]k denotes the k-th entry of the optimal sub-pattern
assignment. After the DA was applied for all anchors, the
following union sets are defined:

• The set of associated discovered (and optionally a-priori
known) VAs An,ass =

⋃
j A

(j)
n,ass.

• The according set of associated measurements Zn,ass =⋃
j Z

(j)
n,ass.

• The set of remaining measurements Zn,ass =
⋃

j Z
(j)
n,ass,

which are not associated to VAs of An.

B. State Space and Measurement Model

The distance estimates for all anchors Zn are stacked in
the EKF’s measurement input vector. These measurements are
modeled as

zn =
[
. . . , d(p

(j)
n,k,pn), . . .

]T
+ nz,n, p

(j)
k,n ∈ An,ass. (12)

The cardinality of the VA set An,ass is defined as Kn =∑
j K

(j)
n . The vector nz,n contains Gaussian measurement
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noise with covariance matrix Rn. The choice of Rn depends
on the amount of prior information and will be explained in
Section III-C.

The tracking of the agent is done as in [17] using an
extended Kalman filter (EKF) with DA. We choose a simple
linear Gaussian constant-velocity motion model for the agent
state

xn =Fxn−1 +Gna,n (13)

=




1 0 ∆T 0
0 1 0 ∆T
0 0 1 0
0 0 0 1


xn +




∆T 2

2 0

0 ∆T 2

2
∆T 0
0 ∆T


na,n.

The state vector of the agent is xn = [pn,vn]
T, and ∆T is

the update rate. The driving acceleration noise term na,n with
zero mean and covariance matrix Iσ2

a models motion changes
that deviate from the constant-velocity assumption.

To incorporate the discovered and associated VAs An,ass

into the state space, the model is extended to

x̃n = F̃nx̃n−1 + G̃nna,n (14)

=

[
F 04×2Kn

02Kn×4 I2Kn×2Kn

]
x̃n−1 +

[
G

02Kn×2

]
na,n,

where x̃n = [xT
n ,p

T
2,n, . . . ,p

T
Kn,n

]T represents the stacked
state vector, where {pk,n} ∈ An,ass. The according measure-
ment model is defined as

z̃n = H̃nx̃n + ñz,n, (15)

where z̃n = [zTn , z
T
2,P2,n

, . . . , zTKn,PKn,n
]T is the stacked

measurement vector. The vector zk,Pk,n
represents the set of

measurements over time that have been associated with the
k-th VA, where Pk,n defines the according set of time indices
at which the DA was possible. The stack vector ñz,n contains
the according measurement noise. The linearized measurement
matrix H̃n is described in Equation (16) on the top of the
next page. Note that (16) shows the general structure of the
fully occupied measurement matrix, but for time instance n
just columns are present for which the corresponding VAs
are in An,ass, and rows for which measurements of zn and
zTk,Pk,n

∀ k ∈ An,ass are available. To compute all derivatives
in H̃n, also all past agent positions pi i ∈ Pk,n ∀k are needed.
The covariance matrix Rn contains the according past range
variances.

The upper left block in (16) comprises the linearized mea-
surement equations for the agent position pn. The other Kn

blocks of linearized measurement equations are for the VA
positions {p(j)

k,n} ∈ An,ass.

C. Range Uncertainty Estimation

For the measurement noise model of the tracking filter, the
range estimation uncertainties var

{
d̂
(j)
k,n

}
to the associated

VAs are used to build the measurement noise covariance
matrix as

Rn = diag
{
var

{
d̂
(j)
k,n

}}
∀ k, j : p

(j)
k,n ∈ An,ass. (17)

The MPC range uncertainties can be related to the SINR of the
k-th MPC at agent position pn (2) using the Fisher information
of the corresponding distances [6]

J−1
r (d

(j)
k,n) =

(
8π2β2

c2
SINR

(j)
k,n

)−1

≤ var
{
d̂
(j)
k,n

}
. (18)

Here, β denotes the effective (root mean square) bandwidth
of s(t). These SINRs are estimated with a method of mo-
ments estimator [6] using the associated complex amplitudes
{α(j)

k,i}ni=n0
over a window of past estimated agent positions

where the MPC was associated.
The online estimation is started once an initial window size

of measurements is available for the respective newly detected
VA. Until then, a default value σ2

d,init is assigned. The VA-filter
block in Fig. 2 allows to exclude VAs with too unreliable
position information, i.e. too large range standard deviation,
from the DA, using a threshold value σ2

d,max. For a VA without
associated measurements at time step n, the previous value of
the estimated range variance is assigned.

D. Feature Detection: VA Discovery

The set of measurements Zn,ass that are not associated for
the tracking phase described above is used for discovering new
VAs. In principle, the channel information assisted SLAM al-
gorithm tries to associate these measurements with candidates
for new VAs at different stages. This process is illustrated in
Figure 2 and is summarized in the following way:

• The potential subset Zca
n ⊂ Zn,ass of the non-associated

measurements contains measurements that can be as-
sociated with already existing VA candidates pca

k′ with
k′ = 1, . . . , Cn, which have not yet been estimated un-
ambiguously4. These VA-candidate-associated measure-
ments {zca1,n, . . . , zcaCn,n

} are used to improve the position
estimate of the corresponding VA candidates and to
resolve the ambiguity in their positions.

• As soon as the position ambiguity is resolved, a new VA
is initialized at position pK+1,n

5, with covariance matrix
PK+1,K+1,n and added to the geometry data-base. This
new VA can be used in next time step.

• Measurements that have not yet been associated with a
VA candidate are comprised in Zca

n and further grouped
into vectors of similar delays {zgr1,P1,n

, . . . , zgrGn,PGn,n
},

where Pg,n represents the set of time-indices of delays
associated with the g-th group. Gn is the current number
of groups. If the size of a group reaches a certain
threshold, a new VA candidate is estimated with the
grouped delays and according past agent positions.

Estimate new VA candidate pairs: In the case that a vector
of similar group delays zgrg,Pg,n

has reached a certain number
of entries, a new VA candidate pair pca

k′ is estimated using
the range Bancroft algorithm [18] and the according agent

4A reason for ambiguity in the position of a newly estimated VA is that the
circles spanned by the measured delays around the according agent positions
may intersect in two points (e.g. due to agent movement on a straight line).

5The symbol K defines the number of all discovered VA—until time
instance n—that are stored in the geometry memory (see Figure 2).

Cognitive Localization and Tracking using Multipath Channel Information

– 189 –



H̃n =




∂d(p2,n,pn)
∂xn

∂d(p2,n,pn)
∂yn

0 0
∂d(p2,n,pn)

∂x2,n

∂d(p2,n,pn)
∂y2,n

. . . 0 0
...

...
...

...
...

...
...

...
∂d(pKn,n,pn)

∂xn

∂d(pKn,n,pn)
∂yn

0 0 0 0 . . .
∂d(pKn,n,pn)

∂xKn,n

∂d(pKn,n,pn)
∂yKn,n

0 0 0 0
∂d(p2,n,p1)

∂x2,n

∂d(p2,n,p1)
∂y2,n

. . . 0 0
...

...
...

...
...

...
...

...
0 0 0 0

∂d(p2,n,pn−1)
∂x2,n

∂d(p2,n,pn−1)
∂y2,n

. . . 0 0

0 0 0 0 0 0 . . .
∂d(pKn,n,p1)

∂xKn,n

∂d(pKn,n,p1)
∂yKn,n

...
...

...
...

...
...

...
...

0 0 0 0 0 0 . . .
∂d(pKn,n,pn−1)

∂xKn,n

∂d(pKn,n,pn−1)
∂yKn,n




(16)

rn(t) Zn

Zn,ass

Zca
n

Zca
n → {zcac,n}{zgrg,1:n}

Pca
k′

Ãn

Zn,ass,An,ass

An

p(xn,An,ass|Z1:n,ass)

p̂−
n

{σ2
d,k,n}, Z1:n,ass, A−

1:n,ass

{pK+1,n,PK+1,K+1,n}

p̂1:N

b
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Fig. 2. Block Diagram of channel information assisted SLAM

positions pPg,n . A VA candidate pair pca
k′ = {p1,ca

k′ ,p2,ca
k′ }

is given by the two possible solutions of the range Bancroft
method.

Tracking of VA candidate pairs: Already found VA candi-
date pairs Pca

k′ are then updated with a recursive least square
(RLS) algorithm using the new associated measurements
{zca1,n, . . . , zcaCn,n

} and the currently estimated agent position
pn until the above described ambiguities are resolved.

Initialize new VA: Resolved VAs are stored in the geometry
memory and further used in the state space model. The last
update of the RLS algorithm provides the initial position
pK+1,n and covariance matrix PK+1,K+1,n of the newly
found VA. The cross-covariance PK+1,m,n between the new
VA and the agent position and the covariances PK+1,K,n

between the new VA and all other VAs are initialized with
zero matrices.

IV. RESULTS

For the evaluation of this SLAM approach, we use the
seminar room scenario of the MeasureMINT database [19]. We
use an agent trajectory as shown in Fig. 1, consisting of 220
points spaced by 5 cm. At each position, UWB measurements
of the channel between the agent and the two anchors at the
positions p(1)

1 and p
(2)
1 are available. The measurements allow

for 25 quasi-parallel trajectories, as in total 25 × 220 points
have been measured at a 1 cm grid spacing [6], [7]. These
measurements have been performed using an M-sequence cor-
relative channel sounder developed by Ilmsens. This sounder
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Fig. 3. Performance CDFs for Tp = 0.5 ns and fc = 7GHz. The grey CDFs
indicates the tracking error of the agent using the presented SLAM approach
over the 25 trajectories, and the black line denotes the respective overall CDF.
Only the anchor coordinates are known. The red dashed line shows the overall
CDF using all VAs up to third order as a-priori known and online tracking
of their positions and range variances.

provides measurements over the whole FCC frequency range
from 3.1− 10.6GHz. Out of this range, we select the desired
frequency band using filtering with a raised cosine pulse with
a pulse duration Tp = 0.5 ns (corresponding to a bandwidth
of 2GHz) at a center frequency of fc = 7GHz.

Fig. 1 shows the final result of the tracking along the
trajectory together with the obtained knowledge of the floor
plan in terms of the detected VAs and their uncertainties. This
is evaluated at the end of the tracking phase for trajectory
run 25. Black squares indicate positions of geometrically
calculated VAs up to order two. For many of the detected VAs,
shown by red (Anchor 1) and blue (Anchor 2) plus markers,
there is an underlying expected VA. This is especially the case
for these VAs that have a small position variance, indicated by
their standard deviation ellipses. The latter are enlarged by a
factor of 30 for better visibility. Some detected VAs, e.g. the
one at approximately p = [−1.4, 13.4]T , correspond to VAs of
order three, which are not shown in the plot. The dark crosses
show those detected VAs whose range standard deviation
exceeds the threshold of σd,max = 6.23 cm, corresponding to a
SINR of 0 dB, c.f. (18) and (2). These are discarded from the
tracking process. Some of the detected VAs do not correspond
to any geometrically explainable positions, i.e. they represent
clutter. This may correspond to scattering objects which are
visible for a significant time span. These do not comply to
the geometric model of VAs and will be mapped to erroneous
positions. However, for many of these false detections, the
variance in the position domain is large, in principle allowing
for a treatment of these errors on a higher layer.

Fig. 3 shows CDFs of the position error of the agent. The
grey curves represents the performance of the presented SLAM
approach over the 25 individual trajectory runs. Only the two
anchor positions p

(1)
1 and p

(2)
1 are used as prior knowledge.

It can be seen that despite the fact that one run was diverging,
the overall performance is excellent, i.e. 90% of the errors

are within 4.4 cm. As a comparison, the black line shows
the overall performance over the 25 runs using all VAs up
to order three as prior knowledge. The expected visibility
regions of these VAs are precomputed using geometrical ray-
tracing and used in the prediction process to find the set
of expected VAs [6], [7]. The corresponding VA positions
are tracked using the EKF, and their range variances are
estimated online based on the estimated positions of the agent.
This provides a performance of 90% within 3.8 cm, i.e. only
slightly better than for SLAM. We suspect that a reason for
the good performance of the SLAM approach is that in the
VA discovery process, many unreliable MPCs are not detected
and thus do not impair the localization. In the case of a-
priori known VAs, these MPCs will be associated to the signal
features and may cause errors. Due to the variance tracking,
they should be weighted down after some time, but until then,
they influence the tracking. A deeper understanding of the
influences as well as an analysis of more measurements to
evaluate the significance of the difference is subject of ongoing
research.

Fig. 4 contains the estimated standard deviations of the
ranging to the selected VAs marked in Fig. 1. The default
value assigned to newly detected VAs, 0.07m, is shown (black
line) as well as the threshold σd,max that is used to select VAs
to become candidates for the data association (grey line). As
Fig. 4(a) and (b) show, the blackboard is nicely detectable and
usable for tracking, both for Anchor 1 and 2. In the expected
regions where the MPC should be invisible, the uncertainty
raises, indicating the decrease in position information. For the
door and window on the right side and Anchor 1, Fig. 4(c)
shows that the corresponding uncertainty is very low. This is
expected, as the door is made of metal and the window is
metal coated. Interestingly, the estimation continues to yield
good values also in the NLOS region. This means that in this
region, still a measurement is associated to the discovered
VA, otherwise only the previous value is reused. This is
an indication of some uncertainty in the geometry, i.e. the
reflection from the slightly displaced wall between door and
window is associated to the measurement, leading to a VA
merging these elements. For the left window and Anchor
2, the estimation is shown in Fig. 4(d). After the VA has
been discovered, the variance is estimated well. In the NLOS
region, only a few erroneous associations are made, mostly the
previous values are used. As the VA becomes visible again,
the estimation continues with low uncertainty values.

V. CONCLUSIONS AND OUTLOOK

We have presented a proof-of-concept of a SLAM approach
that extracts geometry information from single-antenna UWB
measurements. We show the general applicability of using
information from specular MPCs for localization, without any
prior floor plan information. The proposed channel informa-
tion assisted SLAM algorithm is able to learn efficiently a
feature-based representation of the environment using VAs,
while tracking the agent position.
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Fig. 4. Estimated standard deviations of the ranging to selected VAs, i.e. the
reflections w.r.t. the blackboard and Anchor 1 (a) as well as Anchor 2 (b),
the right hand door and window and Anchor 1 (c), and the left window and
Anchor 2 (d). Grey regions indicate geometrically computed regions where the
corresponding MPC is not visible. Blue lines denote the estimated ranging
uncertainty, and black and grey lines the default value and the threshold,
respectively.

An important issue for future work is the consideration of
synthetic signals in simplified environments. With this, it is
easier to provide a ground truth for the geometry that should

be learned by the SLAM algorithm. In this way, a more
structured analysis of influence factors on the performance
can be performed. Also, in the initialization of a VA candidate
pair, the chosen method may not be optimal. In the case of
closely-spaced agent positions, the measurement geometry is
often bad, caused by multiple similar circles that do not clearly
intersect. A more sophisticated initialization and tracking—
using particle filtering and filters based on random finite set
statistic—of the candidate positions may help here.
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Multipath Components for Indoor Positioning
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Abstract—Location awareness is a key factor for a wealth of
wireless indoor applications. Its provision requires the careful
fusion of diverse information sources. For agents that use
radio signals for localization, this information may either come
from signal transmissions with respect to fixed anchors, from
cooperative transmissions inbetween agents, or from radar-like
monostatic transmissions. Using a-priori knowledge of a floor
plan of the environment, specular multipath components can be
exploited, based on a geometric-stochastic channel model. In this
paper, a unified framework is presented for the quantification
of this type of position-related information, using the concept of
equivalent Fisher information. We derive analytical results for the
Cramér-Rao lower bound of multipath-assisted positioning, con-
sidering bistatic transmissions between agents and fixed anchors,
monostatic transmissions from agents, cooperative measurements
inbetween agents, and combinations thereof, including the effect
of clock offsets. Awareness of this information enables highly
accurate and robust indoor positioning. Computational results
show the applicability of the framework for the characterization
of the localization capabilities of a given environment, quantifying
the influence of different system setups, signal parameters, and
the impact of path overlap.

Index Terms—Cramér-Rao bounds, channel models, ultra
wideband communication, localization, cooperative localization,
clock synchronization

I. INTRODUCTION

Location awareness is a key component of many future
wireless applications. Achieving the needed level of accuracy
robustly1 is still elusive, especially in indoor environments
which are characterized by harsh multipath conditions. Promis-
ing candidate systems thus either use sensing technologies
that provide remedies against multipath or they fuse infor-
mation from multiple information sources [1], [2]. WLAN-
based systems make use of existing infrastructure and exploit
the position dependence of the received signal strength [3].
However, the latter shows a relatively large variance w.r.t. the
position-related parameters such as the distance, even with an
optimized deployment [4].
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1We define robustness as the percentage of cases in which a system can
achieve its given potential accuracy.
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Fig. 1. Illustration of multipath geometry using VAs for (i) bistatic transmis-
sions (black) between an anchor at p(j)

1 and an agent at p(m) and for (ii) a
monostatic measurement (gray) by an agent at p(j)

1 .

In Multipath-assisted indoor positioning, multipath com-
ponents (MPCs) can be associated to the local geometry
using a known floor plan. In this way, MPCs can be seen
as signals from additional (virtual) anchors (VAs). Ultra-
wideband (UWB) signals are used because of their superior
time resolution and to facilitate the separation of MPCs.
Hence, additional position-related information is exploited that
is contained in the radio signals.

This is in contrast to competing approaches, which either
detect and avoid non-line-of-sight (NLOS) measurements [5],
mitigate errors induced by strong multipath conditions [6], or
employ more realistic statistical models for the distribution of
the range estimates [7]. Cooperation between agents is another
method to increase the amount of available information [8] and
thus to reduce the localization outage. Actual exploitation of
multipath propagation requires prior knowledge [9]. This can
be the floor plan, like in this work and related approaches [10],
or a set of known antenna locations to enable beamforming
(e.g. in imaging [11]). In an inverse problem, the room geome-
try can be inferred from the multipath and known measurement
locations [12].

Insight on the position-related information that is conveyed
in the signals [13] can be gained by an analysis of performance
bounds, such as the Cramér-Rao lower bound (CRLB), which
is the lower bound of the covariance matrix of an unbiased
estimator for a vector parameter. Using the concept of equiv-
alent Fisher information matrices (EFIMs) [14], [15], allows
for analytic evaluation of the CRLB by blockwise inversion
of the Fisher information matrix (FIM) [16], [17].

A proper channel model is paramount to capture the in-
formation contained in MPCs. It is common [18]–[22] to
differentiate between resolvable MPCs which origin from
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specular reflections or scatterers and so-called dense or diffuse
multipath (DM), which comprises all other “energy producing”
components that can not be resolved by the measurement
aperture. This part of the channel is often modeled statistically
since many unresolvable components add up in one delay bin
of the channel impulse response. An established approach to
describe these statistics is to use parametric models for the
power delay profile (PDP) [18], [19]. The overall models are
often referred to as hybrid geometric-stochastic channel mod-
els (GSCMs). For the analysis presented in this paper, prop-
agation effects other than the geometrically modeled MPCs
constitute interference to useful position-related information.
This interference is also called diffuse multipath (DM) [23]
and modeled as a colored noise process with non-stationary
statistic.

Fig. 1 illustrates the geometric model for multipath-assisted
positioning. A signal exchanged between an anchor at position
p
(j)
1 and an agent at p(m) contains specular reflections at the

room walls, indicated by the black lines.2 These reflections
can be modeled geometrically using VAs p

(j)
k , mirror images

of the anchor w.r.t. walls that can be computed from the floor
plan [24]–[26]. We call this the bistatic setup, where the fixed
anchors and the floor plan constitute the available infrastruc-
ture. In a cooperative setup, agents localize themselves using
bistatic measurements inbetween them. Here, the node at p(j)

1

is an agent that plays the role of an anchor (and thus provides
a set of VAs) for the agent at p(m). If the agents are equipped
accordingly, they can use monostatic measurements, indicated
by the gray lines. Here, the node at p(j)

1 acts as anchor for
itself with its own set of VAs.

For these measurement setups, we analyze the following
scenarios isolated to get insights on different effects of interest:
(i) Multipath-Sync with known clock-offset between anchors
and agents, (ii) Multipath-NSync with unknown clock-offset
between anchors and agents and optionally also between the
individual anchors, and (iii) Multipath-Coop with cooperation
between the agents, monostatic measurements, and possibly
additional fixed anchors. Clock-synchronization for impulse
radio UWB has shown to achieve a synchronization accuracy
in order of 1 ns, which results still in large localization errors
[27]. As a consequence, we estimate the clock-offset jointly,
solely based on the received signal and the a-priori known
floor plan. Only the differences between the arrival times of
MPCs carry position-related information in this case, not the
time of arrival as in the synchronized one.

For a tracking application, we have coined the terms
multipath-assisted indoor navigation and tracking (MINT) for
the bistatic setup [23], and Co-MINT [28] for the cooperative
setup. The robustness and accuracy of MINT have been
reported in [24], [29], [30] and references therein. Also, a
real-time demonstration system has been realized [29].

The key contributions of this paper are:
• We present a mathematical framework for the quantifica-

tion of position-related information contained in geomet-

2Since the radio channel is reciprocal, the assignment of transmitter and
receiver roles to anchors and agents is arbitrary and this choice can be made
according to higher-level considerations.

rically modeled specular reflections in (ultra) wideband
wireless signals under DM.

• This information is quantified for conventional bistatic,
monostatic, and cooperative measurement scenarios, op-
tionally including unknown clock offsets, allowing for
important insights that can be used in the design of a
localization system.

• The results show the relevance of a site-specific, position-
related channel model for indoor positioning and the
components it comprises of. This position-related FIM
is a measure for accuracy and as a further consequence,
it can also be seen as indicator for robustness, since it
increases with the number of useful MPCs, which also
makes algorithms based on multipath-assisted approach
more robust.

• We validate, using real measurements, the usefulness
of the derived bounds and of the introduced signal-
to-interference-plus-noise-ratio (SINR) as a measure for
position-related information.

The paper is organized as follows: Section II introduces the
geometric-stochastic signal model that is used in Section III
to derive the CRLB on the position estimation error. Section
IV describes the relationship between signal parameters and
node positions in a generic form. These results are used in
Section V to derive the CRLB for the different scenarios.
Finally, Sections VI and VII wrap up the paper with results,
discussions, and conclusions.

Mathematical notations: Ez {·} represents the expectation
operator with respect to the random variable z. [A]n,m is the
(n,m)-th element of matrix A; AN×M indicates the size of
a matrix. ‖ · ‖ is the Euclidean norm, | · | is the absolute value,
and (∗) denotes convolution. A � B means that A − B is
positive semidefinite. IN is the identity matrix of size N . (·)H
is the Hermitian conjugate. tr{·} and diag{·} are the trace and
the diagonal of a square matrix, respectively.

II. SIGNAL MODEL

In Sections II and III, we simplify the setup—for the ease
of readability—to a single (fixed) anchor located at position
p1 ∈ R2 and one agent at position p ∈ R2. Note that
two-dimensional position coordinates are used throughout the
paper, for the sake of simplicity3. A baseband UWB signal
s(t) is exchanged between the anchor and the agent. The
corresponding received signal is modeled as [23]

r(t) = rdet(t) + rdiff(t) + w(t)

=

K∑

k=1

αks(t− τk) + (s ∗ ν)(t− ǫ) + w(t). (1)

The first term rdet(t) describes a sum of K deterministic
MPCs with complex amplitudes {αk} and delays {τk}. We
model these delays by VAs at positions pk ∈ R2, yielding
τk = 1

c‖p − pk‖ + ǫ, with k = 1 . . .K , where c is the
speed of light and ǫ represents the clock-offset due to clock
asynchronism. K is equivalent to the number of visible VAs

3The extension to three dimensional coordinates is straightforward.
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at the agent position p [24]. We assume the energy of s(t) is
normalized to one.

The second term rdiff(t) denotes the convolution of the
transmitted signal s(t) with the DM ν(t), which is modeled as
a zero-mean Gaussian random process. Note that the statistic
of rdiff(t) is non-stationary in the delay domain and it is
colored due to the spectrum of s(t). For DM we assume
uncorrelated scattering along the delay axis τ , hence the auto-
correlation function (ACF) of ν(t) is given by

Kν(τ, u) = Eν {ν(τ)[ν(u)]∗} = Sν(τ)δ(τ − u), (2)

where Sν(τ) is the PDP of DM at the agent position p.
The DM process is assumed to be quasi-stationary in the
spatial domain, which means that Sν(τ) does not change in
the vicinity of position p [31]. The PDP Sν(τ) is crucial to
represent the power ratio between useful deterministic MPCs
and DM (along the delay axis τ ) and it is represented by an
arbitrary function which can be estimated from an ensemble
of measurements [19] 4, rather than a parametric PDP [18].
We will assume that the DM statistic is known a-priori to be
able to analyze the influence of DM on the CRLB in closed
form, with no parametric restriction on the DM PDP Sν(τ).
With this, our results will show that information coming from
MPCs is quantified by a signal-to-interference-plus-noise-ratio
(SINR) for these MPCs, which represents the power ratio
between useful deterministic MPC and impairing DM plus
noise. Finally, the last term w(t) denotes an additive white
Gaussian noise (AWGN) process with double-sided power
spectral density (PSD) of N0/2.

In the following, we will drop the clock-offset ǫ. We will re-
introduce it in Section V-B where the Multipath-NSync setup
is studied.

III. CRAMÉR-RAO LOWER BOUND

The goal of multipath-assisted indoor positioning is to
estimate the agent’s position p from the signal waveform
(1), exploiting the knowledge of the VA positions {pk},
in presence of diffuse multipath and AWGN with known
statistics. Let θ̂ denote the estimate of the position-related
parameter vector θ = [pT ℜαT ℑαT]T ∈ RDθ , where
ℜα = [ℜα1, . . . ,ℜαK ]T and ℑα = [ℑα1, . . . ,ℑαK ]T are
the real and imaginary parts of the complex amplitudes α,
respectively, which are nuisance parameters. According to the
information inequality, the error covariance matrix of θ is
bounded by [32]

Er|θ
{(
θ̂ − θ

)(
θ̂ − θ

)H} � III−1
θ , (3)

where IIIθ ∈ RDθ×Dθ is the Fisher information matrix (FIM)
and its inverse represents the CRLB of θ. We apply the chain
rule to derive this CRLB (cf. [14], [17]), i.e., the FIM IIIθ
is computed from the FIM of the signal parameter vector
ψ =

[
τT,ℜαT,ℑαT

]T ∈ RDψ , where τ = [τ1, . . . , τK ]T

represents the vector of position-related delays. We get

IIIθ = JTIIIψJ (4)

4The PDP for instance can be estimated globally for an anchor placed in
a room from sets of measurements distributed over the according floor plan
and then it can be updated during tracking of an agent [24].

with the Jacobian

J =
∂ψ

∂θ
∈ RDψ×Dθ . (5)

The FIM IIIψ ∈ RDψ×Dψ of the signal model parameters
can be computed from the likelihood function f(r|ψ) of the
received signal r conditioned on parameter vector ψ,

IIIψ = Er|ψ

{[
∂

∂ψ
ln f(r|ψ)

] [
∂

∂ψ
ln f(r|ψ)

]T}
. (6)

A. Likelihood Function

The likelihood function f(r|ψ) is defined for the sampled
received signal vector r = [r(0), r(Ts), . . . , r((N − 1)Ts)]

T ∈
CN , containing N samples at rate 1/Ts. Using the assumption
that AWGN and DM are both Gaussian, it is given by

f(r|ψ) ∝ exp
{
−(r− Sα)HC−1

n (r− Sα)
}

∝ exp
{
2ℜ

{
rHC−1

n Sα
}
−αHSHC−1

n Sα
}

(7)

where S = [sτ1 , . . . , sτK ] ∈ RN×K is the signal ma-
trix containing delayed versions sτk = [s(−τk), s(Ts −
τk), . . . , s((N−1)Ts−τk)]T of the sampled transmit pulse and
Cn = σ2

nIN + Cc ∈ RN×N denotes the co-variance matrix
of the noise processes. The vector of AWGN samples has
variance σ2

n = N0/Ts; the elements of the DM co-variance
matrix are given by [Cc]n,m = Ts

∑N−1
i=0 Sν(iTs)s(nTs −

iTs)s(mTs − iTs) (see Appendix A).

B. FIM for the Signal Model Parameters

1) General Case: The FIM IIIψ is obtained from (6) with
(7). Following the notation of [14], it is decomposed according
to the subvectors of ψ into

IIIψ =




ΛA ΛR
B ΛI

B

(ΛR
B)

T Λ′
C 0

(ΛI
B)

T 0 Λ′
C


 =

[
ΛA ΛB

ΛT
B ΛC

]
. (8)

Its elements are defined as [32], for example (see also (A.5)),

[ΛR
B]k,k′ = Er|ψ

{
−∂2 ln f(r|ψ)

∂τk∂ℜαk′

}

which yields with (7)

[ΛA]k,k′ = 2ℜ
{
αkα

∗
k′

(
∂sτk′

∂τk′

)H

C−1
n

∂sτk
∂τk

}
(9)

[ΛR
B]k,k′ = 2ℜ

{
αk

(
sτk′

)H
C−1

n

∂sτk
∂τk

}
(10)

[ΛI
B]k,k′ = 2ℑ

{
αk

(
sτk′

)H
C−1

n

∂sτk
∂τk

}
(11)

[Λ′
C]k,k′ = 2ℜ

{(
sτk

)H
C−1

n sτk′

}
. (12)

These equations can be used to numerically evaluate the
FIM without further assumptions. The CRLB can thus be
evaluated, but the inverse of the covariance matrix Cn, which
is needed as a whitening operator [33] to account for the
non-stationary DM process, limits the insight it can possibly
provide. More insight can be gained under the assumption that
the received deterministic MPCs {αks(t−τk)} are orthogonal,
which occurs in practice when MPCs are non-overlapping.
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2) Orthogonal MPCs: In this case, the columns of the
signal matrix S are orthogonal and ΛA becomes diagonal
(since C−1

n is symmetric). Furthermore, [ΛB]k,k′ is zero (due
to the symmetry of the autocorrelation function of s(t)) and
as a consequence [ΛC]k,k′ is not needed. The elements of ΛA

can then be written as (see Appendix A)

[ΛA]k,k = 8π2β2SINRkγk (13)

where β2 =
∫
f f

2|S(f)|2df is the effective (mean square)

bandwidth of the energy-normalized transmit pulse s(t)
F←→

S(f),

SINRk :=

∣∣αk

∣∣2

N0 + TpSν(τk)
(14)

is the signal-to-interference-plus-noise ratio (SINR) of the k-th
MPC, and γk is the so-called bandwidth extension factor. The
product of these three factors quantifies the delay information
provided by the k-th MPC. It hence provides the following
insight for the investigated estimation problem: The interfer-
ence term TpSν(τk) is determined by the PDP of DM Sν(τk)
at the delay τk of the MPC. It scales with the effective pulse
duration Tp of the pulse s(t), the reciprocal of its equivalent
Nyquist bandwidth BN = 1/Tp. An increased bandwidth is
hence beneficial to suppress DM.

The bandwidth extension quantifies the SINR-gain due to
the whitening operation. It is defined as γk = β2

k/β
2, where

β2
k is the mean square bandwidth of the whitened pulse,

β2
k =

∫

f

f2|S(f)|2 N0 + TpSν(τk)

N0 + |S(f)|2Sν(τk)
df. (15)

If the pulse has a block spectrum, we have (due to the
energy normalization of s(t)) |S(f)|2 = Tp for |f | ≤ BN/2,
hence β2

k = β2 and γk = 1. I.e., in this case, there is no
bandwidth extension due to whitening5. The same holds if
DM is negligible, i.e. N0 ≫ TpSν(τk). For the asymptotic
case that AWGN is negligible, i.e. |S(f)|2Sν(τk) ≫ N0, we
drop N0 in (15) and get a block spectrum that corresponds to
the absolute bandwidth of S(f).

In general, γk is a function of the interference-to-noise
ratio (INR) TpSν(τk)/N0 and can be evaluated numerically.
Closed-form results can be given for special cases. E.g.
for a root-raised-cosine pulse with roll-off factor R, we
have β2 = B2

N(
1
12 + π2−8

4π2 R2) which scales slightly with
R. In the asymptotic case where DM dominates, we get
β2
k = (1+R)3

12 B2
N. Hence the bandwidth extension due to the

whitening operation can result in an SINR gain of up to about
7 dB at R = 1. Numerical evaluation shows a γk of 4 dB at
R = 0.6 and INR of 15 dB.

For further analysis, we define the extended SINR

S̃INRk = SINRkγk (16)

which quantifies the delay information provided by MPC k as
a function of the signal, interference, and noise levels.

5This specialization was assumed in our previous paper [23].

C. Position Error Bound

The FIM IIIψ of the signal model parameters quantifies the
information gained from the measurement r. The position-
related part of this information lies in the MPC delays τ ,
which are a function of the position p. To compute the position
error bound (PEB), the square-root of the trace of the CRLB
on the position error, we need the upper left 2× 2 submatrix
of the inverse of FIM IIIθ ,

P{p} =
√
tr
{[
III−1
θ

]
2×2

}
=

√
tr
{
III−1
p

}
, (17)

which can be obtained with (4) and (5) using the blockwise
inversion lemma. This results in the so-called equivalent FIM
(EFIM) IIIp [14],

IIIp = HT
(
ΛA −ΛB

(
ΛC

)−1
ΛT

B

)
H,

which represents the information relevant for the position error
bound. Matrix H = ∂τ/∂p is the submatrix of Jacobian (5)
that relates to the position-related information, the derivatives
of the delay vector τ w.r.t. postition p. It describes the
variation of the signal parameters w.r.t. the position and can
assume different, scenario-dependent forms, depending on the
roles of anchors and agents. General expressions for these
spatial delay gradients are derived in the next section.

IV. SPATIAL DELAY GRADIENTS

The following notations are used to find the elements of
matrix H: p(m) ∈ R2 is the position of the m-th agent, where
m ∈ Nm = {1, 2, . . . ,M}. p(j)

1 ∈ R2 is the position of the
j-th fixed anchor, j ∈ Nj = {M + 1, . . . ,M + J}, with
VAs at positions p

(j)
k ∈ R2. In the cooperative scenario, we

replace j with an arbitrary index ξ to cover fixed anchors as
well as agents which act as anchors. The corresponding VAs
are at p(ξ)

k ∈ R2. To describe gradients w.r.t. anchor or agent
position, we use an index η, introducing p(η) ∈ R2.

The delay of the k-th MPC is defined by the distance
between the k-th VA and the m-th agent,

τ
(ξ,m)
k =

1

c

∥∥p(m) − p
(ξ)
k

∥∥ (18)

=
1

c

√(
x(m) − x

(ξ)
k

)2
+
(
y(m) − y

(ξ)
k

)2
. (19)

The angle of vector (p(m) − p
(ξ)
k ) is written as φ

(ξ,m)
k . To

describe the relation between the signal parameter τ (ξ,m)
k and

the geometry, we need to analyze the spatial delay gradient,
the derivative of the delay τ

(ξ,m)
k w.r.t. position p(η),

h
(ξ,η,m)
k =

∂τ
(ξ,m)
k

∂p(η)
=

1

c

∂
∥∥p(m) − p

(ξ)
k

∥∥
∂p(η)

=
1

c

∂
(
x(m) − x

(ξ)
k

)

∂p(η)

x(m) − x
(ξ)
k∥∥p(m) − p
(ξ)
k

∥∥

+
1

c

∂
(
y(m) − y

(ξ)
k

)

∂p(η)

y(m) − y
(ξ)
k∥∥p(m) − p
(ξ)
k

∥∥

=
1

c

(
δm,ηI2 − δη,ξ

∂p
(ξ)
k

∂p(ξ)

)T

e
(
φ
(ξ,m)
k

)
(20)
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where e(φ) := [cos(φ), sin(φ)]T is a unit vector in direction
of the argument angle and δm,η is the Kronecker delta.Using
(B.9) for the Jacobian p

(ξ)
k /p(ξ) of a VA position w.r.t. its

respective anchor’s position from Appendix B, we get

h
(ξ,η,m)
k = (21)

1

c

[
δm,ηe

(
φ
(ξ,m)
k

)
− δη,ξe

(
(−1)Q

(ξ)
k φ

(ξ,m)
k + 2ζ̄

(ξ)
k

)]
,

where the first summand represents the influence of the agent
position while the second summand is linked to the anchor
position. The parameter ζ̄

(ξ)
k (see Appendix B) describes the

effective wall angle of the k-th MPC w.r.t. to the η-th anchor
(or agent) and Q

(ξ)
k represents the according VA order. We

stack the transposed gradient vectors (21) for the entire set
of multipath components in the gradient matrix H(ξ,η,m) ∈
RK(ξ,m)×2 and the matrices for all the agents’ derivatives into
matrix H(ξ,m) ∈ RK(ξ,m)×2M .

The following specializations will be used:
1) Bistatic scenario: k = 1, . . . ,K(ξ,m)

a) The gradient with respect to the agent: This case
describes the derivatives of delay τ (ξ,m) w.r.t. the agent
position, i.e. η = m, yielding the gradient

h
(ξ,m,m)
k =

∂τ (ξ,m)

∂p(m)
=

1

c
e
(
φ
(ξ,m)
k

)
(22)

which represents a vector pointing from an agent to the k-th
VA of the according anchor. We define the gradient matrix
H

(ξ,m)
Ag = H(ξ,m,m) ∈ RK(ξ,m)×2.

b) The gradient with respect to the anchor: In this case,
the derivatives w.r.t. the anchor position p(ξ) = p

(ξ)
1 are

described, i.e. η = ξ. For the k-th MPC, the gradient is
expressed as

h
(ξ,ξ,m)
k =

∂τ
(ξ,m)
k

∂p(ξ)
(23)

= −1

c
e
(
(−1)Q

(ξ)
k φ

(ξ,m)
k + 2ζ̄

(ξ)
k

)
=

1

c
e
(
φ
(m,ξ)
k

)

which in this case is a vector pointing from an agent acting
as anchor to the k-th VA of a cooperating agent. The proof
for the final equality can be obtained graphically. The gradient
matrix is H

(ξ,m)
An = H

(m,ξ)
Ag = H(ξ,ξ,m) ∈ RK(ξ,m)×2.

2) Monostatic scenario: Here we restrict the VA set to k =
2, . . . ,K(m,m), the agent is as well the anchor, ξ = m, and
both move synchronously, η = m, i.e., the two terms in (21)
interact with each other. The gradient

h
(m,m,m)
k =

∂τ
(m,m)
k

∂p(m)
(24)

=
1

c

(
e
(
φ
(m,m)
k

)
− e

(
(−1)Q

(m)
k φ

(m,m)
k + 2ζ̄

(m)
k

))

=





2
c sin

(
ζ̄
(m)
k

)
e
(
φ
(m,m)
k + ζ̄

(m)
k − π

2

)
If Q(m)

k is even
2
c sin

(
ζ̄
(m)
k − φ

(m,m)
k

)
e
(
ζ̄
(m)
k − π

2

)
If Q(m)

k is odd

has been decomposed—as shown in Appendix C—into a mag-
nitude term 0 ≤

∥∥h(m,m,m)
k

∥∥ ≤ 2
c and a resulting direction

vector. Both depend on the angle φ
(m,m)
k , the VA order, and

the angles of all contributing walls comprised in ζ̄
(m)
k . The

gradient matrix is H
(m)
Mo = H(m,m,m) ∈ R(K(m,m)−1)×2.

The following interpretations apply for the monostatic case:
Single reflections (Q(m)

k = 1, ζ̄
(m)
k = φ

(m,m)
k ± π

2 ) and
reflections on rectangular corners (Q(m)

k = 2, ζ̄
(m)
k = ±π

2 )
constitute important types of monostatic VAs. Both have
∂τ

(m,m)
k /∂p(m) = 2

ce(φ
(m,m)
k ), which is twice as much

spatial sensitivity of delays as in the bistatic cases (22) and
(23), thus providing higher ranging information. The simplest
case of a vanishing gradient (magnitude zero) is a second-order
reflection between parallel walls (Q(m)

k = 2, ζ̄(m)
k = 0).

V. CRLB ON THE POSITION ERROR

In this Section, the CRLB on the position error is derived
for the three scenarios Multipath-Sync, Multipath-NSync, and
a Multipath-Coop scenario.

Using a stack vector Ψ = [TT,ℜAT,ℑAT]T of the signal
parameters for all relevant nodes, with T combining the delays
and A combining the amplitudes, the Jacobian (5) has the
following general structure.

J =
∂Ψ

∂Θ
=

[
H L 0
0 0 I

]
(25)

=




∂T/∂P ∂T/∂ǫ ∂T/∂ℜA ∂T/∂ℑA
∂ℜA/∂P ∂ℜA/∂ǫ ∂ℜA/∂ℜA ∂ℜA/∂ℑA
∂ℑA/∂P ∂ℑA/∂ǫ ∂ℑA/∂ℜA ∂ℑA/∂ℑA




Vector Θ = [PT, ǫT,ℜAT,ℑAT]T, spatial delay gradient
H = ∂T/∂P, and gradient L = ∂T/∂ǫ are specifically
defined for the different cases in the following subsections.

A. Derivation of the CRLB for Multipath-Sync

Assuming that only one agent is present in Multipath-
Sync and Multipath-NSync, we drop the agent index m so
that P = p, and define Nj = {1, 2, . . . , J}. We use the
geometry for the bistatic scenario, case (a) Section B. The
clock-offset ǫ is considered to be known and zero. Using
a suitable signaling scheme6, measurements r(j) from all J
anchors are independent. Hence, the log-likelihood function is
defined as

ln f(R|Ψ) =
∑

j∈Nj

ln f
(
r(j)|τ (j),α(j)

)
, (26)

where R =
[(
r(1)

)T
, . . . ,

(
r(J)

)T]T combines all measure-
ments and τ (j) and α(j) are the delay and amplitude vectors
respectively, corresponding to measurement r(j). The Jacobian
J has the following structure,

J =




H
(1)

K(1)×2
...

H
(J)

K(J)×2

IDI×DI



, (27)

where zero-matrices in the off-diagonal blocks are skipped for
clarity and DI = 2

∑J
j=1 K

(j). The subblocks H(j) = H
(j,1)
Ag

6E.g conventional multiple access schemes, like time-division-multiple-
access (TDMA).
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account for the geometry as described in Section IV. Due to
the independence of the measurements r(j), the EFIMs III(j)p

from the J different anchors are additive. Using Equation (4),
we can write the EFIM as

IIIp = (28)
∑

j∈Nj

(
H(j)

)T(
Λ

(j)
A −Λ

(j)
B

(
Λ

(j)
C

)−1(
Λ

(j)
B

)T)
H(j)

where Λ
(j)
A , Λ

(j)
B , and Λ

(j)
C are subblocks of III(j)ψ defined

in (8). Expression (28) simplifies when we assume no path
overlap (i.e. orthogonality) between signals from different
VAs. In this case, ΛB = 0 and ΛA will be diagonal, as
discussed in Section III-B2 and we can then write

IIIp =
∑

j∈Nj

(
H(j)

)T
Λ

(j)
A H(j)

≈ 8π2β2

c2

∑

j∈Nj

K(j)∑

k=1

S̃INR
(j)

k Dr(φ
(j)
k ) (29)

where S̃INR
(j)

k is the extended SINR (eq. 16) for the j-th
anchor and

Dr(φ
(j)
k ) = e(φ

(j)
k )e(φ

(j)
k )T (30)

is called ranging direction matrix (cf. [14]), a rank-one matrix
with an eigenvector in direction of φ(j)

k .
Valuable insight is gained from (29) and (14). In particular,
• Each VA (i.e. each deterministic MPC) adds some pos-

itive term to the EFIM in direction of φ
(j)
k and hence

reduces the PEB in direction of φ(j)
k .

• The S̃INR
(j)

k determines the magnitude of this con-
tribution as discussed in Section III-B2 (cf. ranging
intensity information (RII) in [14]). It is limited by
diffuse multipath—an effect that reduces with increased
bandwidth—and it can show a significant gain due to the
interference whitening if the interference-to-noise ratio is
large.

• The effective bandwidth β scales the EFIM. Any increase
corresponds to a decreased PEB.

Discussion of path overlap (cf. [14]):
• τk − τk′ ≪ Tp: In this case the MPCs can not be distin-

guished and the position-related information is entirely
lost.

• τk − τk′ ≈ Tp: In this case the MPCs are correlated,
but the position-related information can still partly be
used. The discrete-time formulation of the CRLB based
on (7) can quantify this information gain, in contrast to
our previous, continuous formulation in [23].

• τk − τk′ ≫ Tp: If this holds, the MPCs are considered
to be orthogonal and (29) can be used if it holds for all
k 6= k′.

B. Derivation of the CRLB for Multipath-NSync

Next we consider the same setup as before, but assume the
clock offsets ǫ to be unknown parameters. The differences
between arrival times still provide position information in

this case. When using multiple anchors, we distinguish two
different scenarios where either the clocks of all anchors
are synchronized among each other, or alternatively no syn-
chronization is present at all. While this does not affect
the signal parameter FIM, we need to take it into account
when performing the parameter transformation. Apart from the
partial derivatives L = ∂T/∂ǫ, the terms of the Jacobian are
identical for Multipath-Sync and Multipath-NSync, resulting
in

J =




H
(1)

K(1)×2
L
(1)

K(1)×Dǫ
...

...
H

(J)

K(J)×2
L
(J)

K(J)×Dǫ
IDI×DI



, (31)

where L(j) = ∂τ (j)/∂ǫ and Dǫ is the length of ǫ.
Synchronized anchors: When assuming ǫ(1) = · · · =

ǫ(J) = ǫ, the vector ǫ reduces to ǫ = ǫ. The derivatives
of the arrival times with respect to the clock offset are then
given by L(j) = l

(j)
syn = [1, . . . , 1]T. Applying the parameter

transformation and computing the block inverse similarly as
in (28) leads to additivity of the 3 × 3 EFIMs III(j)p,ǫ for the
extended parameter vector [pT, ǫ]T (see Appendix D). When
neglecting path overlap this expression simplifies to

IIIp,ǫ =
∑

j∈Nj

III(j)p,ǫ = 8π2β2
∑

j∈Nj

K(j)∑

k=1

S̃INR
(j)

k Dr,ǫ(φ
(j)
k ),

(32)
with

Dr,ǫ(φ
(j)
k ) = vvT, v =

[
1

c
cos(φ

(j)
k ),

1

c
sin(φ

(j)
k ), 1

]T
.

The inner sum in (32) reveals that the 3×3 EFIMs III(j)p,ǫ are in
canonical form. Since Dr,ǫ is a positive semidefinite matrix,
it highlights that each VA adds information for the estimation
of p and ǫ, scaled by its extended S̃INRk and β.

The EFIM IIIp can be computed from IIIp,ǫ by again applying
the blockwise inversion lemma. When neglecting path overlap,
the expression for IIIp becomes

IIIp =
8π2β2

c2


∑

j∈Nj

K(j)∑

k=1

S̃INR
(j)

k Dr(φ
(j)
k )−CCC


 , (33)

where CCC accounts for the (negative) influence of the clock
offset estimation with

CCC = 1
∑

j∈Nj

∑K(j)

k=1 S̃INR
(j)

k

ccT,

c =
∑

j∈Nj

K(j)∑

k=1

S̃INR
(j)

k e(φ
(j)
k ).

Note that Multipath-NSync can theoretically achieve equal
performance as Multipath-Sync under the (rather unlikely)
condition c = 0. Otherwise CCC reduces the information, and
thereby increases the PEB.

Asynchronous anchors: When having ǫ(i) 6= ǫ(j), ∀i 6= j,
i, j ∈ Nj , we stack all clock offsets in the vector ǫ =
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[ǫ(1), . . . , ǫ(J)]T. The derivatives of the arrival times with
respect to the clock offsets are then given by a gradient
matrix L = ∂T/∂ǫ of size

∑
j∈Nj

K(j) × J which stacks

submatrices L(j)
asyn with one nonzero column [L

(j)
asyn]i,j = 1, i =

1, . . . ,K(j). This leads to an additivity of the 2 × 2 EFIMs
as shown in Appendix D, i.e. IIIp =

∑
j∈Nj

III(j)p . When
neglecting path overlap, IIIp takes the form of (33), but with

CCC =
∑

j∈Nj

1
∑K(j)

k=1 S̃INR
(j)

k

c(j)
(
c(j)

)T
, (34)

c(j) =

K(j)∑

k=1

S̃INR
(j)

k e(φ
(j)
k ).

Again, equality with Multipath-Sync is obtained if each c(j) =
0, otherwise the PEB is increased.

C. Derivation of the CRLB for Multipath-Coop

We assume M agents m ∈ Nm = {1, 2, . . . ,M} and J
fixed anchors j ∈ Nj = {M+1, . . . ,M+J}, which cooperate
with one another. As outlined in the Introduction, every agent
conducts a monostatic measurement, meaning it emits a pulse
and receives the multipath signal reflected by the environment,
and conventional bistatic measurements with all other agents
and the fixed anchors. All measurements are distributed such
that every agent is able to exploit information from any of
its received and/or transmitted signals. The clock-offsets ǫ are
considered to be zero.

The signal parameter vectors for the (j,m)-th received sig-
nal r(j,m) are defined as τ (j,m) =

[
τ
(j,m)
1 , . . . , τ

(j,m)

K(j,m)

]T and
α(j,m) =

[
α
(j,m)
1 , . . . , α

(j,m)

K(j,m)

]T. For deriving the cooperative
EFIM, we stack positions p(m) of the M agents into the vector

P =
[(
p(1)

)T
, . . . ,

(
p(M)

)T]T ∈ R2M×1 (35)

and all measurements r(j,m) in the vector

R =
[(
r(1,1)

)T
, . . . ,

(
r(1,M)

)T
, . . . ,

(
r(M,M)

)T
,

(
r(M+1,1)

)T
, . . . ,

(
r(M+J,M)

)T]T ∈ CDR×1, (36)

where DR = NM(M + J). Further, we stack the signal
parameters correspondingly in the vectors

T =
[(
τ (1,1)

)T
, . . . ,

(
τ (1,M)

)T
, . . . ,

(
τ (M+J,M)

)T]T (37)

and

A =
[(
α(1,1)

)T
, . . . ,

(
α(1,M)

)T
, . . . ,

(
α(M+J,M)

)T]T (38)

of length DT = DA =
∑

j∈(Nm∪Nj)

∑
m∈Nm

K(j,m) to
construct vector Ψ = [TT,ℜAT,ℑAT]T . The corresponding
joint log-likelihood function, assuming independent measure-
ments r(j,m) between the cooperating nodes, is defined as

ln f(R|Ψ) =
∑

j∈(Nm∪Nj)

∑

m∈Nm

ln f
(
r(j,m)|τ (j,m),α(j,m)

)
.

(39)
The EFIM IIIP is described by (see Appendix E)

IIIP =
∑

j∈(Nm∪Nj)

∑

m∈Nm

(
H(j,m)

)T
Λ(j,m)H(j,m) (40)

where

Λ(j,m) = Λ
(j,m)
A −Λ

(j,m)
B

(
Λ

(j,m)
C

)−1(
Λ

(j,m)
B

)T (41)

yields the sub-blocks III(j,m)
ψ of the FIM for the likelihood

function (39), for independent measurements, and H(j,m) are
the spatial delay gradients7 of the Jacobian

J=




H
(1,1)

K(1,1)×2M
...

H
(1,M)

K(1,M)×2M
...

H
(M+J,M)

K(M+J,M)×2M

IDI×DI




, (42)

where DI = 2DA.8 As shown in Appendix E, one gets the
following final result for the EFIM IIIp for all agents

IIIP =




III(1)Mo+2III(1)Ag+III
(1)
An 2III(1,2)C . . . 2III(1,M)

C

2III(2,1)C

. . .
...

2III(M,1)
C III(M)

Mo +2III(M)
Ag +III(M)

An



.

(43)

The diagonal blocks III(η)Ag =∑
m∈Nm\{η}

(
H

(m,η)
Ag

)T
Λ(m,η)H

(m,η)
Ag account for the

bistatic measurements between agent η and all other
agents, III(η)An =

∑
j∈Nj

(
H

(j,η)
Ag

)T
Λ(j,η)H

(j,η)
Ag account for

the bistatic measurements between agent η and all fixed
anchors, and III(η)Mo =

(
H

(η)
Mo

)T
Λ(η,η)H

(η)
Mo account for the

monostatic measurement of agent η. The off-diagonal
blocks III(η,η

′)
C =

(
H

(η′,η)
Ag

)T
Λ(η′,η)H

(η,η′)
Ag account for the

uncertainty about the cooperating agents in their role as
anchors (cf. (E.2) and (E.3)). This has a negative effect on the
localization performance of the agents. The factors of two in
(43), related to the EFIM of measurements inbetween agents,
results from the fact that those measurements are performed
twice. This simplifies the notations in this section. If such
repeated measurements are avoided, the same result would
apply but with these factors removed.

Finally, the CRLB on position p(η) of agent η is

P{p(η)} =
√
tr
{[
III−1
P

](η,η)
2×2

}
. (44)

VI. RESULTS

Computational results are presented in this section for
two environments. We first validate the theoretical results
using experimental data for a room illustrated in Fig. 2 and
then discuss in detail the trade-offs of different measurement
scenarios for a synthetic room shown in Fig. 3.

7Multipath-Coop can be seen as the most general setup, if clock offset
issues are also included. This can be done by combining the results of
Multipath-NSync and Multipath-Coop by replacing H(j,m) with G(j,m) =
[H(j,m),L(j,m)] (see Appendix D), which accounts for the geometry and
clock offset. For monostatic measurements Lm,m = 0.

8Assuming no path overlap, (40) can be simplified as in (29), using the
result from Appendix A.
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TABLE I
CHANNEL PARAMETERS FOR NUMERICAL EVALUATIONS.

Param. Value for Room Description
Valid. Synth.

Deterministic
MPCs

2 max. VA order
3 dB attenuation per

reflection

Signal
parameters

fc 8GHz 7GHz carrier freq.
Tp 1 ns, (0.5 ns,2 ns) pulse duration

RRC pulse shape
R 0.6 roll-off factor

PDP of diffuse
multipath

Ω1 2.67e−6 1.16e−6 norm. power
γ1 10 ns 20 ns

shape param.γrise 3 ns 5 ns
χ 0.98

ELOS/N0 29.5 dB (at 1m) LOS SNR

TABLE II
MPC SINRS FOR THE VALIDATION ENVIRONMENT, ESTIMATED FROM

MEASURED SIGNALS AND COMPUTED FROM THE CHANNEL MODEL.

SINR (measurem.) / SINR (model) [dB]
MPC Tp = 0.5 ns Tp = 1 ns Tp = 2 ns
LOS Anchor 1 23.1 / 25.8 24.7 / 24.7 23.2 / 23.7
lower wall 11.1 / 18.3 5.4 / 15.9 4.1 / 13.7
right window 13.5 / 12.6 7.6 / 10.2 6.9 / 7.7
upper wall 2.2 / 11.7 -0.6 / 9.5 5.2 / 7.1
lower wall – right win. 9.5 / 7.3 7.6 / 4.9 4.9 / 2.4
LOS Anchor 2 25.9 / 26.4 26.0 / 25.3 26.5 / 24.2
right window 11.9 / 12.6 10.5 / 10.8 9.3 / 8.8
upper window 10.1 / 14.0 8.2 / 11.6 5.1 / 9.1
left wall 3.1 / 14.4 4.2 / 11.9 5.5 / 9.4
upper wall – right win. 10.6 / 5.7 11.7 / 3.9 3.5 / 1.8
upper win. – left wall 7.2 / 9.7 4.8 / 7.3 2.1 / 4.8

For the transmit signal s(t), we use a root-raised-cosine
(RRC) pulse with unit energy and a roll-off factor R = 0.6,
modulated on a carrier at fc = 7GHz and fc = 8GHz
(see Table I). The computations are done for pulse durations
of Tp = 0.5 ns, Tp = 1 ns and Tp = 2 ns. In the synthetic
environments, we assume for all antennas isotropic radiation
patterns in the azimuth plane and gains of 0 dB. The free-
space pathloss has been modeled by the Friis equation. To
account for the material impact, we assume 3 dB attenuation
per reflection. As in our previous paper [23], the PDP of the
DM is considered to be a fixed double-exponential function, as
introduced by [22, eq. (9)]. This choice reflects the common
assumption of an exponential decay of the DM power and also
the fact that the LOS component is not impaired by DM as
severely as MPCs arriving later [34]. The model has been fitted
in [22] to measurements collected in an industrial environment.
We have used χ = 0.98 as in [22] to describe the impact
of DM on the LOS component and adapted γrise and γ1 to
reflect the smaller dimensions of our environments. Table I
summarizes the parameters of the channel and signal models.

We would like to emphasize that this parametric model was
introduced for simplicity and reproducibility, to analyze the
impact of DM on the PEB in various scenarios. In practice,
the SINR values can be estimated from channel measurements
and used with the results from Section V to compute the PEB
for real environments. This approach is used next to validate
the theoretical results and the parametric channel model.
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Fig. 2. Logarithmic PEB (17) for estimated SINRs in the validation environ-
ment using measured signals with Tp = 0.5 ns and fc = 8GHz and only
MPCs corresponding to the anchor at p(2)

1 . 30-fold standard deviation ellipses
are shown for the CRLB and a tracking algorithm (c.f. [24]).

A. Validation with Measurement Data: Multipath-Sync

The validation is conducted in an example environment
shown in Fig. 2, c.f. [29]. The MPC SINRs (14) are estimated
from channel measurement data as discussed in [13], [24],
using fixed positions for two anchors and a set of “estimation
points” for the agent as illustrated in the figure. Table II
shows the obtained values for selected MPCs. It also lists the
corresponding SINRs computed from the parametric channel
model, with parameters given in Table I. The choice of the
parameters of the double exponential PDP of the DM has
been made to account for the smaller room dimensions in
comparison to the synthetic environment used below.

The estimated SINRs in Table II show the relevance of
the corresponding MPCs. The LOS is the most significant
one. Its SINR is approximately constant over all bandwidths
used, indicating that it is only slightly influenced by DM.
The reflections at the windows and at the lower wall also
provide significant position-related information. A scaling with
bandwidth—as suggested by (14)—is observable reasonably
well. Other MPCs provide less information, such as the left
wall (plasterboard) and the upper wall. This is caused by a
reduced reflection coefficient, increased interference by DM,
and increased variance of the MPC amplitude over the estima-
tion points. Reference [35] contains further results supporting
the presented findings based on measurement data from other
environments [36].

Table II also shows that the parametric channel model yields
realistic SINRs in many cases and therefore valid performance
bounds. It has to be stressed that the global PDP model as
used here cannot describe the local behavior of DM. However,
based on the provided framework, it is straightforward to
introduce more realism by fitting separate parameterized or
sampled models to any appropriate local area.

Figure 2 shows the logarithmic PEB for the validation
environment using the estimated SINRs from Table II for
Anchor 2 and Tp = 0.5 ns. Equation (29) has been employed
to compute the PEB, i.e. path overlap has been neglected and
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synchronization assumed. Clearly, one can observe from this
figure the visibility regions and the relative importance (c.f.
Table II) of specific MPCs. The PEB is better than 10 cm at
almost the entire area. The ellipses encode the geometrically
decomposed PEB with 30-fold standard deviation, computed
from (17). Dashed ellipses are for a multipath-assisted tracking
algorithm [24] that makes use of the estimated SINRs for
properly weighting the information from MPCs. It can be
observed that both results match closely.

B. Synthetic Environment
The synthetic environment shown in Fig. 3 is used to com-

pare different measurement scenarios. The PEB is evaluated
across the entire room, assuming one or two fixed anchor at
positions p

(1)
1 = [10, 7]T and p

(2)
1 = [2, 1]T. We use a point

grid with a resolution of 2 cm, resulting in 180,000 points. VAs
up to order two are considered, unless otherwise specified.

1) Multipath-Sync: Fig. 3 shows the PEB over the floor-
plan for Multipath-Sync and Tp = 1 ns. Figs. 3(a) and (b)
compare the simplified PEB neglecting path-overlap (cf. (29))
with the full PEB considering it (cf. (28)). A single anchor
is employed in both cases at position p

(1)
1 , yielding a PEB

below 10 cm for most of the area. One can clearly see the
visibility regions of different VA-modeled MPCs encoded by
the level of the PEB. A valid PEB is obtained over the entire
room even though the anchor is partly not visible from the
agent positions. If path-overlap is considered (Fig. 3(b)) in
the computation of the CRLB, the adverse effect of room
symmetries is observable, corresponding to regions where
deterministic MPCs overlap. In case of unresolvable path
overlap, i.e. the delay difference of two MPCs is less than
the pulse duration τk − τk′ ≪ Tp, the information of the
components is entirely lost (see Section V-A). The ellipses
illustrate the geometrically decomposed PEB with 20-fold
standard-deviation.

Fig. 3(c) shows the PEB with path-overlap for the same
parameters but for two anchors. The error ellipses clearly
indicate that the PEB is much smaller and the impact of path
overlap has been reduced.

A quantitative assessment of this scenarios is given in
Figs. 4 and 5, showing the CDFs of the PEB for different pulse
durations (Tp = 0.5 ns, Tp = 1 ns and Tp = 2 ns). One can
observe that the PEB increases vastly w.r.t. this parameter. The
“no PO” results account for the proportional scaling of Fisher
information with bandwidth and additionally for the increased
interference power due to DM, both of which are clearly seen
in approximation (29). The influence of path overlap, which is
neglected by (29), magnifies this effect even further because
its occurrence becomes more probable. It almost diminishes—
on the other hand—for the shortest pulse Tp = 0.5 ns. Over
all, the error magnitude scales by a factor of almost ten, while
the bandwidth is scaled by a factor of four.

Our work in [24], [29], [30] shows algorithms based on the
presented signal model that can closely approach these bounds.
I.e. cm-level accuracy is obtained for 90% of the estimates.

2) Multipath-NSync: Fig. 6 compares the CDFs of the PEB
for Multipath-NSync and different synchronization states in-
between anchors, obtained from (33). The CDFs are shown for
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Fig. 3. Logarithmic PEB (17) for Multipath-Sync with Tp = 1 ns over the
example room for VAs up to order two. (a) One anchor at p(1)

1 ; path overlap
neglected. (b) same as (a) but considering the influence of path overlap. (c) a
second anchor has been introduced at p(2)

1 ; path overlap included. At some
sample points, 20-fold standard deviation ellipses are shown.

either two anchors at p(1)
1 and p

(2)
1 which can be synchronized

or not, or just the first anchor. A pulse duration of Tp = 1 ns is
used. The performance deteriorates w.r.t. the Multipath-Sync
case in Figs. 4 and 5, which can be explained by the fact
that some of the delay information is used for clock-offset
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Fig. 5. CDFs of the PEB (17) for Multipath-Sync, pulse durations
Tp = 0.5 ns, Tp = 1 ns and Tp = 2 ns, and two anchors at p(1)

1 and p
(2)
1 .

Path overlap is neglected in results marked by dashed lines.

estimation, resulting in a loss of position-related information.
A second anchor helps to counteract this effect. Here, one can
recognize an additional gain of information if the two anchors
are synchronized. The impact of path overlap is smaller if two
anchors are used and even less pronounced if the anchors are
synchronized.

A qualitative representation of the PEB is shown in Fig. 7
for Multipath-NSync over the example room, with two anchors
at p

(1)
1 and p

(2)
1 , and Tp = 1 ns. Comparing this result with

the synchronized case shown in Fig. 3(c), one can observe
an increase due to the need of extracting syncronization
information. Also, the impact of path overlap has increased.

Fig. 8 compares Multipath-Sync and Multipath-NSync for
the two-anchors case and Tp = 1 ns, considering VAs of order
one or two and an NLOS scenario where the LOS component
has been set to zero across the entire room. One can observe
the importance of the LOS component which usually has a sig-
nificantly larger SINR and provides thus more position-related
information than MPCs arriving later. Increasing the VA order
leads in general also to an information gain. However, in a
few cases this trend is reversed since a larger VA-order can
lead to more positions with unresolvable path overlap. This
occurs especially at locations close to walls and in corners.

3) Multipath-Coop: Fig. 9 contains 2D-plots of the differ-
ent contributions to the PEB in (44) for the cooperative case.
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0 2 4 6 8 10 12

0

1

2

3

4

5

6

7

8

 

 

P
o

s
it
io

n
 e

rr
o

r 
b

o
u

n
d

 [
lo

g
(m

)]

−2

−1.8

−1.6

−1.4

−1.2

−1

−0.8

−0.6

−0.4

x[m]

y
[m

]
p
(1)
1

p
(2)
1

Fig. 7. Logarithmic PEB (17) for Multipath-NSync over the example room
with Tp = 1 ns, using two asynchronous anchors at p(1)

1 and p
(2)
1 . 20-fold
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Fig. 8. CDFs of the PEB in (17) for Multipath-Sync and Multipath-NSync
and Tp = 1 ns with two anchors at p(1)

1 and p
(2)
1 . VAs of order one or two

are considered; for the latter case also for an artificial NLOS situation over
the whole room.

The PEB has been evaluated for Agent 3 across the entire
room with two resting, cooperating agents at p(1) and p(2). In
Fig. 9(a), only the monostatic measurements of Agent 3 are
considered, illustrating the adverse effect of room symmetries
and resulting unresolvable path overlap. In particular, areas
close to the walls are affected as well as the diagonals of the
room. Fig. 9(b) shows the information provided by the agents
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Fig. 9. Logarithmic PEB (44) with Tp = 1 ns over the example room for three
cooperating agents, two of which are resting at positions p(1) and p(2) . The
PEB is decomposed into its (a) monostatic and (b) cooperative components.
Plot (c) shows the total PEB for Multipath-Coop. In (c), also the 40-fold
standard deviation ellipses are shown at some sample points for these three
cases and—in addition—for the (bistatic) case with fixed anchors.
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Fig. 10. CDFs of the PEB (44) for Multipath-Coop with Tp = 1 ns, for VAs
of order one and two, analyzing contributions of different measurements.

at p(1) and p(2) in their role as anchors. Their contribution
is similar to the fixed-anchor case analyzed in Fig. 3(c), but
due to uncertainties in their own positions, this information is
not fully accessible. A robust, infrastructure-free positioning
system is obtained if these two components can complement
one another. Indeed Fig. 9(c) indicates excellent performance
across the entire area. The distinction between the parts of
the position-related information is further highlighted by the
CRLB ellipses in Fig. 9(c), which also include the fixed-anchor
(bistatic) case of Fig. 3(c). It shows the decreased information
of the cooperative part in comparison to the bistatic case with
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Fig. 11. CDFs of the PEB in (44) for Multipath-Coop with Tp = 0.5 ns
and Tp = 2 ns for VAs of order two, showing contributions of different
measurements types.

fixed anchors. The monostatic ellipses are mostly oriented
towards the nearest wall, where the most significant informa-
tion comes from. In many cases, this information is nicely
complemented by the cooperative contribution.

Fig. 10 shows the CDFs of the PEB in (44) for Tp = 1 ns
and VAs of order one and two. It is interesting to note that
Multipath-Coop does not benefit from taking into account
second-order MPCs. This is explained by the large influence
of the monostatic measurements, for which second-order re-
flections cause many regions with unresolvable path overlap
(c.f. Fig. 9(a)). For cooperative measurements, increasing the
VA order is still beneficial.

Fig. 11 illustrates the influence of bandwidth on Multipath-
Coop, using Tp = 0.5 ns and Tp = 2 ns for VAs of order two.
Especially for the monostatic measurements, the occurrence
of unresolvable path overlap is significantly reduced, leading
to a clear advantage of a larger bandwidth.

VII. CONCLUSIONS AND OUTLOOK

In this article, we have introduced and validated a unified
framework for evaluating the accuracy of radio-based indoor-
localization methods that exploit geometric information con-
tained in deterministic multipath components. The analysis
shows and quantifies fundamental relationships between en-
vironment properties and the position-related information that
can potentially be acquired. This is due to two mechanisms:
(i) Diffuse multipath, which is related to physical properties
of the propagation environment, acts as interference to useful
specular multipath components. (ii) Path overlap, which relates
to system design choices as the placement of agents but also to
the given geometry of an environment, may render determinis-
tic components useless. An increased signal bandwidth allows
to counteract those effects since it improves the time-resolution
of the measurements: The power of DM thus decreases and
path overlap becomes less likely.

The framework allows for the analysis of different measure-
ment setups: For instance, (i) in absence of synchronization,
position information can be extracted from the time-difference
between MPCs. The need for clock-offset estimation reduces
thereby the positioning accuracy in comparison to a syn-
chornized setup. (ii) Cooperation between agents increases
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the available position-related information, but the uncertainty
of the unknown positions of agents acting as anchors partly
levels this effect. (iii) With monostatic measurements, the VAs
move synchronously with the agents, which leads to a scaling
of the information provided by MPCs. These MPC-geometry-
dependent scaling factors lie between zero and two w.r.t. a
conventional bistatic measurement.

The quantification of position-related information, as pro-
vided by the presented framework, can be used for designing
positioning and tracking algorithms (e.g. [24], [29], [30]). The
proper parametrization of the underlying geometric-stochastic
channel model optimizes such algorithms and provides valu-
able insight for system design choices such as antenna place-
ments and signal parameters. Algorithms that can learn and
extract these environmental parameters online from measure-
ments may achieve such optimization without the need for
manual system optimization and are thus an important topic
for further research on robust indoor localization.

APPENDIX A
FIM FOR ORTHOGONAL MPCS

For a sampled received signal, the covariance matrix of
AWGN and the DM is written as

Cn = σ2
nIN +Cc = σ2

nIN + S̄HSν S̄ (A.1)

where S̄ = [s0, · · · , sN−1]
T ∈ RN×N is the full signal matrix

with si =
[
s((−i)modNTs), . . . , s((N − 1 − i)modNTs)

]T
,

defined as a circulant matrix. The covariance matrix of DM is

[S̄HSνS̄]n,m =

N−1∑

i=0

TsSν(iTs)s((n− i)modNTs)

× s((m− i)modNTs). (A.2)

Using the Woodbury matrix identity, the inverse of Cn can be
written as

C−1
n =

1

σ2
n

[
IN − S̄H

(
σ2
nS

−1
ν + S̄S̄H

)−1
S̄
]
. (A.3)

In (7), this inverse is multiplied from the right by Sα, which
can be re-written as

C−1
n Sα =

K∑

k=1

αkC
−1
n sτk

=
1

σ2
n

K∑

k=1

αk

[
IN − S̄H

(
σ2
nS

−1
ν + S̄S̄H

)−1
S̄
]
sτk

where the factor S̄sτk on the very right is an autocorrelation
vector of the transmitted signal shifted to delay time τk. The
desired properties of s(t)—a large bandwidth and favorable
autocorrelation properties—imply that this autocorrelation has
most of its energy concentrated at delay τk. It hence samples
the nonstationary PDP at time τk and we can replace Sν for
each summand by a stationary PDP S

(τk)
ν = TsSν(τk)IN .

Using this assumption, we define
[
C(τk)

n

]−1
=

[
σ2
nIN + TsSν(τk)S̄

HS̄
]−1

which involves the inverse of a cyclic matrix that can be
diagonalized by a DFT. We introduce a unitary DFT matrix

W, WHW = WWH = I, and use S̄ = WS̃WH, where
S̃ = diag(

√
NWs0) is a diagonal matrix containing the DFT

of sT0 (the first row of S̄), to obtain
[
C(τk)

n

]−1
=

[
W

(
σ2
nIN + TsSν(τk)S̃

HS̃
)
WH

]−1

= W
(
σ2
nIN + TsSν(τk)S̃

HS̃
)−1

WH. (A.4)

With this, we can approximate the second summand of likeli-
hood function (7) by

[αHSHC−1
n Sα]k,k′ ≈ α∗

kαk′sHτk
[
C(τk)

n

]−1
sτk′

=

N−1∑

i=0

α∗
kαk′ |Sf [i]|2

σ2
n + Ts|Sf [i]|2Sν(τk)

exp

{−j2πi(τk − τk′ )

N

}

where Sf [i] are samples of the DFT of s0 and the exponential
accounts for the delays τk and τk′ . Approximating the sum by
an integral yields

[αHSHC−1
n Sα]k,k′ ≈

∫

f

α∗
kαk′ |S(f)|2

N0 + |S(f)|2Sν(τk)
exp {−j2πf(τk − τk′)} df.

With this expression, the diagonal elements of submatrix ΛA

of the FIM can be written as

[ΛA]k,k = Er|ψ

{
−∂2 ln f(r|ψ)

∂τk∂τk

}
(A.5)

≈ 8π2|αk|2
∫

f

f2 |S(f)|2
N0 + Sν(τk)|S(f)|2

df

=
8π2

N0
SINRk

∫

f

f2|S(f)|2 N0 + TpSν(τk)

N0 + |S(f)|2Sν(τk)
df

= 8π2β2SINRkγk

where β2 =
∫
f
f2|S(f)|2df is the mean square bandwidth

of s(t), SINRk = |αk|2/(N0 + TpSν(τk)) is the signal-
to-interference-plus-noise ratio (SINR) of the k-th MPC,
and γk = β2

k/β
2 is called bandwidth extension factor, ex-

pressing the influence of the whitening. The latter relates
the mean square bandwidth of the whitened pulse β2

k =∫
f
f2|S(f)|2 N0+TpSν(τk)

N0+|S(f)|2Sν(τk)
df to β2. Its value is a function

of the interference-to-noise ratio TpSν(τk)/N0. Note that s(t)
is assumed to be normalized to unit energy. Hence we have
|S(f)|2 = Tp for |f | ≤ 1/(2Tp) if s(t) has a block spectrum.

APPENDIX B
JACOBIAN OF VA POSITION W.R.T. ANCHOR POSITION

We want to find a simple expression for ∂p
(ξ)
k /∂p(ξ). We

restrict our derivation on a single VA of a specific node
w.l.o.g., so we drop all ξ, k-indexing and use a simpler notation
∂pVA/∂p. As explained in Section I, pVA is obtained by
mirroring p on walls Q times where Q is the VA order. We use
index q for this iteration and refer to the intermediate positions
as p̃q where p̃0 = p and p̃Q = pVA. We need to express pVA
as a function of p and room geometry. We account for the
latter by considering walls with line equations

y − yq = tan(ζq)(x − xq) (B.1)
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where ζq is the wall angle and dq = (xq, yq)
T is an offset

vector. We obtain the q-th position by mirroring position q−1
on the q-th wall, or more formally

p̃q = Mir(p̃q−1, ζq,dq) . (B.2)

where Mir is defined as the mirroring operator. Starting at
q = Q and using recursive substitution down to q = 0, we get

pVA = Mir(. . .Mir(Mir(p, ζ1,d1), ζ2,d2) . . . , ζQ,dQ) .
(B.3)

The mirroring operation is given by

Mir(p̃q−1, ζq,dq) = M(ζq)(p̃q−1 − dq) + dq (B.4)
= M(ζq)p̃q−1 +

(
I−M(ζq)

)
dq

where we use a mirror matrix that acts w.r.t. a line through
the origin at angle ζq ,

M(ζq) =

[
cos(2ζq) sin(2ζq)
sin(2ζq) − cos(2ζq)

]

= Rot(2ζq)
[

1 0
0 −1

]
= Rot(2ζq)F (B.5)

and can be decomposed into a rotation by 2ζq , Rot(2ζq) and
a sign-flip F in the second dimension. M(ζq) has eigenvalues
{−1,+1} and bears analogies to rotation. For breaking down
(B.3), we prefer the latter form of (B.4) because of the
separated p̃q−1-summand. By carefully repeated application,
we obtain a formula

pVA = M(ζQ) · p̃Q−1 +
(
I−M(ζQ)

)
dQ

= M(ζQ)M(ζQ−1) · p̃Q−2 +

M(ζQ)
(
I−M(ζQ−1)

)
dQ−1 +

(
I−M(ζQ)

)
dQ

= . . . =

(Q−1∏

q=0

M(ζQ−q)

)
p +

Q∑

q=1

(Q−q∏

q̃=1

M(ζQ+1−q̃)

)
(I−M(ζq))dq (B.6)

where the derivative w.r.t. p is just the leading product of
mirror matrices. Transposition reverses multiplication order

(
∂pVA

∂p

)T

=

Q∏

q=1

M(ζq) . (B.7)

To resolve this product, we derive a pseudo-homomorphism
property of the mirror matrix. We note that both F and M(ζ)
are symmetric, orthogonal, and self-inverse. Thus, M(ζ) =
Rot(2ζ)F implies M(ζ)F = Rot(2ζ). We rearrange the
product of two mirror matrices

M(ζa)M(ζb) = M(ζa)M(ζb)
T = Rot(2ζa)FFTRot(2ζb)T

= Rot(2ζa)I Rot(−2ζb) = Rot(2(ζa − ζb))

and obtain the property

M(ζa)M(ζb) = M(ζa − ζb)F . (B.8)

Applying (B.8) to (B.7) (Q − 1)-times the Jacobian of a VA
position w.r.t. its respective anchor’s position yields

(
∂pVA

∂p

)T

= M(ζ̄)FQ−1 = Rot(2ζ̄)FQ (B.9)

where we refer to ζ̄ := ζ1 − ζ2 + . . . + (−1)Q−1ζQ =∑Q
q=1(−1)q−1ζq as the effective wall angle, where index q

iterates the order of occurrence of walls during MPC reflection
or VA construction.

APPENDIX C
DELAY GRADIENT FOR THE MONOSTATIC SETUP

We transform the initial gradient from Appendix B into a
magnitude-times-unit-vector form by component-wise applica-
tion of basic trigonometric identities. This yields an insightful
expression for the monostatic case, cf. (24). We consider

e(φ)− e((−1)Qφ+ 2ζ̄) =

[
cos(φ)− cos((−1)Qφ+ 2ζ̄)
sin(φ)− sin((−1)Qφ+ 2ζ̄)

]

=



2 sin

(
((−1)Q+1)φ+2ζ̄

2

)
sin

(
((−1)Q−1)φ+2ζ̄

2

)

2 cos

(
((−1)Q+1)φ+2ζ̄

2

)
sin

(
− ((−1)Q−1)φ+2ζ̄

2

)


 .

By defining symbols for the arguments that contain φ depend-
ing on the even/odd parity of Q

O :=
(−1)Q − 1

2
φ+ ζ̄ =

{
ζ̄ If Q is even
ζ̄ − φ If Q is odd

E :=
(−1)Q + 1

2
φ+ ζ̄ =

{
ζ̄ + φ If Q is even
ζ̄ If Q is odd

we further get

e(φ)− e((−1)Qφ+ 2ζ̄) = 2 sin(O) e
(
E − π

2

)

=

{
2 sin(ζ̄)e(φ + ζ̄ − π

2 ) If Q is even
2 sin(ζ̄ − φ)e(ζ̄ − π

2 ) If Q is odd . (C.1)

APPENDIX D
DERIVATION OF THE NSYNC CRLB

Synchronized anchors: In order to derive the 3 × 3 EFIM
IIIp,ǫ we need to repartition the transformation matrix J by
combining the submatrices H(j) and L(j) = l

(j)
syn to G(j) =

[H(j), l
(j)
syn]. Applying the transformation leads to

IIIP = JTIIIψJ = (D.1)



∑
j∈Nj

(
G(j)

)T
Λ

(j)
A G(j)

(
G(1)

)T
Λ

(1)
B · · ·

(
G(J)

)T
Λ

(J)
B

(
Λ

(1)
B

)T
G(1) Λ

(1)
C

...
. . .(

Λ
(J)
B

)T
G(J) Λ

(J)
C



.

The 3× 3 EFIM is then given as the sum over the EFIMs of
the corresponding anchors

IIIp,ǫ = (D.2)
∑

j∈Nj

(
G(j)

)T[
Λ

(j)
A −Λ

(j)
B

(
Λ

(j)
C

)−1(
Λ

(j)
B

)T]
G(j).

Cognitive Localization and Tracking using Multipath Channel Information

– 205 –



When neglecting path overlap, this reduces to

IIIp,ǫ =
∑

j∈Nj

(
G(j)

)T
Λ

(j)
A G(j), (D.3)

which leads finally to (32).
Asynchronous anchors: The result for IIIθ (D.1) is also valid

when considering asynchronous anchors, provided that we
respect L(j) = L

(j)
asyn and G(j) = [H(j),L

(j)
asyn]. We apply the

blockwise inversion lemma twice, first to derive the EFIM
IIIp,ǫ (note that now ǫ is a vector), and then again to proof the
additivity of the EFIMs III(j)p .

The EFIM IIIp,ǫ is now a square matrix of order 2+J . It can
be expressed as in (D.2), but taking account of the changed
definition of G(j). We can write its structure as

IIIp,ǫ =
∑

j∈Nj


 III(j)A III(j)B(
III(j)B

)T

III(j)D


 , (D.4)

with III(j)A ∈ R2×2, III(j)B ∈ R2×J and III(j)D ∈ RJ×J . Further
evaluation yields, that only the j-th column of III(j)B is nonzero,
and the sum over III(j)B can be written as

∑

j∈Nj

III(j)B =
[
b(1), . . . ,b(J)

]
, b(j) ∈ R2, (D.5)

meaning that each column is determined by the contribution
of a different anchors. Similarly, III(j)D has only one nonzero
entry

[
III(j)D

]
j,j

, leading to

∑

j∈Nj

III(j)D = diag
([
III(1)D

]
1,1

, . . . ,
[
III(J)D

]
J,J

)
. (D.6)

Rewriting IIIp,ǫ (D.4) and again applying the blockwise inver-
sion lemma yields the additivity of the EFIMs III(j)p :

IIIp =
∑

j∈Nj

III(j)A −
1[

III(j)D

]
j,j

b(j)
(
b(j)

)T

=
∑

j∈Nj

III(j)p . (D.7)

The involved terms are defined by

III(j)A =
(
H(j)

)T(
Λ

(j)
A −Λ

(j)
B

(
Λ

(j)
C

)−1(
Λ

(j)
B

)T)
H(j),

[
III(j)D

]
j,j

=

K(j)∑

u=1

K(j)∑

v=1

[
Λ

(j)
A −Λ

(j)
B

(
Λ

(j)
C

)−1(
Λ

(j)
B

)T]
u,v

,

and

b(j) =
(
H(j)

)T(
Λ

(j)
A −Λ

(j)
B

(
Λ

(j)
C

)−1(
Λ

(j)
B

)T)
[1 . . . 1]T1×K(J) .

APPENDIX E
DERIVATION OF THE MULTIPATH-COOP CRLB

The EFIM for the cooperative setup is defined as

IIIP = HTdiag
(
Λ(1,1), . . . ,Λ(1,M), . . . ,Λ(M+J,M)

)
H,

being of size 2M × 2M . It can be written with subblock H
from (42) in the canonical form (40). Matrix Λ(j,m) is defined
in (41). The canonical form decomposes the EFIM IIIP into

contributions from independent transmissions inbetween the
agents or between agents and fixed anchors. Matrix IIIP con-
sists of the following subblocks for η, η′ ∈ Nm = {1, . . . ,M},

[IIIP]η,η
′

2×2

=
∑

j∈(Nm∪Nj)

∑

m∈Nm

(
H(j,η,m)

)T
Λ(j,m)H(j,η′,m) (E.1)

where H(j,η,m) stacks the spatial delay gradients (21) as
defined in Section IV. Considering that only summand (j,m)
of (E.1) contributes to a block, for which either index j or
index m equals η or η′, we get the following subblocks:

1) Off-diagonal blocks η 6= η′:

[IIIP](η,η
′)

2×2 =
(
H(j,η,m)

)T
Λ(j,m)H(j,η′,m)

∣∣∣
j=η,m=η′

+
(
H(j,η,m)

)T
Λ(j,m)H(j,η′,m)

∣∣∣
j=η′,m=η

=
(
H

(η,η′)
An

)T
Λ(η,η′)H

(η′,η)
Ag

+
(
H

(η′,η)
Ag

)T
Λ(η′,η)H

(η′,η)
An ,

using the definitions for H(η,η′)
An and H

(η,η′)
Ag from Section IV-1.

With H
(η,η′)
An = H

(η′,η)
Ag (Section IV-1) and Λ(η,η′) = Λ(η′,η)

we get

[IIIP](η,η
′)

2×2 = 2III(η,η
′)

C = 2
(
H

(η′,η)
Ag

)T
Λ(η′,η)H

(η,η′)
Ag . (E.2)

2) Diagonal blocks η = η′:

[IIIP]η,η2×2 =
(
H(η,η,η)

)T
Λ(η,η)H(η,η,η)

+
∑

j∈Nm\{η}
m=η

(
H(j,η,m)

)T
Λ(j,m)H(j,η,m)

+
∑

m∈Nm\{η}
j=η

(
H(j,η,m)

)T
Λ(j,m)H(j,η,m)

+
∑

j∈Nj

(
H(j,η,η)

)T

Λ(j,η)H(j,η,η)

=
(
H

(η)
Mo

)T
Λ(η,η)H

(η)
Mo

+
∑

j∈Nm\{η}

(
H

(j,η)
Ag

)T
Λ(j,η)H

(j,η)
Ag

+
∑

m∈Nm\{η}

(
H

(η,m)
An

)T
Λ(η,m)H

(η,m)
An

+
∑

j∈Nj

(
H

(j,η)
Ag

)T
Λ(j,η)H

(j,η)
Ag

using again H
(η,η′)
An and H

(η,η′)
Ag from Section IV-1 and H

(η)
Mo

from Section IV-2. With H
(η,m)
An = H

(m,η)
Ag and Λ(j,m) =

Λ(m,j) due to reciprocity, we get

[IIIP](η,η)2×2 = III(η)Mo + 2
∑

m∈Nm\{η}
III(m,η)
Ag +

∑

j∈Nj

III(j,η)An

= III(η)Mo + 2III(η)Ag + III(η)An (E.3)

which implicitly defines the contributions from monostatic
measurements, bistatic measurements inbetween agents, and
bistatic measurements between agents and fixed anchors.
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Abstract—Multipath-assisted localization is a promising con-
cept for cooperative agent networks to guarantee robust and
accurate positioning in indoor environments with harsh radio
channel characteristics. It uses two types of measurements: (i)
bistatic measurements between agents and (ii) monostatic (bat-
like) measurements by the individual agents. This paper presents
an in-depth analysis of the position-related information provided
by monostatic measurements. The CRLB on the position error is
computed and used to analyze the impact of the indoor geometry
and to find the limitations of such measurements. A general form
of multipath delay gradients, crucial terms in the CRLB relating
geometry and channel parameters, is derived for this purpose.

I. INTRODUCTION

Multipath-assisted indoor localization [1]–[3] is able to ro-
bustly achieve a high level of accuracy in indoor environments
with harsh multipath conditions. Ultra-wideband (UWB) sys-
tems provide the needed separability of multipath components
(MPCs). With an a priori known floor plan, these MPCs
can be linked to the local geometry and used as (additional)
virtual anchors (VAs) [4]. All other, not geometrically modeled
propagation effects constitute interference to the exploitable
position-related information and are called diffuse multipath
(DM) [5]. Our work [2] has shown the significant increase
in performance when using prior knowledge of a geometric-
stochastic channel model.
In [6] we showed that multipath-assisted concepts are ap-
plicable to a cooperative setup where agents perform two
types of measurements (cf. Figure 1): (i) bistatic measurements
between agents and (ii) monostatic (bat-like) measurements.1

pTX = p1

pRX

p2

p3

p4

(a) Bistatic VAs

p

p1

p2

p3

(b) Monostatic VAs

Fig. 1. Virtual anchors (VAs) on an exemplary indoor wall corner for bistatic
and monostatic measurements. For (a), the LOS path is considered as VA p1

at pTX . For (b), p = pRX = pTX holds.

In the bistatic case, one agent acts as anchor and the cooper-
ating partner agent is localized. An agent in monostatic mode
acts as both transmitter and receiver, and the received signal
represents an image of the surrounding geometry.2 The joint
Cramér-Rao lower bound (CRLB) on the position error was
analyzed in [3] for the cooperative approach, where monostatic
contributions arise as additive Fisher information, valuable
for self-localization [7], [8] for tracking agents over time. A
related cooperative SLAM approach was studied in [9].
This paper presents an in-depth analysis of the position-related
information provided by monostatic measurements, using a
general form of multipath delay gradients and the CRLB on the
position error. Monostatic measurements alone are unsuitable
for robust agent localization. They do provide valuable ranging
information to surrounding walls but geometric ambiguities are
hard to resolve. The analysis of the monostatic CRLB reveals
the position-related information content of such measurements,
but also their limitations. Our key contributions are:

1) Derivation of the spatial multipath delay gradient, which
connects geometry with the channel parameters. The
general result covers all bistatic and monostatic setups.

2) Investigation of the CRLB on the monostatic position
error using the previously derived gradients.

The paper is structured as follows. Section II introduces the
used indoor UWB signal model and the relationship between
position error CRLB and multipath delay gradients. Section
III rigorously derives said gradient as a function of room
geometry and node position. Section IV evaluates monostatic
VA types and gives numerical results of the monostatic CRLB
over an example room. Section V concludes the paper.
Notation: All vectors are column vectors and written bold-
face. Jacobians ∂y/∂x have dimension dim y × dimx but
gradients ∂s/∂x are column vectors dimx × 1. e(φ) =
[cos(φ), sin(φ)]T is a unit vector of tilt angle φ.

II. PROBLEM FORMULATION

A. Signal Model
We suppose a transmitted UWB pulse s(t) of duration Ts and
employ for the received signal the model [1], [3]

r(t) =

K∑

k=1

αks(t− τk) + (ν ∗ s)(t) + w(t) (1)

Gregor Dumphart thanks the co-authors for supervising his master’s
thesis at the Signal Processing and Speech Communication Laboratory of
Graz University of Technology, which resulted in the research at hand.

1The terms bistatic and monostatic are well-established in radar.
2Think of a bat navigating in a cave: It emits ultrasonic sound, listens to

the echoes and in this way estimates its position w.r.t. the nearby cave walls.
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over a total of K considered paths. τk ∈ R+ are path delays,
αk ∈ C complex path amplitudes and k ∈ {1 . . .K}. K
is equivalent to the number of visible virtual anchors (VAs)
at agent position p. Diffuse multipath (DM) is modeled as
zero-mean Gaussian random process ν(t) with autocorrelation
Rν(τ, u) = Sν(τ)δ(τ − u), where we assume uncorrelated
scattering. w(t) is additive white Gaussian noise (AWGN) with
two-sided power spectral density (PSD) N0/2.
Figure 1 illustrates the concept of multipath-assisted indoor
localization: In Figure 1(a), a transmitter at position pTX

isotropically sends an UWB pulse s(t). The received signal
includes, besides the line-of-sight path, reflections of the room
walls, shown by the blue lines. These reflected paths can
be modeled geometrically using VAs at positions pk, mirror
images of the anchor w.r.t. walls that can be computed from
the a priori known floor plan [10]. Since transmitter and
receiver are separate, we call this the bistatic setup. For
monostatic measurements, shown in Figure 1(b), the agent
is both receiver and transmitter collocated at p, and acts as
anchor for itself with its own set of VAs at pk. In a cooperative
multipath-assisted indoor localization setup [3], [6], both types
of measurements are being used in order to perform robust,
unambiguous position estimation.
The distance between agent pRX and VA pk equals the actual
path length cτk [4], [11] where c is the speed of light. Thus

τk =
1

c
||pRX − pk||2 (2)

constitutes the main link between geometry and signal model.
We consider two-dimensional localization3, i.e. pRX,pk ∈ R2.

B. CRLB on the Position Error

We want to obtain an estimate p̂ of agent position p from the
received signal r(t) by exploiting the knowledge of the VA
positions {pk}, in presence of DM and AWGN.
The position-related parameter vector θ = [pT ℜαT ℑαT]T

where nuisance parameters ℜα,ℑα are the real and imaginary
parts of amplitudes α = [α1 . . . αK ]T. IIIθ is the Fisher
information matrix (FIM) of θ. As described in [1], [3], [11],
only the upper left block of its inverse [III−1

θ ]2×2 =: III−1
p is

relevant to position estimation. IIIp is called equivalent Fisher
information matrix and yields the CRLB on the position error

Er|θ{(p̂− p)(p̂− p)T} ≥ III−1
p .

The position error bound (PEB) is then the root of the trace

P(p) =

√
tr(III−1

p ) . (3)

IIIθ is connected to signal model (1) by the chain rule

IIIθ =
∂ψ

∂θ

T

IIIψ
∂ψ

∂θ
(4)

where matrix IIIψ is the FIM of the channel parameter vector
ψ =

[
τT,ℜαT,ℑαT

]T with τ = [τ1 . . . τK ]T holding the
delays. IIIψ is given by likelihood function f(r|ψ) through

IIIψ = Er|ψ

{(∂ ln f(r|ψ)
∂ψ

)(∂ ln f(r|ψ)
∂ψ

)T
}
. (5)

To obtain a more insightful expression for IIIp, we break down
the submatrices of Jacobian (4) and channel FIM IIIψ (5) to

∂ψ

∂θ
=

[
∂τ/∂p 0K×2K

02K×2 I2K×2K

]
, IIIψ =

[
ΛA ΛB

ΛT
B ΛC

]
(6)

where ΛA ∈ RK×K , ΛB ∈ RK×2K , ΛC ∈ R2K×2K are
specified in Appendix C. By expanding the products of (4)
using (6) and employing blockwise inversion lemma [3], [11],
we obtain

IIIp =
∂τ

∂p

T (
ΛA −ΛBΛ

−1
C ΛT

B

) ∂τ

∂p
. (7)

The term in brackets describes the delay information of MPCs
αks(t− τk) in the noisy r(t). The subtractive term represents
the impact of path overlap which is significant whenever there
is a pair of overlapping MPCs, i.e. k, k′ that fulfill |τk−τk′ | <
Ts, but essentially zero otherwise [12].
The Jacobian ∂τ/∂p translates delay information into position
information. The underlying gradients ∂τk/∂p are determined
by the surrounding room geometry at the current agent posi-
tion. They show very particular behavior in the monostatic
case, which is the focus of this paper.
For further analysis on the impact of the gradients on local-
ization accuracy, we simplify (7) for non-overlapping MPCs.
Then, ΛB is zero and ΛA diagonal, which by [11, eq. (15)]
allows for decomposing IIIp into a sum over MPCs

IIIp = 8π2β2
K∑

k=1

SINRk
∂τk
∂p

· ∂τk
∂p

T

(8)

where SINRk = |αk|2/(N0 + TsSν(τk)) is the signal-to-
interference-plus-noise ratio [3] and β the effective bandwidth.

III. SPATIAL DELAY GRADIENTS

A. Gradient Derivation in General Form

As per (2), the length of the k-th path is

cτk = ‖pRX − pk‖ =
√
(xRX − xk)2 + (yRX − yk)2

and the gradient w.r.t. some position p ∈ {pRX,pTX} is4

c
∂τk
∂p

=
xRX − xk√

(xRX − xk)2 + (yRX − yk)2
∂(xRX − xk)

∂p

yRX − yk√
(xRX − xk)2 + (yRX − yk)2

∂(yRX − yk)

∂p

= cos(φk)

(
∂xRX

∂p
− ∂xk

∂p

)
+ sin(φk)

(
∂yRX

∂p
− ∂yk

∂p

)

=

(
∂pRX

∂p
− ∂pk

∂p

)T

· e(φk)

3We refrain from a general 3D treatment because, to our current knowl-
edge, results and especially derivation steps involving rotation matrices turn
out considerably more complicated than in the 2D case. Fortunately, a 2D
treatment is often sufficient for typical right-angled indoor environments.

4We refer to nodes as RX and TX by communications engineering habit,
even though the particular roles and the signal flow direction is irrelevant in
this context. This reciprocity is later emphasized by (22) and Figure 3.
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where e(φk) = (pRX −pk)/‖pRX −pk‖. Jacobian ∂pRX/∂p is
identity if p = pRX and zero otherwise. VAs pk are a function
of pTX and room geometry, thus ∂pk/∂p is nonzero only for
p = pTX. This motivates the use of indicator functions:

1RX(p) :=

{
1 If p = pRX

0 If p 6= pRX
(9)

c
∂τk
∂p

=

(
1RX(p) · I2×2 − 1TX(p) ·

∂pk

∂pTX

)T

· e(φk) (10)

Jacobian ∂pk/∂pTX, the last missing piece, is comprehensively
derived in the following section.

B. Derivation of the Virtual Anchor Jacobian

We derive Jacobian ∂pk/∂pTX in closed form as a function
of node position and indoor geometry. Thereby, we examine
the characteristics of the underlying reflections. We consider a
fixed MPC, so w.l.o.g. we drop index k and write ∂pVA/∂pTX.
Derivation and notation are guided by Figure 2.

pTX = p̃0

p̃1

p̃2 p̃3 = pVA

φ

γ1

γ2

γ3

Fig. 2. Exemplary construction of a virtual anchor pVA via intermediate
anchors p̃q by Q-fold mirroring of pTX on the walls in such order as defined
by the MPC at hand. Here, Q = 3, γ1 = 3π/8, γ2 = 0, γ3 = π/2.

We introduce index q ∈ {1, . . . , Q} to iterate the VA construc-
tion where Q is the VA order (the number of reflections of the
MPC at hand). Each q-step involves a particular wall, which
we model with a line equation

p′ = t · e(γq) + dq,

where t ∈ R, γq ∈ (−π,+π] is the angle of the q-th
wall,5 and dq ∈ R2 is a wall offset vector. In order to
obtain the Jacobian, we have to find a representation pVA =
f(pTX, γ1,d1, . . . , γQ,dQ) first. pVA is obtained by mirroring
pTX on walls Q times. We refer to intermediate positions as
p̃q with the understanding that p̃0 = pTX and p̃Q = pVA.
We obtain the q-th intermediate anchor position by mirroring
position q − 1 on the q-th wall, or more formally

p̃q = S(p̃q−1, γq,dq)

where function S denotes mirroring. Considering pVA = p̃Q

and by using recursive substitution down to q = 0, we get

pVA = S(. . .S(S(pTX , γ1,d1), γ2,d2) . . . , γQ,dQ) . (11)

Appendix A concretizes the mirroring function

S(p̃q−1, γq,dq) = M(γq) · (p̃q−1 − dq) + dq (12)
= M(γq) · p̃q−1 +

(
I−M(γq)

)
· dq (13)

where we use mirror matrix M(γq) that acts w.r.t. a line
through the origin with angle γq,

M(γq) :=

[
cos(2γq) sin(2γq)
sin(2γq) − cos(2γq)

]

=R(2γq) ·
[

1 0
0 −1

]
= R(2γq) ·F . (14)

Thus, mirroring M(γq) is the composition of sign-flip F in
the second dimension

F =

[
1 0
0 −1

]
(15)

and rotation R about angle 2γq.6,7 For breaking down (11),
we prefer (13) with the separated p̃q−1-summand. Repeated
application, where non-commutative matrices require care,
yields an involved closed-form formula

pVA =

(Q−1∏

q=0

M(γQ−q)

)
pTX +

Q∑

q=1

(Q−q∏

q̃=1

M(γQ+1−q̃)

)
(I−M(γq))dq .

Fortunately, the derivative w.r.t. pTX is just the leading product

∂pVA

∂pTX

=

Q−1∏

q=0

M(γQ−q) .

Transposition and symmetry M(γq)
T = M(γq) give

(
∂pVA

∂pTX

)T

=

Q∏

q=1

M(γq) . (16)

To resolve this product, we use a pseudo-homomorphism
property of the mirror matrix derived in Appendix B,

M(γ)M(β) = M(γ − β) ·F. (17)

By (Q− 1)-fold application of (17) in (16), we obtain
(
∂pVA

∂pTX

)T

= M
(
γ1 − γ2 + γ3 − . . .+ (−1)Q−1γQ

)
·FQ−1

= M(γ̄) · FQ−1 = R(2γ̄) ·FQ (18)

where (14) was used. We define the effective wall angle of the
VA or MPC at hand

γ̄k =

Qk∑

q=0

(−1)q−1γk,q , (19)

an oscillated sum of the wall angles γk,q involved in the
reflection8 of the k-th path.

5In this context, we do not consider wall boundaries t ∈ [a, b].
6Mirroring is hence also termed rotoreflection or improper rotation [13].
7M(γq) has eigenvalue 1 along e(γq), i.e. in parallel to the wall,

and −1 perpendicular. This, with (12), formally reveals key properties of S:
• Invariance of parallel moves S (p+ t · e(γ), γ,d) = S(p, γ,d)+t·e(γ).
• Mirroring S (p+ t · e(γ + π/2), γ,d) = S(p, γ,d)− t · e(γ + π/2).
• Arbitrary choice of offset S (p, γ,d+ t · e(γ)) = S(p, γ,d).

8For a bistatic LOS path, Qk = 0 and (19) is an empty sum, thus γ̄k = 0.
This makes our formalism compatible with conventional anchor utilization.
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C. Gradient Summary and Conclusions

Using (18) in (10) and the geometric meanings of F and
R(2γ̄k) leads to the final result for the spatial delay gradient:

c
∂τk
∂p

=

(
1RX(p)·I− 1TX(p)·R(2γ̄k)·

[
1 0
0 (−1)Qk

])
· e(φk)

= 1RX(p) · e(φk)− 1TX(p) · R(2γ̄k) · e((−1)Qkφk)

= 1RX(p) · e(φk)− 1TX(p) · e((−1)Qkφk + 2γ̄k) (20)

where γ̄k is the effective wall angle (19) and φk is the angle
of arrival of the k-th path. Indicator functions were defined in
(9) and suggest the following case analysis.
For bistatic cases pRX 6= pTX, only one summand of (20)
remains for a fixed choice p ∈ {pRX,pTX}. Particularly,

∂τk
∂pRX

=
1

c
e(φk),

∂τk
∂pTX

= −1

c
e((−1)Qkφk + 2γ̄k) . (21)

Bistatic gradients w.r.t. TX can be simplified with the trivial
property of forward and reverse path lengths being equal, i.e.
τk = τ rev

k and so ‖pRX − pk‖ = ‖pTX − prev
k ‖.9 The concept

is shown in Figure 3. Considering switched roles for pRX and
pTX then suggests

∂τk
∂pTX

=
∂τ rev

k

∂pTX

=
1

c
e(φrev

k ) . (22)

Then, (22) in (21) gives the (from a geometrical optics per-
spective) intuitive angle relation φrev

k = (−1)Qkφk +2γ̄k + π.

pTX
pRX

τ revk

τk

φkpk

φrev
k

prev
k

Fig. 3. Forward and reverse paths of a bistatic MPC and the corresponding
VAs and angles of arrival.

In the monostatic case, we are facing a single mobile p =
pTX = pRX and so both summands of (20) remain.

∂τk
∂p

=
1

c

(
e(φk) + e(φrev

k )
)

=

{
2
c sin

(
γ̄k

)
e
(
φk + γ̄k − π

2

)
If Qk is even

2
c sin

(
γ̄k − φk

)
e
(
γ̄k − π

2

)
If Qk is odd (23)

Formula (23) has magnitude-times-direction form which is
often useful for assessing monostatic reflections.

IV. RESULTS

A. Evaluation of Monostatic Virtual Anchor Types

We write the general gradient as magnitude times direction

∂τk
∂p

=
1

c
ake(µk)

where ak represents spatial sensitivity and e(µk) is the di-
rection of greatest change of τk. Monostatic gradients (23)

satisfy 0 ≤ ak ≤ 2 while bistatic gradients (21) are of constant
magnitude ak = 1. The reason is the two summands in (20):
They represent changes in path length due to movement of pRX

and pTX, respectively. For bistatic gradients, only one influence
is active at a time, and the characteristics of either are alike,
cf. (22). Monostatic gradients are affected by both, so the two
influences may add up or cancel, depending on the multipath
geometry, and thus allow for zero or double sensitivity.
Knowing the spatial delay gradients, we use (8) to write FIM
IIIp as a sum of contributions from the individual VAs

IIIp =
8π2β2

c2

K∑

k=1

SINRk a2k e(µk)·e(µk)
T

where e(µk) · e(µk)
T is a ranging direction matrix10 [11].

The above sum reveals that each MPC contributes one-
dimensional position information in direction e(µk), scaled by
the individual SINR and the square of spatial sensitivity ak [3],
[11]. For bistatic cases, a technical evaluation is facilitated by
ak = 1 and was done in [1]. For monostatic cases, ak depends
heavily on the multipath geometry, which necessitates further
investigation.

p pkγk,1 = γ̄k

(a) Qk=1 VA: γ̄k=γ1 = φk± π
2

, ak=2, ∂τk/∂p= 2
c
e(φk).

p

(b) Qk = 2 parallel walls VA: γ̄k = 0, ak = 0, ∂τk/∂p = 0.

p
pk

(c) Qk = 2 corner VA: γ̄k = ±π
2

, ak = 2, ∂τk/∂p = 2
c
e(φk).

p

pk

(d) Qk = 2 arbitrary VA: γ̄k = γ1 − γ2, ak = 2 sin(γ̄k),
∂τk/∂p = 2

c
sin

(
γ̄k

)
e
(
φk + γ̄k − π

2

)
, cf. (23) even case.

Fig. 4. Monostatic VAs of order 1 and 2 and their properties for significant
indoor geometries. The orange vector field illustrates the spatial delay gradient
∂τk/∂p and thus the direction of position information provided by the VA.

Figure 4 shows four important types of monostatic VAs in
indoor setups. Figure 4(a) shows a first-order VA (i.e. a single
reflection), providing position information orthogonal to the

9τ rev
k , prev

k are just temporary symbols used to show the reciprocity idea.
10e(µk) · e(µk)

T has eigenvalue 1 towards e(µk) and 0 perpendicular.
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wall with twice the sensitivity ak than in bistatic cases (e.g.,
with anchors). Second-order reflections between parallel walls
are useless for localization because of their constant delay:
Figure 4(b) shows that the path length is twice the room
width, independent of agent position.11,12 The gradient of the
rectangular corner VA from Figure 4(c) is radially pointing
away from the corner and has double sensitivity. For an
arbitrary second-order VA like in Figure 4(d), the behavior
is a mixture of the parallel and corner cases, depending on
the wall angle mismatch.
VAs of order Qk ≥ 3 are insignificant in practice [10]
since their SINR is usually below detectability, due to limited
reflectivity of construction materials and path loss. Also, the
PEB (3) is dominated by the few highest-SINR paths [12], so
even detectable paths of Qk ≥ 3 would contribute very little.

B. Numerical Results for the Monostatic PEB

We assume a raised-cosine pulse of duration Ts = 1ns on
an fc = 7 GHz carrier. Like in [3], we set the power delay
profile Sν(τ) of DM to a double-exponential (time constants:
5ns rise, 20ns decay). We use AWGN with double-sided PSD
N0/2 such that ELOS/N0 = 80dB at 1m of propagation.
Figure 5 shows the floorplan of an example room, where
the CRLB on the monostatic position error (3) is shown for
agent positions therein. First-order and second-order corner
VAs with −3dB ·Qk attenuation are considered. The possible
localization performance is particularly promising for agent
positions close to the room corners. This is because an accurate
position estimate requires high-SINR ranging information (i.e.,
low path loss and DM interference) in both horizontal and
vertical directions, which is best provided by the nearest
first-order VAs. Path overlap (PO) inevitably causes poor
performance in certain regions: overlap of nearby first-order
VAs leads to a performance drop along the room’s symmetry
axes. The parabola-shaped outage regions close to walls are
due to a corner VA and an adjoining first-order VA having low
delay separation there.
Figure 6 shows the upper left 3m× 3m corner of the previous
room for different assumptions. We observe how the addi-
tional consideration of second-order VAs helps performance
in principle, but also leads to severe problems with PO.
For quantitative analysis, Figure 7 shows the CDF of PEB over
the entire floor plan for pulse duration Ts = 1 ns and different
maximum VA orders (1 and 2). For the neglected PO case, one
can observe that the PEB decreases when adding higher-order
VAs (dashed lines). Obviously, PO leads to a degradation of
the PEB, since useful position information is lost. This effect is
even stronger when Qk ≤ 2, which is mostly due to overlap of
first-order and corner paths close to walls, as described earlier.

11This property could prove useful in indoor mapping, i.e. estimation of
an unknown floor plan from reflections. Observing those MPCs whose delays
are invariant under agent movements could extend approaches like [14].

12The reverse path has the same constant length, causing inevitable overlap
and singular Λ′

C ,IIIp when both VAs are considered. This problem affects all
higher-order paths with non-coinciding directions of departure and arrival.
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Fig. 5. Position error bound (PEB) of monostatic localization over a simple
L-room. VAs are of order Qk ≤ 2 and path overlap (PO) is considered.

Neglect Overlap Consider Overlap

VA
or

de
rs

=
1

VA
or

de
rs

≤
2

Fig. 6. The upper left 3m × 3m corner of the room in Figure 5 for different
parameters. Here, the value range [white, black] =̂ [10−2.5m, 10−1.5m].

V. CONCLUSIONS

The CRLB on the position error of monostatic multipath-
assisted indoor localization has been decomposed into Jaco-
bians of multipath delays over agent position and the Fisher
information matrix of signal model parameters. To compute
the Jacobians, we formulated the spatial gradients of multipath
delays. This general result shows that the influence of room
geometry reduces to a single scalar quantity, termed effective
wall angle. We analyzed the gradient for the most significant
types of monostatic VAs to understand their behavior. The
latter could be used for measuring room dimensions.
Numerical results show that, besides outage regions caused
by path overlap, monostatic concepts are applicable for highly
accurate node localization. However, monostatic position es-
timation is intrinsically ambiguous and utilizing it for robust
localization is possible only as part of a more sophisticated
concept, e.g. a cooperative approach.
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APPENDIX A
PROOF OF MIRRORING FORMULA (12)

Recall definition (15) of F and (14) of M(γ). To find a for-
mula for mirror image S(p, γ,d) of p about wall γ, d, we first
switch to a more suitable coordinate system where wall and
horizontal axis coincide. To do so, we move the origin onto the
wall by subtracting d and then compensate the wall angle with
rotation R(−γ), so p moves to p′ = R(−γ)(p − d). Now,
mirroring equals a simple vertical flip p′

mir = Fp′. Lastly, we
undo coordinate transformations pmir = R(γ)p′

mir+d. Broken
down to p, the mirror image is located at

S(p, γ,d) = pmir = R(γ)FR(−γ)(p− d) + d .

Some basic trigonometry reveals R(γ)FR(−γ) = M(γ), thus

S(p, γ,d) = M(γ)(p− d) + d .

APPENDIX B
PROOF OF MIRROR MATRIX PROPERTY (17)

Mirror matrices M(γ) are symmetric and orthogonal and thus
self-inverse. Sign-flip F = M(0) inherits these properties. Ro-
tation is a well-known homomorphism R(γ)R(β)= R(γ+β).
Definition M(γ) = R(2γ)F from (14) implies R(2γ) =
M(γ)F. We rearrange the following product to derive the
desired pseudo-homomorphism property of the mirror matrix:

M(γ)M(β) = M(γ)M(β)T = R(2γ)F
(
R(2β)F

)T

= R(2γ)FF−1R(2β)T = R(2γ)R(−2β)

= R(2(γ − β)) = M(γ − β) · F
APPENDIX C

LIKELIHOOD FUNCTION AND FISHER INFORMATION
MATRIX OF SIGNAL MODEL PARAMETERS

The likelihood function (LHF) of the sampled received signal
r in AWGN and diffuse multipath (DM) is given as [1], [3]

f(r|ψ) ∝ exp
{
2ℜ

{
rHC−1

n Sα
}
−αHSHC−1

n Sα
}

(C.1)

where S = [sτ1 , . . . , sτK ] ∈ RN×K is the signal matrix con-
taining delayed versions sτk = [s(Ts−τk), . . . , s(NTs−τk)]

T

of the sampled transmit pulse and Cn = σ2
nIN×N +Cc is the

noise co-variance matrix. AWGN samples have variance σ2
n =

N0/Ts; the elements of the DM co-variance matrix are given
by [Cc]n,m = Ts

∑N
i=1 Sν(iTs)s(nTs − iTs)s(mTs − iTs).

Using (C.1) in (5) yields FIM IIIψ (see (6)), whose submatrices
are given [3] as follows:

ΛB = [ΛR
B ΛI

B], ΛC =

[
Λ′

C 0
0 Λ′

C

]

[ΛA]k,k′ = 2ℜ
(
αkα

∗
k′

(∂sτk′

∂τk′

)H

C−1
n

∂sτk
∂τk

)

[ΛR
B ]k,k′ = 2ℜ

(
αk

(
sτk′

)H
C−1

n

∂sτk
∂τk

)

[ΛI
B]k,k′ = 2ℑ

(
αk

(
sτk′

)H
C−1

n

∂sτk
∂τk

)

[Λ′
C]k,k′ = 2ℜ

((
sτk

)H
C−1

n sτk′

)
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Abstract—Assisted living (AL) technologies, enabled by tech-
nical advances such as the advent of the Internet-of-Things,
are increasingly gaining importance in our ageing society. This
article discusses the potential of future high-accuracy localization
systems as a key component of AL applications. Accurate
location information can be tremendously useful to realize, e.g.,
behavioral monitoring, fall detection, and real-time assistance.
Such services are expected to provide older adults and people
with disabilities with more independence and thus to reduce
the cost for caretaking. Total cost of ownership and ease of
installation are paramount to make sensor systems for AL
viable. In case of a radio-based indoor localization system, this
implies that a conventional solution is unlikely to gain widespread
adoption because of its requirement to install multiple fixed nodes
(anchors) in each room. This paper therefore places its focus on
(i) discussing radiolocalization methods that reduce the required
infrastructure by exploiting information from reflected multipath
components and (ii) showing that knowledge about the propa-
gation environment enables localization with high accuracy and
robustness. It is demonstrated that new millimeter-wave (mm-
wave) technology, under investigation for 5G communications
systems, will be able to provide cm-accuracy indoor localization
in a robust manner, ideally suited for AL.

Index Terms—Assisted living technologies, localization, loca-
tion aware communications, ultra-wideband systems, mm-wave
systems, fundamental limits, channel models

I. INTRODUCTION

The robust provisioning of accurate location information is
a key enabler for AL systems. A recent survey on ambient
intelligence in healthcare [1] illustrates the wide range of
applications that could be supported by a cm-accuracy indoor
positioning system alone: Activity recognition, behavioral
pattern discovery, anomaly detection, and decision support
methods can all be based on such a sensor modality. Appli-
cation examples include behavioral monitoring to assess the
physical and mental health of individuals, emergency (fall)
detection to alert caretakers or emergency services, real-time
assistance to provide context awareness to medication manage-
ment systems (to remind—for instance—to take medications
before/during/after meals) or as an orthotic and rehabilitation
tool for individuals suffering from cognitive decline, geofenc-
ing for people with dementia, and even as a navigation aid for
visually impaired (see [1] and the references therein).

However, as of today, the technologies for indoor localiza-
tion have not converged towards a unique winning approach,
hence the topic is still subject of research and competitions [2].
Among the many location sensing methods proposed [3]–
[9], active or passive radiolocalization1 are most promising,

1In active localization, devices to be localized are equipped with a radio
device participating in the communication, which is not the case in passive
localization [10].

because radio transceivers can be integrated in existing devices
like smartphones and built at small form factors with low
power consumption. Video cameras and microphones [11]–
[13], for example, suffer from occlusions and a lack of
acceptance because of privacy concerns. But the influence of
the dense multipath radio channel in indoor environments still
makes accurate and robust radiolocalization a challenging task.
Ultra-wideband (UWB) signals have been shown to deliver
excellent accuracy, since they allow for a separation of the
multipath components (MPCs) [14]–[17]. Hence, on the one
hand, the direct signal path can be isolated from interfering
MPCs; on the other hand, position-related information in later-
arriving MPCs becomes accessible as well and turned into an
advantage [18].

Unfortunately, dedicated technology is required to imple-
ment traditional UWB systems operating in the microwave
band (at 3.1 − 10.6 GHz). With the advent of mm-wave
communications in the 60GHz band [19]–[21], a UWB lo-
calization system could operate synergetically with an existing
communication system, e.g. using the IEEE 802.11ad standard
[22]. Furthermore, 60 GHz regulations allow much higher
transmit power compared to microwave UWB systems. Beam-
forming technologies proposed for these systems [19] perfectly
complement the needs of the localization system and vice
versa: also the beamforming algorithms will benefit from the
location information and from environmental radio maps, i.e.
spatial characterizations of the propagation channel that can
be estimated and tracked in realtime. Location awareness is
created, which is beneficial for different layers of the protocol
stack of a communications system [23].

The reduction of the required infrastructure is of key
importance for a viable localization system for AL. At the
same time, localization with high accuracy and robustness is
needed. This paper discusses a range of multipath-assisted
localization approaches that actively take environmental prop-
agation information into account to cope with these seemingly
conflicting requirements. Even with only a single anchor
node within each room, highly-accurate and robust location
estimates can be obtained [18], [24], [25]. As a side effect, this
method also reduces the amount of electromagnetic radiation,
possibly increasing its acceptance by users. High accuracy and
robustness are more easily achieved with active systems [18],
[24] where the user has to wear, e.g. a bracelet as illustrated
in Fig. 1, while passive systems [25], [26] prevent the risk of
lacking user compliance.

This paper highlights the following issues:
• A model of the received signal using a geometry-based

stochastic channel model and the concept of virtual
sources/anchors. This leads to an environment model
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Fig. 1. Illustration of a high-accuracy, multipath-enabled indoor localization
system for assisted-living applications. Information from reflected signals
(such as the exemplary rays depicted) can be exploited if the geometry of
the environment is taken into account.

that describes the localization capability in a specific
environment.

• Performance limits for indoor localization employing
multipath propagation, showing the relevance of geomet-
rically modeled MPCs.

• Algorithms for multipath-assisted localization and track-
ing: Maximum likelihood localization, tracking filters
with data association, algorithms for passive localization
and multi-target identification.

• Experimental and numerical results demonstrating the
localization accuracy and robustness using a current
experimental microwave-band system and the potential
performance of a mm-wave system.

• Discussions and conclusions, evaluating the usefulness of
the presented concepts for accurate and robust localiza-
tion as a key component of an AL system.

Creating the proposed infrastructure, developing the ap-
propriate distributed processing algorithms, and validating
the applications in challenging AL environments will require
significant multidisciplinary work over the coming years.

The remainder of this paper is structured as follows: Section
II discusses the signal modeling and the resulting performance
bounds for multipath-assisted localization. The separated text
box contains details on the models and derivations. An exten-
sive overview over multipath-assisted localization and tracking
algorithms together with representative results is found in
Section III, while the discussion of mm-wave systems for
localization is given in Section IV. The paper is wrapped up
with a summary and conclusions in Section V.

II. SIGNAL MODELS AND PERFORMANCE BOUNDS

A suitable signal model supporting the analysis of a
multipath-assisted localization system requires a description
of the geometry to address the position dependence of signal
features and stochastic elements to represent signal impair-
ments and noise. We hence use a geometry-based stochastic
channel model to describe the signal transmitted from a mobile
agent node to a fixed anchor node (or the other way around,
from anchor to agent). The received signal is thus modeled as

a convolution of a UWB transmit pulse s(t) with the channel

r(t) =

K∑

k=1

αks(t− τk) + s(t) ∗ ν(t) + w(t) (1)

where the sum accounts for K deterministic MPCs with
complex amplitudes {αk} whose delays {τk} yield useful
position-related information, while the stochastic process ν(t)
represents diffuse multipath (DM) which is interference to
these useful components. The signal w(t) denotes white Gaus-
sian measurement noise at power spectral density (PSD) N0.
We assume a unit-energy pulse s(t), such that the energy of
the k-th MPC is given as |αk|2. DM is everything that is not
or can not be described by the deterministic components. It is
modeled as a (Gaussian) random process with auto-covariance
E{v(t)v∗(τ)} = Sν(τ)δ(t−τ), where Sν(τ) is a power delay
profile (PDP) accounting for the non-stationary variance of the
DM in the delay domain [27].

We assume that the result of a possible linear beamformer is
already incorporated in r(t). Beamforming will have an impact
on the energies |αk|2 and the DM, but for simplicity we do
not indicate these dependencies in our equations.

To describe the localization environment, we propose a
model for the signal-to-interference-plus-noise ratios (SINRs)
of MPCs along with their propagation delays. The delays are
deterministically related to the geometry at hand. We model
the delay τk of the k-th MPC using a virtual anchor (VA)
[18], [28] at position ak, yielding τk = 1

c‖p − ak‖, where
p is the position to be determined and c is the speed of
light. For reflections at plane surfaces, the positions of the
VAs can be computed straightforwardly: physical anchors are
simply mirrored w.r.t. the planes; iterated mirroring operations
account for higher-order reflections [27].

The SINR of the k-th component is defined as

SINRk =
|αk|2

N0 + TpSν(τk)
(2)

relating the useful MPC energy |αk|2 to the combined effects
of the noise and the interfering DM. The latter is characterized
by its PDP at the corresponding delay. The influence of the
DM scales with the effective pulse duration Tp, i.e. with the
inverse of the bandwidth of the measurement signal.

The model for the received signal in (1) enables the deriva-
tion of a Cramér-Rao lower bound (CRLB) on the position
estimation error. (The derivation is briefly discussed in boxed
text.) Using the information inequality, we obtain a bound for
the position error as Er|p

{
‖p̂− p‖2

}
≥ tr{J−1

p }, where the
square root of the right hand side is defined as the position
error bound (PEB), p̂ is the estimated position and Jp is the
equivalent Fisher information matrix (EFIM) [29]–[32]. The
EFIM can be written—under the assumption of resolvable,
“non-overlapping” MPCs (see also the boxed text)—in the
form [27]

Jp =
8π2β2

c2

K∑

k=1

SINRkJr(φk) (3)

where β denotes the effective (root mean square) bandwidth
of the measurement signal and Jr(φk) is a rank-one matrix
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Fig. 2. Position error bound (PEB) and tracking results for Tp = 0.5 ns,
fc = 7GHz, and a single fixed anchor. The PEB (3) has been computed
from estimated SINRs (2); grey crosses are 60 positions used for this SINR
estimation [18]. Solid and dashed ellipses denote the standard deviation
ellipses corresponding to the CRLB and to the error covariance matrices of
an extended Kalman tracking filter, respectively, at several points along two
trajectories. These ellipses are enlarged by a factor of 20 for better visibility.

with an eigenvector pointing along the angle of arrival (AoA)
φk of the k-th MPC. This simple, canonical form of the EFIM
allows for important conclusions regarding localization:

• Each geometrically modeled (deterministic) MPC yields
additional position-related information which is quanti-
fied by its SINR value. In fact, the range d̂k estimated
from the k-th MPC has an error variance bounded as
var

{
d̂k

}
≥ c2/(8π2β2SINRk); i.e. the SINRs indicate

the uncertainties of the MPC ranges.
• The equations relate to the system parameters (e.g. band-

width expressed by β and Tp), the environment model
(the SINR values), and the geometry (the AoAs) and thus
indicate the expected performance in a specific scenario.

Figure 2 shows an evaluation of the PEB according to (3)
for a single fixed anchor, for SINR values estimated from
measured channel impulse response data [33]. The evaluation
takes into account the visibility of the VAs across the floor plan
but it assumes a “global” model of SINRs for the entire room
shown2. Two-dimensional positioning is considered here; the
measurement data have been acquired over a bandwidth of
2 GHz at a 7 GHz carrier [33]. According to this result, the
expected precision lies in between one and ten centimeters for
most of the area.

The figure provides a prediction of the spatial distribution

2To create a more detailed picture, one could estimate individual SINR-sets
for different parts of a room or even estimate the SINR values online [34].

of the achievable performance. It can thus be considered as
an indication for the robustness of the localization system for
a specific environment. As mentioned in Section II, the set of
VAs and the quantification of their relevance as given by the
SINR model represents an environment model which reflects
the potential localization accuracy. Using (2) and (3), the
influence of system parameters, such as the signal bandwidth,
can be quantified.

III. ALGORITHMS FOR MULTIPATH-ASSISTED
ENVIRONMENT-AWARE LOCALIZATION

For the practical application of a multipath-assisted posi-
tioning and tracking system, two core challenges need to be
tackled. (i) Algorithms are needed that can properly exploit the
position-related information provided by each MPC; and (ii)
algorithms are needed that can estimate the required side in-
formation, i.e. the environment model. Efficient solutions must
be able to capture the relevant information from measurements
at a reasonable computational complexity.

A. Multipath-assisted Localization and Tracking

Fig. 3 shows the block diagram of a multipath-assisted
tracking scheme that is based on a Bayesian tracking filter
[18], [33]. A core component of this scheme is the data
association block. It associates, at each timestep n, the arrival
times of a number of MPCs to the predicted delays. The
arrival times (collected in the set Zn) are estimated from
the received signal rn(t) by a high-resolution maximum-
likelihood channel estimation algorithm; the predicted delays
are computed from the VA positions {ak} (collected in the set
An) and the predicted agent position p̂−

n . The data association
is needed to identify the potential (virtual) signal sources, to
discard false detections due to dense multipath, and to ignore
missing arrival-time measurements. It has been accomplished
in [18], [33] using a constrained optimal subpattern assignment
approach [35]. This means that the predicted and estimated
MPC delays are matched using combinatorial optimization
with the constraint that associations at a distance larger than
a so-called cut-off distance are discarded. The output of the
data association block, i.e the positions of the associated VAs
An,ass and corresponding MPC delays Zn,ass, are fed into the
tracking algorithm as measurement inputs.

In the upper branch of the block diagram, the SINR model
is updated, which reflects the reliability of the range measure-
ments: the SINRs are estimated using past measurements of
the MPC amplitudes [34]. The SINRs can also be estimated
from offline training data [18]. Using this side information,
the tracking filter can perform an appropriate measurement
weighting of the extracted delays [18]. Furthermore, the SINRs
allow for relevance determination: the overall set of VAs An

can be reduced to a set of relevant VAs Ãn. Also geometric
considerations, like the visibilities of certain VAs, can be
incorporated at this stage [33].

Fig. 4 illustrates the efficiency of this approach based on
experimental data in the microwave-UWB band at a bandwidth
of 2GHz [18], [33]. It compares the CDFs of the position
errors for algorithms having different levels of environment
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Fig. 3. Block diagram of state space tracking and data association scheme using MPC range estimates. The input is the received signal rn(t), the overall
output is the estimated agent position p̂+

n at timestep n. The estimation is performed using the environment model represented by the memory blocks.

models available. The data have been obtained on 25 mea-
surement trajectories with two fixed anchors. Trajectory points
were spaced by 5 cm, while the different trajectories were
obtained by shifting the entire tracks in 1 cm steps. An
algorithm that exploits SINR information (red curves) obtains
excellent robustness and accuracy: all 25 runs have similar
performance with 90% of the errors below 4 cm. Without
SINR information (black and gray), 10 of 25 runs diverge.
This occurs mostly in a short part of the trajectory where the
LOS to one of the anchors is lost, being a strong indication of a
reduced robustness. The overall CDF for the 15 non-diverging
runs is shown by the black bold dashed line; 90% of the
errors are within 7 cm. Tracking results are also observable in
Fig. 2, showing two example trajectories and the performance
using only a single anchor. The standard deviation ellipses
of the tracking filter match those corresponding to the CRLB
and indicate the relevance of position information available in
different directions.

Fig. 4 also shows the influence of a correction of the VA
positions which has been done to refine the environment model
in comparison to a VA model computed from the floorplan.
A maximum a-posteriori (MAP) estimator has been used for
this refinement, employing a set of training data at known
locations. The performance without this MAP refinement is
indicated by the blue dash-dotted curve. It shows a similar
robustness but a reduced accuracy. We see this result as an
evidence that the SINR model improves the robustness, while
the VA-position refinement is needed to optimize the accuracy.

The environment model, e.g. the SINR information, thus is
the key to obtain efficient tracking algorithms; not only in
terms of achieving optimal performance, but also in terms
of complexity: The set of relevant VAs in a scenario is
significantly smaller than the overall set of VAs that would
be taken into account by visibility considerations [18]3. By
also considering the uncertainty of the VA positions in the
environment model, i.e. including the VAs to the state space,
the position refinement can be done online at low complexity
[34], eliminating the need for training measurements. Process-

3Usually, the number of MPCs carrying relevant information is on the order
of 5–10 per radio link.
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Fig. 4. CDFs of the position error ǫ = ‖p̂+
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and fc = 7GHz. Thin dashed lines show the individual 25 runs over the
trajectories. Red and gray indicate the performance of the EKFs with and
without estimated SINRs. Bold lines denote the total performance for all runs,
the dashed line indicates the performance without SINRs on all non-diverging
runs (15 out of 25).

ing steps such as environment model tracking and relevance
determination are potential features of a cognitive localization
system. “Cognition” is aimed at understanding the surrounding
world as found for instance in human visual perception (cf.
[36], [37]).

The presented tracking approach naturally makes use of the
position estimate obtained in the previous time step. Hence,
an initialization strategy is also needed, i.e. a localization
algorithm. Reference [24] proposes a maximum likelihood
estimation algorithm based on (4). The important role of DM
is taken into account by directly estimating the corresponding
PDP Sν(τ) from the sampled received signals. No data asso-
ciation is necessary, since the entire received signal is used.
In this way, a similar performance is achieved as in Fig. 4.
Examples of the likelihood as a function of position p are
shown in Section IV for mm-wave measurements.

This maximum likelihood approach can also be used in a
tracking manner, resulting in particle-filter-based implementa-
tions of the scheme in Fig. 3. Although such algorithms have
increased computational complexity, they provide enhanced
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using specular multipath, for which one example path is shown. Grey squares
indicate geometrically expected VAs, blue and red square-cross markers with
uncertainty ellipses (30-fold) represent discovered VAs. An agent tracking
result is shown in black with an error ellipse (100-fold).

robustness because the particles can represent multiple position
hypotheses. This helps to avoid cases where Kalman filter-
based schemes diverge.

B. Simultaneous Localization and Mapping Using Multipath
Channel Information

How the environment model information can be obtained in
practice, remains as a problem. In particular in assisted living
scenarios, “plug-and-play” installation is of prime importance.
That is, ideally, the environment model has to be acquired
“online” while the system is in operation. Simultaneous lo-
calization and mapping (SLAM) is a well-known approach
to learn a map of the environment with a mobile agent and
at the same time to localize the agent within this map [38].
Its application to multipath-assisted indoor localization has
been discussed in [34]. In this case, the learned map contains
the data of the environment model, the VA positions and the
SINR values; i.e. the requirement of plug-and-play installation
is fulfilled. In [39], a structure-from-motion approach has
been proposed to also estimate the agent and (virtual) anchor
locations simultaneously from a set of UWB measurements.

The SLAM algorithm presented in [34] includes map fea-
tures (the VA positions) within a joint state-space of a tracking
filter with the agent and thus updates the VAs whenever
new data are available. Again a data association is needed
for this purpose, which has been accomplished by a similar
subpattern assignment approach as discussed before. Sets of
associated past measurements are then used to estimate the
current SINR values. Non-associated measurements Zn,ass,
on the other hand, are grouped by their delays and used

to compute “candidate” VAs that will be included in the
environment model, if observed for a sufficiently long time.
These new VAs are described by the set Anew

n shown in Fig 3.
It has been demonstrated in [34] that a 2D-map can be

constructed with no prior information about the scenario other
than the absolute positions of two fixed anchors. Fig. 5 shows
an illustrative example of this SLAM approach, which has
been obtained from the same measurement data as the CDFs in
Fig. 4. Grey squares indicate the positions of some “expected”
VAs computed from the floor plan. Discovered VAs are shown
by red (Anchor 1) and blue (Anchor 2) square-cross markers;
their marginal position covariance matrices are indicated by
standard deviation ellipses, enlarged by a factor of 30 for better
visibility. The corresponding true agent trajectory is indicated
in grey. The current estimated agent position is shown by the
red dot; its standard deviation ellipse is in black (enlarged by
a factor of 100).

As shown in the figure—after 68 time steps—a number
of relevant VAs have been identified that match very well
with the geometrically computed VAs. Some of these VAs
have only been associated for a few time steps, corresponding
to rather large variances due to large geometric dilution of
precision and/or low SINR values (e.g. MPC “A1 door and
left window”). On the other hand, some VAs already have
converged accurately to their true location (e.g. MPC “A1
blackboard”). Falsely discovered VAs often show a very large
variance of their associated amplitudes, corresponding to a low
SINR. Thus, their influence on the tracking process remains
limited. The overall tracking performance almost matches up
the performance of the approach discussed in Fig. 4. 90% of
the errors are within 4.4 cm. Assuming the availability of side
information, e.g. from an inertial measurement unit (IMU),
we expect that the robustness of this SLAM algorithm against
divergence gets even higher.

C. Passive Localization Exploiting Multipath

As mentioned above, passive localization has the great
advantage that no specific user compliance is necessary—
in other words, the person to be helped does not need to
remember to carry a specific device. At the same time,
the passive principle makes it more challenging to handle
multipath. While in an active system, localization can be
achieved based on the triangulation with line-of-sight paths,
in passive localization we have to base it on “direct paths"
that go from the transmitter, via reflection at the target, to the
receiver. Furthermore, these “direct paths" are embedded in
background paths—paths that propagate from transmitter to
receiver without participation of the target—and the delay of
the background paths can be larger or smaller than those of
the direct path. Secondly, there are also indirect paths, which
involve reflection at both target and additional objects. And
analogously to active localization, where the LOS path might
be shadowed off, the direct path might be blocked. This overall
makes target localization much more difficult.

Despite these difficulties, passive vital sign monitoring
has a long history (the main motivation used to be in a
military/surveillance context, but the principles can be applied
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to AL as well). Narrowband Doppler radar was used to detect
the presence of breathing already in the 1970s. However,
this does not allow to localize the breathing person, and is
thus of somewhat limited utility for AL applications. A more
promising approach seems to be the use of wideband MIMO
radar. Ref. [40] demonstrated a prototype that could precisely
localize a person and track the small-scale movement of the
chest that occurs during breathing from a distance of several
meters away. This was enabled with a sounding waveform
extending over 7 GHz bandwidth (within the UWB band from
3 to 10 GHz), combined with an 8-element transmit array,
and high-resolution (iterative maximum-likelihood estimation)
evaluation. Most noteworthy, the localization can be achieved
without a direct path, as long as the environment (location
of walls), etc., is known. The figures in [40] demonstrate the
relative location of the echo reflected from head and chest
when the target is breathing in or breathing out.

The situation is more difficult when more than one possible
target is present. In contrast to active devices that send out
unique signatures and thus allow identification of all associated
signals, it is difficult (and often impossible) to distinguish be-
tween the multipath components belonging to different targets.
Such multi-target localization is another difficult but important
problem—obviously, in many AL situations (e.g., elder care
homes), multiple targets might be present simultaneously, and
if they are moving, their trajectories might intersect. From
an algorithmic point of view, we have to distinguish the
cases where transmitter and receiver have multiple antenna
elements (and thus can resolve directions of the echoes), versus
the (much more difficult) case of distributed single-antenna
transceivers (e.g., [41]).

In addition to localization and tracking, radio signals may
be used for the reconstruction of a 3D map of the surround-
ing environment, e.g. to assist people with impaired vision
capabilities. This is of course strongly related to the mapping
task of the SLAM approach. The “passive” reflections of the
radio waves from the environment are exploited together with
additional reflections from targets and walls. A single sensor
through-the-wall radar with data association is discussed in
[25], multipath-assisted through-the-wall imaging in [26]. The
suitability of UWB radars for mapping, imaging, and also
breathing detection was shown in [42]. Recently, the concept
of the personal radar has been proposed as a smartphone-
centric low cost solution for the navigation and mapping
problem [43]. A personal radar could be an additional feature
offered by 5G smartphones, exploiting mm-wave massive
antenna arrays with electronic pencil-beam steering capability
and high ranging accuracy. The small wavelength of mm-wave
technology permits to pack a massive antenna array in pocket-
size space [44]. In fact, mm-wave technologies could provide
a most suitable platform for the purpose of high-accuracy
localization for AL, as discussed next.

IV. MM-WAVE LOCALIZATION SYSTEMS FOR ASSISTED
LIVING

Insights gained so far show the promising features of a
multipath-assisted indoor localization system. However, the

price to pay is a very large signal bandwidth, to enable the
separation of MPCs at sufficiently high SINRs. Microwave-
band UWB systems can fulfill this promise, but their mass-
market adoption seems unlikely [9], given the recent develop-
ments of indoor wireless systems. For conventional wireless
systems it would also be possible to utilize the phase evolution
of the MPCs for precise localization and tracking [45]. This
technique, however, requires large arrays for separating the
MPCs at moderate bandwidths and hence might not be relevant
in an AL context. 5G wireless systems—on the other hand—
will include ultra-wideband radios in the mm-wave frequency
band. The IEEE 802.11ad standard [22], for example, already
defines an air-interface for a 2 GHz bandwidth system in
the 60 GHz frequency band. Beamforming and tracking of
MPCs are key elements of such systems. Despite the promising
features of mm-wave systems for localization, only few papers
address this aspect so far, and even less discuss measurement
data and realistic channel models [46], [47].

This section highlights the great potential of mm-wave tech-
nologies for realizing multipath-assisted indoor localization.
We analyze, for this purpose, exemplary measurement data
discussed in [19], [20] that mimic the intended AL application
scenario. It is shown that a single access point provides
enough position-related information to enable high accuracy
localization. A properly parameterized environment model is
a key ingredient to achieve this.

A. Measurement Scenario and Setup

The mm-wave channel measurements of [19], [20] are
MIMO measurements with 7x7 locations on both TX and RX
sides obtained by a vector network analyzer. In the intended
application, one array assumes the role of the agent to be
localized, while the other corresponds to the anchor, i.e.
the fixed infrastructure. (The floorplan is shown in Fig. 7a.)
The measurement grid on the agent side was moved to 22
different locations in the room. Both LOS and obstructed
LOS (OLOS) situations have been measured; the latter were
obtained using a laptop screen to shadow the direct link to the
anchor. These measurements have been conducted at a center
frequency of 63GHz. To mimic the IEEE 802.11ad standard
[22], we selected a subband of 2GHz from the total measured
bandwidth of 4GHz, using a raised cosine filter (cf. [33]).

B. Measurement Results

We first analyze the SINRs of the MPCs as defined in
(2), i.e. the ratio of the useful energies of the deterministic
MPCs to the interference by DM and AWGN. The SINRs
are estimated using the technique of [18], [33], a method-of-
moments estimator operating directly on the MPC amplitudes.
In this way, the PDP Sν(τ) does not explicitly have to be
estimated. We use the array positions on the anchor-side to
provide the required signal ensemble. The array at the agent-
side is used to show the potential of beamforming. In a
practical setup, it may be advantageous to implement the
beamforming at the anchor side, i.e. at the infrastructure,
where the array has a known orientation, while at the agent
side, low-complexity terminals may be used that have only one
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Fig. 6. (a) Estimated SINRs of selected reflections using Tp = 0.5 ns and fc = 63 GHz and (b) PEB for LOS, OLOS, and NLOS (complete lack of
the LOS component) scenarios. Solid lines indicate LOS measurements; while dashed and dash-dotted lines correspond to OLOS and NLOS measurements,
respectively. The x-axis labeling refers to the measurement sets acquired at different positions d1, d2, . . . , d5 as reported in [19], [20].

or a few fixed antennas. We reverse these roles here, since the
horizontal array geometry at the agent-side was better suited
for a proof-of-principle.

The estimated SINRs in Fig. 6a show the relevance of
selected MPCs in this environment for several agent posi-
tions. The LOS is the MPC providing most position-related
information. Besides the fact that it is usually the strongest
component of a radio channel, this significance is due to the
relatively low impact of DM on the LOS component at a
bandwidth of 2 GHz [33]. Interestingly, in some cases, the
SINR of the LOS component drops only slightly in the OLOS
situation, although its energy drops significantly (the average
LOS K-factor over the estimation positions decreases from
8.9 dB to −7.4 dB). This implies that the component is still
exploitable for localization. The reflected components also
show significant SINRs over the estimation points but there
is quite some location-dependence of the SINRs. It is more
pronounced than for microwave band UWB measurements
[33], highlighting the need for online estimation (tracking) of
the environment model, as explained in Section III-B and [34].

Fig. 6b shows the PEB corresponding to the estimated
SINRs of Fig. 6a. The PEB is a measure of the potentially
achievable localization accuracy, hence highly-accurate single-
anchor localization is possible in this scenario. The PEB
increases only slightly in the OLOS situations, due to the still
significant SINR of the LOS component. Even if the LOS
component is not taken into account at all, (NLOS; the red
dash-dotted line), the agent is still localizable at centimeter
level, easily satisfying requirements of most AL applications.
A proper operation in total absence of an LOS indicates the
“good” robustness of the discussed techniques.

Fig. 7 shows the likelihood (4) for a sampled received
signal r(t) as a function of position p, evaluated over the
floorplan. It compares (a) LOS and (b) OLOS conditions
with (c) OLOS with the use of beamforming. The bold black
lines indicate the directions to the anchor, thin black lines
the directions to first-order VAs, and black dashed lines the
directions to second-order VAs. The black diamonds mark the
estimated positions of the agent. Using a maximum likelihood
positioning algorithm as in [24], an error in the centimeter

level is achieved (2 cm for the LOS and 3 cm for the OLOS
situations). Only a small degradation results in the OLOS case,
as anticipated from the analysis of the SINR values.

The potential use of beamforming shows a different great
advantage: the multimodality of the likelihood function is
reduced, which reduces the risk of converging to a wrong
local maximum. Large modes at locations farther away from
the true agent position are suppressed due to the angular
resolution of the array antenna. Note, however, that MPC
delays are still responsible for providing a high accuracy in a
direction orthogonal to the LOS path. Without the processing
of multipath, we would see a smooth maximum (along the
circle) in stead of a sharp peak. The likelihood function in Fig.
7c has been computed by using a phased-array beamformer for
each exploited MPC. This is achieved by coherently adding the
signals at the agent-side array positions, taking into account
the relative phase shifts that correspond to the known arrival
angles of the MPCs. The figure exemplary shows that such
a processing, envisioned for 5G mm-wave communication
systems, can greatly improve the robustness of the localization,
since many local maxima can be ruled out.

V. DISCUSSION AND CONCLUSION

This paper envisions accurate and robust indoor localization
as a key sensing modality of an AL systems. It has been shown
that awareness to the signal propagation conditions enables the
robustness and allows to reduce the needed infrastructure. Ex-
perimental, measurement-based results support the discussion
of theoretical findings.

A geometry-based stochastic model of the received signal
allows the derivation of theoretical position error bounds and
thus provides the theoretical background for a number of
multipath-assisted localization and tracking algorithms. More
specifically, an environment model, consisting of a geometrical
model (based on VA positions) and a measurement uncertainty
model (based on the SINR of MPCs), yields insight in
the potential location information that can be acquired at a
certain position, in a certain environment. Several algorithms
have been discussed that exploit such information: Maximum
likelihood localization, tracking filters with data association,

Cognitive Localization and Tracking using Multipath Channel Information

– 221 –



8

0 1 2 3 4 5 6 7

0

1

2

3

4

5

6

7

x[m]

y
[m

]

right
w

allcu
pb

oa
rd

panel

Anchor 1

(a) log(p(r|ψ)) LOS

0 1 2 3 4 5 6 7

0

1

2

3

4

5

6

7

x[m]

y
[m

]

right
w

allcu
pb

oa
rd

panel

Anchor 1

(b) log(p(r|ψ)) OLOS

0 1 2 3 4 5 6 7

0

1

2

3

4

5

6

7

x[m]

y
[m

]

right
w

allcu
pb

oa
rd

panel

Anchor 1

(c) log(p(r|ψ)) OLOS, beamforming

Fig. 7. Likelihood function over the floor plan for (a) LOS, (b) OLOS situation, and (c) OLOS situation with phased-array beamforming. The position error
of the MLE is 2 cm and 3 cm for LOS and OLOS situations, respectively. Bold black lines show the directions to the anchors, thin black line the directions
to first-order VAs, and black dashed lines the directions to second-order VAs. The black diamonds mark the estimated positions of the agent.

and algorithms for passive localization. The benefit of using
this environmental information has been shown.

Future 5G mm-wave communication systems could be an
ideal platform for achieving high-accuracy indoor localization
with this concept. In addition to a large signal bandwidth,
beamforming capabilities are envisioned for such systems,
which can be exploited to make the localization and tracking
more robust and efficient. It becomes feasible to obtain accu-
rate and robust indoor localization with only a single anchor
node in a room, with a system that also serves as a standard-
compliant access point for 5G communications.

Note that vice-versa the environment model can be exploited
by the communications system. “Location awareness” is cre-
ated by providing a site-specific propagation model that can
be used to improve the robustness of the radio air-interface.
For example the arrival and departure angles of the most
significant radio paths are encoded in the environment model,
which will be useful for efficient beamsteering algorithms for
communications in highly dynamic environments, extending
the scope of the proposed concepts well beyond AL scenarios.

PROPOSED CALL-OUTS

• A cm-accuracy indoor positioning system alone enables
a wide range of AL applications.

• Radio technology is promising for positioning as low-
power transceivers can be built at small size.

• Awareness to the signal propagation conditions enables
robustness and reduces the requirements on the infras-
tructure.

• Multipath-assisted methods enable high-accuracy indoor
localization with only a single 5G access point in a room.
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APPENDIX

DERIVATION OF THE PEB

The Cramér-Rao bound is a lower bound on the error
variance of a parameter estimator. It is obtained from
the second derivative of the log of the measurement
likelihood function w.r.t. the estimation parameters,
quantifying the curvature of this likelihood function.
For an unbiased estimator, this curvature relates to the
potential measurement precision [48]. Assuming zero-
mean complex Gaussian noise processes, a likelihood
function derived from a discrete-time version of the
signal model (1) can be written as

f(r|ψ) ∝ exp
{
−(r− Sα)HCn

−1(r− Sα)
}

(4)

where r is the received signal sampled at rate 1/Ts,
the parameter vector ψ = [αT , τ T ]T stacks the
complex amplitudes {αk} and delays {τk}, S =
[sτ1 , . . . , sτK ] ∈ RN×K is the signal matrix containing
delayed versions sτk = [s(−τk), s(Ts−τk), . . . , s((N−
1)Ts − τk)]

T of the sampled transmit pulse, and the
matrix Cn = σn

2IN + Cc ∈ RN×N denotes the co-
variance matrix of the noise processes. The elements
of the DM co-variance matrix are given by [Cc]n,m =

Ts

∑N−1
i=0 Sν(iTs)s(nTs−iTs)s(mTs−iTs); the AWGN

samples have variance σn
2 = N0/Ts.

A number of analytical manipulations are needed to
obtain the insightful expressions (2) and (3) for the
CRLBa. The difficulty lies in finding the inverse of
the covariance matrix Cn. Under the assumption that
the useful components in (1) are non-overlapping, it
is fair to assume that each of these components can be
observed independently. The DM process is then treated
as stationary for each MPC at a variance defined by the
PDP at the MPC’s corresponding excess delay, Sν(τk).

Cognitive Localization and Tracking using Multipath Channel Information

– 222 –



9

We can then use the Fourier transform to compute the
inverse and obtain for the Fisher information of the k-th
delay estimate the expression [27]

Er|ψ

{
−∂2 ln f(r|ψ)

∂τk∂τk

}
≈ 8π2|αk|2 (5)

×
∫

f

f2 |S(f)|2
N0 + Sν(τk)|S(f)|2

df

(BS)
= 8π2β2SINRk

where β2 =
∫
f f

2|S(f)|2df is the mean square band-
width of (the Fourier transform S(f) of) pulse s(t),
SINRk = |αk|2/(N0 + TpSν(τk)) is the SINR of the
k-th MPC. The second line only holds for a block
spectrum (BS) |S(f)|2 = Tp for |f | ≤ 1/(2Tp); a
generalized version of this equation has been derived
in [27].

To compute the EFIM for the position vector from
the Fisher information matrix of the parameter vector
ψ, we evoke the matrix inversion lemma to account
for the nuisance parameters {αk} and a parameter
transformation to convert the delays {τk} to the position
vector p [30]. The latter requires the computation of the
Jacobian H = ∂τ/∂p, the derivative of the delays {τk}
w.r.t. position p. It describes the variation of the delays
w.r.t. the position and can assume different, scenario-
dependent forms, depending on the roles of anchors
and agents. General expressions for these spatial delay
gradients have been derived in [27]. For an MPC
arriving from direction φk we get ∂τk/∂p = e(φk)
with unit-norm vector e(φk) pointing in direction φk,
which leads to the matrices Jr(φk) = e(φk)e

T(φk) in
(3).

aIt can be intuitively argued that (4) satisfies the regularity condi-
tion required for the CRLB derivation [48] for all points within the
room: Considering a correct geometry and a sufficiently large signal
bandwidth, the likelihood has a maximum at the true position whose
spatial extent is small w.r.t. the room dimensions. It can be shown that
the regularity condition is satisfied even without these assumptions,
but this is out of scope here.
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