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Kurzfassung

Der anhaltende Trend zu vollstindig integrierten Systems-on-Chip (SoC) in denen
auch empfindliche analoge und RF Schaltungsblocke integriert werden, verlangt nach
leistungsfdhigen und komplexen Systemen zur Spannungsversorgung. Dabei kom-
men oft mehrere separate Spannungsdoménen, on-chip Spannungsregler und on-chip
Entkopplungskapazitdten zum Einsatz. Derartige Versorgungskonzepte erhéhen den
Aufwand fiir die Schaltungsentwicklung und Simulation deutlich, da parasitire Ei-
genschaften der Metallleitungen, die normalerweise nicht in Simulationen bertick-
sichtigt werden, einen dominierenden Einfluss auf Signaliibersprechen und auf die
Restwelligkeit der Versorgungsspannung haben. Eine genaue Berechnung und Mo-
dellierung der Versorgungsleitungen ist deshalb notwendig um erfolgreich Power-
Integrity-Simulationen durchfiihren zu kénnen.

Diese Dissertation stellt einen Pre-Layout-Power-Integrity-Simulationsflow vor, der
es den Schaltungsentwicklern ermoglicht das elektrische Verhalten von on-chip Ver-
sorgungsleitungen zu modellieren und in Schaltungssimulationen zu verwenden. Ein
zu Spice kompatibler Flow wurde ausgewdhlt, da nur die Rechenmethoden analo-
ger Schaltungssimulatoren eine genaue Analyse von Power-Integrity-Phdnomenen so-
wohl im Frequenz- als auch im Zeitbereich ermdoglichen, wo auch die nichtlinearen
Eigenschaften aktiver Bauelemente berticksichtigt werden. Weiters erlaubt es der Pre-
Layout-Ansatz Probleme und Schwachstellen im Versorgungskonzept bereits friih-
zeitig in der Designphase zu erkennen. Dadurch verringert sich das Risiko, dass
Power-Integrity-Probleme erst nach Post-Layout-Extraktionen sichtbar und teure ar-
beitsintensive Anpassungen an fertigen Chip Layouts notwendig werden. Da keine
Layoutdaten in der Designphase zur Verfiigung stehen, wird eine textbasierte Konfi-
gurationsdatei verwendet um die Geometrie des Versorgungsnetzwerks zu beschrei-
ben. Softwaretools wurden programmiert um diese Leitungsmodelle automatisiert zu
erstellen und in die urspriingliche Schaltung einzubauen. Der Power-Integrity-Flow
unterstiitzt hierarchische Leitungsmodelle, die auf mehrere Schaltungsblocke verteilt
und auf verschiedenen Hierarchieebenen entsprechend der zu simulierenden Schal-
tung gespeichert werden. Analoge Simulationen eines kompletten Chips mit extra-
hierten Leitungsmodellen sind in den meisten Fillen nicht moglich, da die Komple-
xitdt der Schaltungen zu grofs ist. Die neuen in dieser Dissertation vorgestellten Lei-
tungsmodelle basieren aber auf deutlich weniger komplexen Geometrien als komplet-
te Chip Layouts und ermoglichen daher effiziente analoge Schaltungssimulationen.

Diese Modelle bestehen aus Netzwerken konzentrierter RLCK Elemente, da alle
Simulationsmethoden von Spice diese effizient verwenden kénnen, wobei sowohl par-
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tielle Eigen- als auch Gegeninduktivitdten inkludiert sind um genaue Simulationen
bei hohen Frequenzen zu ermdglichen. Die textbasierten Geometriebeschreibungen
erlauben auch benutzerdefinierte Variablen und arithmetische Ausdriicke fiir alle Geo-
metrieparameter, wodurch praktische Optionen zur Skalierung und Modifikation der
Leitergeometrie moglich werden. Um ein erneutes Erstellen der Simulationsnetzlis-
ten nach jeder Modifikation von Geometrieparametern zu vermeiden, werden an-
statt fixer numerischer Werte einfache Formeln zu Berechnung der RLCK Elemente
in das Modell integriert, die direkt im Analogsimulator berechnet werden. Neue For-
meln zur Berechnung der partiellen Selbstinduktivitdt von Leitern mit rechteckigem
Querschnitt werden vorgestellt, deren Genauigkeit mit numerischen Methoden ver-
gleichbar ist, und die auch in einer modifizierten Methode zur Berechnung der Ge-
geninduktivitit verwendet werden. Auflerdem werden RF Anwendungen erméglicht
indem eine optimierte Methode zur Diskretisierung des Leiterquerschnitts zum Ein-
satz kommt, die es erlaubt den Skin Effekt mit nur drei oder fiinf Teilsegmenten zu
approximieren. Weiters werden die relevanten Algorithmen und Datenstrukturen be-
schrieben, die notwendig sind um hierarchische Leitungsmodelle mit parametrisierten
Geometriebeschreibungen per Software zu erstellen.

Abschlieflend wird die Stabilitdtsanalyse eines fiinfstufigen CMOS RF Leistungs-
verstdrkers gezeigt, die eine typische Anwendung des Power-Integrity-Simulations-
flows darstellt. Die Versorgungs- und Masseleitungen verursachen Signalriickkopp-
lungen zwischen den Verstdrkerstufen, die zu Oszillationen auf den Signalleitun-
gen fithren konnen. Deshalb musste die Verstarkung jeder einzelnen Riickkopplungs-
schleife berechnet werden um die Anordnung und Geometrie der Versorgungsleitun-
gen optimieren zu konnen. Aufgrund dieser Analysen konnte eine Leitergeometrie
definiert werden, die einen stabilen Betrieb der Schaltung unter allen Betriebsbedin-
gungen ermdglicht.
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The ongoing trend to fully integrated SOCs including sensitive analog and RF blocks
is demanding for increasingly stringent power supply requirements. Hence sophisti-
cated supply concepts are required in contemporary systems including multiple sep-
arated voltage domains, on-chip voltage regulators and decoupling capacitors. Such
power distribution concepts add significant complexity to the design and electrical
analysis process, since wire parasitics, which are normally not considered in cir-
cuit simulations, represent the dominant cause of supply ripple and crosstalk issues.
Therefore, accurate power grid extraction and modeling is crucial for successful power
integrity simulations.

A pre-layout power integrity simulation flow is presented in this thesis that en-
ables circuit designers to incorporate interconnect models handling power grids into
Spice compatible analog circuit simulation environments. A Spice compatible flow
was selected, since full featured analog circuit simulators are required to accurately
analyze power integrity phenomena of analog circuits in frequency or time domain
where computing the non-linear behavior of active devices is enabled. Moreover, a
pre-layout approach allows to detect and simulate power integrity issues early in the
design phase to reduce the risk of expensive and cumbersome redesigns when post
layout extractions would reveal critical power grid structures at the final stage of a
chip development. Since no layout data is available in this stage, a text based config-
uration file is utilized to describe the grid geometry and tools were developed that
automatically generate the interconnect models and connect them to the original cir-
cuit. The power integrity flow supports hierarchical interconnect models, which are
divided into several subcircuits and stored on different hierarchy levels according to
the original circuit structure. While analog full chip simulations including extracted
power grid models are intractable due to model and circuit complexity, the novel
power grid models presented in this thesis are derived from significantly less complex
grid geometry data and therefore enable efficient analog circuit simulations.

The interconnect models are based on lumped-element partial RLCK networks
which are handled efficiently by all Spice simulation methods, while self and mutual
inductance elements are included to allow viable RF power integrity simulations. The
text based pre-layout geometry definition provides user defined variables and arith-
metic expressions for all geometry parameters introducing convenient scaling and
customization options to the interconnect models. To avoid regenerating the netlist
after parameter alterations, compact resistance, inductance and capacitance equations
are incorporated in the power grid model to calculate the lumped element values di-
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rectly by the analog simulator, instead of using numerical computations during the
model generation. Novel partial self inductance equations for rectangular wires are
presented that provide accurate results comparable to numerical approaches, while a
modified mutual inductance calculation method exploits these self inductance equa-
tions. Additionally, an optimized volume filament approach that needs only three or
five filaments is used to approximate the skin effect, enabling the power grid model to
handle RF applications. Furthermore, algorithms and data structures are presented,
which are required to generate grid models that contain parametrized geometry de-
scriptions and circuit elements distributed over several hierarchy levels.

Finally, the stability analysis of a 5 stage CMOS RF power amplifier is presented
representing a typical application of the power integrity simulation flow. Local feed-
back loops between the amplifier stages which are closed by the power and ground
networks may lead to common mode oscillations. Thus, the loop gain had to be ana-
lyzed at the supply nodes of each stage and power grid geometry optimizations had to
be executed to identify a topology, where a stable operation may be ensured without
modifying the signal path and therefore affecting the performance of the amplifier.

Vi
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1 Power Integrity and Crosstalk of Analog
or M/S Integrated Circuits

This chapter presents the motivation of this thesis pointing out that power integrity
and crosstalk simulations are crucial tasks during the design of deep sub micron in-
tegrated circuits. After a short overview of power integrity approaches for digital
designs, the basic concept and key features of a novel hierarchical pre-layout power
integrity simulation flow for analog or mixed signal circuits are introduced.

1.1 Introduction

The development of deep sub micron integrated circuits is not only challenged by the
functional complexity or the required performance figures of design targets, but also
by phenomena like crosstalk noise, voltage drops or electromigration effects on inter-
connects. Crosstalk noise is invoked mainly by high frequency signals that propagate
via parasitic capacitance, resistance or inductance of metal interconnects to sensitive
circuit blocks, leading to functional failures or performance degradation. Moreover,
the impedance of on-chip interconnects causes static or dynamic voltage drops de-
pending on the current consumption of the circuits that may result in invalid oper-
ating conditions. This current consumption may also lead to electromigration effects
where high current densities due to small on chip wire cross-sections permanently
break metal interconnects or vias. These effects are mainly critical for power distri-
bution networks, because they typically have to conduct higher currents than signal
wires and crosstalk may even propagate to distant circuit blocks, since supply net-
works have to reach the complete chip area. Additionally, the ongoing trend to reduce
the size of active elements while increasing the their speed of operation [1], will fur-
ther increase the importance of these phenomena. Higher switching frequencies lead
to higher current consumption that has to be distributed by shrinked supply grids,
and inductive voltage drops come into play at frequencies in the GHz range [2, 3].
To mitigate these challenges, complex hierarchical interconnect technologies as illus-
trated in figure 1.1 were introduced that use dual damascene copper wires offering 9
or more metal layers together with low-k dielectrics [4, 5]. Such interconnect technolo-
gies allow a multitude of different power grid geometries, while most contemporary
chip designs also exhibit several different power domains, leading to complex power
grid design tasks. Especially mixed signal system on chips are critical where sensitive
analog blocks are combined with noisy high speed digital circuits. Rough estimations
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Figure 1.1 Cross-section of Hierarchical Interconnects - ASIC Device, published in
ITRS Roadmap 2007: Interconnects [5].

based on hand calculations are insufficient for most designs, therefore simulation tools
are required that compute the power grid impedance from layout data and the current
consumption of affected circuit blocks to enable voltage drop or crosstalk noise calcu-
lations. Moreover, it has to be noted that all power integrity simulation and design
methods have to cover also ground networks to provide meaningful analysis results.
Since both supply and ground networks are implemented equally utilizing on chip
metal interconnects, it is evident that they are handled by the same models and com-
putational methods. Therefore, throughout this thesis, all considerations, methods or
figures regarding supply grids inherently include the corresponding ground networks
if those are not specifically mentioned.

1.1.1 Power Integrity Simulation Methods

State of the art power integrity simulation methods mainly cover digital designs, be-
cause the high current density of fast switching circuits and the relatively large di-
mensions of complex designs represent the most common sources of power integrity
issues. Due to the high complexity of digital designs that may comprise of millions
of transistors, full chip power integrity simulations require computational efficient
methods. Since on-chip metal interconnects are accurately modeled by linear time
invariant systems, a considerable number of efficient approaches were developed.
Unfortunately, basic static IR drop simulations are not sufficient any more to esti-
mate functional failures in high performance digital designs where dynamic voltage
drops are dominant. Thus, more complex time domain methods as shown in [6] are
required to ensure valid simulation results. Moreover, for critical high performance
circuits, it may be necessary to incorporate inductance effects on interconnects and
the impedance of active circuits in power integrity simulations [7], while dense power
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and ground meshes limit the impact of wire inductance to long global nets.

A large group of methods reduces the computational complexity by exploiting do-
main decomposition, where large power grids are divided into separate sections in-
creasing the sparsity of the problem [8]. Such methods allow parallel computations
to simulate very large networks [9] and the original grid hierarchy may be used to
additionally reduce the problem size [10]. Moreover, algebraic model order reduction
methods [11, 12] or multi grid based methods [13] are also utilized to further improve
the efficiency of of power integrity simulations. Since power grids are modeled as
linear time invariant systems, frequency domain methods [14] similar to the small
signal AC analysis of Spice represent an effective alternative, where a final inverse
FFT is utilized to obtain the time domain supply noise. Moreover, pre-layout power
integrity analysis methods were introduced that use estimated supply grid models to
improve the floor planning process regarding power supply noise [15, 16]. Besides
avoiding expensive redesigns after completed place and route tasks, these methods
also improve the quality of power grids enabling higher clock frequencies while noise
and electromigration issues are reduced.

In contrast to analog circuits where power consumption is easily evaluated in most
applications due to constant biasing circuits, digital designs exhibit varying current
consumptions and supply noise frequencies that strongly depend on the switching
activity. Therefore, power estimation methods have to take the digital signal patterns
into account to compute valid worst case switching currents. As described in [17], two
alternative approaches to estimate the power consumption namely pattern dependent
simulation base methods or probabilistic methods are utilized. Pattern dependent
analog simulations are accurate but lead to very long simulation times, which are
not feasible for full chip simulations. Hence, to enable valid results while investing
reasonalbe computational effort, accuracy bounds for switching activity estimations
may be beneficial that allow to calculate a minimum number of required switching
patterns [18]. On the other hand, the faster but less accurate probabilistic methods rely
on signal and transition probabilities, while computational efficient approaches are
used to derive the current consumption. Monte Carlo based approaches like in [19] use
a large amount of random signals to approximately find worst case pattern, and these
results may be further improved by genetic algorithms [20]. Moreover, probabilistic
methods are useful when it is not possible to determine worst case switching pattern
easily, especially when pre-layout power integrity simulations have to rely on still
uncertain working modes like in [21], where an algorithm based on random walks is
employed, that allow efficient computations for highly regular grid structures that are
common in digital designs.

1.2 Structure of the Thesis

o Chapter 1, Power Integrity and Crosstalk of Analog or M/S Integrated Circuits: After
the introduction, this chapter continues with a presentation of the main thesis
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topic, illustrating the basic concept and key features of the hierarchical pre-
layout power integrity simulation flow for analog or mixed signal circuits.

o Chapter 2, Calculation of the Power Grid Impedance: A survey of methods to com-
pute the electromagnetic behavior of on-chip metal interconnect structures is
presented, with a focus on approaches that are useful for pre-layout power grid
models. Partial element equivalent circuits are explained in detail, since this
approach was selected for the pre-layout power grid model.

o Chapter 3, Analytical Equations for Partial Element Equivalent Circuits: Instead of
numerically computing the partial element values, the power grid models con-
tain arithmetic expressions, which are evaluated later by the circuit simulator.
Therefore, novel compact analytical self and mutual inductance equations are
introduced in this chapter that provide accurate results for most on-chip geome-
tries.

o Chapter 4, High Frequency Effects: Skin and proximity effects cannot be discarded
in RF applications. Based on the equations of chapter 3, a semi-empiric method
is introduced where a volume filament discretization approach requires only
three or five filaments per wire cross section.

o Chapter 5, Implementation Details of the Power Grid Software: Implementation de-
tails and the structure of hierarchical power grid models are described in this
chapter together with a selection of data structures and algorithms, which are
utilized to generate these models.

o Chapter 6, Stability Analysis of a Multi Stage Power Amplifier: This chapter presents
a typical application of pre-layout power grid models, enabling the stability anal-
ysis of a 5 stage CMOS RF power amplifier, where local feedback loops on the
power grid may lead to an unstable circuit. Power grid geometry optimization
runs were executed to identify a grid topology that ensures a fully functional
circuit.

o Appendix: Finally some basic electromagnetic relations, a power grid configura-
tion example and a detailed manual of the implemented tools are appended to
this thesis.

1.3 A Hierarchical Pre-Layout Power Integrity Simulation Flow

1.3.1 A Spice Compatible Simulation Flow

In contrast to traditional power integrity analysis methods for digital designs, analog
and mixed signal circuits demand a slightly different methodology. Digital power
integrity tools concentrate on the simulation of voltage drops and their influence on
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Figure 1.2 Illustration of basic circuit blocks for an RF transceiver including a typical
supply concept, where several separate supply domains are utilized.(Ground networks
are handled analogous)

signal integrity or propagation delays, and therefore allow highly optimized simula-
tion methods, whereas a reasonable analog circuit analysis is only provided by full
featured analog circuit simulators. Moreover, analog circuits may suffer from very
specific supply ripple induced effects, for example clock jitter in PLLs, distortion in
transceiver circuits or stability issues due to feedback loops as explained in more de-
tail in a subsequent chapter. Therefore, it is obvious that an analog power integrity
flow cannot provide a simple straightforward methodology for such diverse analysis
tasks. Fortunately analog circuit blocks like the transceiver front end illustrated in
figure 1.2 normally contain orders of magnitude less elements than the digital part of
an SOC where it is still feasible to perform a detailed manual power integrity analysis.
Hence, the main objective of the presented work was to introduce a power integrity
tool set and Spice compatible interconnect models that alleviate such simulation tasks
where Spice netlists may be still regarded as a standard format that is supported by
the majority of analog circuit simulators. Furthermore, the tool set integrates well
into the standard analog simulation flow allowing circuit designers to perform power
integrity analyzes within their well known design environment.

1.3.2 Considerations About Model Complexity

While analog circuit simulators already provide accurate time and frequency domain
simulations for both linear and nonlinear circuits, it is not possible to conveniently
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simulate the electrical behavior of complex metal interconnects. Post layout parasitic
extraction tools provide accurate models of the interconnects, including the power
grid, but the resulting models are as complex as the corresponding layout geometries
that were used in the extraction process. Especially grid models for RF applications
that should include inductive effects are limited to only very basic circuit structures
and analysis methods. Thus, it was one major goal of the presented work to limit
the complexity of power grid models even when mutual inductance elements are uti-
lized. Instead of using complex layout data to generate the grid models, a pre-layout
approach was selected where the geometry is described in a text based configuration
file. Since user interaction is required to obtain a grid geometry, the complexity of
these pre-layout structures is limited by practical reasons. Moreover, subcircuits are
the smallest units that are considered within the grid model and the related software
tools, similar to the dominant full custom integrated circuit CAD flow! that provides
a hierarchical symbolic approach for supply nodes named inherited connections. In-
stead of normal interconnects that have to be drawn as wires in the schematic, supply
interconnects are defined by special node names within a subcircuit and methods are
provided to inherit or to individually assign supply connections between different
subcircuits. Therefore, this approach enables a considerable more convenient han-
dling of supply networks. Obviously, the pre-layout power grid models have to reflect
this behavior to integrate seamlessly into the original design flow without modifying
the circuit structure, while this level of abstraction is also reasonable for the majority
of power integrity topics. Moreover, this approach allows hierarchical grid models as
described in more detail in chapter 6 that retain the original circuit structure. Instead
of one single grid model that connects the supply nodes of a circuit where all hier-
archy levels are removed, the pre-layout power integrity tools generate a set of small
interconnect models which are distributed over all affected circuit hierarchies.

1.3.3 Advantages of a Pre-Layout Simulation Flow

A pre-layout simulation flow enables circuit designers to perform power integrity an-
alyzes and evaluations without having to rely on chip layouts, that are normally only
available at the final stages of a design project. This flow may be very useful in concept
engineering tasks, where sensitive circuit blocks require a thoroughly designed sup-
ply concept. Instead of relying on rough hand calculations, estimations, or experiences
from earlier designs, a pre-layout flow enables engineers to accurately evaluate differ-
ent supply concepts. Moreover, the resulting grid models could be used throughout
the complete circuit design phase, because the relatively compact grid models do not
significantly extend the simulation times. Hence, power integrity or cross talk issues
may be identified and solved early during the design of the affected circuit blocks.
When post-layout parasitic extractions reveal design or layout issues, circuit redesigns
become necessary which result in cumbersome and expensive circuit and layout modi-
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Figure 1.3 An example of a parametrized grid geometry: Arithmetic expressions are
used to define the coordinates of a wire endpoint P that relies on the user defined
variables xq, yp, Wi and d.

fications. The presented pre-layout models help to avoid such tasks considering power
integrity topics, where redesigns normally involve more than one circuit block and ad-
ditionally induce side effects that have to be analyzed. Therefore, the initially invested
effort for creating and analyzing pre-layout models might easily pay off under such
circumstances. Nevertheless it has to be noted that pre-layout simulations do not sub-
stitute a final post layout analysis that incorporates parasitic effects of the complete
circuit structure including signal and power interconnects, but one major objective of a
pre-layout simulation flow is avoiding unexpected results from these final simulation
runs.

1.3.4 Features of a Text Based Geometry Description

Initially pre-layout models cause some additional effort for circuit designers, who
have to enter the grid geometries in a configuration file manually, since no layout
is available to automatically extract the required data. On the other hand this text
based configuration file provides certain advantages compared to extracted layout
data besides the already mentioned lower complexity. Contrary to layout data the
geometry of pre-layout models does not use simple numerical values but arithmetic
expressions and variables to describe the coordinates or dimensions of wire segments.
Figure 1.3 illustrates the use of arithmetic expressions and user defined variables for
a simple geometry. The coordinate P representing the endpoint of a wire segment
is defined by arithmetic expressions that depend on user defined variables like x4 or
d, hence changing the values of variables will inherently update the coordinates of
P. Therefore, it possible to conveniently modify the geometry of grid models during
the design process. Moreover these arithmetic expressions are not only valid within
the configuration file, but are also available in the resulting Spice model. Hence, the
element values of the RLCK networks are also automatically updated when geometry
parameters are changed within the simulation environment. This allows parameter
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Figure 1.4 A netlist based flow to generate pre-layout power grid models. “Patch”
and ”Analyze” represent the tools that are provided by the power grid flow.

sweeps on the power grid geometry without having to re-netlist the input file of the
simulator enabling sensitivity analyzes or optimization runs that are not possible with
extracted grid layouts. Furthermore, this approach exhibits the advantage that it is
possible to reuse power grid models for multiple different circuits that additionally
reduces the required editing effort for the grid configuration file. Arbitrary orthogonal
geometries are supported by the power integrity flow, while additionally provided
basic bus topologies and simple star connections that only consider wire lengths and
no wire positions allow very fast grid impedance estimations in applications where
accuracy requirements are not critical. A detailed description of the grid configuration
syntax and all software and model features is included in the appendix B of this thesis.

1.3.5 Software Tools to Automate the Model Generation

To minimize the additional workload that is required for handling pre-layout power
grid models, it was necessary to introduce software tools that automatically create and
connect grid models to the original circuits. It was necessary to find an approach that
integrates well into the design environment but does not require modifications in the
original schematics of the chip design environment. Nevertheless, power grid models
have to replace an ideal supply node by several local supply nodes and RLCK elements
are used to connect these nodes depending on the computed interconnect impedance.
A netlist based approach as illustrated in figure 1.4 allows to define the ideal supply
connections by the schematic entry of the design environment, whereas power grid
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models are added only to separate netlists for circuit simulations. Therefore, the
standard full custom design flow and its data structures are not affected by the power
integrity flow, and tools like electrical rule and layout versus schematic checks do not
need any modifications.

Two power grid tools named ”Analyze” and ”Patch” are provided by the flow,
where ”Analyze” is used for the initial setup of the grid configuration and “Patch”
creates and inserts the model to the resulting netlist. “Analyze” extracts the circuit
hierarchy and the supply connectivity from the original netlist that correspond to the
circuit schematic, and generates a power grid configuration file with valid connectivity
data and templates for the user defined geometry definitions. These templates signif-
icantly reduce the necessary manual editing effort and ensure a valid connectivity of
the grid models.

After manually editing the geometry configuration of the power grid, “Patch” cre-
ates the lumped element RLCK networks, connects them to the corresponding sub-
circuits of the original netlist, and finally generates the required patched netlist. One
netlist file consists of the original circuit and RLCK elements of the grid model, while
all grid model related arithmetic expressions and user defined variables are stored in
a separate file to optionally allow netlist updates without affecting previously edited
parameter definitions. Moreover, the physical behavior of metal layers provided by
process data files are also appended to this parameter file.

Even though the RLCK values are not computed during the model generation, but
during a simulation run to enable parameter alterations without netlist updates, initial
or default numerical values have to be defined in the configuration file. These values
are used to check the validity of grid definitions and allow a graphical output to visu-
alize the power grid geometries. While a a textual description of the grid configuration
is preferable over graphical tools for editing parametrized geometry definitions, the
graphical output proved as a valuable feature for debugging and documenting the
pre-layout power grid models.

Concluding, the presented simulation flow enables circuit designers to conveniently
analyze and optimize the supply grids of analog circuits where parametrized intercon-
nect models are provided that include inductive effects without significantly sacrific-
ing the computational complexity of circuit simulations. The hierarchical grid models
do not require modifications of the original circuit structure, while a netlist based tool
set is used to ensure a seamless integration in the full custom chip design flow.
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2 Calculation of the Power Grid Impedance

This chapter presents an overview of the currently most popular interconnect technol-
ogy and discusses methods to compute the electromagnetic behavior of such struc-
tures, focusing on those approaches that are useful for pre-layout power grid models.
Partial element equivalent circuits and similar methods are therefore presented in de-
tail since this approach was selected for the pre-layout power grid model. Moreover,
model order reduction methods and the strongly linked stability issues of reduced
partial element networks are presented as analogous effects turned out to be the main
motivation to develop accurate analytic inductance equations.

2.1 Damascene Copper Interconnects

Damascene copper electroplating is currently the dominant technology to create on-
chip metal interconnects, therefore a short description of this method based on [22]
is presented. A dual damascene process is illustrated in figure 2.1, which has the
advantage that via connections and wires are plated during one single process step.
As shown in image 2.1 insulator layers, normally SiO;, are added on the silicon sub-
strate and patterned according to the interconnect geometry. Since copper plating is
an electrolytic process, a seed layer is required that covers the complete chip area. This
seed layer is used as conducting layer where copper deposits occur during the plating
process. Tantalum or TiN are typically used for such layers and after the plating, the
unavoidable excess material is removed during the planarization step, using for exam-
ple a chemical-mechanical polishing method. Optionally, an additional barrier layer
may be inserted between the insulator and the seed layer to avoid interaction between
the metal and insulator. Moreover, void free and seamless deposits are possible by a
”superconformal” plating process [22], where the bottom of a wire trench exhibits a
faster deposition rate than the sidewalls due to a properly selected plating solution.

The resistance of copper interconnects is approximately 40% lower compared to pre-
viously used aluminium wires, leading to significantly shorter signal delays and to re-
duced voltage drops, which is considered more important for power grids. Moreover,
copper interconnects exhibit also an improved electromigration robustness, hence
modern deep submicron CMOS technologies use almost exclusively this technology.
The DC resistance of rectangular wires of length 1, width w and thickness t may be
computed by the following well known equation

1
R = peff —, (2.1)
wt
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Figure 2.1 Process steps of dual damascene interconnect fabrication; (a) Insulator de-
position; (b) Via definition/etching; (c) Wire definition/etching; (d) Barrier and seed
layer deposition + copper electroplating; (e) Planarization via chemical-mechanical pol-
ishing; Figures were extracted from [22].

which is also used within the power grid model. To account for the material proper-
ties, equation 2.1 utilizes the effective resistivity pe¢s that is significantly higher than
the resistivity p for bulk metals like copper (pc. = 17.6 nOm) or aluminium (pq1
= 28.2 nOm) for on-chip interconnects. The trapezoidal cross section of wires as
shown in figure 2.2a leads to reduced wire conductance values, especially for narrow
wires where inclined sidewalls have a large influence on the wire cross section. More-
over, typical seed layer materials have significantly larger resistivity than the plated
metal, therefore together with scattering effects thin metal layers close to the silicon
surface with smaller layer thicknesses exhibit a higher effective resistance than thicker
metal layers on top of the chip backend. Hence, when equation 2.1 is used for on-chip
resistance computations it is advisable to use different values of p.¢s for each metal
layer.

Future technologies with additionally shrinked feature dimensions will most likely
use also dual damascene interconnects similar to the structures shown in 2.2a, but
wire widths below ~ 300 nm show a significant rise of resistance compared to larger
structures. As described in [23, 24] effects like diffuse scattering of electrons at the
wire surface and at grain boundaries cause this effect and figure 2.2b shows measured
and computed resistance values for such wires. Even though models are available that
cover these effects [23], a constant wire resistance could be safely assumed for power
grid models in this thesis since wire widths below 300 nm are currently not commonly
used there. Nevertheless, future interconnect resistance models will have to account
for these effects.
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Figure 2.2 Nanometer interconnects for deep submicron processes; (a) Cross sectional
TEM micrograph; (b) Electrical resistivity of ~1700 Cu lines with a conductor height of
150 nm; Both pictures were published by G. Schindler et. al. in [24].

2.2 Computing the Electromagnetic Behavior of Interconnects

2.2.1 Numerical Methods

Several numerical methods are available to accurately compute the electromagnetic
behavior of on-chip interconnects by solving Maxwell’s equations [25]. These meth-
ods are based on a discretization of the volume occupied by the interconnect section
under investigation. Finite difference methods approximate the derivatives of the
electromagnetic equations by simple difference quotients for each volume or area el-
ement leading to a system of linear equations that can be solved numerically. On
the other hand, finite element methods (FEM) approximate the solution of the elec-
tromagnetic equations by finite basis functions resulting again in a system of linear
equations. Moreover, the method of moments (MOM) or boundary element method
(BEM) solves the integral form of the electromagnetic equations exploiting Green’s
functions. This approach has computational advantages to the finite difference and
finite element methods for planar structures with linear and homogenous media. All
these methods are able to cover electromagnetic, thermal or even the mechanical be-
havior of on-chip interconnects without restricting the supported wire geometries.
Unfortunately the computational effort only allows the simulation of small structures
in reasonable time, therefore the simulation of complete chip layouts or even larger
circuit blocks is not feasible. A survey of numerical simulation techniques for on-chip
interconnect structures is published in [26, 27].

13



2 Calculation of the Power Grid Impedance

Figure 2.3 Frequency dependent return current paths; (a) comparison of high and
low signal frequencies for wires above conductor plane; (b) two possible return current
paths.

2.2.2 Return Limited Inductance Approach

Full chip resistance and capacitance extraction tools that are commonly used in the
design process are mainly based on R and C templates, which are scaled according to
the layout. Inductance extractions were mainly limited to particular RF structures due
to the computational complexity of the extraction method and the size of resulting
interconnect models, whereas a return limited inductance approach [28] enables full
chip inductance extractions for arbitrary routed signal lines !. Instead of evaluating
all possible inductive couplings, this method defines current loops between a signal
wire and its nearest supply line and to compute the corresponding self inductance.
This approach provides a decent inductance estimation at least for higher frequency
signals, since most chip layouts and especially digital designs have a rather dense
supply grid. Furthermore, the power supply lines act as a magnetic shielding because
the mutual inductance is considered only for parallel wires if no supply line is placed
inbetween. Hence, the resulting extracted netlist size remains reasonable small, but
for obvious reasons this approach is not suitable for power grid analysis.

2.2.3 Microstrip Transmission Lines

At high signal frequencies in RF or very fast digital circuits it is advisable to model
on-chip interconnects as transmission lines, if well defined return current paths are
available. Among a multitude of publications treating transmission line calculations
the following selection of papers present calculation approaches for on-chip applica-
tions. On-chip planar microstrip transmission lines were introduced in [29] including
lumped element models and formulas to compute the element values. As published
in a basic paper about microstrips on a silicon substrate [30], three different funda-
mental conduction modes were defined that are derived from parallel plate waveguide

1 This method is implemented in Cadence Assura-PL, a layout extraction tools widely used in industrial
chip design environments.
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Figure 2.4 Basic concept of partial inductance: Division of conductor loops in straight
wire segments.

equations. High frequencies and high resistance dielectrics lead to a “dielectric quasi-
TEM” propagation mode, whereas a higher conducting silicon substrate affects the
propagation leading to a mode named ”skin effect mode”, because its behavior is
dominated by the skin effect occurring in the substrate. Besides these two conduction
modes a slow wave propagation occurs when the signal frequency and the dielectric
resistance are not high enough to consider the dielectric TEM propagation. Based
on these fundamental propagation modes, analytical formulas for transmission line
models in on-chip applications were published in [31] that also consider the narrow
line widths common in on-chip microstrip structures. Furthermore, when the con-
ducting silicon substrate is not considered in the transmission line model it is possible
to define approximated closed form formulas for the frequency dependent resistance
and inductance of microstrip lines [32] that are far more compact than the equations of
[31]. Concluding this topic, transmission lines are very useful to design critical on-chip
high frequency signal paths, while accurate broad band models for these structures
are available.

2.3 Partial Element Equivalent Circuits

According to appendix A, both self and mutual inductance are only defined for closed
current loops, thus it is mandatory to identify the correct conductor loops for induc-
tance computations [33]. Inductance values of interconnects, which have well defined
return current paths as for example transmission lines, coaxial cables or twisted pair
wires may be computed by loop inductance methods, but this is not possible for arbi-
trary routed geometries like on-chip interconnects. Figure 2.3a illustrates the challenge
using a very simple case of rectangular straight wires above a metal ground plain. At
low frequencies the current flow in the ground plane spreads over a wider area to
minimize the ohmic resistance of the ground path, whereas most of the current is con-
centrated just below the wire at higher frequencies to minimize the loop inductance.
Hence it is not possible to identify these loops without knowing the frequencies and
directions of wire currents. This issue is not only critical for metal planes but also
for geometries like figure 2.3b with more than one possible current path. In such
cases the return current may flow over multiple paths while the current distribution

15
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Figure 2.5 Lumped elements circuit based on partial inductance, where k elements
are used to represent the partial mutual inductance elements.

changes over signal frequencies. Even though the two different return paths of figure
2.3b may be covered by approximations, this is not feasible for realistic and normally
far more complex geometries. Additionally, parasitic extraction is more convenient if
computations only require wire geometries and material properties without relying
on electrical signals and stimuli. Hence the following alternative approach is popular
for on-chip inductance computations.

Ruehli introduced the concept of partial inductance for on-chip parasitic extrac-
tion applications in [34], where current loops are opened as shown in figure 2.4 and
straight wire segments are utilized instead for inductance computations. Hence, the
inductance values of the segments are computed by splitting the integral of the current
loop in several segments. Considering figure 2.4 and the equation A.31 it is possible
to rewrite the loop inductance as

7 7
Ko dry B drq
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The inductance of the straight segments is called partial inductance to differentiate
it from the loop inductance, and figure 2.5 illustrates the resulting lumped elements
network, where Lp, represent the partial self inductance values and k1, are coupling
factors 2 derived from partial mutual inductance values Mp . Even though the in-
ductance of a single open segment has no valid physical meaning, figure 2.6 illustrates
the physical interpretation of a partial inductance system. A second independent con-
ductor was added to this figure to show that the partial inductance approach is not
limited to single loop geometries and the resulting current loops and magnetic fields
of three parallel segments are drawn in more detail. Partial inductance elements are
based on current loops that are closed at infinity, thus all elements are inductively
linked to each other. Furthermore, figure 2.6 also shows how magnetic fields of par-
tial inductance elements are combined leading to a physically correct system. In case
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Figure 2.6 Illustration of return currents at infinity for three wire segments including
their magnetic fields.

of the wire segments 3 and 5, the magnetic fields are canceled outside the current
loop as expected since segment 5 acts as return current path. Moreover, the current
loop of segment 12 is linked to all other loops indicating that inductively coupled
independent wire geometries are correctly modeled by partial inductance elements.
Similar discretizations may be applied to wire surfaces resulting in partial capacitance
elements as described in [35], and partial elements equivalent circuits (PEEC) [36, 37]
combine partial inductance, capacitance and DC resistance elements to completely
model the electromagnetic behavior of on-chip interconnects. PEEC models are espe-
cially useful for circuit simulations since no additional computing steps are required
to generate Spice compatible models. Moreover, computational advantages by two or-
ders of magnitude compared to MOM methods of a 2.5D field solver were published
in [38], but from a general point of view the computational complexity of PEEC ap-
proaches is strongly depending on the discretization level and the numerical methods
used to solve linear systems.

2.3.1 Advanced PEEC Methods

Based on the initial approach of Ruehli [34] several improvements were developed
considering the modeling accuracy or the computational complexity. Thus a short
overview of these methods is presented in this chapter. PEEC models may be utilized
to compute arbitrary 3D structures [39] by employing proper discretization strategies,
and triangular discretizations [40] may improve the model accuracy of such arbitrary
shaped wires. Non orthogonal wires are efficiently computed in [41], while PEEC
models that incorporate retardation as described in [42] are required for wire geome-
tries with dimensions in the range of signal wavelengths. Moreover, substrate eddy
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currents may be included in partial elements [43], thus enabling PEEC models to cover
critical RF applications.

From a computational point of view the biggest drawback of the PEEC approach
is the large number of mutual inductance elements that rises quadratically with the
resulting number of wire segments after the discretization step. One approach for
reducing the number of mutual elements utilizes a partial inductance method which
places the return current not at infinity [44]. Therefore, mutual inductance elements
are discarded where finite current loops do not intersect.

In addition to reducing the number of circuit elements, modern numerical methods
for solving linear equations may significantly improve the computational efficiency
[45, 41]. Furthermore, PEEC models are useful for arbitrary routed rather dense in-
terconnect structures, while transmission lines effectively model longer interconnect
structures with well defined return current paths, hence hybrid PEEC / transmission
line models [46] allow efficient computations of such geometries (e.g. chip intercon-
nects plus some board wires).

2.3.2 Model Order Reduction and Passivity Considerations

Since PEEC models are linear time invariant systems, algebraic model order reduction
methods offer effective approaches to significantly reduce the computational com-
plexity. Unfortunately simply removing the smallest mutual inductance terms is not
feasible, because the passivity of the resulting reduced model cannot be ensured. This
effect can be explained mathematically by the eigen-energy of a partial inductance ma-
trix. Assuming that the partial self and mutual inductance of an interconnect network
are stored in in an orthogonal matrix

Lin Mz -+ Mg
L .
- M1 22 Mon (2.3)
Mni Mnz -+ Lan

and the corresponding element currents in the vector i allow to compute the energy
stored in the magnetic field of the network [44, 47]

E=i"-L-i>0. (2.4)

The current vector i can be represented as a linear combination of the normalized
eigenvectors ¥; of £

n
i=) a9, (2.5)
j=1
and the energy may be reformulated as sum of eigen-energy terms

E= Z (1]-2 : 7\)', (2.6)

=1
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where each eigenvalue A; and the corresponding current vector and eigen energy
represents a particular current assembly, and all eigenvalues are positive, because the
energy stored in the system cannot be negative. As illustrated in figure 2.3 the smallest
possible return current paths are used at high frequencies to set the magnetic energy
and therefore the inductance at the lowest possible value. This state corresponds to the
current vector of the smallest eigen energy, hence the high frequency response of the
system is determined by the smallest eigenvalues of the partial inductance matrix. On
the other hand at low frequencies larger energy values may be stored in the magnetic
field, hence the large eigenvalues are linked to the low frequency behavior of the
interconnect network. Thus the largest eigenvalues of the partial inductance matrix
correspond to to lowest frequency poles.

The eigenvalues of full partial inductance matrices are always positive, but this is
not true for reduced systems where, for example, the smallest mutual inductance val-
ues are removed. Negative eigenvalues lead to positive poles, therefore the models
of stable passive circuits may exhibit physically impossible oscillations after the trun-
cation of mutual inductance terms. Since reduced partial inductance matrices do not
necessarily lead to unstable models, several arithmetic methods were published that
maintain the passivity of reduced models. Asymptotic waveform evaluation (AWE)
[48] algorithms approximate the transfer functions of a linear network in the s-domain
by using only the dominant poles in the reduced network. Directly evaluating the the
transfer function is computational too complex for large linear networks, therefore
different numerical approximations were proposed for this task like Padé [48] or Padé
via Lanczos [49] approaches. Numerically more robust approaches are Arnoldi based
approximations [50], and variants of these methods were published that maintain the
passivity of the reduced network like PRIMA [51] or more recent approaches pub-
lished in [52, 53]. These model order reduction methods derive reduced impedance
matrices that cannot be used directly in circuit simulators. Besides directly represent-
ing all matrix elements by the corresponding circuit elements, time varying macro-
models are possible alternatives and [54] presents a comparison different synthetiza-
tion methods considering the resulting model size and the computational complexity.
Unfortunately these model order reduction algorithms require high calculation efforts
so alternative approaches like TICER [55] or Y — A transformations [56] that modify
nodes only locally are useful for very large networks. The run-time of such meth-
ods scales with O(n) and no additional steps are necessary to create lumped elements
RLCK models.

2.3.3 Inverse Inductance Based Circuits

Recently a novel circuit element the inverse inductance was introduced [57], which
significantly reduces the computational issues of large partial inductance networks.
The matrix K is defined as the inverse of the inductance matrix £

K=, (2.7)
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2 Calculation of the Power Grid Impedance

which is inspired from the relationship of the inductance and the capacitance of trans-
mission lines

Lioop = Ho€oC . (2.8)

It has to be noted that the inverse inductance matrix K and the capacitance matrix C
have no physical relation, because the transmission line impedance is computed using
the loop inductance, whereas K is related to a partial inductance matrix. Nevertheless
K, also named susceptance matrix, exhibits a similar locality like C, enabling efficient
model reduction and circuit simulation methods. Moreover K is diagonal dominant
and positive definite [58], therefore it is possible to truncate very small elements with-
out affecting the stability of the resulting network. These advantages are exploited
by parasitic extraction methods as published in [58] or in [59], where a windowing
method is used for extracting small partial inductance submatrices that are inverted
to obtain the inverse inductance matrix. After truncation these submatrices are in-
verted again and merged to a stable sparse partial inductance matrix. Sophisticated
circuit aware clustering and reduction strategies of [60] or [61] provide alternative
methods for efficient inductance extractions.

2.3.4 Vector Potential Equivalent Circuits

Another attractive alternative to traditional PEEC approaches utilizes the vector po-
tential to model the inductive behavior for interconnect networks that was introduced
in [62] and extended to N-body problems in [63]. In contrast to PEEC models, vector
potential equivalent circuits (VPEC) describe the propagation of the vector potential
from one volume segment to its neighbors, similar to the electric potential. Therefore,
only couplings between neighboring segments have to be modeled compared to PEEC
where all possible segment pairs are computed, leading to a relatively sparse and pas-
sive linear system. The vector potential may realized with controlled current sources
and resistors, therefore Spice compatible models can be easily created. The VPEC
approach was recently improved to incorporate the skin effect [64] enabling efficient
broad band interconnect models, and VPEC networks turned out as a good basis for
additional model order reduction methods [65] to further reduce the complexity of
resulting networks.

2.3.5 Transmission Matrix

The transmission matrix approach [66] is a partial elements variant that is useful for
power plane simulations mainly on board level. Rectangular unity cells as illustrated
in figure 2.7 are precalculated, which contain power ground capacitance, resistance
and inductance values of the metal layers and dielectric losses. Furthermore, these
unity cells are arranged on a regular rectangular array to approximate the arbitrary
layout of a power plane. A matrix is populated by the lumped elements of these unity
cells leading to a rather sparse linear system that may be solved efficiently by common
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2.4 The Modeling Method for Pre-Layout Power Grids

2 Straigth Wire Segments Unity Element for Transmission Matrix

Supply Plane

Dielectricum

Supply Plane

Figure 2.7 Illustration of a transmission matrix unity cell compared to a standard
PEEC network for two wire segments.

linear solvers or even by a Spice compatible simulator. The transmission matrix was
extended for multiple layer systems in [67] leading to viable method to obtain broad-
band models for arbitrary routed power planes. Since unity cells are only connected
to their direct neighbors the transmission matrix is more sparse than standard PEEC
matrices allowing fast and accurate models for this particular application.

2.4 The Modeling Method for Pre-Layout Power Grids

Numerical methods like MOM or FEM are not useful for pre-layout power grid mod-
els, since parametrized arithmetic grid models cannot be realized by numerical meth-
ods and the computational complexity limits the grid size that may be simulated
investing reasonable amounts of time and processing power. Transmission lines are
very useful for geometries with well defined return current paths, but this is not the
case for mostly arbitrary routed power grids in analog circuit blocks. Thus, a par-
tial element approach turned out as the most feasible method for on-chip power grid
models, because planar orthogonal routed wire networks may be conveniently mod-
eled by Spice compatible lumped elements. The model complexity may be an issue
for very large power grids when inductive effects are required, and model order re-
duction methods cannot be employed without affecting the parametrization feature of
the pre-layout model. Geometry alteration would require recomputing the reduction
algorithm, which is not possible with the arithmetic methods provided by standard
analog circuit simulators. Nevertheless, typical pre-layout geometries are significantly
less complex than extracted detailed layouts, hence the resulting model complexity is
no limiting factor in real applications. Full PEEC models on the other hand allow se-
vere geometry modifications without having to re-netlist the model since all segments
are magnetically linked and only the coupling factors change. Regarding the sparse
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2 Calculation of the Power Grid Impedance

variants of partial element models, VPEC models allow geometry modifications only
as long as wire segments do not change their neighbors, hence the model parametriza-
tion is more limited compared to traditional PEEC networks and transmission matrix
approaches are useful only for supply planes, which are typically not utilized for on-
chip power networks. On the other hand susceptance based approaches will provide
interconnect models with similar features like parametrized PEEC networks, but to
fully benefit from these methods inverse inductance elements have to be supported by
analog circuit simulators, which is currently not the case for most Spice compatible
tools. Therefore, susceptance based models may provide a viable option in the future
to improve the computational efficiency of the pre-layout power grid models presented
in this thesis. The stability considerations presented in the context of model order re-
duction methods are also important for the pre-layout model, where approximated
formulas are used for partial inductance calculations. It is possible that calculation er-
rors lead to negative eigenvalues in the partial inductance matrix, thus positive poles
in the transfer functions may render the resulting interconnect model unstable. To
avoid such problems accurate inductance formulas are required that cover all possible
wire geometries, even though pre-layout models would not require this accuracy from
an application point of view.

2.4.1 Conclusion

Concluding, fully coupled PEEC networks were selected for the pre-layout intercon-
nect models, where each straight wire segment is represented by one single partial
element. No additional segmentation along the current flow direction was required,
since on-chip wire dimensions allow quasi static models for the whole frequency range
of interest. Moreover, the required methods and arithmetic expressions to compute the
particular partial element values are described in detail in the following two chapters.
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3 Analytical Equations for Partial Element
Equivalent Circuits

Compact analytical equations to calculate the wire parasitics are mandatory for pa-
rameterized pre-layout power grid models. Since the partial element approach de-
scribed in the previous chapter is utilized, resistance and inductance equations for
straight rectangular wire segments are required. While resistance calculations are
performed using the well known equation 2.1 and capacitive effects are covered by
appropriate blocking capacitor models, this chapter is mainly focusing on the devel-
opment of novel analytical self and mutual inductance formulas. The main results of
this chapter regarding inductance equations were published in [68].

3.1 Capacitance Equations

3.1.1 Parasitic Wire Capacitance Equations

The power grid model is tailored for analog RF circuits where decoupling capacitors
are mandatory in most circuit blocks. Therefore, the parasitic wire capacitance could
be discarded in the power grid model since blocking capacitor arrays dominate the ca-
pacitive behavior of such power grids. Nevertheless an overview of wire capacitance
formulas and computational methods is presented in this chapter to provide a com-
plete set of analytical equations for lumped elements RLCK models. The capacitance
of the sidewalls plays a dominant role in modern CMOS technologies where the metal
layer thickness is relatively large compared to wire widths. Hence the simple paral-
lel plate capacitor equation A.11 is not accurate except for very wide supply wires.
The paper [69] compares several equations calculating the capacitance of one wire to
a reference plane (ground) and shows that parallel plate models seriously underesti-
mate the capacitance of typical on-chip wire geometries. Figure 3.1 illustrates such
a wire to ground capacitance including the parameter names utilized in the follow-
ing equations. The most accurate analytical capacitance formula that might be useful
for pre-layout grid models was published in [70] where two consecutive conformal
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t]: Wire

Reference Plane / Ground

Figure 3.1 Wire to ground capacitance, the wire length is L.

mappings transfer the rectangular geometry into a parallel plate structure leading to

C =R, @3.1)
InRy = —1—7;/1\)—1)]91_51 tanh™' p~0° an4;1
Ry = —1—12);;; InA
A {n if p<nm
p if p>n
N TIAER I

t\2 t\2 2
P z(1+ﬁ) —1+\/[2<1+h) —1] 1.
Compared to numerical calculations this equation provides a relative error below 1.1%
for w : h ratios greater than 1 : 1. Another approach published in [71] models the
capacitance on the sidewalls by adding 2 half-cylinders on each side of the wire cross
section. Hence, the sum of a parallel plate and a cylindrical capacitor

w—1% 27
Z 4

h 1n(1+2%‘+\/2%[2%‘7+2})
t

may be used to approximate the capacitance of wires with w > 3. This method
is significantly less complex than equation 3.1, but calculation errors are also larger
especially for narrow wires. Furthermore the compact empirical equation

C=1le

(3.2)

W £y 0222
C:le[1.15h+2.80<h) ] (3.3)

published in [72], yields to calculation errors < 6% for wires with w:h and w:t ratios
of 0.3:1 to 30:1 compared to numerical calculations. Unfortunately the accuracy of this
equations is not very good for wide wires beyond a w:t ratio of 30:1, which may be of
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Figure 3.2 Capacitance between metal interconnects; Cs. are overlap capacitors; Cf,.
are fringing capacitors; Cs. are lateral capacitors;

use for supply wires conducting high currents. Furthermore, the values obtained by
the following extended empirical formula [73]

C=le|T+077+ 1.06(%)0'25 + 1.06(t)°'5] (3.4)

h

deviate not more than 6% from equation 3.1 for most on-chip wire geometries. CMOS
metal interconnects consist of several stacked metal layers including partially overlap-
ping or laterally aligned wires. The previously presented analytical equations cannot
represent such structures, therefore different approaches are required to model the
capacitive behavior of a complex interconnect network. Figure 3.2 illustrates the ap-
proach presented in [74] and utilized in common parasitic extraction tools, where the
capacitance of a wire is treated via separate capacitors namely as overlap, lateral and
fringing capacitors. The overlap capacitors (Ca) are caused by the overlapping area
of conductors on two different metal layers and lateral capacitors (Cs) represent the
capacitance between wires on the same layer. Furthermore, the fringing capacitors
(Cf) model the capacitance between different metal layers and perpendicular wire
surfaces. The corresponding capacitance values between two wires are numerically
precalculated for all required metal layer combinations and stored for the extraction
process. Furthermore, these capacitor parameters are scaled according to the particu-
lar layout data during the parasitic extraction process. Compared to numerical field
simulations the scaling operations are very efficient and enable fast full chip capaci-
tance extractions with decent accuracy. Additionally, accurate measurements of cou-
pling capacitances as described in [75] may allow the inclusion of process variations
to the capacitance parameters.

3.1.2 Decoupling Capacitor Arrays

Area efficient capacitor arrays enable reduced production costs, therefore capacitors
using the relatively thin gate oxides are preferred in most circuits. In modern deep
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Figure 3.3 Power grid network with decoupling capacitors where C; and C; represent
decoupling capacitors of two different subcircuits.

submicron technologies gate oxide thicknesses are significantly below 10 nm, even
for IO or medium voltage devices. Therefore, considering the relatively large oxide
thickness between metal layers, allows to roughly estimate that even capacitors using
medium voltage transistors exhibit capacitance values approximately 50 times larger
than the wire to ground plane capacitance of metal wires with equal dimensions !.
Although representing only one exemplary case, this factor demonstrates clearly that
the parasitic wire capacitance may be safely discarded in most power grid models,
especially for the pre-layout applications discussed in this thesis.

The power grid tools provide the option to include macromodels of different decou-
pling capacitor types within the subcircuits directly at the local supply nodes. Figure
3.3 illustrates a RLCK network of such a power grid model where decoupling ca-
pacitors are modeled either by transistors or optionally ideal capacitors. Moreover,
parameters to modify capacitor sizes analogous to the wire dimensions within the
power grid model are also available. In contrast to wire parasitics, which are not rep-
resented in the circuit schematics, decoupling capacitors are treated like other circuit
devices. Hence power grid tools have to scan for the original capacitors in the netlist
before replacing them by parametrized capacitor models. Furthermore it is also pos-
sible to simply add decoupling capacitors which are not drawn in the schematics of
the involved subcircuits.

3.2 Inductance Equations

3.2.1 Mutual Inductance of 2 Parallel Filaments

Two parallel filaments of equal length represent a basic geometry that allow exact
analytical mutual inductance calculations since all required integrals may be solved

le.g. assume equation 3.4 with w = 30 um, t = 250 nm and h =5 nm or h = 250 nm
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3.2 Inductance Equations

in a closed form. Figure 3.4 illustrates this configuration and all required parameters.
Considering the definition of the mutual inductance

_ i

My, = o (3.5
1

the flux ¢ at filament 2 invoked by I; has to be evaluated. The vector potential A
defined by the line integral in A.26 and equation A.27 are exploited to obtain ¢,
therefore the following integrals have to be solved

1 1

1
ul 1
— N — . 3.6
b2 J A dx; i J J Rdx1 dx, (3.6)

x2=0 x2=0%1=0

The distance R is defined as the euclidean distance between two arbitrary points on
the filaments

R=1/(x2—x1)%+d? (3.7)

and applying R in equation 3.6 yields to the following equation

1 1

o 1

Mfip = — . .

2= J J T dxp dx; 3.8)
XzZOX] =0

These integrals can be derived in a closed form utilizing the two integration formulas
found in [76].

1 X
- dx = inhs =1 24 x2 3.9
Jm X arsin . n(x—l— a —I-X) (3.9)
Jarsinhz dx = x arsinhz —va?+x? (3.10)

The inner integral of equation 3.8 is solved using integral 3.9 and leads to

1
X2 —X1

1
1
dx; = —arsinh
J (x2 —x71)%2+ d?

X1 =0 0

—1
= arsinh%z — arsinthT. (3.11)
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Figure 3.4 Illustration of two parallel filaments of equal length

Furthermore applying equation 3.10 to the second integral yields the following mutual
inductance equation

1
H %) .o xo2—1
M = — [ — = 7}
f12 = J arsinh q arsinh q dx,

X20

— % [xz arsinh%z — /X3 +d?

—1
— (x2—1) arsinthT +1/(xp—1)24d2

_ H N T ST
- zn[larmnh ——VP+d +d]. (3.12)

Finally the arsinh term of equation 3.12 is replaced by the equivalent logarithmic term
and modifying the position of the filament length 1 leads to the well known mutual
inductance equation for 2 parallel filaments of equal length

Mfuz;tllm< 1+(;)2+;)_,/1+(f)2+f.

No approximations are required to obtain equation 3.13 and the mutual inductance
between distant wires with small cross sections is calculated accurately. Unfortunately,
on-chip interconnect geometries that frequently exhibit large cross sections compared
to wire lengths and distances are not represented well by filaments, hence equation
3.13 alone is not sufficient for accurate on-chip inductance calculations. On the other
hand this case is used within more elaborate calculation methods that consider the

(3.13)

involved wire cross sections and that are presented later in this chapter.

3.3 Inductance Calculation of Wires With Rectangular Cross
Sections

Figure 3.5 shows two parallel rectangular wires where the volume of conductor 1 is
Vj, the cross section is S7 and the direction of the current flow is Cy. To incorporate
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Figure 3.5 Illustration of integrals and variables required for the inductance calcula-
tion of wires with rectangular cross sections

the wire cross sections in the inductance calculations, the vector potential A; is com-
puted by equation A.25, while a constant current density J; may be assumed at low
frequencies. Therefore it is possible to replace J; by the fraction i—: and to rewrite the
volume integral as nested integrals over the conductor cross section and the current
flow direction. Hence A1, the vector potential of conductor 1, is calculated by

o T u I dsg
A= vy = 21 bl P 14
' an J.”v] R v 47t 81 JC] ”s] R dn (3.14)

To continue the calculation it is advantageous to take the magnetic energy stored
by two filaments into account. For only one filament the energy may be found by
integrating the power dissipated by the filament current i;(1) and the induced voltage
Uind1(T). Starting with no current in the filament, the integration limit is set to the
time t; that is needed to reach the expected current Iy. This leads to the well known
magnetic energy equation
N . b di b 1.
W1 = —J umcu(’r) 11(T)d’t = L1 J 117(1"( = L1 J l1d11 = ,[_111' (3.15)
=0 =0 dt 0 2
Furthermore, analoguous calculations for two filaments as shown in [77] result in the
following equation that describes the total magnetic energy stored by two filaments
with currents 17 and I,

1 1
Wiot = Ehﬁ + §L21§ + M2l 13 (3.16)

Considering the magnetic energy stored by the mutual inductance W1, that may be
computed by

dr
W]z = M]zI]Iz = J Iz [I] ZLOJ 1] dl‘z = J Iz A] (l‘z)dl‘z, (3.17)
C, m)c, R C,
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Sy

Figure 3.6 Integration of My, over the cross sections of two wires

since equation A.31 is used to calculate Mj; and the term in square brackets represents
the vector potential A; of a filament (see eq. A.26). This filament based equation may
be generalized for wires with real wire cross sections by using the wire volume V;
and the current density J, resulting in

Wis = jv T2 - As(r2)drs. (3.18)

Furthermore, assuming a constant current density in both wires by replacing J, with
i—i and utilizing equation 3.14 allows to formulate W7, as

I IiI 1
Wiy = 2” J A dr, ds; = “‘2” ” J J — drp dry dsy dsy. (3.19)
s2)s, Je, 4rtsisz Js, Ms, Je, Je, R

Thus, dividing by the wire currents Iy and I, leads to the mutual inductance of two
parallel wires with cross sections S1 and S;

1 |,LJ' J 1
M= — — — dry drq| dsy ds;. 3.20
7 5182 H& .”sz [47[ alo, R 2 1] 2o (3.20)

As indicated by the square brackets of equation 3.20 the two line integrals are equiv-
alent to equation 3.13 for straight parallel conductors with constant cross sections.
Hence as illustrated by figure 3.6 it is possible to calculate the mutual inductance of
two wires by integrating Mf, over the cross sections of the involved wires.

1
M]z = — JJ JJ Mﬁz dSz dS] (3.21)
S$1S2 S S5

Moreover the self inductance of a wire can be calculated also by this formula using
the cross section of this conductor for both surface integrals.

L= L JJ JJ Mf]z dS] dS] (3.22)
S181 S4 S
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Unfortunately the integrals of equations 3.21 or 3.22 cannot be solved analytically
for rectangular wire cross sections, therefore approximations cannot be avoided to
obtain compact self and mutual inductance equations. Utilizing equation 3.22, the self
inductance case of a straight rectangular wire defined by width w, height t and the
wire length 1 leads to the following integral

d(Py,Py) = D =[PPyl = \/lxa—x1)2 + (y2—y1)? (3.23)
L w t w t 1 5 1
_ok b Ly
L= 27 s187 J J J J [ln( ]+(D) +D>
x1:0y1:0x2:0y2:0

e

1 dyz dXz dy1 dX1. (3.24)

Considering the surface integrals of 3.24 that are divided by the area of this surface
reveals the obvious approximation approach of using average distances applied to
Mf1; instead of solving the integrals directly.

3.3.1 Arithmetic Mean Distance

Figure 3.7 illustrates the concept of mean distances which is described in more detail
on the following pages. Let Py(x1,y1) and P2(x2,y2) be two arbitrary points within
rectangular areas S; and S, and two variables are introduced z; = [x1 —x2| and
z3 = [y1 — y2|. The Euclidean distance between these two points is defined by

D= \/z% + z%. (3.25)

Furthermore the arithmetic mean distance of two areas is the mean value of the Eu-
clidean distances of arbitrarily chosen points inside these areas. Computing the mean
value using integrals leads to

AMD(S,S,) = JSZ ”S ”S \/ 23+ 25 dzq dz,. (3.26)
1 2

For two separate conductors the solution of the arithmetic mean distance may be
approximated very accurately by the Euclidean distance of the center points of both
rectangles. But on the other hand the arithmetic mean distance within one single cross
section which is useful for self inductance calculations requires more effort. Initially
the solution for the one-dimensional case is derived [78]. The arbitrary points Py and
P, lie between 0 < x < a and are used as two independent random variables. Their
probability density function is f(p;) = 1/a between 0 and a. Moreover the density
function h(w) for W = P; — P, is given by the following convolution integral

h(w) —J f(lw—y)f(—y)dy. (3.27)

—0o0

31



3 Analytical Equations for Partial Element Equivalent Circuits
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Figure 3.7 [Illustration of arithmetic and geometric mean distances

Regarding f(p;) which is only non-zero between 0 and a and results in a simple rela-
tion for h(w).

h(w):{ 1/a2 (a+w) if —a< w <0 (328)

1/a? (a—w) if 0< w <a

The absolute value of w is required since absolute distance values are used in equation
3.26. Thus providing the option to add the part with w < 0 to the positive part of the
density function leads to a density function of zwith0 <z < a

k(z) = —

2 (a—2z). (3.29)

Moreover, the AMD is then calculated as the mean value of z and results in the fol-
lowing simple equation
2 (¢ a
AMDip = — | z(la—z)dz= 5. (3.30)
a 0 3

The derivation of the two dimensional case is very similar to the 1D case. Hence
using the initially defined variables, the arithmetic mean distance of a rectangular
cross section can be calculated with the following integral

4 w rt
AMD(w,t) = s} J Jo A /z% + z%(w —z1)(t —z2) dzy dz;. (3.31)

0

It is obvious that this equation allows the following rule
AMD(w,t) = AMD(t,w), (3.32)

and the following useful relation may be derived also from equation 3.31

AMD (w, t) = wAMD(1, %). (3.33)
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Figure 3.8 Relative error caused by a linear approximation of the arithmetic mean
distance of a rectangular area using equation 3.34. The height t of the rectangle is T um.

The integral of equation 3.31 has to be solved numerically but AMD(1,w/t) turns out
as almost linear function that can be fitted with reasonable accuracy by the linear
polynomial [78]

P

AMD(M)zQ%H%+Qmw. (3.34)

Figure 3.8 plots the relative error of equation 3.34 for t:w ratios of 1:1 to 1:1000 covering
a sufficient range of rectangular geometries, where the linear approximation exhibits
an error below 1%. Furthermore the equations 3.32 and 3.33 enable this simple linear
approximation to cover rectangular wire cross sections with arbitrary width to height
ratios.

3.3.2 Geometric Mean Distance

The geometric mean distance of arbitrary points in 2 rectangular areas is also impor-
tant in inductance calculations. Using again the geometry shown in figure 3.7, and
assuming arbitray points Py and P,, the geometrical mean distance is defined by

n
GMD(S1,S2) = ¢ H|P11—P21\- (3.35)
im1

While equation 3.35 itself is not directly used, the natural logarithm of the GMD is
of interest, since it describes the average of the natural logarithm of the distance D
between two arbitrary points in two cross sections S7 and S; [79].

1

InGMD(S4,S2) = 515, ”S ”s In D dsq ds; (3.36)
1 2

1
= ” ” 1“\/(X2—X1)2+ (y2—vy1)? dsg dsz
S1 82 S, S5
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In contrast to the arithmetic mean distance, an analytical solution exists for integral
3.36 exploiting the following relationship published in [80, 81]

S*F(x —x',y —y’)
oxdx’dydy’

= [ =X+ (y -y -2 (3.37)

where F(x,y) is defined as

4_ 02,2 4
X" —6xyY +vy n
24

Xy

(x% +y?) — 3 ( 2aretan?

X

F(x,y) = —l—yzarctang). (3.38)

Applying the wire dimensions of figure 3.18 to the integrals leads to In GMD =

wi/2 wy /2+d t1/2 t)/24m

F(x —x",y—vy’)
2t1towiwy

_»
12

(3.39)

Xx=—w1 /2 IX'=—w, /24+d ly=—t;/2 ly'=—t2/24+m

Unfortunately equation 3.39 is rather complex, therefore approximations are used in
many inductance calculation methods. Furthermore Grover [82] published a GMD
approximation for a single rectangle enabling convenient self inductance calculations.
Analogous to the AMD, the GMD of a rectangle is accurately approximated by a linear
function, since it is nearly proportional to the perimeter of the rectangle and may be
calculated by

GMD(S1,S1) = GMD(w, t) ~ K(w + t) & 0.2235(w + t). (3.40)

Figure 3.9 plots the relative error of equation 3.40 compared to the accurate analytical
solution of equation 3.39, showing that the deviation from the accurate solution is
never larger than 0.2% for all width to length ratios of interest. Furthermore the
mainly used logarithm of the GMD is approximated by

InGMD(w,t) =In(w+1t)— % + lne. (3.41)

Together with equations 3.40 and 3.41 a table with precalculated values of K and Ine
for different w/t ratios was published in [82]. The values of K for different w:t ratios
are within 0.22313 < K < 0.22369, therefore using a fixed value of K = 0.2235 turns
out as a reasonable approximation. Moreover, the maximum value of Ine is 0.00249
that can be discarded safely for many practical applications.

Concluding, the linear approximations of AMD(w,t) and GMD(w,t) (equations
3.34 and 3.40) will be used in the following sections for calculating the self inductance.

Ap = 0.3311t+0.1015w ~ AMD(w, 1)
Gp=  02235(w+t) ~ GMD(w,1)
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Figure 3.9 Relative error caused by a linear approximation of the geometric mean
distance of a rectangular area using equation 3.40. The height t of the rectangle is T um.

3.3.3 The Inductance Formula of Grover

For a wire geometry with 1 >> w,t it is possible to simplify the square root terms
within the integrals of the general self inductance equation 3.24 leading to

1\2 l D\ 2
1+ (5) —~ = and \[1+ (T) ~ 1. (3.42)
Hence it is possible to rewrite the mutual inductance of filaments (equation 3.13) and
the integral 3.24 to

Mf, = %1 [m(%) . +% (3.43)

w t w t

L — ;[Wltzj J J J[Ln(g)+?—1]dy1,zdx1,z (3.44)

x1=0y1=0x2=0y2=0

Moreover the geometric and arithmetic mean distances are employed to avoid solving

the integrals of equation 3.44 leading to the following compact inductance formula
[82]

L=t [n 2l AD] (3.45)

T n

For most applications calculating geometries with 1 >> w or t, it is feasible to dis-
card the arithmetic mean distance term. Furthermore equation 3.45 is additionally
simplified by exploiting the In GMD relation 3.41 and results in

n—-—+ - —Ilnej. (3.46)
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3 Analytical Equations for Partial Element Equivalent Circuits

Furthermore the following equation [83, 84] represents a popular variant of Grover’s
self inductance equations that provides a slightly improved accuracy compared to 3.45
for shorter wires.

21 1 t
L:il[ W+

402235 2T 47
g L[ 5 102235 = (3.47)

3.3.4 Improved Self Inductance Formula

Due to the filament approximation applied to Mfy,, Grover’s equations are only accu-
rate when large length to width ratios can be ensured, but for on-chip power grids this
assumption does not hold. Typical grid geometries commonly include short and wide
wires, since low impedance power supply lines are often preferred to minimize supply
voltage ripple and electromigration defects. Unfortunately the passivity of the RLCK
model demands very accurate inductance calculations which cannot be provided by
equations 3.45 to 3.47. Because the simplified version of Mf1; (eq. 3.43) represents the
major error source, strongly improved results may be obtained if the accurate version
of Mf, (eq. 3.13) is used instead. Analogous to the previous inductance formulas,
arithmetic and geometric mean distances are employed to avoid solving the integrals
of equation 3.24 what leads to the following self inductance formula

L [( <G)G) 1+ (Ap)?, Ao,

In this case solving integrals by arithmetic and geometric mean distances is not equiv-

(3.48)

alent to solving the integrals directly, but it represents a very good approximation.
Figure 3.10 illustrates the accuracy of self inductance equations for different width
to length ratios. Fasthenry [85, 86], an accurate numerical inductance calculation tool,
was used to create the reference results, while equation 3.48 shows reasonable accurate
values down to width to length ratios of 1.58:1. (see table 3.3.4)

Self inductance formulas have to be evaluated for each wire segment of the power
grid, therefore compact self inductance equations are crucial to provide efficient and
useful pre-layout power grid models. The self inductance formula 3.48 may be further
simplified exploiting the method of Heron [87], without significantly sacrificing the
accuracy. The method of Heron is an iterative approach, similar to a newton approx-
imation, to compute the square root of a number. Let y be an arbitrary real number
and xo ~ ,/y be a first guessed or defined value of the square root, then using the
following iteration approximates the accurate value of ,/y.

Xi+ 2
Xigp = (3.49)
limx; = Ay (3.50)

i—00

First, the following part of equation 3.48 is simplified employing Herons method.

()
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Figure 3.10 Relative error of self inductance equations compared to Fasthenry for
different length to width ratios. The conductors height = 1, width = 10 and the length
is swept. “Mean Dist. Approx.” is eq. 3.48, "Heron 1” is eq. 3.55, "Heron II” is eq. 3.56
and “Grover” is eq. 3.47.

The choice of xy determines the convergence rate of the iterations and therefore the
accuracy of the method. For long narrow wires the filament approximation used in
Grover’s formulas is very accurate and this behavior has to be retained, since long
wires have a dominant influence on the power grid impedance compared to short
wire stubs. Hence a value for x( has to be selected that enables a fast convergence for
long and thin wires.

A 2
1+(TD) 1 if 1> Ap (3.51)

Obviously the term 3.51 approaches 1 for 1 > Ap and applying one iteration of
equation 3.49 to the square root term using xo = 1 leads to

Ap\ 2 AZ
1+ (TD) ~ 1458, (3.52)

The other square root term of equation 3.48 is simplified in an analogous way.
1 \2 1
14 (?D) — o i 1> G (3.53)

To allow again fast convergence for long and thin wires with 1 > Gp the term

l

onfG
D

was selected, and therefore the following approximation is valid.
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Figure 3.11 A comparison of formulas for the self inductance of short wires. The
inductance value in nh per mm wire length is calculated for different width to length
ratios.The conductors height = 1, width = 10 and the length is swept. "Mean Dist
Approx.” is eq.3.48, "Heron 1” is eq. 3.55, "Heron I1” is eq. 3.56 and ”"Grover” is eq.
3.47.

1+ ()" ~ G‘D+GLD (3.54)

Furthermore, applying these approximations to equation 3.48 results in the simplified
inductance formula?
i

L=—1
T

(3.55)

21 G AZ A
In| = +22) 12D, D}
Gp 1

The previous equation may be additionally simplified by removing the square root ap-

proximation of the logarithmic term, which does not sacrifice the accuracy too much.
21 A A

() -1-3+ %

_H
L=5_1 (3.56)

Gp 212 l

The figure 3.10 compares the improved self inductance equations to Grover’s self in-
ductance formula using numerical Fasthenry [85, 86] calculations as reference results.
While all equations deliver accurate results for long wires with small wire cross sec-
tions, both novel compact self inductance formulas (eqs. 3.55 and 3.56) exhibit a
strongly improved accuracy for short wires compared to the inductance formula of
Grover. Additionally, table 3.1 contains the length to width ratios where these equa-
tions yield to accuracies better than 0.1%. Moreover, figure 3.11 illustrates the behavior

2 Alternatively, Taylor series expansions of the square root terms will lead to the equivalent result.
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3.4 Mutual Inductance Calculation

of self inductance equations for wires having width to length ratios below 1:1. The
equations 3.55 and 3.56 show significant deviations from Fasthenry and even negative
inductance values occur. Fortunately these geometries are not practically relevant and
the resulting inductance values are in the single digit pH range and below, therefore
this effect has no negative impact on the overall accuracy of power grid models. Fur-
thermore, calculation results that lead to negative inductance values are bounded to
zero in the grid model implementation to avoid effects of negative partial inductance
values in Spice compatible netlists.

L Equation No I+ w
Grover 3.47 | 15.8 1
Heron II 356 215 : 1
Heron 1 3.55 1 : 11
Mean Dist. Approx. | 3.48 1 : 1.58

Table 3.1: Minimum l:w ratio where the accuracy of the self inductance formulas is
within 0.1% compared to Fasthenry.

3.4 Mutual Inductance Calculation

Analogous to the self inductance case, the mutual inductance of two parallel rectan-
gular wires is calculated by solving equation 3.21. Assuming equally long wires with
length 1 and naming conventions for the geometry parameters corresponding to figure
3.18 yields to

D = [P2—Pil = y/(xa—x1)2+ (u2—y1)? (3.57)

1 Xp100 Ypo10 Xq100 Yqo10 12 )
88

Mp = — — T+ (= —
12 2m $1S2 J J J J [ln< +(D) +D>

X1=Xp000 Y1=Yp0o00 X2=Xq000 Y2=Yq000

e

Due to the integrals of equation 3.58, approximations are again mandatory to obtain

dyz dXz dy1 dX1. (3.58)

compact analytical mutual inductance equations. Several different approaches are
evaluated in this chapter using a geometry setup illustrated in figure 3.12. Sweeping
the distance d from Oum to 1mm covers a multitude of different critical cases, in-
cluding closely coupled, aligned, partially overlapping and also distant wires. Hence
sufficient insight is gained by such simple parameter sweeps to derive appropriate
mutual inductance equations for the pre-layout power grid model. Fasthenry is used
again as reference, where a low frequency, thus a constant current distribution in the
conductors is assumed.
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t=0.8u

Figure 3.12 Geometry of two wires and the corresponding parameters used for the
mutual inductance calculations

3.4.1 Mutual Inductance using Filament Equations

One promising approach for distant wires is the application of equation 3.13 or its
simplified variant 3.43 to calculate the mutual inductance of two parallel filaments
passing through the centers of both wires. It is safe to assume that the arithmetic mean
distance Ap is approximated well by Euclidean distance D for most geometries that
occur in on-chip interconnects. Moreover,for wires with distances significantly larger
than the corresponding wire cross sections the Euclidean distance also approximates
the geometric mean distance. Therefore, the figures 3.13 and 3.14 show that equation
3.13 leads to accurate results.

Ap =~ D=+vd?+m? (3.59)
GMD(S1,S2) =~ D when dorm > wiandty, (3.60)

Furthermore it is obvious that the approximations applied to 3.43, although useful for
several self inductance formulas, result in large errors rendering this formula unusable
for mutual inductance calculations. Especially short wires as illustrated in figure 3.14
do require the accurate filament equation 3.13. Nevertheless, the mutual inductance
of closely coupled wires is strongly overestimated by the two equations causing phys-
ically impossible coupling factors above 1.0. Since closely coupled wires are common
in on-chip interconnects, more elaborate inductance equations that consider the wire
cross sections are required.

3.4.2 Mutual Inductance using GMD Approximation

Similar to the self inductance calculation it is possible to avoid solving the integrals of
equation 3.58 by exploiting the arithmetic and geometric mean distances. While the
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Figure 3.13 Mutual inductance of filaments compared to Fasthenry and GMD approx-
imation for rectangular wires. Wire dimensions wy =20 pm, t; = 0.8 pum, wy = 10 pm,
t) =08 um, m=1pum, 1l =1mm. "GMD Approx.” is eq. 3.61, “Filament 1" is eq. 3.13
and “Filament I1” is eq. 3.43.

arithmetic mean distance of two separated rectangular areas is again approximated
by the Euclidean distance of the centers (eq. 3.59), the geometric mean distance has
to be computed using equation 3.39. Hence the Mutual inductance of two rectangular
wires can be approximated by

P Y R L
27 n GMD(S1,S5) GMD(S1,S,)

_ H(@)ﬁ@

. = (3.61)

In figures 3.13 and 3.14 equation 3.61 is compared to the previously discussed filament
equations. As shown in figure 3.13, equation 3.61 allows accurate mutual inductance
calculations also for closely coupled long wires where the results match well with Fas-
thenry. On the other hand equation 3.61 exhibits significant errors considering shorter
wires as plotted in figure 3.14, even though the accuracy is still better compared to
simple filament equations. The big disadvantage of this formula is the complex ana-
lytical solution of the geometric mean distance by equation 3.39. This issue prohibits
the utilization of equation 3.61 in tools with only basic arithmetic capabilities like most
analog circuit simulators. A more efficient GMD calculation method [88] is available
that only requires basic arithmethics when combined with the GMD approximations
for single rectangles (eq.3.40). But due to the fact that a more accurate approach es-
pecially for shorter wires was found, equation 3.61 is not utilized for the power grid
model.
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Figure 3.14 Mutual inductance of filaments compared to Fasthenry and a GMD ap-
proximation for rectangular wires. Wire dimensions wy = 50 uym, t; = 0.8 pm,
wy=20pm, t; =0.8pum, m=1pm, L =50 pm. "GMD Approx.” is eq. 3.61, "Filament
I” is eq. 3.13 and “Filament I1” is eq. 3.43.

3.4.3 Mutual Inductance using Quadrature Formulas

The following section presents an alternative to the GMD approximation using quadra-
ture formulas. Several points on the perimeters of the two wire cross-sections are
selected as shown in figure 3.15. Furthermore the mutual inductance of filaments
passing through these points are calculated and a weighted sum of these inductance
values leads to a coarse approximation of the mutual inductance between these two
wires. Two different approaches were evaluated, that are both illustrated in figure
3.15. One mutual inductance equation is derived from the average of all 16 mutual

Figure 3.15 Average (a) and Rayleigh (b) quadrature approximation
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Figure 3.16 Quadrature based mutual inductance approximations compared to Fas-
thenry for rectangular wires. Wire dimensions wy = 20 pm, t; = 0.8 pm, wp = 10 pm,
t) =0.8um, m =1pum, l =1 mm. "Rayleigh” is eq. 3.63, " Average” is eq. 3.62.

inductance values between the 8 points on the wire perimeters.

4 4
Miz= 2 3~ 3 MfualLPc— Q) (3.62)
i=1 j=1

The second equation is based on Rayleigh’s quadrature formula as published in [82]
and [89]. This quadrature formula takes the mutual inductance values from the cen-
ter point of one rectangle to the 4 points on the perimeter of the second rectangle,
thus requiring 9 filament equations including the mutual inductance between the two
central points.

4
1

My = - Mf12(L, [Py —P¢l)
6 \4

i=1

4
+ ) Mfia(L]Q)— Qcl) =2 Mfiz(L,[Pe — Qcl) ) (3.69)
=1

Figure 3.16 compares these two formulas to Fasthenry results where both equations
show a significantly better accuracy for small distances compared to the single fila-
ment approach. Moreover, the accuracy is also retained for short wires as shown in
tigure 3.17 since the utilized filament formula 3.13 does not contain any approxima-
tions. The Rayleigh quadrature exhibits a significant error for aligned wires (d = 0),
hence using the simple average formula is preferable, even though it requires more
mutual inductance terms. Quadrature formulas may be conveniently evaluated within
Spice compatible grid models, but unfortunately the plots (figs. 3.16 3.17) show that
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Figure 3.17 Quadrature based mutual inductance approximations compared to Fas-
thenry for rectangular wires. Wire dimensions wy = 50 pm, t; = 0.8 pm, wy = 20 pm,
t) =0.8pum, m=1pum, 1l =50 um. "Rayleigh” is eq. 3.63, ”Average” is eq. 3.62.

the two equations do not result in monotonic inductance to distance relations. Local
maxima or minima may trap optimization tasks to wrong parameter values, or false
interpretations of the parameter sweeps are possible. Since parameter sweeps and
geometry optimizations represent main applications of the power grid model, both
quadrature based inductance formulas are not overly useful in this context.

3.4.4 Mutual Inductance using Self Inductance Formulas

A different approach for accurate mutual inductance calculations based on self induc-
tance terms was published in [90]. This approach is combined with the previously
presented self inductance equations and modified to provide accurate results for typ-
ical on-chip wire geometries. The following relation of integrals is the key for this
method, where the mutual inductance integrals of equation 3.58 are reformulated to
a linear combination of integrals that correspond to self inductance terms. Let f(x)
be an arbitrary function, then a double integral may be rewritten by reordering the
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Figure 3.18 Illustration of two rectangular wires including the parameters for mutual
inductance calculations.

integral limits

(P11
f(lxo —x1)dxo dx7 =
JPo Yo
1 rdr rdi do rdo
7 f(Ixo —x1[)dxo dX1+J J f(Ixo —x11)dxo dxq
Jpo Jpo p1 Jp
rdo fdo ar rad
— f(lxo —x1])dxo Xm—J J f(lxo —x1])dxo dx;
JPo Yo P1 P
1
1 . 95 9
= Z(—])HH]J J f(lxo —x11)dxg dx;. (3.64)
2
1,j=0 Pi JPi

Figure 3.18 illustrates two parallel rectangular wires including their corner points and
parameters. Even though wires with unequal lenghts are drawn in this figure and
the calculation method is capable of treating such geometry, equally long wires were
assumed throughout this section. For a first less complex case a single layer structure
is assumed, thus both wires have the same thickness t and they are aligned on the
x/z- plane. Applying equation 3.64 on the y - axis integrals allows to rewrite equation
3.21 in conjunction with equations 3.13 and 3.57 to the following term.

] Xp100 Ypo1lo Xq100 Ygqgo10
My = ——— Mf12(1, D) dxg dyy dx; d
12 TtTwats J J J J 12(1, D) dxq dyy dx2 dy>
X1=Xp000 Y1=Ypo00o X2=%Xq000 Y2=Yq000
Ypoilo Ygqgo10
_ 1 J
C owitiwats
Y1=Ypooo Y2=Yq000
1 Xqj00 Xqj00
1 441
EZ(_” ] Mf12(1, D) dxy dxz| dys dya (3.65)
i,j=0

X1=Xpi00 X2=Xpi00
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In this particular case, the corner points on the y coordinates are equal (ypoi0 =
Yqot0 = t and Ypooo = Yqooo = 0), and due to the assumption that both wires have
the same length and are aligned on the z - axis it is possible to modify the integral for
such wires to

11 !

M - _ _1)\i+Hj+1
12 2witywaotsy Z( R
1,j=0
t t Ypojo Ypojo
J J J J Mf]z(l,D) dX1 dXz dy1 dyz. (366)

x1=0 x2=0Y1=Ypoio Y2=Ypoio
Moreover it is obvious that the integral limits of 3.66 are equivalent to the limits used
for self inductance calculations (3.22). Therefore it is possible to rewrite the mutual
inductance of two wires as a weighted sum of self inductance values, and following
formula is derived using the wire dimensions and the distances instead of corner
points Py, or Qxyz.

1 1

e = (4 e D
e )
e ey
sy s

In equation 3.67 L(x) corresponds to the self inductance of metal lines of width x and
of constant length 1 and thickness t. These four different cross-sections are illustrated
in figure 3.19 together with the required parameters. Equation 3.67 is useful for single
layer structures but chip backends with metal lines that overlap on different metal
layers require more degrees of freedom on the y - axis. To obtain an equation for such
geometries, relation 3.64 is subsequently applied to equation 3.65 leading to

| | 1 Yq010 Yq010 : 1
Mz = wtwt[Z DI I | (z > (-
e lo1=0 Y1 =Ypoko Y2=Ypoko 1j=0

Xqjoo Xqjoo

J J Mfi2(1, D) dx; dXz) dyq dyz]
X1=Xpi00 X2=Xpi00
:

— ; 1 Z (7])i+j+k+l
witiwots | 4

i,j,k1=0
Xqj00 Xqj00 Yqolo Yqoto
J J J J Mf]z(l,D) dy1 dyz dX] dXz]. (3.68)

X1=Xpi00 X2=Xpi00 Y1 =Ypok0o Y2=Ypoko
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Figure 3.19 Cross sections of self inductance terms used for mutual inductance calcu-
lation (green). Cross sections of wires (grey).

Width and center point coordinates are defined in the power grid configuration file,
but not the required corner point coordinates. Hence all corner points have to be
expressed by the width and distance parameters illustrated in figure 3.18.

x, = (O ™ X, [d4t5 —F d+5+F

P00 wy T d+ W gpw g
0 0 L_ b b_ b

Yp = Yq= m+t2 a m+t2 & (3.69)
tr b4 m+3+3 m+3+F

These matrices which represent the coordinates of the corner points Pijo and Qij0 allow
a very compact writing of the mutual inductance formula.

A = (Xl ) =Xp(03)) " (Yol U = Yli3))°

Lkt = L(LXalk U =Xp(i, )L Yol ) = Yp(i,5)])

1
1 1 N
My = WL D (CHIEAZ L Li,j,k,l] (3.70)

1j,k,1=0

Aiz,j,k,l computes the square of the rectangular area spanned between two corner
points, while L; ;. calculates the inductance of a corresponding wire ® with length
1. Since no approximations are necessary to obtain these formulas, the accuracy of
equations 3.67 and 3.70 only depends on the self inductance formulas that are used
for Ly ;1. Equation 3.55 is utilized as self inductance formula in the power grid model
representing a proper compromise between accuracy and compactness. Only the very
complex formula used in Fasthenry [83], exhibits a significantly better accuracy, but
this equation cannot be evaluated using Spice compatible arithmetic expressions. Fig-
ure 3.20 shows that equation 3.70 corresponds well with the accurate numerical results

3a self inductance formula with the notation ”L = L(length, width, height)”

47



3 Analytical Equations for Partial Element Equivalent Circuits

14
an .l Weighted Ls
5 Weighted Ls mod. ——
5 10 < Filament ——— —mmo]
] Fasthenry ---------
§ 08 N
Q
3
2 06
3 N
= 0.4 N
= ~
0.2 -
\\
0 ! 10 100 1000

Distance in um

Figure 3.20 Mutual inductance approximations compared to Fasthenry for rectangu-
lar wires. Wire dimensions wy = 50 pm , t; = 0.8 um, wp = 20 um, t, = 0.8 um,
m = 1um, | =1 mm. "Weighted Ls” is eq. 3.70, "Weighted Ls mod.” is eq. 3.72 and
“Filament” is eq. 3.13

obtained from Fasthenry and the approximations applied to the self inductance equa-
tion 3.55 have no negative impact on the accuracy as long as the wire length is not
shorter than the distance between the wires. Unfortunately the mutual inductance
calculations are also required for wire segments with a small distance to length ra-
tio and figure 3.21 indicates the problem caused by approximated self inductance
formulas for such wire geometries. Short wires and larger distances require self in-
ductance terms in equation 3.70 with very small width to length ratios, and no simple
self inductance formula presented in the previous section is capable of calculating
these terms with sufficient accuracy. The simple filament equation 3.13 is utilized to
circumvent this issue, since this equation calculates accurately the mutual inductance
of rectangular wires with distances significantly larger than the cross sections of the
wires, thus exactly of those geometries where 3.70 fails. The obvious solution is using
equation 3.70 for short wire distances and switching to 3.13 for long wire distances.
To avoid points of discontinuity caused by a hard switch between these equations a
continuous weighting function is preferable.

W =

-1
l t t
H—( +wi+wy+t+ 2)“] 3.71)

2(d+m)

Equation 3.71 is an empirical weighting function useful for typical on-chip metal ge-
ometries. The metal wire cross sections are used to shift the transition between equa-
tions 3.70 and 3.13 to larger distance values if wire dimensions are relatively large.
The transition rate between the weighting function limits of 1 and 0 is controlled with
the factor & where larger values lead to a faster transition between these limits. A
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Figure 3.21 Mutual inductance approximations compared to Fasthenry for rectangu-
lar wires. Wire dimensions wq = 50 um, t; = 0.8 um, wy = 20 um, t; = 0.8 um,
m = 1pum, 1 =50 um. "Weighted Ls” is eq. 3.70, “Weighted Ls mod.” is eq. 3.72 and
“Filament” is eq. 3.13

value of & = 6 is used in figure 3.21 and good results are obtained with this value for
typical on-chip metal geometries. Finally the modified mutual inductance equation
that combines filament and self inductance terms is

1

1-w |1 L
Mp = —— |~ )Rl A2
12 witiwats [4 Z (=1) Likl =Lkl

1,j,k,1=0
+ W;l[m< 1+(;)2+;>— 1+(%)2+%

It has to be noted that unrealistic wire dimensions were chosen for figure 3.21 that
overemphasize the calculation error of (3.70) to allow a proper illustration. Beyond
the small distance ranges where the transitions occur, equation (3.72) matches very
well with Fasthenry results, and for realistic wire length to wire cross section ratios of

. (3.72)

5: 1 and more the accuracy even in the transition region is better than 1.5%.

3.4.5 Mutual Inductance Between Wires of Unequal Lengths

Since power grid models require mutual inductance calculations for arbitrarily ar-
ranged rectangular wires and not only for the simple wire geometry handled in the
previous sections, analytical formulas treating such geometries are required. In con-
trast to figure 3.18 where the current flow is always assumed along the z axis, the
power grid model is using a different coordinate system. The metal layer are stacked
along the z axis and the coordinates denote the distance to the active silicon area.
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Since all metal layers are planes, z is constant for each layer. Therefore the x and y
coordinates are used to describe the two dimensional layout of the power grid. Since
only orthogonal geometries along the x and y axes are supported by the power grid
model, the wire endpoint coordinates c[ab](j illustrated in figure 3.22b are either
x or y coordinates depending on the wire orientation. Since no mutual inductance
occurs between perpendicular wires it needs to be calculated only for parallel wires.
Fortunately the previously derived mutual inductance formulas may be applied for
calculating unequal parallel wires using the following relation [83].

:
M = 2 My, 41,45 + Mg — My 45 — My s (3.73)

Figure 3.22a illustrates 2 parallel wires and the parameter 6 describing the distance
or the overlapping part of both wires along the current conducting axis. The mutual
inductance terms M in equation 3.73 represent the mutual inductance of parallel
equally long wires with the distance and the cross-sections of the actual wires and
wire lengths indicated by the subscripts. A proof for equation 3.73 may be obtained
by computing the mutual inductance of two parallel but otherwise different filaments
Mf7,. The same integrals as in equation 3.8 but with different limits have to be solved
and applying the integral rule of 3.64 on this equation leads to

Cb] Cb2
M, = 10 | dxy dx2 _ ol
e ) ) Jxa—x1)2+ a2 4n2
cay cap
cb, cby caz caz
[ dX] dXz J J’ dX] dXz .
(x2—x1)2 +d? (x2 —x7)2 +d?
ca; cap cb cby
cay caz cby cby
[ dx; d dx; d
o S J J X1 6%2 . (3.74)
J (x2 —x7)%+ d? (x2 —x1)2+ d?
cay caq cby cby

Furthermore, expressing the wire endpoint coordinates by the wire lengths 17, 1, and
b allows to rewrite the integrals from above as mutual inductance between equally
long filaments at distance d*.

1
Mft, = 5 Mfi2(d, 11+ 12+ 8) + Mf12(d, [8])

— Mfu(d,l] + 5) — Mf]Z(d, L, +9) (3.75)

It is obvious that the previous equation, although derived for filaments, remains valid
for parallel wires with arbitrary cross sections as long as these cross sections are con-
stant along the current flow axis.

4Mfq,(distance, length); eq. 3.13
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3.4 Mutual Inductance Calculation
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Figure 3.22 [Illustration of two wires with unequal length; (a) two geometries with
positive and negative §; (b) illustration of 6 computation (bird’s eye view on layout)

Within the power grid model these mutual inductance terms are calculated by equa-
tion 3.72 and ¢ is determined by three simple relations.

1
o= [|Cbz —caz|+|cby —cay| —|caz + cby —cay — Cbﬂ} (3.76)

1
b2 = +3 [|Cbz — cagl+[eby —cayl +[caz +cby —cay — Cbﬂ} (8.77)

01] < [82l — 8=5

o 3.78

{51|>|5z S 5= G789

As shown by figure 3.22b, the distance between the midpoints of both wires dm to-
gether with the wire lengths 1; and 1, computed by

1
dm = 3 cay +cby—cay—cby| and (3.79)
Iy = Jcayx—cby] (3.80)

are used to derive 5. The two possibilities 81 and §, are obtained by adding or sub-
tracting one half of both wire lengths to the midpoint distance dm, and finally the
shorter distance represents the correct value of 5. Obviously this is not the most
straightforward calculation method for & since subtracting the two appropriate wire
endpoints would be sufficient, but the presented approach covers all possible geomet-
rical arrangements as shown in [91] without having to choose the right endpoints and
therefore less conditional statements are required in the power grid model. Moreover
the order of the endpoint coordinates is not critical, allowing parameter sweeps that
change this order while the validity of the model is retained.
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3 Analytical Equations for Partial Element Equivalent Circuits

k>0 k<0

Figure 3.23 Change of coupling coefficient sign

3.4.6 Coupling Coefficients

Instead of the mutual inductance (M1;) the resulting Spice circuits contain coupling
coefficients (k12) between the self inductance elements of two wires (L1, L), which are
calculated by

MZ
k12| = » ']Ez' (3.81)

The signs of these coefficients depend on the orientation of the involved self induc-
tance elements as illustrated in figure 3.23, thus positive coupling coefficients are re-
quired if the self inductance elements exhibit equal directions, while negative coeffi-
cients are valid for opposite orientations. Since parameter alterations in the pre-layout
model may change the orientation of self inductance elements (fig. 3.23 xq — xg )
the following equation is included in the power grid model to determine the sign for
parallel wires

+, (caj—cby)-(car—cby) >0

.82
—, (CC11 *Cb]) . (caz—cbz) <0 (3 8 )

sign(kiz) = {

where ca and cb represent the coordinates of the positive (a) and negative (b) induc-
tance terminals either along the x- or the y axis.

Finally, since the presented compact analytical inductance equations are not valid
for very short wire stubs and computational issues come into play for extremely small
inductance values, coupling coefficients for wire segments with inductance values
< 1 x 107'®H are discarded. Applying all these measures allowed the implementa-
tion of lumped element RLCK networks based on analytical equations that exhibit a
reasonable accuracy and numerical robustness.
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4 High Frequency Effects

Due to the integration of RF circuit blocks in CMOS chips and rising signal frequencies
in the GHz range, the resistance and inductance values of on-chip wires are increas-
ingly affected by a frequency dependent current redistribution within the wire. The
previously presented inductance and resistance equations assume constant current
densities in wires, but this premise is not valid for power grids of RF analog blocks
or fast digital circuits. This chapter presents a method based on volume filaments to
compute the skin effect in rectangular on-chip interconnects that requires only a small
number of filaments.

4.1 Resistive and Inductive Skin Effect

In an uncharged conducting medium like metal interconnects the wave equations

0°E OE 3’B oB
W — O'H.a =0 ’ VZB — €HW — Gua =0 (41)

derived from Maxwell’s equations may be solved by the following solution describing

V2E — ep

a plane wave along the x axis
P = Pge e WtBX), 4.2)

As described in more detail in [92] « and (3 are calculated by

o = 3[\/1 +Q*2—1}O'5w (4.3)

2
b= \/?[W+ ", (44)

where Q is defined as Q = €. Thus « represents the wave attenuation of both electric
and magnectic waves in a conducting media, while ' denotes the corresponding wave
velocity. Metal conductors exhibit conductivities in the order of o ~ 5 x 107Q " 'm~!
hence Q will be < 1 for all frequencies used in electronic circuits. This allows to

simplify the formula for the attenuation distance § in metals leading to

st _ |2 (4.5)
o wuo

In the context of skin effect calculations o is also called the skin depth, the distance
from the wire surface where the current density ] is reduced to Jsyrf - e~ . Thus, for
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Figure 4.1 Volume filament discretization of a straight wire and an illustration of the
current density affected by the skin effect.

low signal frequencies where 8 is large compared to the wire dimensions, the current
distribution may be assumed constant over the cross section of the wire. But with
rising frequencies an exponential current distribution emerges. Since copper intercon-
nects are dominant in modern CMOS technologies the following material parameters!
p =16.78 nOm and p = g are used throughout this chapter resulting in a skin depth
smaller than 2.06 um above 1 GHz. Therefore metal interconnects with wire widths
of several pm exhibit significant changes of their impedance due to skin effect. Espe-
cially the effective wire resistance is quadratically increasing with rising frequencies
and should not be discarded in interconnect models for RF applications. Unfortu-
nately appropriate analytical methods to calculate this effect for rectangular wires are
not available, hence numerical calculations or approximations derived from numerical
methods have to be used.

4.2 Calculation and Modeling Methods

4.2.1 Volume Filament Discretization

Volume filament discretization [80] represents the most popular approach for calcu-
lating the current distribution within conductors. A wire geometry similar to the
magnetostatic calculations of the previous chapter is assumed, where current conduc-
tion occurs along the z axis and the electrical potential is constant on the wire cross
section that is parallel to the xy plane. To account for unequal current distributions
the wire is subdivided in parallel segments with small cross sections as illustrated in
figure 4.1. The number and the size of these segments determine the accuracy of the
calculation, where wire cross sections with dimensions below the skin depth  yield to
reasonable accurate results. DC resistance and inductance values have to be calculated
for all n segments and are stored in the following matrices

IThe process dependent resistance of interconnects is slightly higher than bulk copper with values
mostly around p = 22 nQm for wire widths above 300 nm. Wires with smaller lateral dimensions
will exhibit a size dependent rise of the resistance [23], nevertheless such narrow wires do not show
skin effect in the required frequency range.
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Rq 0 0 0 L1 Mz -+ My
0 R 0 - Mz Lp -+ Moy
_ _ 4.
R 0 0 .- 0 L (4.6)
0 e 0 Rn Mn1 an et Lnn

A harmonic voltage signal Vi = vy - €“" is applied to all segments to obtain a current
vector I at one signal frequency w

voO' = (R+jywl)-1I with O=[1,1,...,1]
Y = (R+jwl)™!
I = w[Y 0] 4.7)

Furthermore the effective resistance and inductance values of the whole wire are ob-
tained by summing up the filament currents stored in I leading to

R = — Re{ZI} (4.8)
L = wTo Im{ZI} (4.9)

This method also computes the proximity effect between different wires, enabling
accurate resistance and inductance calculations for complex geometries. The compu-
tational effort depends strongly on the number of filaments n, since O(n?) self and
mutual inductance terms have to be computed and the required matrix inversion to
obtain ) requires O(n3) multiplications. To reduce the computational complexity
advanced methods like [93] where geometry templates that enable an optimized dis-
cretization are used. Very high signal frequencies require a large number of filaments
hence other approaches like surface impedance calculations [94, 95] result in faster
calculations. Furthermore empirical approximations as published in [91] may be used
for fast but not overly accurate computations. Unfortunately Spice compatible circuit
simulators do not support frequency dependent resistance or inductance elements,
hence additional effort is required to represent skin and proximity effect in lumped
element RLCK models.

4.2.2 Lumped Element Models for Wire Segments

Utilizing the elements from the R and £ matrices defined in 4.6 represents the most
straightforward approach to model the frequency dependency of wires. As illustrated
in figure 4.2 for a 3 filament discretization, each filament is modeled as a series connec-
tion of its DC resistance (R;) and self inductance (L;;) while all filaments are coupled
by the mutual inductance coefficients (ki;). The big disadvantage of this approach
is the very large number of required circuit elements that render analog simulations
intractable except for very simple geometries. Therefore reduction techniques are re-
quired to obtain efficient power grid models.
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4 High Frequency Effects
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Figure 4.2 RLK network of a straight wire using three filaments

The inductance matrix £ is real and symmetric, therefore an orthogonal matrix Q
always exists that may be used to diagonalize the inductance matrix.

Laa=Q'LQ = (4.10)

0 Lan

As published in [96, 97] Q and Lg4iq may be used to compute an equivalent network
of n parallel RL current branches where no mutual inductance between the current
branches is needed. Thus, the resistors and inductors of the equivalent network R{
and L{ are calculated by

R; Lai
R/ =N [/ — -di 4.11)
i qiz i qiz

0Q = [q1,92...,4qn]. (4.12)

Even though finding Q is computationally expensive since eigenvalues have to be
found, circuit simulations may benefit from the strongly reduced number of elements
in interconnect model. Nevertheless, the reduction potential of this method is limited
since mutual inductance between different wire segments are not removed.

Another popular approach to model frequency dependent impedance values with
constant lumped elements are ladder networks as illustrated in figure 4.3. In this case
the frequency dependent impedance Z(w) is modeled by rational polynomials like

N(Ow) Z ()Rk(]w) (4.13)

Zw) ~ =

— hw) +px
where N(jw) represents the nominator and D(jw) the denominator of the polynomial.
One common fitting approach are Foster networks shown in figure 4.3a that use pole
and residue pairs to approximate the wire impedance. These pairs are determined
by solving linear equation systems [98] derived from equation 4.13 using measured or

56



4.2 Calculation and Modeling Methods

(©)

Ry

Figure 4.3 Ladder networks for modeling the skin effect. (a) is a Foster network;(b)
and (c) are ladder networks with separate external inductance.

simulated Z(yw) values for at least as many different frequencies as poles are added to
the Foster network. Figure 4.3b and 4.3c show alternative implementations of ladder
networks where the frequency independent external inductance is treated separately
and either ladder or parallel networks model the frequency dependent resistance and
internal inductance values.

Lext = Lpc — Lint (4.14)

The ladder network in figure 4.3c has a direct physical interpretation for the resistance
Ri which represent concentric shells of a circular conductor. Starting with R; in the
high frequency case more and more inner shells start conducting at lower frequencies.
Several mostly empirical strategies exist to obtain appropriate values for these R; and
Li elements. In [99] Ry, L, together with the factors RR and LL are selected empirically
leading to a geometric progression for the ladder elements where

LL

Rpr] = Rf]; and I_i+1 = i (415)
This approach does not consider the aspect ratio of rectangular wires, therefore an
improved approach published in [100] is more useful for on-chip interconnects. Since
resistance values are far more affected by the skin effect, the ladder network calibra-
tion of this method considers only the frequency dependent resistance, while wire
inductance values are implicitly modeled with decent accuracy. Separating the wire
inductance in internal (Lint) and external (Lext) inductance simplifies the application
of ladder topologies in partial element networks. Discarding the proximity effect it
may be assumed that the internal inductance is not affected by the magnetic flux from
other wire segments, hence mutual inductive couplings need to link only the external
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Current Density in mA / um?
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Figure 4.4 Current density of an on-chip metal wire with rectangular cross section.
Both the 3D curve and the color data on the XY-plane illustrate the non-constant current
density within a wire cross section having a width of 20 pm and a height of 0.8 ym. The
signal frequency was set to 20 GHz.

inductance elements. Hence, the number of mutual inductance elements is signifi-
cantly lower in such networks compared to a network directly derived from volume
filament discretization where all filaments of all wire wire segments have to be linked.
While a compact accurate internal inductance formula is available for round wires
with

Lint = 8%1[, (4.16)
rectangular cross sections have to be computed numerically [101] and curve fitted
approximations like in [100] may be used for fast calculations. The presented ladder
networks do not incorporate the proximity effect in their results, but a second similar
ladder network in parallel to the topology of figure 4.3c may be used to model two
parallel wire segments where proximity effect may be considered [102, 99].

One main feature of the pre layout power grid model is its scalability by user de-
fined parameters and modeling the skin effect should not affect this feature. But
unfortunately none of the presented methods to generate reduced lumped element
models can be implemented as a simple set of equations, since they all require certain
methods like eigenvalue decompositions, quadrature based optimization or other al-
gorithms to compute the ladder networks. Therefore, a volume filament discretization
and a direct realization of the corresponding RLK networks as illustrated in figure 4.2
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4.3 Efficient Volume Filament Discretization
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Figure 4.5 Volume filament subdivision using three or five filaments

turned out as the most practical approach for this application. Skin and proximity
effects are correctly modeled by this method for all supported grid geometries and
the analytical equations presented in the previous chapter may be used to compute
the circuit elements. Thus, only an additional discretization step had to be included
in the power grid tools.

4.3 Efficient Volume Filament Discretization

The biggest drawback of volume filaments, the complexity of the resulting RLCK
networks, can be alleviated by minimizing the number of filaments. The discretization
approach presented in this chapter and employed in the power grid models is tailored
for typical on chip interconnect geometries, while a frequency range up to 20 GHz is
assumed that covers the majority of current RF applications. For this frequency the
resistance value of copper p = 16.78 nQOm leads to a skin depth of 6 = 0.461 um. Figure
4.4 show the cross section of a rectangular wire and the current density at 20 GHz that
was calculated numerically by Fasthenry [85] using a very fine discretization. The skin
effect is developed only laterally along the wire width, whereas the current density
remains almost constant over the wire thickness. Since current CMOS processes rarely
use metal layer thicknesses above 1 um, it is safe to assume that skin effect occurs only
laterally in the required frequency range.

This behavior allows a very simplified and coarse discretization strategy illustrated
in figure 4.5 where only three or five filaments are used. Obviously, the filament sizes
a and b have direct influence on the approximation accuracy. Larger filaments lead to
more accurate calculations at lower frequencies where the skin effect starts to show its
influence, whereas smaller filaments improve the results at higher signal frequencies.
Therefore, analogous to the calibration of ladder networks, the filament sizes can be
optimized to approach the desired frequency response using the expected maximum
signal frequency (fr,) and the wire width (w) as independent variables. Resistance
and inductance values for the wire used in the current density plot 4.4 are shown in
the figures 4.6 or 4.7, illustrating that resistance values rise exponentially with increas-
ing signal frequencies, while the partial self inductance is decreased by the internal
inductance that vanishes at high frequencies. The internal inductance is only a small
fraction of the total self inductance like approximately 2.2% for this particular wire,
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Figure 4.6 Skin effect approximation using 3 filaments for a wire with w = 20pm,

t = 0.8um. fi, represents the maximum signal frequency for this approximation.
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Figure 4.7 Skin effect approximation using 5 filaments for a wire with w = 20um,

t = 0.8um. fi, represents the maximum signal frequency for this approximation.
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Figure 4.8 Error map for the 3 filament approximation. The frequency f, is used to
compute the filament size, and the maximum error is obtained for a frequency from
DC to fm.

therefore calculation errors of the skin effect approximation will have only a minor
impact on the total wire inductance. Consequently the quality of the resistance ap-
proximation was targeted during the evaluation of ideal filament sizes, whereas self
inductance calculations turned out sufficiently accurate when these “optimized for
resistance” filaments were utilized. Numerical resistance values were computed by
Fasthenry as accurate reference results for wire widths ranging from 5 pym to 100 pm
and for several frequency points up to 20 GHz. Furthermore, sweeping the param-
eters a and b yielded ideal filament dimensions for each particular wire width and
frequency point. Considering the very coarse discretization and the target for very
simple discretization rules, a numerical curve fitting process was discarded. Instead
this data was used to identify and adjust manually appropriate fitting functions for
the filament dimensions. For the three filament case the following empirical rule

a=60-w".5§%7 (4.17)

results in reasonable accurate (< 5% error) skin effect approximations for wire widths
up to 10 um in the desired frequency range. The skin depth 6 is used in equation 4.17
to account for the maximum expected signal frequency (f,) and for the DC resistance
of the conducting material. Nevertheless 3 filaments may not offer sufficient accuracy
for wire widths above 10 um so additionally discretization rules using five filaments
are proposed for such wires.

c = 15o-w-5°~56
2x 107605
_ c(L)

(4.18)
w

= Cc—a
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Figure 4.9 Error Map for 5 Filament Approximation. The frequency fy, is used to
compute the filament size, and the maximum error is obtained for a frequency from
DC to fm.

An alternative approach for lateral subdivisions was utilized in [103], where adjacent
filaments scale with a constant factor, thus more filaments are required compared to
the presented method to obtain good approximations.

4.3.1 Calculation Results

To provide an overview of the achieved accuracy, error maps are plotted in the figures
4.8 and 4.9. These maps show the maximum deviation from numerical Fasthenry data
for a certain wire width and maximum signal frequency f,,. This frequency is used to
determine the filament sizes and the maximum error is calculated within a frequency
range from DC to f,. Figure 4.8 shows the results for the three filament discretization
where errors around 5% can be maintained for all wires up to 5 GHz and narrow
wires up to 10 um maintain this accuracy for the complete required frequency range.
Figure 4.9 plots the results for the five filament discretization showing errors around
or below 5% for frequencies below 20 GHz within the complete range of wire widths,
while frequencies up to 40 GHz were plotted to illustrate the limits of this approach.
Furthermore, the figures 4.6 and 4.7 show the effect of different values for f,, on the
accuracy of the approximation confirming the advantages of adapting the filament
size to the required frequency range.

4.4 Test Structures

Even though considerable effort was spent in analyzing partial element calculations
for simple parallel wires, test structures were required to validate the accuracy of
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the power grid models for more complicated geometries. Planar spiral inductors,
although normally not used as a supply structure, turned out as valuable test appli-
cations, since calculation errors of wire segments accumulate over the inductor turns,
and computationally critical cases like very closely coupled adjacent wire segments
or weakly coupled segments at the opposite sides of the spiral have to be computed.
Moreover, skin and proximity effect also have significant influence on the behavior of
planar inductors providing additional challenges for the grid model. Reference calcu-
lations were again performed by Fasthenry using very dense wire discretizations to
provide accurate calculations for the required frequency range. The grid models were
included in Spice netlists and simulated by Titan, the Infineon analog circuit simula-
tor, where S-parameter analysis was used to obtain inductance and resistance values
at the inductor terminals. A 3 filament skin effect approximation was used in the grid
model and the maximum working frequency was set to 5 GHz, but plots up to 20GHz
illustrate the increasing error due to skin effect approximations beyond the predefined
frequency range.

4.4.1 Description of Figures

The plot 4.11 compares simple spiral inductors illustrated in figure 4.10, where ”Spiral
1” consists of one single metal layer and “Spiral 2” is using two stacked and parallel
connected layers. Both spiral inductors exhibit the same dimensions and the wire cross
sections of the two metal layers are also equal. Furthermore, planar transformers were
calculated to show that more complex geometries can be handled with good accuracy
by the lumped RLCK model. A planar transformer is illustrated figure 4.12 where dif-
ferent colors are used to identify easily primary and secondary windings. A winding
ratio of 1:2 was used hence the absolute impedance values of the secondary windings
are scaled accordingly to allow plotting them to figure 4.13. Furthermore, the relative
errors of the grid model are plotted in figure 4.14. The symmetric planar transformer
of figure 4.16 was used for testing the ability of the software to correctly calculate a
combination of three subcircuits, where a central part on the toplevel is connected to
two instances of the same spiral model. One instance is mirrored to obtain a symmet-
ric geometry, and again a winding ratio of 1:2 called for scaled impedance values in
plot 4.17. Additionally the relative error of the symmetric transformer model is shown
in figure 4.15.

4.4.2 Notes on Planar Spiral Inductors

Modeling of planar spiral inductors is a major research topic in RF circuit design,
therefore the pre layout grid models are discussed here in relation to special purpose
spiral inductor models. Accurate inductor calculations are typically performed by nu-
merical field solver and the results are incorporated in s-parameter based multi-port
networks. Because such numerical simulations are time consuming, a calculation of
spiral inductors by partial elements may be preferable. Inductance and wire resis-
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tance calculations may use similar methods like the power grid model as shown in
[81, 103, 104], but especially wire to substrate capacitance and substrate losses should
not be discarded in useful inductor models. Compact physical models as presented
in [105] include such second order effects and even patterened ground shields to im-
prove the quality factor are considered [106]. On the other hand, power integrity
simulations mainly focus on metal interconnect impedance, hence substrate losses are
not required in pre-layout power grid models. Therefore reusing the grid models for
inductors is not advisable, except for estimating inductance values and quality fac-
tors. Nevertheless the parameterized nature of the grid models enables applications
like geometry optimizations, optionally together with active devices, what is not vi-
able using other inductor models. Even though inductor modeling was never in the
focus of the thesis, the presented inductance and resistance calculations represent a
decent base for parameterized planar inductor models.
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Figure 4.10 Illustration of planar spiral inductor with 2 stacked metal layers in parallel
a = 300n, b = 200um, w = 8um,d = 3.5um,t = 0.8um.
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Figure 4.11 Error of RLCK model of spiral inductors (figure 4.10). Spiral 2 has two
parallel metal layers. Spiral 1 uses only one layer.
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Figure 4.12 Illustration of planar transformer with a = 300um, b = 200um,
w = 8um,d = 1.5um,t = 0.8um.
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Figure 4.13 Simulation results of planar transformer (4.12) Fasthenry results are plot-
ted in dashed style.
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Figure 4.14 Error of RLCK model of planar transformer (4.12)
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Figure 4.15 Error of RLCK model of planar transformer (4.16)
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Figure 4.16

Mlustration of symmetric planar transformer with a = 300um,
b = 200um,w = 7um,d = 2.5um,t = 0.8um.
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Figure 4.17 Simulation results of symmetric planar transformer (4.16) Fasthenry re-
sults are plotted in dashed style.
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5 Implementation Details of the Power Grid
Software

This chapter presents in detail the structure of the pre-layout power grid model and
how it is included in the original circuit netlist. Since most parasitic extraction tools in
industrial environments do no provide hierarchical models, a selection of data struc-
tures and algorithms that enable such hierarchical and parametrized models are pre-
sented in more detail.

5.1 The Structure of Pre-Layout Power Grid Models

Circuit hierarchies are flattened in most parasitic extraction applications where it is
necessary to rename all affected circuit nodes and elements in the simulation netlists.
Moreover the extracted and inserted RLCK elements result in cluttered and complex
netlists that prohibit a convenient and efficient simulation flow. The pre-layout power
grid model presented in this section retains the original circuit structure based on
hierarchical schematics, therefore it has to be structured analogous to the original
netlist. The model is focused on interconnects between subcircuits not on single Spice
elements, and provides a level of abstraction that allows an efficient grid modeling
process. Moreover it enables fast circuits simulations, because the number of RLCK
elements is often orders of magnitude smaller than in post layout extracted netlists.
The interconnect model is separated into several grid sub-blocks to retain the hierar-
chical circuit structures, where each sub-block corresponds to one particular subcircuit
and one supply node. These grid blocks are connected to the original supply node
within the subcircuit and these blocks provide local supply nodes for circuit blocks
at the next lower hierarchy level. The grid blocks are stored as separate subcircuits
to maintain a clearly arranged structure especially when multiple independent power
domains are modeled within a subcircuit. Figure 5.1 illustrates the tree-like structure
of a supply grid with three hierarchy levels that connects several circuit blocks to VDD
on toplevel. The shaded blocks represent the power grid circuit blocks that are gen-
erated by the pre-layout power grid tools, and the grid block terminals are directly
connected to the local VDD nodes of each subcircuit. Multiple voltage domains are
inherently supported where one grid block per supply domain is integrated in the
original subcircuits and this approach is also used to model the required ground or
VSS networks. The power grid configurations described in detail in appendix B rep-
resent this structure, where geometry definitions are entered separately for each grid
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VDD @ toplevel

Figure 5.1 Illustration of a hierarchical power grid model for VDD on toplevel con-
necting several subcircuits. (Grid models for ground networks exhibit an equal struc-
ture.)

block and supply domain. These geometry definitions use local coordinate systems,
where coordinates of the local supply node that connects to the parent circuit is used
as reference point to derive the global position of the block. Therefore geometry mod-
ifications of grid blocks on higher hierarchy levels are automatically considered in all
dependent child blocks ensuring meaningful grid geometries.

Furthermore, figure 5.2 shows parts of a typical circuit netlist where the lines be-
longing to the power grid models are indicated by several colors. All subcircuit defini-
tions including the grid blocks are placed on the toplevel to provide compatible netlists
also for Spice simulators that do not support nested subcircuit definitions. Grid sub-
circuits contain the RLK elements that model the wire interconnect impedance, and
instances of these grid blocks are inserted into the original circuit blocks. The grid
subcircuit terminal nodes are connected to local supply nodes that are generated by
the power grid tools in each subcircuit. To inherently support multiple instances of
decoupling capacitors it is necessary to inserted these power grid elements directly
into the original subcircuits and not into the grid sub-blocks. In many applications
decoupling capacitor arrays are already included in the original schematics and the
power grid tools allow to replace these elements by parametrized capacitor models.
Therefore storing these models at the place of the original elements is an obvious
approach.

Mutual inductance elements are stored in two different places. Local coupling coef-
ficients of wire segments in the same grid subcircuit are stored inside this block and
therefore do not require any hierarchy prefixes. Elements that mutually couple wires
in different grid sub-blocks eventually on different hierarchy levels are stored on the
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RL lumped elements

mutual inductance element
between internal wires

grid-subckt

subcircuit definition

decoupling capacitor

instance of grid-subckt

subcircuit

subcircuit instances

toplevel grid subcircuit & grid

mutual inductance elements
between different grid subcircuits

toplevel

subcircuit instances on toplevel

Figure 5.2 Typical structure of a Spice netlist that was patched by the pre-layout power
grid tool and contains a RLCK grid model.
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toplevel of the netlist, and hierarchy prefixes are added to reach the corresponding in-
ductance elements. Fortunately mutual inductance elements do not require additional
circuit nodes or other modifications to the original circuit, hence the original circuit
hierarchy is not changed by K elements on the toplevel. Only the simulation speed
is affected when complex grid geometries are modeled. Furthermore, besides storing
the K elements, the toplevel of the circuit is treated similar to normal subcircuits.

5.2 Data Structures for Symbolic Data Processing

Since the pre-layout power grid models utilize a set of spice compatible arithmetic
expressions to compute the grid geometry and RLCK element values, a special data
structure is used in all affected algorithms. Spice compatible parameter definitions
always exhibit the following syntax

keyword name expression or value
N ——
f_'/\ﬁ N .
‘param something = ’expression’ , (5.1)

and numerical values of geometry parameters are also derived in the software en-
abling plausibility checks and the graphical output. Therefore, a three field record is
utilized for each data point.

parameter name, e.g. Xyvd
data — { expression, e.g. '330u+3-wj (5.2)
numerical value, e.g. 50 x 10

A relatively large number of dependent parameters have to be created for the grid
model to support features like nested local coordinate systems, rotation commands or
filaments for skin effect approximations. Hence, this record significantly simplifies the
software implementation by providing consistent access to all three representations of
data points. Fortunately Spice and Perl utilize an equivalent syntax for basic arith-
metic expressions, thus the standard built in Perl evaluation function could be used
to compute the numerical value of data points. Numerical values of grid parameters
are not stored in the resulting model, but the software tool requires them for several
operations, like evaluating the order of wire segments on a bus, which depends on
the coordinates of the connection noded. Furthermore it should be noted, that this
record is not fully populated for each data point, because not all data representations
are required for every parameter .

To support user defined parameter definitions, a dictionary storing this data is pop-
ulated during the input parsing procedure, where all related expressions are evalu-
ated. This dictionary is only required for the user input in contrast to all other data
points that are generated later when the model is synthesized. The number of config-
uration parameters is significantly and in many cases two orders of magnitude smaller

le.g. numerical values of RLCK values are never computed during the model generation

72



5.3 Data Structures and Algorithms for Hierarchical Models

than the number of derived data points, hence the execution speed and the memory
consumption of the power grid tool is not affected by searching and filling a large
parameter dictionary.

5.3 Data Structures and Algorithms for Hierarchical Models

As illustrated in figure 5.1, the power grid model is integrated within the hierarchy of
the original netlist. Therefore, object oriented data structures are required that provide
the required information of the circuit structure and also of the power grid elements.

5.3.1 Data Structures

¢ netlist related data objects
These data object are created during the parsing procedure of the original netlist,
and contain the netlist related data like line numbers of important Spice elements
or node names of subcircuits, while the netlist itself is stored in a separate data
structure.

— Subcircuit Each subcircuit of the original netlist is described by one of these
objects.

— Instance The instance object is used in subcircuit and contains netlist re-
lated data of subcircuit instances defined within a certain circuit block.

- Hierarchy Hierarchy is generated as a linked list that exhibits a tree like
structure that is equivalent to the circuit hierarchy. It is utilized by several
algorithms to iterate correctly through the circuit hierarchy:.

e power grid related data objects
These objects contain the parameters of the grid model like coordinates wire
dimensions or rotation commands.

— GridData contains the data from the grid configuration file.

- WireData is used to store coordinates and dimensions of single wire seg-
ments.

- InstData represents a single grid block in the power grid model. This object
is required in addition to GridData because grid blocks may be instantiated
several times. Even though these grid blocks are derived from the same
GridData object, several parameters are unique for each instance like global
coordinates and rotation commands.

Most of these data objects are strongly related to each other like each WireData object
corresponds to an InstData object and every grid instance is linked to netlist related
data objects. Within the power grid generation procedures a convenient access to
all these data object is required, therefore an object named GridDB was created that
contains linked lists and hashes of all previously described data objects. Moreover
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GridDB provides methods to find, access insert or modify these data structures effi-
ciently.

5.3.2 Procedures

Besides data structures, several procedures are required to generate the power grid
models. The algorithm 5.3 illustrates the complete sequence that is utilized to generate
the grid subcircuits, where a set of netlist related data-objects is already available after
parsing the original netlist. Because the sequence of processing steps in algorithm 5.3
is straightforward, this description is focused on how these actions were separated
into different objects and functions to provide the flexibility for switching between
different network types or computational methods. Therefore, several objects named
GRID, PWIRES, TYPE, EQUATION and PROCESS were implemented that contain
the required processing steps.

The configuration file is parsed blockwise by the function CONFIG.ParseGridBlock
that is called before the grid blocks can be generated. At first, the process and equation
objects PROCESS and EQUATION are selected and initialized based on the config-
uration data. These objects provide the necessary functions to compute the RLCK
element values and will be used for all grid blocks. Furthermore, the GridData ob-
jects GDATA are created for each grid model subcircuit and stored in a list, because
the mutual inductance element generation requires this data in subsequent processing
steps. As shown in algorithm 5.3, the grid type objects TYPE are created individually
for each grid block since Perl allows to dynamically change object types during the
program execution. Therefore, this feature enables the option to select the network
types individually for all grid blocks. Each supported computational method and
grid type is represented by individual TYPE or EQUATION objects with standard-
ized interfaces to provide a straightforward approach for extending the functionality
of the software.

Figure 5.4 illustrates a grid block including its lumped elements and identifies Perl
objects which are responsible for certain parts of the model. While PROCESS, TYPE
and EQUATION provide the methods to compute wire parasitics, the objects de-
scribed in this paragraph implement all required connectivity and geometry related
tasks. Before generating the RLK elements, the object PWIRES derives a list of wire
segments as defined by the geometry description. It invokes the method GetWire
that is implemented in TYPE to generate simple resistive or RL lumped element net-
works depending on the TYPE object that was previously selected. This function also
generates the volume filaments if skin effect approximations are required, whereas
all Spice elements and parameters are created by the EQUATION object. Moreover,
the geometry data of all wire segments is stored in an array of WIREDATA objects,
thus mutual inductance computations can utilize this data and do not need to con-
sider grid geometries or volume filaments again. Finally the object GRID is used to
encapsulate the finished lumped element network into Spice subcircuits and connect
them to the original circuitry. This fine grained separation of tasks was mainly imple-
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Input: all netlist related data objects stored in GridDB

utilized objects GRID, PWIRES, TYPE, EQUATION, PROCESS ;

call CONFIG.ParseGridBlock; (first block)

PROCESS ¢ ProcessObject(CONFIG) (+...create object instance);
EQUATION « EquationObject(CONFIG, PROCESS);

GRIDLIST =[], WIRELIST = [];

foreach grid block Bl of CONFIG do
GDATA  GridData(BI);

append GDATA to GRIDLIST;
TYPE  TypeObject(BI);
WIRES = PWIRES.GetWires(CONFIG); (all wiresegments of block)

foreach WireData WR defined by WIRES do
call TYPE.GetWire to create RL elements of WR;

call EQUATION.GetResistor; (invoked within TYPE.Getwire)
call EQUATION.GetInductor; (...)
append WR to WIRELIST[BI];
end
if TYPE supports mutual inductance then
foreach Pair of WireObjects W1,W2 in WIRELIST[BI] do

if W1 parallel W2 then
| call EQUATION.GetMutuallnductance; (internal K elements)

end

end

end

call GRID.CreateGridSubcircuit;
call GRID.ReconnectSubcircuits;

call CONFIG.ParseGridBlock (next block);
end

Algorithm 5.3 The required processing steps to generate grid model subcircuits.

mented to provide highly customized grid models by parameters that are described
in detail in appendix B, but it also allowed a less error prone and convenient software
development.

While internal K elements that link only wire segments within a certain subcircuit
are easily added to the affected RL networks, mutual inductance elements between
wires of different subcircuits require several additional processing steps. To compute
mutual inductance elements relative positions and distances are needed, therefore it
necessary to transfer the local coordinates of the grid blocks to global coordinates. It
is also necessary to duplicate grid blocks that are utilized more than once and ap-
ply rotate and mirror commands, thus leading to a flat geometry description without
hierarchies. This flat geometry description is only stored in a data structure and uti-
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Figure 5.4 Illustration of a power grid network and the corresponding Perl objects
that are involved in the model generation.Grid controls the connectivity of the circuit
block; PWires creates the wire segments depending on the power grid geometry; Type
generates the lumped element networks within each wire segment; Equation computes
the element values of the Spice network.

lized within the software, whereas the final RLCK models retain the original circuit
hierarchies. Therefore it was necessary to split the generation of internal K-elements
in algorithm 5.3, and the mutual inductance elements between different blocks into
separate procedures. The algorithm 5.5 illustrates the operations to generate an array
of InstData objects that describe the flat grid hierarchy. It necessary to parse recur-
sively through the complete hierarchy data structure and check if power grid blocks
are defined for some subcircuits. InstData objects with unique identifiers are created
for each grid block and appended to an array. Furthermore, the rotate and mirror
commands are evaluated while data structures from previous processing steps like
the GridData or Hierarchy arrays are already available and linked to the InstData
object. Rotation commands are evaluated during the model generation in contrast to
all other parameters, because implementing these operations as Spice functions would
lead to very large netlists where swapping all x and y coordinates would have to be
supported. Moreover rotation commands require reconnecting mutual inductance el-
ements since different parallel wire segments may come into play. This compromise
was selected since rotation commands are not commonly used in parameter alterations
and compact netlists are considered as a more important advantage. Moreover, it is
necessary to employ the rotation commands of the parent and the current subcircuit
to correctly obtain the final block orientations on all hierarchy levels. The previously
decried InstData array is not only utilized during the generation of mutual induc-
tance elements between different circuit blocks, but also for the graphical output or
the Fasthenry export functions, which need a flat geometry description to correctly
generate their output files. Furthermore, all wire geometries are based on individual
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Input: hierarchy object PARENT;
Result: array of ALLBLOCKS
foreach subcircuit XI in PARENT do
foreach supply name SUP do

if exists GridData(XI, SUP) then
BLOCK ¢« InstData(XI, SUP);

rotl = RotationCommand from InstData(PARENT);
rot2 = RotationCommand from BLOCK;
call BLOCK.Rotate(rot1,rot2);
append BLOCK to ALLBLOCKS;
end

end
call CreatelnstData(XI, ALLBLOCKS);
end

Algorithm 5.5 The algorithm CreateInstData generates an array of InstData ob-
jects that describes all employed power grid blocks.

coordinate systems for every grid sub-block, therefore global values for the coordinate
origins are needed to obtain the correct relative positions of wires.

As illustrated in algorithm 5.6 these coordinate definitions exploit the circuit hier-
archy where it is only necessary to add the required offset (CX,CY) for the actual grid
sub-block to the origin coordinates of its parent subcircuit. Thus, geometry modifi-
cations that affect coordinate systems at lower circuit levels are inherently supported
by such parameter definitions. All possible pairs of InstData objects have to be con-
sidered to ensure that all parallel wire segments are coupled by mutual inductance
elements. To reach the inductance elements at different circuit hierarchies prefixes
separated by single dots are required, while the procedure GetHierarchyPrefix is used
to derive the prefixes for two InstData objects.

prefix prefix prefix required instance
T T - — ]
xi_first . xinext . ... xi_parent . xi_instance (5.3)

Even though it would be sufficient to derive hierarchy prefixes that start with the
first common parent instance and store the mutual inductance elements on the lowest
possible hierarchy level, some Spice implementations only support hierarchy prefixes
on the toplevel of the netlist. Therefore, it was necessary to place all K elements on
the toplevel that couple inductance elements of different subcircuits. The resulting
netlists are slightly larger compared to the optimal approach and may contain more
K elements in case of subcircuits that are used more than once, but this has no nega-
tive impact on the simulation speed, because both netlists would result in equivalent
circuit representations within the simulation software. Furthermore, the previously
created WireData objects are utilized again to obtain the geometry of wire segments,
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Input: all previously generated data objects;
Result: mutual inductance elements on toplevel & parameter definitions

foreach Ins Data INS do
PAR = parent of INS;

[CX,CY] = PAR.Rotate();
INS_ORIG_X = "PAR_ORIG X + CX’;

INS_.ORIG_Y = 'PAR_ORIG.Y + CY;
end

foreach pair of InstData (INS, NIBS) do
[PREFIX, PREFIX] = GetHierarchyPrefix(INS, NIBS);

foreach WireData WA in INS do
foreach WireData B in NIBS do

if (WA parallel to B) then
| call EQUATION.GetMutuallnductance(WA,B,PREFIX;PREFIX);

end

end

end
call CreatelnstData(XI, ALLBLOCKS);
end

Algorithm 5.6 this algorithm generates parameters for the local coordinate sys-
tem origins and the mutual inductance elements between wires of different grid
subcircuits.

and finally the equation object provides Spice functions that compute the element
values analogous to the other lumped elements computations.

Decoupling capacitor models are connected directly to the local supply nodes that
were introduced by the power grid models. Since capacitor models only exhibit a sin-
gle scaling parameter that does not depend on other parameters of the power grid, no
additional processing steps are required besides inserting appropriate capacitor mod-
els and scaling parameters to the final netlist. Different capacitor types like MOS gate
capacitors or ideal C elements are supported analogous to the previously described
TYPE objects for different wire models. Besides the function to insert the appropri-
ate Spice elements, each capacitor object has to provide a method to find and replace
existing capacitors in the original netlist.
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6 Stability Analysis of a Multi Stage Power
Amplifier

This chapter presents a typical application of pre-layout power grid models during the
analysation of the stability of a fully integrated CMOS RF power amplifier used on
an UWB transceiver. After a short presentation of the PA related key design param-
eters, the root cause of instability namely local feedback loops on the power grid are
explained in detail. Furthermore the analysis method and the power grid setups are
presented while statistical evaluations of the simulation results are used to propose a
power grid topology that enables a stable operation. The power grid induced feedback
issue and analysis results utilizing a preliminary version of the model were introduced
in [107] and a paper investigating the trends of power amplifier for short-range broad
band communication was published in [108] and [109].

6.1 UWB Compliant PA Requirements and CMOS Technology
Figures

Due to the trend to very high data rates in wireless communications wide bandwidths
are increasingly used in recent years. Following the Shannon theorem (6.1) a high data
rate on a digital communication channel can be achieved by using a wide bandwidth
B without requiring an increased radiated output power P,

C:B-ld(1 +%> 6.1)

Therefore wide band communication standards are especially attractive for battery
powered devices and cost effective single chip implementations including RF power
are feasible. The PA analyzed in this chapter is tailored for WiMedia compliant
ultra wideband (UWB), a short range high data rate communication standard us-
ing a very broad frequency band from 3 to 10 GHz and reaching data rates up to
480 MBits. Orthogonal frequency division multiplexing (OFDM), a multi carrier mod-
ulation scheme, is used in the UWB specification [110] that splits the frequency band
in N narrow-band channels. Hence the symbol duration can be extended by the
factor N making the transceiver more robust against fading while the implementation
effort in the analog part of the receiver is relaxed. Although the focus of this chapter
is on the PA block, complete CMOS UWB transceiver architectures and critical analog
building blocks were published in [112] and [113] giving an overview of the design
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Figure 6.1 Schematic and chip photo of UWB compliant travelling wave guide ampli-
fier published in [111].

challenges that have to be met. Unfortunately an ODFM modulation requires a high
peak to average output power ratio since independent sub-carriers with uncorrelated
amplitudes and phases are added at the modulator. Therefore highly linear PAs like
class A or AB are required in UWB transceivers covering a frequency range from 3 up
to 10 GHz. In contrast to constant envelope schemes like GSM or Bluetooth where typ-
ically fractional PLLs drive directly the PA, the UWB transmit path utilizes a Gilbert
cell as modulator. Due to the negative conversion gain of the modulator a compara-
tively high amplifier gain of 20 dB up to 30 dB is required to reach an output power
of 3 dBm. Furthermore since UWB is targeted as a wireless USB replacement a low
cost CMOS or BiCMOS implementation is mandatory. The process dependent cut-off
frequency ft and the maximum oscillation frequency fmax of a transistor are defined

by

m f
9 frax = T (6.2)

fr =
21 Cygs 2-/(Ri+Rg) - (gas + 27tf1rCyqq)

where R; and Ry represent the input resistance and gate resistance respectively. Equa-
tion 6.2 exhibits a strong dependence on the gate-source Cgys and gate-drain capaci-
tances Cg4q so shrinking transistor dimensions will improve fypax and ft as published
in [114]. Furthermore is possible to estimate the maximum stable power gain (MSG)
at frequency f of CMOS transistors using equation 6.3 because the power gain of a
transistor rolls of with —20dB per decade reaching 0 dB at fapax.

fl
MSG ~ -MAX (6.3)

2
The maximum stable gain allows determining the required number of amplifier stages
although accurate estimations have to take the quality factor Q of the planar coils into
account because R; of equation 6.2 is affected by the coil resistance. In contrast to
narrow band systems at lower frequencies where the inductor quality is limiting the
performance of the circuits, UWB implementations have to use inductors with low
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quality factors around 3 to obtain the 1.5 GHz bandwidth of one band group. Hence
the specs of broad band circuits are mainly defined by the previously mentioned
transistor performance figures and these circuits will benefit from reduced transistor
sizes in future CMOS deep submicron technologies [115]. Moreover the linearity of
the amplifier represented by the third order intermodulation product OIP3 [116] can
be estimated by the cut-off frequency ft as described in [117] and [118]

8T

OIP3; o~ /%

(6.4)
The maximum OIP3 is reached for an operating point that allows the maximum cut-
off frequency, so optimizing linearity is equal to minimizing the number of required
stages and therefore the area occupied by the amplifier. It has to be expected that
and fmax of future technology nodes will exhibit less beneficial scaling. Even though
this will impair the linearity of RF circuits, but the available gain improvements will
allow less amplifier stages or local feedback to linearize the signal. It has to be noted
that the performance of the last stage is not only limited by f1 but also by the operating
voltage Vi, described by the Johnson product [119]

E-vs
27

Unfortunately the right hand side of equation 6.5, the product of the saturated drift
velocity vs and the breakdown electrical field E, is constant for a particular semicon-

Veup - f1 = (=~ 200 GHzV in Si). (6.5)

ductor, so integrated CMOS PAs are only feasible for moderate output power but it
is sufficient for the UWB standard. Summing up the presented findings it can be
pointed out that modern deep submicron CMOS technologies allow the implementa-
tion of UWB compliant PAs and future technology scaling will enable reduced area
and power consumption.

6.1.1 Amplifier Toplogies

Travelling wave-guide amplifier (TWA) and multi stage type A amplifiers are the most
common used circuit topologies for wideband PAs. The power grid impedance plays
a crucial role in both topologies whereas TWAs include the supply routing into the
design process. TWAs are distributed amplifiers with multiple parallel connected am-
plifier stages where a pair of transmission lines is respectively connecting inputs and
outputs of the active devices as illustrated in figure 6.1. The input signal travels on the
input transmission line while the propagation constants are designed that the output
signals of the transistors are summed without undesired phase lags and termination
resistors avoid reflections. In contrast to cascaded multi stage amplifier the overall
gain delivered by a TWA is the sum of the gains of all stages and not the product so
high gains cannot be expected. Moreover the transistor sizes have to be small to obtain
the required bandwidth resulting in limited transconductances and gains at the indi-
vidual stages so tradeoffs between gain and bandwidth cannot be avoided. The paper
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Figure 6.2 Block diagram of 5 stage fully differential PA and its supply concept.

[120] describes a detailed analysis of distributed amplifiers and [111] presents a TWA
implementation tailored for UWB reaching a gain of 17 dB and a bandwidth of 8 GHz.
Other circuits published in [121], [122] and [123] show that very high bandwidths are
possible with CMOS TWAs but gain or 1 dB compression points do not meet the re-
quirements of UWB transceivers. On the other hand PAs with higher output power
as published in [124] do not reach the required bandwidth. One stringent disadvan-
tage of TWAs is the area consumption of the transmission lines especially when micro
strip structures are used. Moreover these circuits will not exhibits significantly less
area consumption due to modern technologies since area dominant micro strip struc-
tures cannot be scaled down. Due to the area and gain disadvantages it is very likely
that TWAs are replaced by cascaded type A amplifiers in UWB transceivers. Mode
locking or injection locking techniques are frequently used in PAs for constant enve-
lope signals. The efficiency of these amplifiers is improved by oscillations invoked
by positive feedback in the signal path [125]. Unfortunately highly linear UWB PAs
cannot benefit from these techniques. On the contrary the stability of linear amplifiers
has to be ensured for all required operating conditions. Therefore a detailed stability
analysis including power grid impedances being the dominant source for oscillations
turned out to be essential.

6.2 Common Mode Feedback via Power Grid

A fully differential 5 stage integrated CMOS PA with an operating bandwidth of 6-9
GHz is analyzed in this chapter, whereas a low dropout regulator (LDO) is integrated
on the chip delivering the supply voltage to the amplifier and isolating low frequency
crosstalk noise from other circuit blocks. As illustrated in figure 6.2 all amplifier stages
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VDD

Figure 6.3 2 Stage fully differential PA with feedback loop via power grid including
illustration of lumped element power grid model.

and the biasing circuit are connected to the same LDO and bond-wires from VSS and
the LDO are also used to isolate the PA voltage domain from the other blocks of
the chip. The LDO contains a PMOS pass device and therefore exhibits rather high
impedance for signals in the operating frequency range. Furthermore the bond-wires
have a self inductance in the nH range so galvanic crosstalk to other blocks is filtered
effectively. But on the other hand VDD supply ripple and ground bounce of signals at
RF cannot be avoided due to the impedance of bond wires and it has to be considered
that the regulating loop of the LDO , typically in the kHz or lower MHz range, is far
too slow to regulate RF supply ripple. Besides the doubled signal swing and lower
distortion due to the canceled out even harmonics, fully differential circuits have an
additional advantage to single ended designs concerning their power consumption.
Amplifier stages similar to those drawn in figure 6.3 are analyzed throughout this
chapter. Due to the large signal swing especially at the higher stages of the PA, the
non-linear current signals i and i_ have to be examined. The well known first order
current equation of NMOS transistors in strong inversion is defined as

Kn

i(Vgs) = > (Vgs — Vt)z (6.6)

where Vgs, Vi and k,, represent the gate source voltage, the threshold voltage, and
the current gain factor of the NMOS. Using equation 6.6 together with the input bias
voltage Vy and the differential input signal leads to the following signal currents i,
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Figure 6.4 Loop gain amplitude of 2 different power grid topologies vs. signal gain
of the PA. Topology A — stable PA; Topology B — unstable PA

and i_
. k
1, = 711 . (Vb + Vsig — Vt)z
. k
o= (Vo Vaig— Vi)’ 6.7)

and to the complete current of the amplifier ig

. .k 2 2
fg=ir + i =2t | (Vo Vaig— Vi) + (Vo — Veig — Vo). 6.8)
Furthermore a differential harmonic input signal with frequency fs and maximum
amplitude 2 -V,

Vsig = Vp - cos(2mtfy) (6.9)

is applied to the inputs and after some arithmetic reformulations 14 is defined as

iy =kn- [(vb—vt)2+;v§- (1+ cos(anfy)) |. (6.10)
In most cases for amplifier stages with reasonable gain V/, is significantly smaller than
Vy, — V; therefore a predominantly DC current consumption may be assumed simpli-
fying the design of a proper power distribution network. If the left and right current
paths (i4,i_) are connected together symmetrically after the inductive load, the second
harmonic of the input signal is the main source of supply ripple. This VDD ripple is
considerably smaller than supply ripples in single ended designs while local decou-
pling capacitor arrays are used to further reduce this voltage ripple. The open loop
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Figure 6.5 Loop gain amplitude for different power grid model types (RC; RLC;
RLCK; RLCK using 3 filaments). Topology A.

design is mandatory to obtain the required bandwidth and multi stage PAs should
be unconditionally stable if the signal path is designed correctly. Unfortunately for
integrated PAs with very high bandwidths this is not always the case. Figure 6.3 uses
a two stage amplifier to illustrate the basic case of an unwanted feedback loop on the
power grid. Analogous to the 5 stage PA this two stage amplifier exhibits a shared
power network and figure 6.3 shows the wire parasitics and the decoupling capaci-
tors on the local supply nodes. Considering these power grid parasitics it is obvious
that noise and signal harmonics on the local supply node of stage 2 (VDD2) may
easily propagate via the power grid to the VDD node of stage 1. Unfortunately the
simple circuit topology of the amplifier that is optimized for high operating frequen-
cies exhibits a poor power supply rejection ratio (PSRR) considering common mode
signals. Hence the VDD ripple appears as a common mode signal at the outputs of
stage one and it finally appears at VDD 2 after being amplified by stage 2. Unlike
differential pairs at low frequencies stage 2 exhibits a significant common mode gain
for RF signals, because the NMOS used as current source for the differential pair can-
not maintain a DC current mainly due to parasitic capacitances that couple the RF
ripple to the transistors gate and drain. The resulting common mode current ripple
appears at the amplifier outputs and finally closes a feedback loop at VDD 2. Recon-
sidering the 5 stage PA of figure 6.2 indicates the complexity of this problem since
10 different VDD and VSS nodes are involved whereas several loops over different
stages using VDD and VSS networks are superimposed. Typically the supply nodes
at the higher stages can be assumed more critical since more loops passing previous
stages are available. Figure 6.4 shows the loop gain amplitude at the VDD node of the
last stage for 2 slightly different power grid topologies where simple bus structures as
illustrated in figure 6.2 were utilized for VDD and ground networks. The difference
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between bus topology A and B is only a shorter wire length to stage 5 in case B while
the amplifier blocks remain unchanged. Regarding the differential voltage gain of the
amplifier versus the loop gain amplitudes it is obvious that the operating frequency
range from 6 to 9 GHz is the most critical range to maintain the stability of the circuit.
For low frequency signals the PSRR and the common mode rejection of the amplifier
stages show a better performance while at very high frequencies above 16 GHz no
gain whether for differential nor common mode signals is available any more. There-
fore it is sufficient that the stability analysis performed throughout this chapter covers
a frequency range from DC up to 20 GHz. Figure 6.6 shows transient simulations of
the PA including the same power grid models used in figure 6.4. At 5 ns a short pulse
is added to the inputs of the PA to excite oscillations and at 10 ns an 8 GHz harmonic
input signal is switched on. As long as the loop gain amplitude is smaller than 0 dB
over the frequency range of interest like in case A the circuit is unconditionally stable
and no oscillations occur. But on the other hand in case B common mode oscillations
emerge after the spike at 5 ns. Furthermore figure 6.6 illustrates that the differential
output signal becomes unusable due to the large amplitude of the common mode os-
cillation that will reach rail to rail levels. Since supply grid parasitics have dominant
impact on the stability of the power amplifier appropriate models have to be used for
valid simulations. Figure 6.5 shows different types of power grid model created by
the pre-layout power grid tool presented in the previous chapter. Obviously RC-only
networks are not sufficient for the required frequency range and yield to far too op-
timistic results, so inductances have to be included in the model. RLC networks are
sufficiently accurate for estimating the loop gain amplitude, but for certain geometries
it is preferable to include mutual inductances that ensure a realistic model. Skin effect
is not critical for this particular analysis since loop gain simulations using the simple
RLCK model and the model with skin effect approximations (RLCKS3) exhibit very
similar results.

6.3 Middlebrook Closed-Loop Loop-Gain Analysis

Since gain and phase margin of the involved feedback loops define the stability of
the circuit it is required to simulate these loop gains of local power nodes at all am-
plifier stages. Due to the signal swings especially at the last amplifier stage, large
signal nonlinear simulations like transient or harmonic balance transient simulations
are mandatory to accurately analyze the operating performance of the amplifier. But
nevertheless small signal (AC) analysis is perfectly valid for loop gain simulations at
the local supply nodes since these nodes will not exhibit large signal swings if the
power distribution network is properly designed. AC simulations have the advantage
that a wide frequency range may be covered by a single simulation run, while sim-
ulation time is also significantly shorter than in transient simulations. Modern Spice
simulators are able to simulate large linear networks like our power grid model so
AC loop gain simulations turned out as the most favorable method for optimizing the

86



6.3 Middlebrook Closed-Loop Loop-Gain Analysis

1.4
1.3 ‘
Iy 1.2
% .
S 11 F -
o 1k
> OutpA ——
0.9 ! Outn A
0.8 L L
5 6 7 8 9 10
1.4
13 Y
qb)o 1.2 \“ ARRR AN TR TN (\’\\\/\
£ 11 ‘\“"'M" VN VN VAV AT ATATATARY ,\»,\J N \,' ’\
o
> Il oups Wl
0.9 F ' OumnB
0.8 : .
5 6 7 8 9 10 11 12 13 14 15

Time in ns

Figure 6.6 Output voltage of a stable PA (A) and one oscillating PA (B); @ 5 ns: spike
on PA input; @ 10 ns: 8 GHz harmonic input signal;

supply grid topology for the power amplifier. The following methodologies to calcu-
late the loop gain are presented in more detail in [126] and a similar variant ot the
method is published in [127]. Figure 6.7 illustrates a feedback loop at node A using
the Norton equivalent of the circuit. Z; and Z; represent the impedances at both sides
of node A and gm models the gain of the feedback loop. So the loop gain T at node
A is defined as

T=gm-(Z1]|Z2). (6.11)

The impedances and the transimpedance of formula (6.11) are not available for the
simulator so the loop gain T cannot be calculated directly. One possibility to evaluate
T is shown in figure 6.8 where the loop is opened at node A. Furthermore a test signal
Viest is added to the forward looking part of this node, while the resulting voltage at
the backward looking part vy, is used to calculate the open loop gain T, that is equal
to the true loop gain T. Moreover an alternative solution is available where a current
test source is inserted, hence the open loop gains T, and Ty; are calculated by

1@=Eofw=?. (6.12)

Unfortunately opening the loop has the disadvantage that additional care has to be
taken to set the correct DC operating voltage at the test node. In the context of loop
gain simulations on power grids the test nodes are the local power nodes introduced
by the power grid model. Since the voltage level at these nodes depends on the power
grid parasitics and on the current consumption of the corresponding circuit block, a
simple precalculated DC operating voltage would lead to inaccuracies. The test signal
is inserted in the closed loop to overcome this issue as illustrated in figure 6.9. In
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Figure 6.7 Norton equivalent of a feedback loop

these cases the original circuit topology and the resulting voltage levels are retained.
Analyzing the circuit in figure 6.9 using the voltage injection leads to the following
loop gain

Vx Z;

It is obvious that in contrast to the open loop case T, is not equal to the true loop
gain T. Eliminating the transconductance gm in equation 6.13 by using equation 6.11
allows to express T, in terms of the true loop gain.

Z; Z;
Z1 Zq
Thus voltage injection leads to accurate results only at circuit nodes where Z; > Z,.
The current injection is analyzed in an analogous way where

=0+ T+ (6.14)

WL !
T, = L Z1 (gm—l— Zz) (6.15)
Ti is again not equal to the true loop gain but it can be set in relation to T.
Z; Z;
Ti=1+=) T+ 1
i=(0+7) T+ (6.16)

So current injection allows to measure accurate loop gains where Z; > Z;. Depend-
ing on the impedance at the test node, the appropriate test signal has to be chosen.
Referring to the previous findings voltage injection should be used only at nodes that
behave similar to ideal voltage sources while current injection is valid at nodes that
behave like ideal current sources. To enable the simulator to analyze nodes of arbi-
trary impedances both injection method are employed consecutively. Furthermore the
following relation

] ] ]
4T 140, T+h

(6.17)
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Figure 6.8 Test voltage and test current applied to opened loop at node A

allows an accurate calculation of the true loop gain

T, Ti—1

= 6.18

Concluding the presented method enables us to simulate conveniently the small signal
gain and phase of feedback loops at arbitrary circuit nodes.

6.4 Heuristic Analysis of Power Grid Topologies

The main purpose of the analysis was finding a power grid topology where no possi-
ble feedback loop may invoke oscillations. Fully parameterized pre-layout power grid
models that were previously introduced in this thesis were utilized to model the elec-
trical behavior of the power grid. The dominant parameters of the unwanted feedback
loops are parasitic effects of metal interconnects and transistors at RF whereas several
of these effects are not strictly monitored in CMOS production. Therefore it is not
advisable to optimize for narrow phase margins or loop gains just close to 0 dB. More-
over during the design phase when detailed layout data is not yet available significant
safety margins for loop gain amplitudes have to be employed to account for the in-
herent uncertainties of a pre-layout analysis. Hence all statistical findings throughout
this chapter are based on loop gain amplitudes while phase margins could be ignored.
This statistical data was used to tailor a power grid topology for very low loop gains
and reasonable area consumption.
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Figure 6.9 Test voltage and test current inserted in closed loop at node A
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Figure 6.10 Illustration of basic power grid model geometry including the parameters
used in the heuristic analysis.
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Figure 6.11 Histogram of loop gain analysis using the basic RLC power grid model.
The VDD node of stage 5 was analyzed.

6.4.1 Basic Simulations using an RLC Model

Designers have very large degrees of freedom in choosing between different topolo-
gies, wire dimensions and blocking capacitor sizes for each amplifier stage and both
VDD and VSS networks. So considering all these design parameters it was not possi-
ble to define a straightforward process or strategy for identifying a valid power grid
geometry. To identify critical topologies or wire dimensions a large set of different
power grid configurations was simulated and statistically analyzed. A fully parame-
terized power grid model illustrated in figure 6.10 allowed the convenient creation of
all different power grid configurations by automatically sweeping the user defined pa-
rameters. Additionally all parameters that were altered during the simulation run are
shown in figure 6.10 including all used values. For this first batch of loop gain simu-
lations an RLC power grid model was selected where only wire distances but no exact
x/y positions are required and a simple bus structure was preferred since it represents
the most straightforward topology. To gain first insight to the problem only the loop
gain of stage 5 was simulated, since the last stage was expected to be the most critical
one. Therefore the wires to the stages 1 to 4 can use a shared length parameter 15 and
also the distance on the shared power bus is represented by the common parameter x A
(Figure 6.10). These simplifications are necessary as every additional parameter value
increases the number of simulations significantly since all permutations of parameter
values are simulated. Even though only two or three values per parameter were used,
a total number of 1152 simulations were computed. The other parameters are lipo
representing the wire length of the voltage regulator connection, lg and xg denoting
the wire lengths to the last stage and pos that defines the LDO connection at the left,
right or in the center of the bus wire. Additionally Ca, Cg and Cipo define the size
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Figure 6.12 Reduced histogram of power grid loop gain analysis using the basic RLC
model. Fixed parameters l{ppo = 70pm,l5 = 330um, lg = 550pm

of the blocking capacitor arrays located at the local supply nodes. Previous simula-
tions revealed that the VSS networks show similar behavior, hence exactly the same
power grid model sharing the parameters from the VDD model was utilized. The
wires widths have to be defined considering electromigration since very high supply
currents occur especially in the last amplifier stage. To avoid excessive wire widths up
to thee metal layers were used in parallel. From each simulation run the maximum
value of the AC loop gain in the frequency range (up to 20 GHz) was extracted and
utilized in the following histograms. Referring to the previously presented observa-
tions, simulation results that exhibit maximum loop gains below 0 dB are counted as
stable power grid configurations whereas positive loop gains may yield to oscillations.
Figure 6.11 shows a histogram where each bin represents a subset of the results with
one particular fixed parameter value. The probability plotted in figure 6.11 represents
the number of stable power grid configurations of one subset versus the complete
number of grid configurations covered by a certain histogram bin. The wire length to
the last stage 1 is easily identified as the most critical parameter because the percent-
age of stable configurations is reduced significantly when lg is changed from 550pum
to 50um. Other dominant parameters are lipo, xA and xg showing analogous be-
havior. In contrast to a majority of power integrity related topics low impedances
on power distribution networks are not necessarily beneficial for this application so a
more thorough investigation is required. Basically this first simulation run indicates
that wires conducting the supply current of several stages should be short while wires
that connect only one stage should be long. The high impedance of the longer wires
filtering the cross talk distributed to other stages is essential to obtain a stable PA.
Because the mentioned dominant parameters might mask the impact of the remaining
parameters a second histogram was created using only the results where lg = 550um,
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Figure 6.13 Illustration of the detailed RLCK power grid model geometry showing
the VDD and the VSS grid. Parameters used for the sweeps are included, the fixed
parameters are presented in Appendix C.

lipo = 70um and la = 330pm. Figure 6.12 shows this histogram and additionally
plots the average loop gain of each bin. Several parameters do not exhibit significant
changes in the probability plot because the loop gain drifts do not traverse the 0 dB
value. In these cases the average loop gain allows to identify those parameter values
that improve the safety margin of already stable power grid configurations. The results
of the parameters x5 and xp confirm the previously drawn assumption that amplifier
stages should not share supply wires, therefore a star topology should be used for
both VDD and VSS networks. It is also obvious that blocking capacitor arrays directly
at the amplifier stages do not improve the stability in contrast to additional capacitors
at the LDO. The unexpected reduced stability for large capacitor arrays at stage 5 was
caused by a LC resonance peak. Therefore additional care has to be taken to ensure
that the unavoidable LC resonance frequencies do not occur in the critical frequency
range. The location where the LDO is connected to the bus has only minor influence
on the loop gain and this parameter is not relevant for star topologies. Furthermore
similar simulations were made for VSS nodes that yield to the same conclusions.

6.4.2 Detailed RLCK Model and Simulation Results

Figure 6.13 illustrates the power grid model that was utilized for a second set of loop
gain simulations. This power grid model requires fully defined x/y coordinates be-
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Figure 6.14 Histogram of the loop gain analysis using the delailed RLCK model. The
results consider the loop gains of all amplifer stages.

cause RLCK interconnect parasitics are calculated that require the positions, distances
and orientations of all wire segments. Due to the results of the previous simulation
runs a star topology for VDD and VSS networks was chosen and the size of the block-
ing capacitor arrays was preassigned. Furthermore the arrangement of the amplifier
stages was defined including the x/y coordinates for all local VDD and VSS nodes.
The sweeping parameters X,qq and X,ss define x coordinates of the star connection
node while the y coordinates are assumed to be just outside the expected layout area of
the PA. And finally sepy, and sep, define the horizontal and vertical spacing between
the parallel wires. Obviously this model is a decent case to illustrate the usefulness
of arithmetic expressions and variables instead of numerical values. Because all wires
of the power grid model automatically adjust their positions and lengths during the
parameter sweeps, no tedious and error-prone manual rearrangements of wire seg-
ments are required This second simulation run contains loop gain simulations of
all five amplifier stages and figure 6.14 shows the resulting histogram for all swept
parameter values. In this histogram a power grid configuration is considered stable
when the local VDD nodes of all five stages exhibit loop gains below 0 dB in con-
trast to previous plots where only stage 5 was analyzed. The critical parameters of
this simulation run are unsurprisingly the x-coordinates of star connection nodes that
have direct influence on the wire lengths to the stages while on the other hand wire
spacing is not critical. To identify better the critical stages figure 6.15 shows the aver-
age loop gain amplitude of all stages. The histogram bins of the x-coordinates were
rearranged, so “par” represents a parallel x-coordinate sweep of both VDD and VSS
nodes, while “dia” represents a diagonal sweep with VDD starting at the leftmost (-
800pm) and VSS at the rightmost position. All stages show the expected behavior that
short wires on either VDD or VSS networks cause an increased loop gain although
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the first two stages are not critical. The inherently longer wire to stage 5 accounts for
a lower loop gain therefore mainly the stages 3 and 4 invoke oscillations. X,4q and
Xyss values of -400 pm and -800 pm yield to low loop gain values for all stages so
Xvaa = Xvss = —400pum was chosen for our layout proposal resulting in a significantly
smaller area consumption compared to -800 pm without sacrificing the stability of the
amplifier. Finally figure 6.16 plots the wire separation related histogram bins for the
selected X,.. value indicating a very minor rise of loop gain when vertical spacing
between parallel wires is only 5 pm. The analysis of local VSS nodes yield to the same
conclusions therefore no additional simulation results need to be presented.

6.5 Conclusion

To ensure a stable circuit operation it turned out that an independent power routing
for each stage is mandatory including single common nodes directly at the LDO and
at the VSS bonding pad respectively. Due to the fully differential circuit topology the
amplifier performance is not affected by the power grid as long as the required DC
supply voltage levels are retained. Simulations showed that the additional supply volt-
age ripple due to larger wire impedances has neither negative influence on the output
power, the bandwidth or the linearity of the PA. Because on-chip wire inductances are
only geometry but not temperature dependent temperature and process sweeps were
omitted during the stability analysis to avoid an excessive number of simulation runs.
Final corner simulations using the proposed power grid topology showed no critical
influence on stability caused by process and temperature variations.
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7 Conclusion

7.1 Summary

The main goal of this work was the development of a power integrity simulation flow
for analog and mixed signal integrated circuits. A pre-layout flow was selected en-
abling circuit designers to consider power integrity issues early in the design phase
to minimize the risk of expensive redesigns of already finished layouts. Moreover,
this approach proved to be useful during the concept phase, where different sup-
ply concepts may be evaluated conveniently, while the employed grid models are
significantly more accurate than simple hand calculated estimations. In contrast to
digital power integrity simulations, which mainly evaluate static or dynamic voltage
drops by utilizing optimized special purpose simulation tools, the presented power
integrity flow is based on Spice, since only full featured analog simulators provide the
required analysis methods to identify power integrity phenomena in analog circuits.
Therefore, this work could focus on the development of Spice compatible pre-layout
power grid models and software tools that generate and incorporate these models into
the standard analog simulation environment. RF applications are commonly affected
by power integrity issues due to high signal frequencies, thus grid models have to
consider inductive effects to provide reasonable results. Lumped elements RLCK net-
works were selected since both time and frequency domain analysis methods of Spice
are handling such networks efficiently. The geometry parameters of the grid models
may consist of arithmetic expressions and user defined variables to enable convenient
customization and scaling options. If the connectivity is not changed by parameter
alterations, re-netlisting the grid model is not required, since all RLCK element values
are represented by a set of equations which are evaluated during the Spice simulation.
From an application point of view, accuracy requirements of pre-layout models are not
very critical, but it turned out that errors due to approximated mutual inductance val-
ues frequently lead to unstable interconnect models. Therefore, it was necessary to
find accurate but compact self and mutual inductance formulas for rectangular or-
thogonal wire geometries. The presented self inductance equations, which are based
on arithmetic and geometric mean distance approximations, are also utilized for mu-
tual inductance computations. Even though these equations are compact enough to be
implemented as Spice expressions, the achieved accuracy is comparable to numerical
methods. Furthermore, an optimized volume filament approach that requires only
three or five filaments may be used to approximate the skin effect, enabling the power
grid model to cover broad band applications. Finally, the stability analysis of a 5 stage
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CMOS RF power amplifier represents a typical application of the pre-layout power in-
tegrity simulation flow. Local feedback loops between the amplifier stages which are
closed by the power and ground networks may lead to common mode oscillations.
Hence, the loop gain at the supply nodes of each stage was analyzed and power grid
geometry optimizations were executed to ascertain that a star topology where longer
wires are used allows a stable operation. These grid optimizations required a large
number of parameter sweeps and geometry modifications, which were only possible
by exploiting a fully parametrized model.

7.2 Future Work

Power integrity simulation methods will remain an important research topic, since
future shrinked CMOS technologies will be increasingly affected by power integrity
phenomena. Besides a rising current consumption and higher signal frequencies in
high performance circuits, lower supply voltages will lead to reduced supply rejection
ratios of analog circuits, and interconnects in the nanometer range exhibit elevated
resistance values.

Pre-layout metal interconnect models could be extended by wire capacitance models
to improve the accuracy in applications where no dominant decoupling capacitor ar-
rays are used, and size dependent specific resistance models [23] will be important for
wire widths below 100 nm. Most contemporary chips utilize several separate power
domains to allow different supply voltages on one chip and to reduce the crosstalk
between circuit blocks, but substrate noise that propagates in the bulk silicon cannot
be avoided. Substrate shielding is accomplished by ground contacts, therefore the
shielding behavior strongly depends on the involved ground networks and pre-layout
substrate resistance models combined with grid models would significantly extend the
range of applications enabled by the power integrity flow. Additional research to find
compact substrate resistance models is required, since current calculation methods
are computational expensive and not feasible for pre-layout models. Furthermore,
the influence of the chip package and board interconnects should be incorporated
in power integrity simulations, where especially systems using multi chip packages
would benefit from such approaches. The geometry and dimensions of package in-
terconnects require different modeling methods using for example transmission line
or transmission matrix approaches that should to be combined with the presented
on-chip models.

98



A Electrostatic and Magnetostatic
Equations

This summary is included in the thesis since some of the rules and equations are used
in chapter 3 to develop the necessary formulas for calculating lumped element RLCK
models that are employed in the power grid models.

On-chip power grid dimensions for analog blocks are in a mostly less than 1 mm
range and signal frequencies up to 20 GHz cover most contemporary RF applica-
tions. Hence time independent electrical forces were assumed and electrostatic and
magnetostatic relations are sufficient to calculate the electrical behavior of on-chip in-
terconnects. All equations and concepts presented in this appendix are covered in
detail in [92] or other publications treating basic electromagnetics.

A.1 Electrostatic Equations

The Helmholtz theorem states that a vector field X(r) in an unbounded region V may
be described completely only by the two equations

V-X = afr)
VxX = b(r). (A.1)

Considering this theorem two equations for the electrical field intensity E are pre-
sented in this chapter together with additional relations used for electrical field and
capacitance calculations. Moreover, an analogous set of equations are presented in the
following section that allow magnetic field and inductance calculations.
Coulombs law describes the force between two charges g7 and q; at a distance R.
1 4192

= — R A2
12 47’[60 RZ 12 ( )

Instead of working with the actual force between charges, the force on g, per unit
charge is commonly used (E = I;‘—ZZ), which is named electric field density. Further-
more, the source charge g7 can be replaced by a continuous charge distribution p(r7)
in a volume V, then the electric field density at a certain point r, may be defined as

1T g1 4 1 J” p(r1) 4
- 1T Ry = R . A.
E(r2) ImeoR2 N2 7 g )y, w2 Rz dvy (A.3)
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An alternative method to calculate the electrical field intensity without knowing the
exact charge distribution in the volume of interest is provided by Gauss law

”s E-ds= :OQ, (A.4)

where Q represents the complete charge that is enclosed by a surface S. Furthermore
the divergence theorem of Gauss allows to reformulate equation A.4 to

vV.E=L2. (A.5)
€0

Additionally to equation A.5 a relation for V x E is required which is derived in the
following lines. The unit vector in A.3 may be replaced by

YR e

B = ], o9 ()av =¥ [— s I, o () dw] NN

It is possible to move the nabla operator in front of the integral since it depends on r
while the independent variables of the integral are x1, y7 and z7. Applying the curl to
equation A.6 results in

VxE=0, (A7)

because the curl of the gradient of every function is zero. Considering equation A.6
the scalar potential ¢ may be defined as

E=-Vo, (A.8)

where ¢ is computed by

bir) =~z ]| ot () o (A9)

A system of two conductors without current flow but charged to +q and —q is used
to describe the capacitance. If additional charges +Aq are added to the positive con-
ductor and the same amount is subtracted from the negative conductor no additional
electrical field E is created, but the flux of E between the two conductors is increased.
Due to to the constant distribution of the electrical field it possible to define a con-
stant factor C, the capacitance, that describes the relation between the charge on the
conductors and the potential difference

q = CA¢d. (A.10)
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Figure A.1 Illustration of two linked current loops and the magnetic field

The basic case of a parallel plate capacitor leads to the following capacitance equation
C=e—, All

€3 (A1)

where A represents the area of each capacitor plate and d is the distance of the plates.

Equation A.11 results in accurate capacitance approximations, if the plate dimenstions
are significantly larger than the distance between the plates.

A.2 Magnetostatic Equations

The concept of the magnetic field together with Ampere’s law and the vector potential
is derived from the force Fq; between two filament currents 17 and I,

(drq - dry) 4

pol1l2
Fu——% ff N2 R, (A12)
47t CJC RZ

Some mathematical operations allow an alternative formulation of equation A.12 lead-
ing to the following force definition

F]z % Izdrz X B (A.13)
C2

where the magnetic field or magnetic flux density is defined by the law of Biot-Savart

LL()% I]dl‘] X R]z
G

B(ry) = (A.14)

47t R2

In this case the path C; is considered as the current source creating the magnetic field
B that acts on the current path C,. Furthermore Amperes law is found by integrating
equation A.14 over Cj resulting in

% B- dl‘z = },L()I. (A15)
C2

I is the current passing through the surface bounded by the curve C,. If curves C;
and C, do not intersect then I = 0 otherwise I = w - I1 where w indicates the number

101



A Electrostatic and Magnetostatic Equations

of turns of curve C; intersecting Cy. Furthermore the current I can be expressed by
an integral of the current density J over an open area S bounded by Cj.

I= HS J-ds. (A.16)

Stokes law is used to reformulate the integral of B in equation A.15

% B-drzzﬂ (VxB)-dS:uoH J-ds, (A.17)
C S S
which leads to the following notation of Amperes law

V x B = poJ. (A.18)

Considering the Helmholtz theorem and equation A.18, an expression for V - B is suffi-
cient to completely describe the magnetic field strength B. Calculating the divergence
of B utilizing equation A.14 results in

V-B=0, (A.19)

indicating that no point sources or sinks of magnetic flux have been discovered until
now, in contrast to electrostatic fields that are invoked by electrical charges. Analogous
to the electrical potential equation, a magnetic vector potential is defined, where A.19
yields to the following definition

B=V xA, (A.20)

since V-V x A = 0 for all A. The vector potential offers a convenient approach to
calculate the magnetic flux, which is required for inductance calculations. Therefore
a direct expression for A depending only on the current and the geometry is derived
and presented here in more detail than the other relations. The law of Biot-Savart
using a volume integral

Mo J(r1) x Rz
B(rz) — a J\JJV] T d\)] (A21)

is reformulated exploiting equation A.6 to

Blr,) = 10 mv Jir) x [~ (3)] dvy = 20 mv V()] <Im an. (a2)

Furthermore the rule V x (aX) = [Va x X] + [aV x X] with a = }12 and X = J(rq)
allows the following relation

V x [J(g)} — [v(%)} ><](r1)—|—]§v x J(r1). (A.23)
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The term V X J(r7) = 0 and the del operator does not depend on the variables of the
integral, hence the law of Biot-Savart can be written as

B(ry) = %"[ mw V x [](E‘)] dvy = %‘iv x mw J(g) dv1. (A.24)

Comparing the definition of the vector potential A.20 and the previous formulation
leads to the following rule for A(ry).

Alr) =20 mv] I 40, (A.25)

47 R

Furthermore the following alternative notation of the previous equation is useful to
calculate the vector potential of filament current loops.

L[ d
Alry) = PZ’T[‘%C % (A.26)
1

The magnetic flux caused by the current I; of the circuit C; and passing through C;
is calculated by

b2 = HSZ B-ds, = Hsz(v x A) (A.27)

The mutual inductance M1, between two individual circuits is defined as a geome-
try dependent factor describing the proportionality of the magnetic flux ¢, and the
resulting currents.

b2 = Ml =dnx (A.28)
M2 = My (A.29)

To obtain M, Stokes theorem is used to transform equation A.27 to a line integral

b12 = ﬁ; A dr; (A.30)
C2
that leads together with equation A.26 to the following useful formula for inductance
calculations.
$12 _ Ho jE % dry
M = = = . A31
2= T I, ® dr, (A.31)

Moreover the self inductance L describes the influence of the magnetic flux of one
single loop to its own current

ébn = LI, (A.32)

requiring calculation methods similar to equation A.31.
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B Manual of the Power Grid Tools

The pre-layout power grid tool set “"PGrid” consists of two Perl programs accompanied
by several different grid and blocking capacitor model types. To use these programs a
Perl 5.x installation is required and the Spice compatible analog circuit simulator Titan
is currently supported. The installation is rather straightforward, since it is sufficient
to copy the tool directory to the installation directory of choice and to modify the
search paths for the Perl libraries.

This chapter explains all tool parameters, the syntax of the configuration files for
power grid geometries and interconnect technologies, and some customization op-
tions. Configuration files for two different interconnect technologies (90 nm and 130
nm CMOS) and a file that contains typical software options useful for Infineon’s ana-
log design environment are available.

B.1 Creating a Power Grid Configuration

To use power grid models in a simulation it is necessary to create a configuration file
where type, topology, physical dimensions and other parameters of such models are
defined.

B.1.1 analyze.pl

The Perl script analyze.pl reduces the manual effort needed for creating such a con-
figuration by extracting the useful data from the original netlist. The tool creates a
configuration file that already contains the connectivity information and the hierar-
chy of the power grid model corresponding to the circuit structure under analysis.
Moreover, the geometry data is filled with predefined or dummy values for all sup-
ported grid topologies. A configuration file that contains some options to customize
the behavior of analyze.pl is supplied with the tool set and named "IFXtyp.act”.

To prepare a successful run of analyze.pl it is necessary to:

o copy IFXTyp.acf (from pgrid installation dir) to the simulation directory
e modify IFXTyp.acf to particular requirements

e create a titan netlist of the circuit
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Then analyze.pl may be invoked with the following mandatory parameters:

-n filename  the titan netlist

-c configfile  the configuration file (IFXTyp.acf in this case)

-o outputfile the name of the output files (outputfile.grd.cfg and outputfile.blk.cfg)
-s supply list of supply names to analyze (e.g. vdd1 vssl vdda)

Moreover, these optional parameters may be used:

-f namelist  a filter: only the sub-circuits or instances of namelist are printed
--list prints no configfile but a power supply connectivity graph
-h a short help

The analyzed supply names are used on the toplevel of the circuit and the tool de-
scends in the circuit hierarchy following the supply connections. Therefore changing
supply names over hierarchy levels (e.g. from ”vss” to “gnd” in sub-blocks) repre-
sents no issue for the software. The filter -f option is useful for large design where
the power supply of selected critical blocks is analyzed. This option accepts both sub-
circuit and instance names to allow a convenient selection of either particular instances
or of all instances belonging to a subcircuit type. Moreover, the --1ist option pro-
vides an overview of the supply connectivity in the Spice netlist, which is not always
easily visibly in schematics due to the inherited connections feature of the Cadence
design environment, especially in designs with multiple supply domains.

Example Call:
analyze.pl -c IFXtyp.acf -n test.nd.tit -o test -s vdd! vss! -f top xil
This command creates a power grid configuration file that includes VDD! and VSS!

grids for the toplevel and the subcircuit xil. The grid configuration is stored in
"test.grd.cfg” while decoupling capacitor definitions are stored in “test.blk.cfg”.

B.1.2 The Configuration File for analyze.pl

This file is used to configure the behavior of analyze.pl in detail, where initial values
are defined for most of the power grid and blocking capacitor parameters.

* config for analyze.pl
* filter: analyze only follows these nodenames

normally vss/lsup can be discarded for blocking caps
these caps are already covered by the vdd analysis run
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use regular expression in the filters:

examples:
* /.*(vdd|hsup|vss|lsup).*/ if vdd or vss or lsup or hsup in the name
/.%/ all characters
.pfilter = ’/.*(vdd|hsup|vss|lsup).*/’ * analyze of power grid
.no_caps = ’/.*(vss|lsup).*/’ * analyze of blocking caps

* initial values

.struct = ’bus’
.wire_type = 'RLC’
.equation = ’Grover’
.line_met = 'MI1’
.bus_met = 'LB’
.line_w = '1.0u’
.bus_w = '2.0u’
.line_1 = "4.0u’
.cap_m =5’
.cap_node2 = ’__smart’
.replace = ’Csimple’
.remove = ’Csimple’

The parameter .pfilter is a regular expression that modifies the behavior of the
analyze process. Every node name connected to the analyzed power grid is checked
against this regular expression. If the result is true the corresponding subblock is
analyzed, otherwise the block and all its subblocks are discarded. The main purpose of
.pfilter is to ensure that only power nodes are considered in the grid configuration
files, since many designs may contain normal signal nodes which are constantly tied
to ground or VDD.

Furthermore, .no_caps is a regular expression similar to .pfilter that defines the
power node names where no decoupling capacitor definitions will be printed into
the control file. In most common cases it is not necessary to include the decoupling
capacitors when ground networks are analyzed, since these capacitors will be covered
during analyzing the corresponding VDD network.

The other parameters in this configuration file are default values for geometry pa-
rameter of the power grid and of the decoupling capacitor arrays. These values are
user configurable, because in many applications parameters like the metal layer of the
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supply grid are fixed by design constraints, hence the required typing effort could be
reduced by clever choices of these default values.

The parameter . cap_node2 has a special value __smart that invokes the capacitor node
rule described in more detail in the decoupling capacitor section. If __smart is replaced
by any other string, the ground node of the decoupling capacitor will be set to this
string value and the correct ground node name is not examined by the software.

B.1.3 The Grid Configuration File

After executing analyze.pl, the grid configuration file (*.grd.cfg) contains a set of con-
figuration blocks with a syntax similar to Spice netlists. Comments are indicated for
each line by a leading * enabling a good readability of the grid configurations. Com-
mands that fill more than one line require a leading "+ for all but the first line. All
supported grid types will be printed by analyze.pl marked as comments, hence select-
ing a particular grid type only requires removing the comment indicators and filling
in valid geometry data. The following example contains grid definitions for all pos-
sible topologies to explain the file format, but usable configurations have to describe
only one single topology.

Global Parameters

The following mandatory parameters are required for each configuration file:

process  This parameter contains the filename where the technology dependent
information like layer names, thicknesses or resistance values are stored.

fmax The maximum signal frequency of the circuit. This data is required when
skin and proximity effects are included in the model, because the filament
dimensions will be optimized for this frequency.

equation This parameter selects the set of equations that will be incorporated into
the power grid model. While resistance computations are equal in all
equation sets, the following options regarding inductance formulas are
provided:

o Grover The self inductance equation published by Grover is utilized.
This equation set is useful only for RLC or the more trivial models.

e Enhanced The improved self inductance equation introduced in
chapter 4 is utilized. This equation set is again limited to RLC
or the more trivial models.
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o Mutual Besides the improved self inductance equation, this set also
includes the mutual inductance formula of chapter 4. This equation
set supports all network types that are currently provided by the
power grid tools.

This equation option was initially created to allow selecting the best computation
method for certain grid geometries or applications, but the inductance equations of
chapter 4 turned out accurate enough to cover all orthogonal wire geometries used
in on-chip applications. Therefore, using Mutual represents the best choice for all
applications in the current tool version.

User Defined Variables

User defined variables are defined by the following syntax equal to standard Spice
parameters

.param name = ’ value ’,

where name defines the variable name and value may contain the corresponding nu-
meric value or an arithmetic expression. Numeric values may be written in standard
integer or floating point notations with integer exponents (e.g. 1.234E5, 98.76E-12),
and scaling factors are additionally supported that allow shorter and better readable
numerical values.

T‘G‘X/M‘K‘m‘u‘n‘p‘f
1.0E12 \ 1.0E9 \ 1.0E6 \ 1.0E3 \ 1.0E-3 \ 1.0E-6 \ 1.0E-9 \ 1.0E-12 \ 1.0E-15

Moreover, arithmetic expressions may contain the basic operands +,-,*,/, the brackets
(,) and the exponential operator ** that also supports non-integer exponents. It is also
possible to utilize other user defined variables in these expressions, if these variables
are defined earlier in configuration files. Even though these expressions are finally
evaluated by the simulator to provide convenient parameter alterations, the power
grid tools pre-evaluate the expressions to check the validity of the configuration file
and to provide a graphical output of the grid geometry. Hence, all required variables
have to be defined within the grid configuration file.

process ./190.prc * process dependent data
equation Mutual * the equations for RLCK element computations
fmax 20G * max signal frequency
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* an example of a user defined parameter

.param something = "1.0u’

* an arithmetic expression that defines a parameter
.param derived = ’(something * 25.0)+10.0u’

* single index nr allows parameter alteration
.param metalidx = 4’

subcircuit top
local_sup vdd!

A - connectivity information----------—-————————————-
blockname sup_top
top_dir RO
con_blocks xil = ’R®’ xi2 = ’R9Q’
e e L BTt Measures -------—-—-——-—-———————————————————
measure xil xi2
——————————————————————————— power grid data ----------—-—————--——————-
type RLCK
struct star
1 xil="40.0u’ w_xil="something’ m_xil="M1’
+ 1_xi2="derived’ w_xi2=’something’ m_xi2="metalidx’

struct bus xb="0.0u’ wb="10.0u’ mb="LB’
x_xil="5.0u’ 1_xi1="80.0u’ w_xil="10.0u’ m_xil="M1’
+ x_xi2="100.0u’ 1_xi2="40.0u’ w_xi2="10.0u’ m_xi2="M1’

struct xybus xb="0.0u’ yb="20.0u’ wbh=’10.0u’ mb='LB’
Xx_xil="5.0u’ y_xil="-60.0u’ w_xil="10.0u’ m_xil="M1’
+ x_x12="100.0u’ y_xi2="-30.0u’ w_xi2="10.0u’ m_xi2="M1’

struct free

* 1I/0 Nodes (do not change names)

node b_vdd! x=’5.0u’ y="0.0u’
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node p_xil x=’'50u’ y="0.0u’
node p_xi2 x=’250u’ y="-100.0u’

Internal Nodes

node nintl x=’250u’ y="0.0u’

Wire Definitions

wire b_vdd! p_xil w=’something’ m="M1,M2’

wire p_xil nintl w=’something’ m="M1,M2’

wire nintl p_xi2 w='something’ m=’1,3,4’ * layer def. by index nr

Grid Block Definitions

Grid block definitions are required for each subcircuit and supply name that have to
be covered by the power grid model. The grid definition and the connectivity data!
is automatically extracted from the original netlist by analyze.pl, therefore with the
exception of the rotation commands, no manual editing is typically required for these

definitions.

subcircuit
local_sup
blockname
top_dir

con_blocks

The name of the subcircuit that will contain this particular power grid
block. The toplevel of the circuit is represented by "top’.

The name of the supply node in the original subcircuit. The grid model
connect this node to the local supply nodes of the sub-blocks in the next
lower hierarchy level

The subcircuit name of the power grid model.

This parameter is only available for toplevel grid blocks and allows to
rotate or mirror the supply grid.

A list of all sub-blocks (instance names) that are connected to the sup-
ply node local_sup. Rotation or mirror commands may be used for
individually for each subblock.

Grid Block Parameters

The following data objects are used to describe grid types and geometries. Most
of the required data has to be edited manually since it is not possible to extract the
information from the original netlist. To limit the typing effort to a minimum, dummy

lcolored in yellow in the example
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definitions for all parameters are provided thus in many cases only the actual values

have to be completed.

measure A list of subcircuit instance names where 0 Volt DC voltage sources are
inserted at the supply terminal. These sources are typically used to de-
termine the current passing over them, enabling a convenient approach
to analyze the supply current on a subcircuit level. Alternatively these
sources may be utilized to define the node of interest in closed-loop loop
gain analyzes as described in chapter 7.

type This parameter describes the network type for the grid block. Instead of
globally selecting the grid type, it is possible to choose the level accuracy
and complexity of the grid model for each subblock individually. The
following model types are currently supported:

RC

RLC

RLCK

RLCKS3

RLCKS5

Dummy

Grid Topologies

RC only power grid models covering the DC wire resistance
and the capacitance of decoupling capacitor arrays. All grid
topologies are supported.

Similar to RC networks but the DC self inductance of wires
is included. All grid topologies are supported.

Complete DC partial inductance models combined with the
DC wire resistance and the capacitance of decoupling ca-
pacitors. Mutual inductance computations require a com-
plete 2.5D geometry description so only the topologies “xy-
bus” and “free” are supported.

Similar to RLCK models but each wire segment is divided
into 3 volume filaments to model the skin and proximity
effect of on-chip wires at high frequencies.This type allows
only "xybus” and “free” topologies.

An alternative volume filament based model using 5 fila-
ments per wire to provide more accurate results especially
for wires with more than 10um wire width.This type allows
only “xybus” and ”free” topologies.

A network with 0.1nQ) resistors to simulate the circuit with
the hierarchy and nodenames of a power grid model but
without grid parasitics. All grid topologies are supported.

The element struct defines the topology of the power grid block and the additional

parameters describe the wire dimensions and alignments. Since no geometry data is

available in the original netlist analyze.pl can print templates for all supported struct

topologies that contain only the correct supply node names. The geometry data has

to be filled in by the user. Besides the possibility to freely define orthogonal networks

generalized bus and star topologies are provided that require less user interaction and
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Figure B.1 Illustration of the simple bus structure and its parameters. Two subcircuits
xil and xi2 are connected to the bus wire.

allow a fast model generation.

o star The star topology represents the most basic grid geometry that is supported
by the toolset. It consists of the original supply node connected to all sub-
blocks by separate wires and the wire width (w_xi*), length (1.xi*) and metal
layer (m_xi*) may be defined individually for each connection. Since wire orien-
tations and positions in the layout are not regarded, only Dummy, RC, and RLC
network types may be used. Thus, the main purpose of such star topologies is a
convenient and fast estimation of the power grid behavior.

e bus The bus topology as illustrated in figure B.1 consists of one bus wire that
is described by the wire width (wb) and the metal layer (mb). The original
supply node of the subcircuit is placed directly on bus wire and the coordinate
(xb) is used to define the position on the bus. Moreover, each subcircuit is
connected by a separate wire to the bus at the coordinate (x_i*). Again this basic
bus structure, may be used only in Dummy, RC, and RLC network types, since
the 2.5D geometry information are not complete.

e xbus or ybus These variants of the bus topology contain full 2.5D geometry in-
formation to enable mutual inductance computations, therefore slightly more
editing effort is required than for the simple bus topology. As illustrated in
figure B.2, xbus grids consist of a bus line along the x-axis and orthogonal con-
nections to subcircuits, whereas bus wires of ybus grids are in parallel to the
y-axis. All grid nodes are defined by x and y coordinates (x_xi* and y_xi*), and
since the original supply node is placed on the bus wire, its coordinates (xb and
yb) also define the position of the bus wire.

o free This option allows to freely define orthogonal geometries for the power grid
block. The grid is composed from a set of nodes that contain 2D coordinates and
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xod,| ® supply nod
su nodes
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Figure B.2 Illustration of the xbus structure and its parameters, where two subcircuits
xil and xi2 are connected to the bus wire. The ybus structure has similar parameters
but the bus wire direction is along the y axis.
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a set of wires connecting these nodes. In contrast to the other struct topologies,
free definitions are spread over multiple lines and have to be placed between the
lines with the keywords struct and .end.

Node definitions have to use the syntax

node <nodename> x = ... y = "...’,

and wires between two nodes are defined by

wire <nodenamel> <nodename2> w = ’...  m ="’ "

Whereas only orthogonal wire geometries are supported by the power grid
model, the number of nodes and wires is not limited by the tools, only by practi-
cal reasons. All wires that use one common node are connected even if the wires
are placed on different metal layers, therefore besides defining corner or connec-
tion points, nodes may be used also like vias to switch metal layers. (No special
via models are currently available.) Considering the connectivity to the rest of
the grid, analyze.pl extracts the required supply node names from the netlist to
ensure valid names, hence it is advisable to modify only the coordinates but not
the names of these nodes. Finally it has to be noted that the user has to take care
not to leave wires unconnected since such segments will cause problems during

Spice simulations.
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& T 1
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Figure B.3 Illustration of rotate and mirror commands for power supply grid geome-
tries.

Rotation and Mirror Commands

Rotation and mirror commands were already mentioned in the grid block definition
section since these command are applied to the subcircuit instances of a grid block,
since rotation commands are required for each grid block instance to enable supply
grids of multiply used subcircuits that have different directions. Rotation commands
act hierarchically so all grid blocks at lower hierarchies are rotated according to their
parent, nevertheless it is possible to apply additional rotation commands to these
subcircuits. Furthermore, toplevel grids may be rotated by the parameter top_dir. The
center of rotation or the position of the mirror axis is defined by the position of the
original supply node as illustrated in figure B.2, and the following commands are
supported by the tools and illustrated in figure B.3:

RO No rotation or mirror operation. This is normally the default value.
R90 Rotation of the grid and its subgrids by 90 degrees counterclockwise
R180 Rotation the grid and its subgrids by 180 degrees counterclockwise
R240 Rotation the grid and its subgrids by 240 degrees counterclockwise

MX The grid and its subgrids are mirrored using a mirror axis that is par-
allel to the x axis and intersects the original supply node.
MY The grid and its subgrids are mirrored using a mirror axis that is par-

allel to the y axis and intersects the original supply node.

MXR90 A combination of two commands: At first the grid is mirrored using
MX then it is rotated by R90.

MYR90 A combination of two commands: At first the grid is mirrored using
MY then it is rotated by R90.

Rotate or mirror commands are only meaningful for the grid structures xbus, ybus
and free where complete 2.5D coordinates are available, and the electrical behavior
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is only affected for models that incorporate mutual inductance, because the relative
position of wires is not required to compute resistance and self inductance elements.
Changing the direction of certain grid block needs a model update since different wire
segments will be parallel and require new mutual inductance elements to model this
behavior.

Metal Layer Definitions

Metal layers have to be selected for each individual wire segments where two different
notations are supported. The more intuitive layer names which are defined in the
process description have the disadvantage that it is not possible to use user defined
variables in the layer definition, therefore index numbers may be used alternatively.
Additionally it is possible to define multiple layers for a wire segment resulting in
two or more parallel wires that are connected at their nodes. Whereas changing metal
layer indexes does not require a re-netlisting of the model, changing the number of
metal layer requires an update since additional RLCK element have to be added to the
netlist.

B.1.4 Decoupling Capacitor Arrays

subcircuit a_circuit

supply supl = 'hsup’ sup2 = ’'lsup’ * opt=forcenodes
e e parameter ---------———-————————————————
parameters m = ’10’
type remove = 'CPana’ replace = ’Csimple’
subcircuit a_circuit * a second capacitor for hsup2
supply supl = "hsup2’ sup2 = ’lsup2’ * opt=forcenodes
A - parameter -----—--———————————————————————
parameters m = ’csize’
type remove = 'CPana’ replace = ’'Csimple’

Decoupling or blocking capacitor arrays may be defined for each subcircuit and supply
name, and the resulting models are placed inside the subcircuit. Decoupling capac-
itor arrays are in most applications standard circuit elements and therefore already
included in the schematics. Thus the power grid tools have to provide an option to
find and replace such capacitor arrays by parametrized models generated by this soft-
ware. Additionally it is also possible to simply add capacitor models to subcircuits
without decoupling capacitors in the schematic.The capacitor models are defined and
described in a separate configuration file (*.blk.cfg) that is also created and filled with
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template definitions by analyze.pl. The syntax is again similar to Spice and allows the

definition of user defined variables analogous to the the grid configuration.

subcircuit

supply

parameters

type

This parameter contains the name of the subcircuit where the decou-
pling capacitor is placed.

Two supply nodes are required that are connected to the capacitor ter-
minals. The value of supl represents the supply node that is connected
to the positive terminal of the capacitor and sup2 contains the node-
name used for the negative terminal. The following rules determine
the node names that are connected to the capacitor terminals and how
this behavior may be modified.

In those cases where decoupling capacitors are found in the original
netlist, the original nodenames of the capacitor terminals are used. The
supply parameters of the configuration file are then ignored, but the
option opt="forcenodes’ (disabled by a comment in the example) may
be used to force the tools to use the parameters supl and sup2 as in-
tended.

Without decoupling capacitors in the original netlist analyze.pl assigns
the supply node to supl and derives the ground node name sup?2 from
the supply node utilizing the following regular expressions in Perl syn-
tax: $1vdd$2 — $1vss$2 or $Thsup$2 — $1lsup$2. In most cases the
tool will provide the valid nodenames, and these two parameters ad-
dtionally enable designers to freely modify the connections. (e.g. for
applications like 2 separate capacitor arrays for vdd domains that share
one vss domain)

Currently only a parameter m is supported that represents the number
of capacitor cells used in the decoupling array or a scaling factor for
the capacitance. The value of m may be parametrized similar to the
geometry parameters in the grid configuration file.

Two capacitor model types are required in the configuration file: The
tools scan for capacitors of the type remove in the original netlist and
replace them by capacitor models defined by replace . This value is
also used when capacitor models are only added but nothing to re-
place was found. It is valid to use the same capacitor type for both
parameters, because in this case the original circuit element is replaced
by a parametrized version.

Capacitor types are represented by Perl objects stored in the blocking capacitor di-
rectory of the tool. Two different types Csimple and Cpana are supplied with the
current tool version. Csimple creates ideal capacitors where the parameter m defines

the capacitance and Cpana represents a capacitor based on the gate capacitance of
a MOS transistor. This element uses m as a multiplication factor for the transistor
and was used in the previously presented power amplifier analysis. Many different

types decoupling capacitor arrays with differently scaled unity elements may be used
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depending on the application and the technology, hence it is not possible to cover all
options by predefined blocking capacitor models. To provide convenient customized
capacitor models, new Perl objects with the same set of functions are automatically
incorporated by the power grid tool if the corresponding file is stored in the blocking
capacitor directory. The required object interface is described in detail in Cpana.pm
that also provides a typical example for a decoupling capacitor model.

B.2 Generating and Using the Pre-Layout Power Grid Model

When power grid and decoupling capacitor configuration files are prepared the Perl
program patchpwgrid.pl may be invoked to generate a simulation netlist that contains
the original circuit, the power grid and the decoupling capacitor models (*.nd.tit). All
model parameter definitions including the user defined variables are stored in an
additional Spice netlist (*.param.nd.tit) and both files are used as input files for the
circuit simulator.

To call patchpwgrid.pl these files have to be available in the working directory:

e the original netlist
e a grid configuration file (*.grd.cfg)
e a decoupling capacitor configuration file (*.blk.cfg)

e a process definition file (*.prc)
The program is called with the following command line parameters:
patchpwgrid.pl <original_netlist> <output_file> <config file>

original netlist The filename of the original netlist.

output._file The filename for the resulting netlist that includes the power grid.
This parameter should contain only the required name of file, be-
cause file extensions are concatenated to the files output_file.nd.tit
and output_file.param.nd.tit automatically.

config_file The power grid and decoupling capacitor configuration files have
to use the same filename with the different extensions .grd.cfg and
blk.cfg, hence again config_file must not contain file extensions.

Besides the two Spice netlists patchpwgrid.pl additionally generates a postscript file
(output_file.ps) that contains a graphical illustration of the complete power grid. This
illustration is based on the default values of user defined variables, since parametrized
features of the power grid model have to be evaluated to numerical results for a proper
illustration. Moreover the program also creates a Fasthenry compatible geometry
file (output_file.geo) that was mainly used to evaluate the accuracy of the pre-layout
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power grid model and offers an alternative approach to determine the electromagnetic
behavior of a power grid. Unfortunately Fasthenry does not support circuit hierarchies
when computing the interconnect impedance, therefore only flattened Spice netlists
may be simulated with the resulting models.

B.2.1 The Process Configuration File

The process configuration file contains physical parameters of the metal layers that are
available for a particular process. Each grid configuration loads such a configuration
file?, and all circuit element values of the grid model are computed using the layer
descriptions stored in this configuration.

* example process configuration file

O R R RN R OROROROROSORUSONOSOSOSOROROSOSOSOROSOROSOSOROSOROROROSUSUSOROROSORORORON
R S e R Rk Ak e i S S e S e A R R I Sk Lk e T S S e e o e R R L e T

.process name=’CMOS’

.metal name='M1’ t=0.3u r=0.1 2z=0.5u m=cu idx =1
.metal name=’'M2’ t=0.3u r=0.1 2z=1.5u m=cu idx = 2
.metal name=’'M3’ t=0.3u r=0.1 z=2.5u m=cu idx = 3
.metal name='LB’ t=0.8u r=0.05 z=4.0u m=al idx = 4

The sample configuration contains all the required data fields for a 4 metal layer
technology and shows both copper and aluminium layer definitions. The mandatory
.process name=... parameter defines the name of the technology, and each metal layer
is represented by a a structure indicated by .metal. Each valid metal layer definition
requires the following parameters
name The name of the metal layer. This name or alternatively the index value idx
are used in grid configurations in metal layer definitions.
t The thickness of the metal layer.
r The resistivity of the metal layer per square. R =1 - -t where 1 and w are the
length and width of a wire.

z The height of the metal layer center above the surface of the substrate.

m A material identifier where currently cu for copper and al for aluminium are
supported.

idx The metal layer index. Arbitrary numbers may be utilized for this parameter

as long as these numbers are unique identifiers. Numerical layer identifiers
are more convenient to use if automatic parameter alterations for metal lay-
ers are executed in Titan.

2The grid config parameter process defines the filename of the required process configuration file.
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C Example of a Power Grid Configuration

The following power grid configuration was used for AC stability analyzes of a 5 stage
fully integrated power amplifier. An illustration of this power grid is drawn in figure
6.13 and simulation results are presented in the corresponding chapter.

process ./190_420.prc
equation Mutual
fmax 20G

* parameters for blocking capacitors

.param m_ldo =1

.param m_bias = ’1000’
.param m_stl = ’2000’
.param m_st2 = ’2000’
.param m_st3 = ’2000’
.param m_st4 = ’2000’
.param m_st5 = ’3000’

* parameters for vdd toplevel grid

.param ml_al = ’8’
.param ml_a2 = ’6’
.param ml_a3 = ’5’
.param wl_a = ’50u’
.param m2_al = ’4’
.param w2_a = ’5u’
.param XVDD = ’-400u’
.param YVDD = ’200u’

.param 1_1ldo = ’51u’

*XVDD+20u+w2_a’
’YVDD+20u+wl_a’

.param XBia
.param YBia

* parameters for vdd stage



C Example of a Power Grid Configuration

.param
.param

.param
.param

.param
.param
.param

.param
.param
.param
.param

.param
.param

XB
YB

seph
sepv

wl_b
w2_b
w3_b

ml_bl
ml_b2
ml_b3
m2_bl

d_bl
d_b2

"XVDD’
’YVDD’

’20u’

= '75u’

'20u’
"50u’

= ’30u’
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=6’
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- g’

" (seph)’
"(sepv)’

* coordinates for the amplifier stages

.param stage_y

.param
.param
.param
.param
.param

.param
.param
.param
.param
.param

ysl
ys2
ys3
ys4
ys5

xsl
Xs2
xs3
xs4
xs5

’-330u’

"stage_y’
’stage_y’
"stage_y’
"stage_y’
’-550u’

"10u’
7150u’
’300u’
"600u’
71070u’

subcircuit

local_sup

blockname
top_dir

con_blocks
et measures ----

struct free

%

sup_top
RO
x1186="RO’

node b_vddpa! x=’XVDD’
node p_xil86 x='XVDD+1_ldo’ y="YVDD’
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xi193="RO’

I/0 Nodes (do not change names)

y="YVDD’



node p_xil93 x="XBia’ y="YBia’

Internal Nodes

node nintl x="XBia’ y="YVDD’

wire b_vddpa! nintl
wire nintl

Wire Definitions

wire nintl p_xil93 w='w2_a’ m="m2_al’

subcirc
local_s

blockna
con_blo

uit
up

me
cks

rf_pa_79g_sim
hsup

sup_rf_pa_79g_sim

w="wl_a’ m="ml_al,ml_a2,ml_a3’
p_xil86 w="wl_a’ m="ml_al,ml_a2,ml_a3’

———————————————————————— power grid definition --------------------—-——-

——————————————————————— connectivity information-------------------—--——-

xi151="RO®’ xi25="RO®’ xil6="RO’ xi21="RO’

xi150="RO’

xil51 xi25 xile xi2l
xi150

struct free

I/0 Nodes (do not change names)

node b_hsup x="XB’ y="YB’

p_xil51 x='xs3’ y="ys3+1lu’
p_xi25 x="xs4’ y="ys4+1u’
p_xil6  x="xs5’ y="ys5+1u’
p_xi2l1l x="xs2’ y="ys2+1u’
p_xil50 x='xsl1’ y="ysl+lu’

node
node
node
node
node

*

node
node
node
node
node

node
node
node
node

node

nal
na2
na3
na4
nas

nbl
nb2
nb3
nb4

ncl

Internal Nodes

x="XB + 1.0%d_bl + wl_b*@.5’
x="XB + 2.0%d_bl + wl_b*1.5’
x="XB + 3.0%*d_bl + wl_b*2.0 + w2_b*0.5’
x="XB + 4.0%*d_bl + wl_b*2.0 + w2_b*1.5’
x="XB + 5.0%d_bl + wl_b*2.0 + w2_b*2.0’

x="XB+1.0%d_bl+wl_b*0.5" y="YB-0.5%w3_b-4.0%d_b2-w2_b*2.0-wl_b*1.5’
x="XB+2.0*d_bl+wl_b*1.5" y="YB-0.5*w3_b-3.0*d_b2-w2_b*2.0-wl_b*0.5’
x="XB+3.0*d_bl+wl_b*2.0+w2_b*0.5" y="YB-0.5*w3_b-2.0%d_b2-w2_b*1.5’
x="XB+4.0*d_bl+wl_b*2.0+w2_b*1.5’ y="YB-0.5*w3_b-1.0%d_b2-w2_b*0.5’

x="xs1’ y="YB - 0.5*w3_b - 4.0*%*d_b2 - w2_b*2.0 - wl_b*1.5’

——————————————————————————————— MEASULeS ———-—=—=-—=———=———————————————————

y="YB’
y="YB’
y="YB’
y="YB’
y="YB’
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C Example of a Power Grid Configuration

node nc2 x=’xs2’ y="YB - 0.5*w3_b - 3.0%*d_b2 - w2_b*2.0 - wl_b*0.5’
node nc3 x="xs3’ y="YB - 0.5*w3_b - 2.0%d_b2 - w2_b*1.5’

node nc4 x='xs4’ y="YB - 0.5*w3_b - 1.0%d_b2 - w2_b*0.5’

node nc5 x=’xs5’ y='YB’

Wire Definitions

wire b_hsup nal w="wl_a’ m="ml_bl,ml_b2,ml_b3’

wire nal na2 w="wl_a’ m="ml_bl,ml_b2,ml_b3’
wire na2 na3 w="wl_a’ m="ml_bl,ml_b2,ml_b3’
wire na3 na4 w="wl_a’ m="ml_bl,ml_b2,ml_b3’
wire na4 na5 w="wl_a’ m="ml_bl,ml_b2,ml_b3’

wire nal nbl w="wl_b’ m="m2_bl’
wire na2 nb2 w="wl_b’ m="m2_bl’
wire na3 nb3 w="w2_b’ m="m2_bl’
wire na4 nb4 w="w2_b’ m="m2_bl’

wire nbl ncl w="wl_b’ m="ml_b3’
wire nb2 nc2 w="wl_b’ m="ml_b3’
wire nb3 nc3 w="w2_b’ m="ml_b3’
wire nb4 nc4 w="w2_b’ m="ml_b3’
wire na5 nc5 w="w3_b’ m="ml_bl,ml_b2,ml_b3’

wire ncl p_xil50 w="wl_b’ m="m2_bl’
wire nc2 p_xi2l w="wl_b’ m="m2_bl’
wire nc3 p_xil51 w="w2_b’ m="m2_bl’
wire nc4 p_xi25 w="w2_b’ m="m2_bl’
wire nc5 p_xil6 w="w3_b’ m="ml_bl,ml_b2,ml_b3’
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