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Abstract 

The advantage of a simultaneous recording of the electroencephalogram (EEG) and the 

functional magnetic tomography (fMRI) lies in the high temporal and spatial resolution of 

neural activity.  

Due to the intensive magnetic fields of the MR-environment, the EEG signal is corrupted by 

the so called Imaging artifact (IA), as well as the Pulse Related artifact (PA). These artifacts 

must be corrected in real time, in conduction with EEG based Brain Computer Interface (BCI) 

experiments. Current artifact reduction methods were discussed and applied as real-time 

correction methods. The applied methods were tested on a subject by means of a motor 

imagery BCI and compared to measurements outside of MRI surroundings. 
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Zusammenfassung 

Der Vorteil einer simultanen Erfassung des Elektroenzephalogramms (EEG) und der 

funktionellen Magnetresonanztomographie (fMRT) liegt in der hohen zeitlichen sowie 

örtlichen Auflösung neuronaler Aktivität. 

Aufgrund des intensiven magnetischen Feldes der MR-Umgebung, werden allerdings dem 

EEG-Signal der sogenannte Imaging Artefakt (IA), sowie der Pulse related Artefakt (PA) 

überlagert. Diese Artefakte müssen bei der Durchführung von EEG basierten Brain Computer 

Interface (BCI) Experimenten in Echtzeit korrigiert werden. Im Zuge dieser Arbeit wurden 

gängige Artefakt-Korrektur Methoden diskutiert und Methoden zur Echtzeit Korrektur 

umgesetzt. Die umgesetzten Methoden wurden anhand eines Motor Imagery BCI’s an einem 

Probanden getestet und mit Messungen außerhalb der MRI Umgebung verglichen. 
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1 Introduction 

A brain computer interface (BCI) allows the control of computers and other electrical devices 

solely by means of human brain activity. The communication between the user and the device 

describes a closed communication loop, starting from the measurement of brain activity 

during a specific mental task (paradigm). This task contains a finite number of options which 

associate a computer command to the spatially and temporally resolved brain activity signal. 

The loop is closed if the intention during the performance of the paradigm was recognized 

properly and the command was executed accordingly (feedback).  

The clinical applicability of this procedure depends heavily on the brain activity measurement 

method. The good temporal resolution, the simple signal processing and mobility of 

electroencephalogram (EEG) based BCI systems allow compact communication systems for 

locked-in patients, or individuals with motor impairments (Kübler, Kotchoubey et al., 2007). 

The comparatively better spatial resolution of BCI systems based on functional magnetic 

resonance imaging (fMRI) provides the opportunity to extract not only cortical, but also sub-

cortical brain areas for neuronal feedback (Caria, Veit et al., 2007).  

Since 1993, epilepsy research has encouraged the efforts to combine these two measurement 

methods, which have enabled the development of MRI-safe EEG systems (Mulert e Lemieux, 

2010). The expected benefit of a combined EEG/fMRI examination is the acquisition of the 

brain activity with a high temporal and spatial resolution. However, these benefits are offset 

by a set of MRI related artifacts which affect the EEG signal. Over time, several methods 

were proposed to suppress these artifacts. The goal of the presented thesis is to extend an EEG 

based motor imagery BCI for a combined EEG/fMRI examination, in order to evaluate the 

possibility of real-time investigation of processes in the human brain during a BCI 

experiment. The special conditions associated with a BCI require real-time artifact 

suppression methods, which are realized in this work using MATLAB Simulink (MATLAB, 

2003) development environment. These methods are tested by executing the BCI in MRI 

environment with a commercially available MRI-safe EEG amplifier, and compared to tests 

outside the MRI surroundings. Beforehand, an introduction part shows the physical 

coherences of EEG, fMRI and BCI and discusses the occurring artifacts during concurrent 

EEG/fMRI measurements and conventional artifact suppression methods.  
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2 Basics of EEG 

The electro encephalogram (EEG) graphically describes the changes of electrical potentials of 

the human brain over time. The increasing signal can be measured by means of electrodes 

which are placed on the surface of the head (Schandry, 2006).  

The sources of the measured potential differences are the so called excitatory postsynaptic 

potentials (EPSP’s) or inhibitory postsynaptic potentials (IPSP’s) respectively, which rely on 

changes of ionic concentrations in neurons. The potential of one neuron is too weak to be 

registered on the head surface, thus only superimposed potentials can be detected by the 

electrodes. So if many neurons generate the same potential differences, then the EEG signal 

amplitude increases, because the neurons work synchronized. The maximal amplitudes on the 

scalp are in the range of micro-volts. The further chapters give an overview on how to 

position the electrodes and which typical phenomena can be detected in the EEG. 

2.1 Positioning the electrodes 

The information processing of the human brain occurs in certain areas, depending on the type 

of input. For instance, the sensomotoric cortex is responsible for motor activities (Schandry, 

2006) (see overview of functional regions in Figure 1), so if a specific area needs to be 

observed, then the electrodes have to be positioned over it. 

 

 
Figure 1: Functional regions of the human brain (University Hospitals of Cleveland, 2005) 

 
As the human brain varies in shape and size, a relation-based system called the 10-20 System 

was established to position the electrodes over these areas in a cohesive pattern. It became 
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internationally approved after it was described by the International Federation Societies for 

Electroencephalography and Clincal Neurophysiology (Klem, Luders et al., 1999). As 

mentioned before, the system is based on relative distances, so the distance between nasion 

(deepened area between nose and forehead) and inion (most prominent projection of the 

occipital bone at the lower rear part of the skull) is defined as 100% and divided into 10%-

20%-20%-20%-20%-10% steps (Milnik, 2009). The space between the two preaulicular 

points (deepening in the ear in front of the auditory canal) is split in the same manner, so the 

resulting coordinates define the electrode positions (Figure 2). The naming of the electrodes is 

also standardized.  

 

 
Figure 2:  Definition of the electrode positions according the 10-20 system (Malmivuo e Plonsey, 1995) 

 
For applications with higher spatial resolutions, the 10-10 system was defined which is based 

on the 10-20 system. The difference is that one additional electrode is placed concentrically 

between two electrodes of the 10-20 system. Figure 3 shows the electrodes’ positions 

corresponding to the 10-10 system. 

 



CCHHAAPPTTEERR 22--BBAASSII CCSS  OOFF  EEEEGG 

  4 

 
Figure 3: Top view of EEG electrode positions according the 10-10 system.  The triangle on top of the 

circle indicates the nose (Micromed_S.P.A., 2009) 
 

2.1.1 Reference Electrode 

The EEG is the difference of the potential between two electrodes, whereas one electrode is 

defined as the reference with a potential of zero volt. The reference electrode is usually fixed 

(the usual position is the earlobe) and all remaining are related to it. Another possibility to 

specify the reference is the bipolar order, where one adjacent electrode is defined as the 

reference (Neudörfler, 2002). A mathematical method for the calculation of the reference 

point is the Common Average Reference (CAR). It is based on the calculation of a global mean 

value of all electrodes. A Further computational method is the Laplace derivation, where the 

mean value is subtracted from either 4 or 8 adjacent electrodes. 

2.2 Types of EEG potentials  

The brain activity can be evaluated by observing various phenomena in the EEG signal. These 

can be divided into 2 main parts (Schandry, 2006): 

• Spontaneous EEG 

• Evoked potentials 
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Additionally, the frequency range is divided into the following bands (Lytton, 2002): 

 

• Delta: < 4Hz  

• Theta: 4-8Hz  

• Alpha: 8-13Hz  

• Beta: 13-30Hz  

• Gamma: > 30Hz 

2.2.1 Spontaneous EEG 

The spontaneous EEG is a result of stochastic voltage swings, depending on the physical state 

of the person at rest. The stochastic voltage variations are not correlated to stimulations, so the 

averaging over time equals nearly zero.  

2.2.2 Evoked potentials 

Evoked potentials can be observed by exposing the subject to a specified stimulus. The basic 

graduation is based on the way in which the stimulus is evoked (Niedermeyer, 2004):  

 

• Visually evoked potentials (light flashes, pictures…) 

• Auditory evoked potentials (sounds, clicks…) 

• Somatosensory evoked potentials (tactile stimuli, …) 

• Olfactory evoked potentials (smell)  

 

A further distinction criteria of evoked potentials is if the EEG answer occurs phase locked to 

the stimulus. Phase locked potentials or event related potentials (ERP) can be filtered out of 

the spontaneous EEG signal by averaging over several trials. The so called event-related EEG 

response can occur in form of an amplitude decrease or increase directly after the stimulus, 

but not necessarily phase locked to the stimulation.   

Evoked potentials and the possibility to detect them in an EEG signal are the basis for making 

brain computer interfaces (BCI) possible, which are described in detail in chapter 3.  
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3 Brain Computer Interfaces 

A Brain Computer Interface (BCI) is a communication system which enables a person to 

control an electronic device only by means of brain activity (Wolpaw, Birbaumer et al., 

2002). The underlying measurement methods of the brain activity may vary. However, the 

most frequently used and reliable non-invasive method for BCI is EEG, followed by the rarely 

applied method fMRI. The latter is more usable for localization of active regions, based on 

predefined tasks on account of the excellent spatial resolution. The advantageous time 

resolution and mobility of the former method makes it not only useful for research, but also 

for explicit applications such as communication systems for individuals with locked-in 

syndrome. A further advantage of EEG based BCIs is the reduced complexity of signal 

processing methods to extract parameters for the generation of control signals. The further 

chapters explain the detailed principal function of BCI, and the basic EEG phenomena which 

can be used to realize BCI applications.  

3.1 Functional parts of BCI 

The main idea behind the BCI is to control a computer application by carrying out a specific 

mental task. The mental task is performed in a certain way, in order to evoke a defined brain 

activation phenomenon which can be categorized into different classes. Each class stands for 

a predefined control command of the application. The successful outcome of a control process 

is reached, if the intention of the user is properly recognized. Before a BCI can be used, the 

computer needs to generate specific parameters which allow the separation of the classes in an 

offline training phase. The following use of the BCI is performed online. Figure 4 shows the 

necessary steps to perform a BCI communication. 

 

 

 Figure 4: Functional Parts of a brain computer interface   
(Department of Biomedical Engineering Nitro Lab, 2010) 
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Signal acquisition:  

Several methods such as fMRI or EEG can be used to obtain signals reflecting the brain 

activity of the user. 

Pre-processing:  

This step is necessary to remove artifacts and irrelevant data from the recorded signal. 

Feature extraction:  

The task of the feature extraction block is to analyze the signal within the response time and 

convert the observed data into certain parameters called features. With the help of these 

features, it is possible to describe the evoked potential analytically.  

Classification:  

Based on the extracted features, classification algorithms assign the measured signal to one of 

at least two classes.  

Translation into a command:  

After a successful classification, the application executes a command which is associated to 

the referred class. 

Feedback:  

At the end of the control process, the classification result (in terms of the execution of          

the command) is presented to the user on the screen.  

3.2 Approaches for EEG based BCI 

This chapter gives a short overview of EEG phenomena, which can be observed in the EEG 

signal and used for BCI applications.   

3.2.1 Slow cortical potentials (SPC) 

SPC’s are slow, ramp shaped, potential drifts in the EEG. The signal drops slowly if the user 

prepares for a specific event. If the brain processes this event, the EEG signal rises again.  

In a BCI application, the user learns by obtaining feedback to control the behaviour of the 

signal drifts. The signal drifts can be referred to defined commands like: on, off or left, right 

(Hinterberger, Schmidt et al., 2004). 

3.2.2 Visual Evoked Potentials and Steady-State Visual Evoked 

Potentials 

As stated in chapter 2.2.2 (page 5), visual evoked potentials occur after visual stimulations.  
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If the stimulation frequency is beyond 2 Hz, the response is a characteristic curve or a so-

called transient visual evoked potential (VEP). The relevant component (P300 component) is 

a positive response which occurs 300 ms after the stimulation. It rises if a certain event 

becomes more relevant for the user than others. VEP based BCI’s use different flashing time 

points for several commands or symbols. If the P300 component is relevant enough at a 

defined time point, then the user’s choice can be detected (Kaper, 2006).   

If the stimulation frequency exceeds 6 Hz, the response occurs as multiples of the stimulation 

frequency. Such responses are referred to as steady-state visual evoked potentials (SSVEP).  

SSVEP’s can be used in BCI applications to code symbols with different flashing frequencies. 

The response frequency varies, depending on the user’s symbol choice, so the intention of the 

user can be recognized (Farwell e Donchin, 1988).  

3.2.3 Event-related synchronization/de-synchronization 

The movement or the imagination of limb movement results in enhancement (event-related 

synchronization, ERS) or attenuation (event-related de-synchronization, ERD) of the EEG 

amplitude over the sensomotoric cortex of the brain (see Figure 5). The raised EEG amplitude 

indicates synchronized work of neurons and a low information processing. A consequent 

amplitude diminishment results in higher mental activity. 

 

 

 

 

 

 

 

 

 

 

The phenomenon can be observed in two separate frequency areas: 

 

• µ-Rhythm (7-13 Hz) 

• β-Rhythm (18-30 Hz) 

 

ERS ERD ERS 

Figure 5: ERS: synchronized neuronal activity leads to EEG amplitude enhancement, and reduced 
information processing. ERD: de-synchronized neuronal work leads to EEG amplitude attenuation and 
higher information processing in the brain. Modified from (Laboratory of Brain-Computer Interfaces) 
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Depending on the imagined limb, the ERD/ERS arises at different positions on the 

sensomotoric cortex, so it can be discovered if the user is visualizing a limb movement and if 

so, it is possible to find out which is visualized (Pfurtscheller e Neuper, 2001), (Pfurtscheller, 

2001).  

3.3 g.tec Motor imagery BCI 

The EEG based motor imagery BCI presented in this chapter is the basis for the exploration of 

quality and timing issues in combined EEG/fMRI BCI experiments in the course of this 

thesis. It relies on ERD/ERS potentials in the EEG and is split into two different phases. The 

first phase (training phase), serves to collect training data for the classifier. After the offline 

classification, the computer is able to give feedback online in the second phase (feedback 

phase) (Pfurtscheller e Neuper, 2001). 

The experiment is based on the imagination of finger movements, which can be recognized by 

measuring the EEG signal over the sensomotoric cortex area. The BCI application displays 

arrows pointing to the right or left in a pseudo-random sequence (Figure 6). Afterwards, the 

test person concentrates on the imagination of finger movements of the corresponding hand. 

One trial lasts 8 seconds and one session takes 40 trials. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: g.tec Motor imagery brain computer interface paradigm. Training phase (G.Tec-Medical-
Engineering-Gmbh, 2009) 

 
The classifier decides if the imagination corresponds to the proper arrow directions. The 

classification result is shown as an ascending beam in the classified direction, directly after 

the display of the arrow (see Figure 7).   
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Figure 7: g.tec Motor imagery brain computer interface paradigm. Feedback phase (G.Tec-Medical-
Engineering-Gmbh, 2009) 

 
Figure 8 shows the Simulink model (MATLAB, 2003) of the BCI system. Below, an 

explanation of the BCI segments according to the overview in chapter 3.1 (page 6) can be 

found. 

 

 
Figure 8: Simulink model of g.tec motor imagery brain computer interface 

 

I Signal acquisition:  

EEG is acquired using a 16 channel EEG amplifier (g.USBamp, g.tec medical engineering 

GmbH, Graz, Austria), with a sample frequency of 256 Hz. Impedance is kept below 5 kΩ 

with electrode gel. The channels FC3/C3 and FC4/C4 beyond the left and right motor cortex 

I+II III V IV 
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are recorded in a bipolar manner to avoid movement artifacts. The paradigm is visualized in a 

Matlab figure. 

 

II Pre-processing: 

The acquired signal is band pass filtered with a butterworth 3rd order filter in the range of 0.5-

30 Hz. An additional 50 Hz notch filter suppresses the power line frequency. 

 

III Feature extraction:  

As stated in chapter 3.2.3 (Page 8) ERS/ERD results in amplitude enhancements/attenuations 

depending on the mental activity. In order to represent this signal variation over time the band 

power is continuously calculated within a time window of one second for both ERS/ERD 

relevant frequency regions separately (see a Simulink Subsystem of the Bandpower block of 

Figure 8 in Figure 9).  

 

 
Figure 9: Bandpower block of g.tec Motor imagery BCI Simulink model 

 
The ERS/ERD active frequency bands (chapter 3.2.3, page 8) are slightly different from 

individual to individual, so the analysis of so-called time frequency maps helps to redefine the 

regions and to get a priori information of the EEG signal quality.  

Figure 10 shows an exemplary time-frequency map of a right index finger movement at the 

C3 electrode. The map resolves the EEG at the time point of finger movement in the 

frequency (y-direction) and time domain (x-direction). The ERS/ERD related amplitude 

enhancements/attenuations are colour-coded.  
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Figure 10: exemplary time-frequency map of a right index finger movement at the C3 electrode. ERS 

(blue)/ERD(red) (G.Tec-Medical-Engineering-Gmbh, 2009) 
 

By calculation of time frequency maps of all EEG electrodes, the active brain areas during the 

stimulation can be observed. Such a map is visualized according the 10-10 system in Figure 

11. The top figure shows the maps of right hand movement imagination trials, and the bottom 

figure the corresponding trials of the left hand imagination (160 trials, common average 

reference). What can be observed here is that after the imagination start of the right- and left 

hand respectively (red timeline), the activity in the brain occurs as ERD in the appropriate 

laterally reversed hemisphere. According to the ERD/ERS active frequency regions the band 

power filters are set.  
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IV Classification:  

After the training phase the data is classified offline with Fisher’s Linear Discriminant 

Analysis (LDA) method (Duda, Hart et al., 2000), using the program g.BSanyalyze (g.tec 

Figure 11: Time Frequency Maps of all EEG channels according the 10-10 system during a motor 
imagery BCI experiment. The red line indicates the imagination start point. 
TOP: right hand movement imagination trials 
BOTTOM : left hand movement imagination trials. (G.Tec-Medical-Engineering-Gmbh, 2009) 
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medical engineering GmbH, Graz, Austria). The fundamental purpose of this method is to 

find a discriminant function ( )g x
�

 (3.1) which separates the recorded data (represented by 

different features) into two different classes. 

 

( ) tg x w X b= +� �
           (3.1) 

w
�

 …weight vector 

X  …feature matrix 

b   …bias 

 

For a binary classification problem the data which is represented by the feature matrix X is 

pointed to class one if ( ) 0g x >�  and class two if ( ) 0g x <� . The data representing feature 

matrix X  consists of the band power values of all 40 trials of a session at equidistant time 

points (usually one second) within the trial period of 8 seconds. By following the known 

sequential order (in this case: 40 trials, 20 left and 20 right) of the arrow directions, the trials 

can be pooled together into 2 sub feature matrices 1 1
1 1 20{ ,..., }C CX x x= � �

, 2 2
2 1 20{ ,..., }C CX x x= � �

 

according to the classes C1 and C2. The feature vectors 1 1
1 20,...,C Cx x
� �

 and 2 2
1 20,...,C Cx x
� �

consist of 

the band power values within the ERD/ERS active frequencies for each class and EEG 

channel (C3, C4): 

 

 

   

   (3.2) 
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=

=
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    (3.3) 

 

For a graphical 2 dimensional demonstration of the LDA procedure (Figure 12) two features 

per class (µ-rhythm at C3 and µ rhythm at C4) are used. The basic classification criteria is to 

define w
�

so that the distance of the arithmetical averages 1 2,m m  of the feature values 

projected onto the discriminant function is a maximum, and  the variance (elliptical circles in 

Figure 12) of each class should be a minimum.  

1 1 1 1 1
1 1, 3, 1, 3, 1, 4, 1, 4,

1 1 1 1 1
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1 2

1 1 2 2
1 2

1 1
, , 20

x C x C

m X m X N
N N∈ ∈

= = =∑ ∑
� �

      (3.4)

        

 

Figure 12: Illustration of the projection of the averaged feature matrices 1 2,X X  on the discriminant 

function g . The elliptical circles indicate the spread in values (Duda, Hart et al., 2000) 

 

Afterwards, the bias b, which indicates the distance of g(x) to the origin of the ordinates, is 

calculated. This procedure is repeated 8 times according to every second of the paradigm. The 

qualitative analysis of the resulting 8 weight vectors and bias values is proceeded by 

calculating the classification error using a ten cross fold validation (Ye, 2004). The weight 

vector and bias which lead to the lowest classification error are used for the online 

classification.  

By means of this specific motor task the desired time course of the classification error can be 

defined (see Figure 13). Until the time point of imagination start (4.25 sec.) the classification 

error should be about 50 percent. This means that the observed data can’t be classified neither 

to class ‘left’ nor class ‘right’. Subsequently, during the imagination phase the classification 

error should fall to zero, which means that the classification works properly during the whole 

imagination phase.  Based on empirical observations the drop of the error to at least 10 % or 

below can be considered as excellent result.  

g (discriminant function) 

µ,C4 

µ,C3 

 

Right 

Left  

m1 

m2 
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Figure 13 optimal time course of the classification error during the motor imagery task. 

 

V Translation into a command and feedback:  

After the offline classification the discriminant function ( )g x
�

(3.1) can be calculated in real-

time and presented to the user graphically as feedback in the imagination phase of the 

paradigm. For this purpose the weight vector w
�

 and the bias b are loaded into the BCI 

System block (Figure 14), and calculated with the features according (3.1). The resulting 

function if visualized as a bar graph which points to left if ( ) 0g x <�  and right if ( ) 0g x >� . The 

amplitude of the bar graph is updated for every data sample and represents the decidedness of 

the classification. 

 

 
Figure 14: BCI System block of g.tec Motor imagery BCI Simulink model 

X 

w
�

 

b 

( ) tg x w X b= +� �
 

3,C µ RythmBP −  

3,C RythmBP β −  

4,C µ RythmBP −  

4,C RythmBP β −  
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4 Basics of functional Magnet Resonance Imaging (fMRI) 

The functional examination of human brain activity by fMRI is based on a non-invasive 

imaging technique called Magnetic Resonance Imaging (MRI). The basic principle is to utilize 

a physical feature of atomic nuclei called “nucleic spin”. Only nuclei with a spin cause weak 

magnetic fields which can be manipulated by magnets in order to make them measurable and 

spatially resolvable. The result is a stack of grey level images. The fact that makes MRI 

applicable for humans is that the hydrogen nucleus, which satisfies the above mentioned 

physical feature, is highly available in the human brain and body. The following description 

(see also Figure 15) is a short summary of the main components of a MR imaging machine 

and their tasks in the process of making MR images. 

 

 
Figure 15: Main parts of a MRI scanner (Center-for-Integrating-Research-&-Learning, 2010) 

 
a) A strong superconducting magnet creates a static magnetic field B0 by polarizing the 

magnetic moments of the hydrogen nuclei. The resulting net magnetization is the basis for the 

MR signal. The magnet needs to be cooled down by a helium pump, which must constantly 

remain active to maintain super-conduction.  

b) A radio frequency  coil (RF coil) disturbs the magnetization of the nuclei by applying an 

RF pulse with a defined resonance frequency, which depends on the strength of the above 

mentioned static field. After the RF pulse has been applied, the magnetization returns to the 

primary direction and the nuclei emit the absorbed energy. Usually the same RF coil is used to 

pick up the emitted MR signal. 
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c) Before the MR signal can be picked up by the RF coil, it needs to be spatially encoded. For 

this, the slice images are divided into a matrix consisting of volume elements called voxels. 

The spatial association of the MR signal to voxel elements is carried out by three additional 

coils named gradient coils. All three are based on the principle that the resonance frequency 

of the net magnetization is dependant on the strength of the static field. The first coil (Gss) 

produces a gradient field along the direction of the static field B0 (z-coordinate). The 

superimposed field results in every slice having a different resonance frequency, which makes 

it possible to distinguish them in the frequency domain. The two remaining gradient coils 

resolve the MR signal into the x and y direction. The former makes sure that the voxel rows of 

a layer are distinguishable by phase shifts (GPE), whereas the latter makes the voxels within a 

voxel row separable by means of frequency shifts (GFE).  

 

The received raw MR signal is digitally represented in the so called k-space. After a 2-

dimensional Fourier transformation in x-y direction, the signal amplitude of the MR signal 

can be associated to spatial points.   

The excellent contrast resolution of MR images can be used to make a phenomenon called 

BOLD effect (Blood Oxygen Level Dependency) visible which is indirectly connected to the 

functional brain activity, so the MR technique is relevant for functional analysis of the human 

brain. The BOLD effect is based on the assumption that externally stimulated areas of the 

brain induce a higher oxygenation level in the stimulated area. The para-magnetism of higher 

oxygenated blood diminishes over time, which affects the strength of the received MR signal 

and therewith the contrast level in the MR image. The difference in contrast to normal, non-

oxygenated blood is approximately 15 %, and the time consumption of the BOLD answer is 

also limited.  

 
Figure 16: time course of the BOLD effect after a stimulation of 20 sec. Modified from (Walter, 2005) 

20 seconds 
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Figure 16 shows the characteristic time course of the BOLD response after a stimulation of 20 

seconds. The initial dip is followed by an overshot and a post-stimulus undershot. The time 

consumption (usually up to 15 sec.) needs to be taken into consideration in the stimulation 

process.  

4.1 Echo Planar Imaging (EPI) 

The BOLD answer results in contrast changes in the MR image and therefore the recording 

time of the stimulated area needs to be shorter than the BOLD answer itself. Consequently, an 

ultra fast imaging sequence called Echo Planar Imaging (EPI) is used, which allows to record 

all slices of a volume within the time of less than 3 second. The following table contains a list 

of important settings related to the recording of MR images: 

 

• TR Time:  

Time duration to record all slices of a volume.  

• Number of Slices: 

Number of layers of the observed volume.  

• Slice Thickness  

The thickness of imaging slices in millimetres. 

• Slice Gap: 

The not measured distance between the slices in millimetres. A lower gap can 

introduce more noise into adjoining slices.  

• TE Time:  

The echo time (TE) represents the time in milliseconds between the application of the 

RF pulse and the peak of the received MR signal  

• Field of view (FOV): 

The field of view is defined as the size of the two dimensional spatial encoding area of 

the image. It is defined in units of mm². 

• Matrix Size:  

Two-dimensional number of volume elements within a MR image (for example: 

64x64, 128x128…) 

 

A sequence diagram, which shows the chronological switching order of the RF and the 

gradient coils, is depicted in Figure 17. Combined EEG/fMRI studies mostly suffer from the 
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superimposition of the resulting magnetic fields and the EEG signal. Chapter 5 (Page 25) 

explains the artifacts in detail and the possibilities to reduce them. 

 

 
 

Figure 17: Sequence diagram of  an EPI sequence and the representation in the k-space.(Scott H. Faro, 
2010)  

 

4.2 Statistical Parametric Mapping (SPM) 

The principal approach of fMRI studies is to expose the test persons to sensory stimuli for a 

certain time period and compare the resulting activation of a brain region to resting phases or 

activations in other brain regions. The result is a spatial contrast difference in the fMRI 

images, depending on the predefined conditions. These contrasts can be visualized using the 

widely approved Matlab tool named SPM (Statistical Parametric Mapping) (Wellcome 

Department of Imaging Neuroscience, London; www.fil.ion.ucl.ac.uk/spm). Before the 

images can be statistically analyzed, a set of pre-processing steps has to be run through, which 

is summed up in the following sub chapters.  

4.2.1 Data preparation  

The fMRI images, which are available in the DICOM format, have to be converted into a 

proprietary format of SPM. Subsequently, the spatial zero point of all images is set at the 

Commissura Anterior (see Figure 18), so that the following normalization on a standardized 

brain map can be made efficiently. 
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Figure 18: Illustration of the Commissura Anterior (red point), which is defined as the spatial zero point 

in fMRI scans (Mrc Cognitionand Brain Sciences Unit Cambridge, 2006) 

4.2.2 Movement correction 

The movements of the head in the course of the fMRI measurement are compensated by using 

the first image in a time series as reference. The subsequent movement correction is done by 

aligning the remaining images, so that the difference in brightness is minimized. The 

movements are represented by translational and rotational vectors, which indicate the relative 

deviation to the reference position in millimetres or degrees (see example in Figure 19). Based 

on this vector, test persons with too strong movements can be segregated. 

 

 
Figure 19: Example of a translational (top) and rotational (bottom) movement vector which indicates the 

deviation of the head position relative to a reference 
 

4.2.3 Slice time acquisition correction 

During the acquisition of a volume, the slices are recorded consecutively, which means that if 

the volume record lasts 3 seconds, then the last slice is acquired 3 sec. later than the first slice. 

In order to correct this time shift, the time series is transformed voxel-wise in the frequency 
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domain. The time difference is expressed as phase delay to a defined reference slice (usually 

the middle slice). The data is transformed back to the time domain after an interpolative 

correction of the phase delay. 

4.2.4 Normalization 

The normalization step is necessary to assign the stimulated regions to functional sections of 

the brain. Therefore the images are transformed into a standardized space (MNI space). The 

nonlinear transformation into this space allows the assignment of the functional activations to 

anatomical brain areas independent of individual brain anatomy.  

4.2.5 Smoothing 

In the final pre-processing step, a smoothing filter is used to flatten the signal and improve the 

signal to noise ratio. 

4.2.6 Evaluation of results 

After the pre-processing, the statistical model (design matrix) is built with the help of the 

experiment paradigm. Therefore the images are separated according to the conditions (for 

example: active phase to inactive phase), and the statistical significance of the greyscale 

differences is calculated. The underlying statistical method is a voxel-wise t-/F-Test, by which 

a univariate standard test for every voxel is carried out in order to calculate the significance of 

greyscale differences.  

Figure 20 shows the paradigm of an exemplary finger tapping paradigm. At intervals of 40 

seconds, the finger tapping of the right hand is alternated with resting phases. During every 

phase a set of 5 volume scans is acquired.  

 
Figure 20 The paradigm of  an exemplary finger tapping experiment. A���� Active finger 

tapping. R���� Resting phase 
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SPM assigns the scans according the paradigm by building a design matrix (see Figure 21 for 

the tapping example). The contrast vector defines the contrast level of the paradigm phases. A 

p-value table sums up the clusters which passed the significance test. The default p-value 

threshold is 0.001. The more significant the activation is the higher the contrast in the SPM 

glass brain. In the p-value table the coordinates of the activations in the MNI-space can be 

found.  

 

 
Figure 21: Illustration of the SPM results. The design matrix (top left) assigns the volume scans to the 
paradigm. The contrast vector defines the contrast difference between the paradigm phases.  The p-value 
sums up the significant clusters and their coordinates, which are colour coded accordingly, and visualized 
in the SPM glass brain. The largest cluster is marked green. 
 

These coordinates (see Figure 22) can be labelled to anatomical atlases by additional SPM 

toolboxes. For the presented thesis the toolbox AAL (automated anatomical labelling, GIP 

SPM glassbrain 

p-Value table 

Contrast vector 
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CYCERON,Caen  http://www.cyceron.fr) was used. It maps the activations to the Talairach 

atlas. 

 

 
Figure 22 Table of anatomical labels of the activation clusters. The biggest cluster is marked red.  

 
The visual presentation of the results can also be carried out by the projection of the activated 

regions on a standardized three dimensional brain sample, or by projections on optionally 

recorded high resolution MR images of the observed brain. In Figure 23, the activation of the 

left motor cortex, according to the above mentioned tapping experiment is illustrated.  

 

 
Figure 23: Activation of the left motor cortex according the exemplary tapping experiment  
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5 Overview of MRI-related EEG artifacts and 

corresponding suppression methods 

This chapter summarizes EEG artifacts during combined EEG/fMRI recordings, together with 

hardware, software, and organizing aspects for artifact reduction.  

5.1 Image Acquisition Artifact 

The first big challenges in building MRI safe EEG hardware were to predict the saturation of 

EEG amplifiers, resulting from the induction of magnetic fields during the image acquisition, 

and to guarantee patient safety (Lazeyras, Zimine et al., 2001). Therefore most hardware 

considerations are based on the reduction of magnetic coupling, starting at the EEG 

electrodes. The usually ring-shaped electrodes are arranged as rings with a slit to reduce eddy 

currents. The electrode material is nonmagnetic and in most cases chloride coated silver. To 

ensure sufficient patient safety and comfort, the electrodes are not placed directly on the head 

surface (Lemieux, Allen et al., 1999). A special electrode gel provides a conductive 

connection between head and electrode and ensures reduced artifacts in the fMRI images in 

comparison to ordinary gel. Connecting the electrodes to the EEG amplifier with twisted laces 

results in better noise immunity (Matsuda, Matsuura et al., 2002) (Goldman, Stern et al., 

2000). The amplifier itself is battery-driven, and shielded with nonmagnetic material. Using 

fibre optic cable to transfer the EEG data out of the MR room ensures galvanic decoupling.  

Despite of all the hardware measures, the superimposed artifacts are still hundreds of times 

larger than the EEG signal. However the periodicity of the artifact allows suppressing the 

disturbances with relatively simple filtering methods. The following chapter contains the 

fundamental characteristics of the imaging artifact, which are needed in order to understand 

the methodical aspects of the filtering procedures in the subsequent chapters.   

5.2 Characteristics of the Imaging artifact  

The EEG of a phantom record in Figure 24 shows the typical imaging artifact of an EPI 

sequence. The sample frequency of the EEG amplifier is fs=1024 Hz. The repetition time TR 

(see chapter 4.1, page 19) is 3 sec. and the number of slices is 24. A comparison with the EPI 

Sequence timing diagram shown in chapter 4.1 (Page 19) indicates the influences of the 

components of an MRI machine. The timing-related parameters (for example: phase shifts 

relative to the EEG) are the same across all channels, but amplitude deflection varies and is in 

the range of a few millivolt. 
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The influence of the imaging artifact in the frequency domain is noticeable in the form of 

spectral lines with a multiple of the fundamental frequency which is dependent on the 

following MRI settings: 
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Figure 24: Time course of the imaging artifact contamined EEG signal, sample frequency fs = 1024 Hz, TR=3 
sec., number of slices = 24 
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Further spectral lines occur n times the reciprocal of the TR time: 

 
1 24 1

1, 8 0,33
3 3

Number o f Slices
f n n Hz n Hz

TR TR s s
= ± ⋅ = ± = ± ⋅    (5.2) 

 
Thus the skillful adjustment of TR time and the number of slices can prevent the appearance 

of the artifact in the used signal frequency range of the EEG. A further timing aspect arises 

trough the well documented asynchrony problem between the system clocks of the MR 

scanner and the EEG amplifier (Garreffa, Carnì et al., 2003). If the timing of the sampling 

time points is not synchronized, than the superimposed imaging artifact starts jittering (see 

Figure 25) temporally, which results in displacements of the sampling time points. The 

sampling time points of the first slice of volume one, differ from the time points of slice one 

of the third volume.   
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Figure 25: Illustration of the jittering effect, if  the system clocks of MRI scanner and EEG amplifier are 

not synchronized 
 
The jitter of the imaging artifact hampers the filtering processes, because all filter algorithms 

assume a periodical imaging artifact. The asynchrony of the system clocks can be suppressed 

to a certain extent by setting the above mentioned fundamental frequency so that the peaks 

occur at integer multiples of sample time points of the EEG amplifier. As a result the slice 

artifacts within a TR period still jitter, but the jitter is nearly constant over several TR periods, 

so a periodic artifact can be assumed (see details in chapter 6.3.1.1, page 40).  

A hardware based method  (Mandelkow, Halder et al., 2006) solves the asynchrony problem 

by dividing the MR system clock frequency with frequency dividers, and using it as sampling 
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frequency for the EEG amplifier. The phase shift of the clocks is reduced with a phase-locked 

loop (PLL). This approach proves to be very efficient and thus ensures a relatively simple and 

effective filtering of the imaging artifact up to the gamma band.  

5.3 Imaging Artifact filtering methods  

This chapter gives a general overview of the current filtering methods for the correction of 

image artifacts. This overview is given without a qualitative comparison, because the test 

conditions and data are only comparable to a certain extent. Most of the filtering methods can 

be divided into the following filtering steps (Figure 26): 

 

 

 

 

 

 

First, the pre-processing step consists of frequency band limitations and averaging filters for 

offset and signal drift removal.  

Secondly, the Artifact Template Subtraction step is applied to reduce most of the imaging 

artifact. The basic approach relies on two different assumptions. The first assumption is that 

the raw signal x(t) consists of the following three uncorrelated components (Garreffa, Carnì et 

al., 2003): 

 
( ) ( ) ( ) ( )x t eeg t n t imga t= + +          (5.3) 

 
The EEG signal eeg(t), the instrumental noise n(t), and the imaging artifact imga(t). The 

second assumption starts from the premise that if a periodic signal fragment with the length of 

N samples is arithmetically averaged M times, then all components except the imaging artifact 

become zero: 

 

,1 ,[ .... ] ( ) ( ) ( ), 1... ,i i i N i i ix x x eeg t n t imga t i M N TR fs= = + + = = ⋅    (5.4) 
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( ) ( ) ( ) ( )avg avg avg avgx t eeg t n t imga t= + +                   (5.6) 
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Figure 26: Overview of filtering steps of most imaging artifact filtering methods 
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After M averages: 

 
( ) 0, ( ) 0avg avgeeg t n t→ → , ( ) ( )avg avgx t imga t≅                 (5.7) 

 
The clean EEG is received after the periodical subtraction of the mean imaging artifact 

( )avgimga t  from x(t). One time period is usually a TR time, which is denoted as one epoch.   

Finally, due to the limited efficiency of the artifact template subtraction (Allen e P., 2000), 

several post-processing steps for Residual Artifact Correction are necessary. For a better 

overview, the following filtering methods are subdivided into the three filtering steps shown 

in Figure 26. 

5.3.1 AAS Method 

The foundation of fMRI-related artifact correction was laid by Allen et al. (Allen e P., 2000) 

with the so called Average Artifact Subtraction Method (AAS), which was used as a basis for 

several other approaches. Therefore the following text contains a more detailed explanation of 

the abovementioned filtering steps (Figure 26) in this method, and the further method 

explanations contain just the differences in relation to the AAS method.  

5.3.1.1 Pre-processing 

The resting EEG of 5 subjects, recorded with a sampling frequency of 5 KHz, was cut off 

with a 70 Hz low pass filter. Additionally, a TR trigger was recorded, which indicates the start 

of a new volume acquisition by a short TTL impulse. 

5.3.1.2 Artifact Template Subtraction (ATS) 

For the artifact template subtraction step, 25 epochs were found to be sufficient in order to 

remove the EEG from the artifact template, where the first 5 epochs were used by default. 

Every further epoch would have been added if the cross-correlation factor between the artifact 

at hand and the template had exceeded the value of 0.975. The epochs were interpolated with 

a 25 coefficient FIR representation of a sinc function before the averaging step, in order to 

minimize the phase shift between artifact and TR trigger. After the averaging, the 

interpolation was carried out in the opposite direction in order to adapt the mean signal to the 

raw input signal.  
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5.3.1.3 Post-processing for Residual Artifact Correction 

After the ATS, the EEG signal and the TR trigger were smoothed with an 80 Hz low pass 

filter, and down-sampled to 200 Hz. In order to correct the residual artifacts, a Least Mean 

Squares (LMS) filter was applied which adapts the filter coefficients in such a way that the 

error between the reference (TR trigger) and output signal of the LMS filter remains small. 

The output signal of the filter is then subtracted from the EEG signal.  

5.3.2 Further variations of the Artifact Template Subtraction 

In regard to the work of Allen et al. (2000) further similar methods were developed which all 

follow the basic principle of the AAS method. The post-processing, however, only occurred 

by low pass filtering. 
Bénar et al. (Benar, Aghakhani et al., 2003) evaded the asynchrony problem mentioned in the 

introduction of this chapter by establishing multiple artifact templates. The basic idea consists 

of combining the artifacts that show the same phase shift to the EEG signal into template 

groups and then correcting these accordingly.  

The weighted moving averaged subtraction Method (MAS) of Becker et al. (Lazeyras, Zimine 

et al., 2001)  is based on the exponentially weighted median calculation of 120 signal epochs 

around the epoch at hand. The resulting template is again subtracted from the raw signal. Sun 

L. (Sun, 2009) has expanded this method with two additional steps. First, the current epochs 

are resampled according to a reference epoch, in order to solve the asynchrony problem 

(chapter 5.2 on page 25). In the second step the movements of the head are detected and 

integrated in the template correction. The movements are resolved temporally with eye-

tracking hardware, and spatially with the Matlab (MATLAB, 2003) tool SPM (chapter 4.2 on 

page 20). This way, in addition to the imaging artifact, the movement artifacts can be 

corrected.  

In contrast to the AAS based methods, the method of Garreffa et al. (Garreffa, Carnì et al., 

2003) can manage without the TR trigger. Peak detection separates the signal epochs through 

the recognition of the periodically occurring RF pulse artifacts. Beforehand the waveform of 

the artifact is analyzed for 48 seconds in order to determine the threshold for the peak 

detection. The AAS based template correction is then carried out in real-time.  

A further method (Gonçalves, Pouwels et al., 2007) (Goncalves, Pouwels et al., 2007) which 

deals with the temporal shift of the EEG signal and the superimposed fMRI signal tackles the 

asynchrony problem through measurement of certain temporal parameters out of the artifact 

contaminated signal: 
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• MR sequence repetition time TREEG  

• Time delay between MR Volume acquisition and the acquisition of the first slice DT 

• Slice acquisition time ST 

 
These three parameters make it possible to estimate the phase shifts of the epochs. With a FFT 

based resampling procedure, the phase shifts are equalized. After that three different types of 

template correction can be chosen:   

 

• Slice Template Subtraction 

• Volume Template Subtraction  

• Slice and Volume Template Subtraction 

 

A Taylor series based gradient artifact subspace (TS) method of Wan et al. (Wan, Iwata et al., 

2006) attempts to estimate the imaging artifacts as Taylor series. The order of the series is 

raised step by step until the squares error between the raw signal and the estimated artifact 

becomes minimal. Subsequently, the artifact is subtracted from the raw signal. 

5.3.3 Further variations of the Post-processing for Residual Artifact 

Correction 

The following methods that have the Artifact Template Subtraction step of the AAS method 

in common, apply higher statistic methods in the Post-processing step for the correction of 

residual artifacts.  

5.3.3.1 fMRI artifact Slice Temporal Removal (FASTR) Method 

The ‘fMRI artifact slice template removal’ method (FASTR) (Niazy, Beckmann et al., 2005) 

estimates artifact residuals by using basis functions, generated from a channel-wise principal 

component analysis (PCA) (Jolliffe, 2002). The derived basis functions are added to the 

resulting templates of the Artifact Template Subtraction step and the final template is 

removed from the raw input signal. Finally a least mean squares filter is applied for noise 

cancellation.  

This method is based on an empirical assumption of the number of the Principal Components 

(PC’s), i.e. in case of an incorrect estimation the wanted EEG signal can be removed as well.  

In his dissertation, Mandelkow H. (Mandelkow, 2009) discusses several different criteria for 

an automatic choice of the PC number: 
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• Variance Difference criterion: Eliminate PCs of highest variance if significantly 

different from the rest (Niazy, Beckmann et al., 2005). 

• Cross-Correlation criterion: Eliminate PCs for with the maximal cross-correlation 

• Variance Normalisation criterion: Scale PC signals to match the pre-scan variance. 

• Wiener Filter criterion: Assimilate PC signal spectra to the corresponding baseline 

spectra by eliminating peaks.  

5.3.3.2 Independent Component Analysis (ICA) based approaches  

The ICA is a statistical method used to separate the components of a signal which show 

maximum mutual temporal independence (Hyvärinen, 1999). The main goal is to subtract the 

EEG independent signal components from the raw signal so that the EEG remains. 

Nevertheless the estimation of the model order remains main problem as well as by PCA 

based methods.  

In the work of Mantini et al. (Mantini, Perrucci et al., 2007) ICA was applied after the AAS 

filtering step. However Ryali et al. (Ryali, Glover et al., 2009) applied the ICA directly.  

5.3.4 Frequency Domain Filtering Methods 

As mentioned in chapter 5.2 (page 25) the imaging artifact occurs as greatly calculable 

spectral lines. The ‘frequency removing method’ (Hoffmann, Jäger et al., 2000) deals with the 

suppression of these spectral lines with band pass filters. In order to successfully apply these 

methods, the spectral components of the imaging artifacts and the wanted signal must be well 

separated so that the used signal is not filtered out.  

A similar approach was also conducted by Sijbers et al. (Sijbers, Michiels et al., 1999) and 

Grouiller et. al. (Grouiller, Vercueil et al., 2007). The former is called ‘adaptive restoration 

scheme’ in which the power spectrum of the template, consisting of 15 epochs, is adapted to 

the current raw signal with a scaling factor.  Subsequently the template spectrum is 

substracted from the spectrum of the epoch of the raw signal. The latter relies on the 

calculation of the Fourier transform of the signal epoch of the artifact template and the raw 

signal. Where the raw signal indicates the same strong spectral parts as the templates, it is 

weighted inversely and transformed back to the time domain. 

5.4 Pulse related artifact (PA) 

Aside from the Imaging artifact, a further one emerges which already becomes visible in the 

EEG signal at the mere positioning of the test person in the MR scanner. The so-called pulse 
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related artifact (PA) emerges after the R Peak of the ECG with a variable time delay of 

approximately 220 ms (Allen, Polizzi et al., 1998). As a result, it can be excluded that this is 

not a matter of a simple cross-talk of the ECG signal, but a complex interaction of 

mechanisms which arise from the cardiovascular system in correlation to the main magnetic 

field B0 of the MR scanner (Debener, Mullinger et al., 2008). The next chapter summarizes 

the current insights which serve to characterize these artifacts. Subsequently, filter algorithms 

will act as suppressants to these artifacts. 

5.5 Characteristics of the Pulse Related Artifact 

Even though the PA has become noticeable already in the first simultaneous EEG-fMRI 

measurements, the exact origins of this artifact are still not explored in detail. The work of 

Sijbers et al (Sijbers, Van Audekerke et al., 2000) sums up the main origins of the pulse 

related artifacts: 

  

• “small cardiac related movements of the body” (Hill, Chiappa et al., 1995),(Allen, 

Polizzi et al., 1998),(Müri, René M., Felblinger, Jacques et al., 1998) 

• “small but firm movement of the electrodes and scalp due to expansion and 

contraction of scalp arteries between systolic and diastolic phase (Allen, Polizzi et al., 

1998).Ives suggested these to originate from the acceleration and abrupt directional 

change of blood flow in the aortic arch”(Ives, Warach et al.). 

• fluctuation of the Hall-voltage due to the pulsating speed changes of the blood in the 

arteries (Müri, René M., Felblinger, Jacques et al., 1998),(Allen, Polizzi et al., 1998). 

Even with precautions taken, such as firmly fixing the electrodes to the scalp, cardiac 

pulses commonly generate artifacts with a standard deviation considerably larger than 

the EEG variations”. 

 

So far is definitly known that it is a time locked event to the R peak of the ECG, which 

changes the shape channel-wise, individual-wise and time-wise. The amplitude deflection 

rises with the intensity of the main field B0 and is about 50 µV at 1.5 T (Mulert e Lemieux, 

2010), and the frequencies are widely spread over the spectrum of the EEG signal. In recent 

studies it has become clear that the artifact starts to interfere when the heart rate becomes 

higher (Vincent, Larson-Prior et al., 2007), (Mulert e Lemieux, 2010). Figure 27 illustrates 

the approximate course of the PA. The signal segments are recorded time-locked with the R 

peak and placed on top of each other to make the morphology alternation more clear. 
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Figure 27: Overlaid PA of 10 EEG channels time locked to the ECG R-Peak. 
 

5.6 Pulse Related Artifact filtering methods 

Figure 28 shows the base frame of the methods presented here. Aside from the limited 

effectiveness, all the methods have in common the same problem of temporal detection of the 

PA. Whereas the PA is time-locked to the R-Peak of the ECG, peak detection is generally 

used to indicate the position of the R-Peak.  

   

 

 

 

 

 

 

 

Assuming the temporal position of the R peak, the PA peak position is either searched for or 

constant, depending on the filtering method. Allen et al. (Allen, Polizzi et al., 1998) published 

an empiric value of approximately 220 ms for the distance between the R peak and PA. 

Considering the variation of the temporal shift between PA and R peak, the approach of the 

automatic PA peak detection, using the so called Global Field Power (GPF) (Skrandies, 
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1990), is more efficient. The GFP is denoted as the standard deviation over time (Strik e 

Lehmann, 1993). Consequently, the peak position of the PA was defined as the temporal 

centre between two minima which confine the maximum of the Global Field Power. 

The PA-containing timeframe is used for the PA-suppression. The size of the time frame is 

beneath a sometimes unreliable R peak detection the second weak point. If the timeframe is 

too short, the residual artifacts remain in the EEG, and if it is too long, then the wanted signal 

could be filtered out. For the definition of the artifact length, two different approaches are 

possible. Either the length of the artifact is defined as the percent proportion of the mean R-

Peak to R-Peak (R-R) periods (Ellingson, Liebenthal et al., 2004), or the PA period is adapted 

to the appropriate R-R period (BrainVision Analyzer software). As far as the filtering method 

is concerned, all the filters mentioned in chapter 5.3 (up to the Frequency Domain Filters, 

page 28), are also applicable for this artifact. The basis for this also assumes a periodicity of 

the artifact, as well as the statistical independence of the EEG signal and the PA. The AAS 

method (chapter 5.3.1, page 29) is, in relation to the PA, also the most prominent method. The 

template is generated with a Moving Average Filter and subtracted from the image artifact 

freed EEG, (Allen, Polizzi et al., 1998; Müri, R. M., Felblinger, J. et al., 1998; Goldman, 

Stern et al., 2000; Ellingson, Liebenthal et al., 2004). Because of the morphological alteration 

of the PA, the selection of the main components of the PCA  (Negishi, Abildgaard et al., 

2004; Niazy, Beckmann et al., 2005) or independent components of ICA methods (Benar, 

Aghakhani et al., 2003; Srivastava, Crottazherbette et al., 2005; Briselli, Garreffa et al., 2006) 

is more critical than in relation to the imaging artifact. 

An entirely new concept was presented by Bonmasser et al. (Bonmassar, Purdon et al., 2002), 

in order to suppress the PA adaptively. A piezoelectric-transducer with a silicon filling was 

placed on the temporal artery in order to detect movement artifacts as well as PA artifacts, 

which serve as a reference signal for an adaptive Kalman filter. Inspired by the idea of 

hardware-based detection of head movements three similar approaches followed. In el al. (In, 

Lee et al., 2006) and Kim et al. (Kim, Yoon et al., 2004) use the electrooculogram (EOG) as 

a reference signal for an adaptive filter, and Masterton et al. (Masterton, Abbott et al., 2007) 

attached three loops on the electrode cap to model the head movements for a adaptive filtering 

process using the Recursive Least Squares algorithm. 

The moving general linear model (mGLM) (Vincent, Larson-Prior et al., 2007) approach, is 

based on the averaged template subtraction with the difference that the coefficients of the 

Fourier transform of the PA template are estimated by using a multi-channel template. The 

resulting PA template is subtracted from the EEG time-locked to the ECG signal.  
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5.7 Influences of the Helium Pump 

The continuous cooling of the main magnet of the MR scanner by a helium pump (see chapter 

4, page 17) results in small vibrations which can be detected by EEG amplifiers (Mulert e 

Lemieux, 2010). The amplitude is approximately in the range of EEG signals (10-200 µV) 

and the frequencies vary around 40 Hz. The undefined spectral occurrence allows just band 

pass filtering to reduce this artifact systematically. The best option is to switch the pump of, 

but this step is very time limited and consequently not recommendable. The vibrations can be 

most widely reduced by ballasting the electrode leads with sand bags.  
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6 Online MRI related artifact suppression methods and 

Setup for motor imagery BCI   

The main goal which is pursued in an EEG/fMRI-combined BCI is to enable the measurement 

and evaluation of brain activity during the conduction of a BCI paradigm. The proficient 

temporal resolution of the EEG, as well as the excellent spatial resolution of the fMRI should 

provide the significant advantage in source localization of active brain regions. In order to 

debate the difficulty of the signal processing properly, accompanied with a combined 

EEG/fMRI measurement, the well documented motor imagery BCI presented in chapter 3.3 

(Page 9) was applied (Guger, Edlinger et al., 2003) (Pfurtscheller e Neuper, 2001).  

Before the BCI measurements were performed, a series of test measurements was necessary 

with the aim of finding the optimal settings of the MRI scanner, the EEG system and the 

chosen filter methods for MRI related artifact reduction.  

The following sub chapters show a step wise development of the filtering methods based on 

the measurements and the subsequent conclusions. The last part of this chapter contains the 

final BCI measurement setup, which was realized due to the gained knowledge. 

All measurements were realized with the MRI scanner and EEG system described below. The 

resulting performance of the filtering steps was compared by overlaying the estimated power 

spectra applied with the Welch power spectrum estimation method (Welch, 1967). In order to 

compare different filtering methods, the relative improvement normalized power spectrum 

ratio (RINPS) (6.1) derived from the INPS (Tong, Bezerianos et al., 2001) was calculated. 

This coefficient is the percental power density (P) ratio of the harmonics (i) of the MRI 

related artifact in the raw EEG (EEGraw) and the artifact free EEG (EEGclean). Consequently, 

this value provides information on how many percent of the original artifact power was 

suppressed over a defined amount of artifact harmonics. The frequency window width, within 

which the power density was calculated, depends on the artifact and is stated individually 

artifact in the results section. 
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The harmonics of the imaging artifacts can be calculated by using the equations (5.1) and 

(5.2). The pulse related artifact occurs periodically with the EEG so the multiple of the mean 

heart rate can be assumed as the approximate harmonics of the PA.  

6.1 MRI Scanner  

The functional imaging was performed with the standard Siemens EPI BOLD sequence 

ep2d_bold_moco_Motor01 (Siemens, 2002) on a 3 Tesla MR scanner (Siemens Trio, 

Siemens, Germany) with an 8 channel RF coil. For timing, the BCI, and the filtering process, 

a volume trigger was recorded. This timing signal indicates the acquisition start of a volume 

by a short TTL impulse, and is externally accessible from the control cabinet of the MRI 

scanner via installation of a fibre optic cable. For the visualization of the BCI paradigm in the 

MR tube, a customized mirror was placed on the head coil. 

6.2 EEG System 

The recording of the EEG signal was carried out by an MRI safe 32 channel EEG amplifier 

(SD MRI, Micromed S.p.A., Mogliano Veneto, Italy), consisting of an electrode cap, the head 

box, a fibre optic cable and a data acquisition card (see Figure 29).  

 

 
Figure 29: MRI safe 32 channel EEG amplifier (SD MRI, Micromed S.p.A., Mogliano Veneto, Italy). 

Electrode cap, head box, fibre optic cable, data acquisition card 
 

The volume trigger was recorded with an optoelectronic signal converter, which is an 

additional device of the recording hardware. Instead of the maximum possible sample rate of 
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2048 Hz, 1024 Hz were used because the resulting higher data-rate strongly increases the 

computation time. The EEG signal was recorded with a proprietary acquisition Software 

(System PLUS Evolution, Micromed S.p.A., Mogliano Veneto, Italy). This program allows 

looping through the raw signals via network interface in order to carry out external signal 

processing and BCI experiments. The 32 channel EEG recording cap also contains an ECG 

channel, which was used for the purpose of detecting the pulse related artifact.  

6.3 Online MRI related artifact reduction methods 

As clarified in chapter 3.1 (Page 6), a BCI builds a closed loop communication between the 

computer and the human brain. The classification method, the quality of the signal and the 

temporal delay of single components exert the biggest influence on a successful 

communication. Consequently, the main task of the artifact reduction algorithms in a 

combined EEG/fMRI BCI measurement is to establish a signal quality equivalent to the 

quality of measurements outside of an MR environment in real-time. At the same time, the 

computation time should not be affected too much so that as many channels as possible can be 

recorded. 

6.3.1  Image Acquisition Artifact 

Looking back to the overview of the imaging artifact algorithms, only the pre-processing step 

and the Artifact Template Subtraction (chapter 5.3, page 28) complies with the requirements 

of real time processing, given that all the further filtering steps require either the complete 

signal for filtering (PCA, ICA based methods) or cause delays of a few seconds (Least Mean 

Squares Filter). The building of the templates can generally ensue in two different ways. 

Since the imaging artifact recurs quasi-periodically in every single slice acquisition, peak 

detection can separate the signal periods by capturing the distinct RF pulse. These signal 

fragments are used for a moving average template correction (slice based averaging method in 

Figure 30).  
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Figure 30 Shematic signal processing diagram of slice based averaging method (left) and volume based 

averaging method (right) 
 

In a second attempt, the signal trains are subdivided in intervals with the length of a TR time 

with the help of the volume trigger (volume based averaging method in Figure 30). In the 

course of the thesis, both approaches were conducted as MATLAB offline functions, and 

online Simulink blocks and are subsequently discussed. 

6.3.1.1 Phantom measurements for evaluation of artifacts and optimization 

of filtering methods 

The evaluation of the pure imaging artifact and further MRI related artifacts was done using 

watermelons. Figure 31 shows the principal test setup. The melon (4.) was fixed in the 

scanner (1.) with support pillows and double-sided adhesive tape, to prevent motion. The 

electrode cable of the cap was stabilized with sandbags and tape in order to suppress 

vibrations of the cables. The headbox (3.) was connected via an optical cable to an adapter 

(5.) which converts the optical signal and sends it together with the volume trigger, coming 

from the optoelectronic signal converter (6.), to the acquisition laptop (7.), which records and 

pushes the data through to a signal processing laptop (8.) via TCP/IP port. A self-programmed 

C++ program loads the EEG data into Simulink for the purpose of data acquisition, signal 

processing and consequent realization of the BCI experiment. 
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Figure 31: Test setup for phantom measurements. MR scanner (1.), EEG headbox (3.), (4.) phantom or  
test person, (5.) signal converter, (6.) volume trigger signal converter, (7.) acquisition laptop, (8.) signal 
processing laptop  
 
 
In order to study the influences of the MRI scanner on the EEG signal, a 15 min. noise signal 

was recorded without any image acquisition, and compared to the artifact contaminated EEG. 

The repetition time TR is 2860 ms and the number of slices is 36. An overlay of the power 

spectra showed in Figure 32 reveals the influences of the noise background and the imaging 

artifacts. As stated in the literature (see chapter 5.2, page 25), the fundamental frequency f1 of 

the imaging artifact is related to the MR scanner settings in the following way: 

 

36
1 12,587

2.860

Number o f Slices
f Hz

TR s
= = =                 (6.2) 

 

Further spectral lines arise n times the reciprocal of the TR time: 

 

1 36 1
1, 12.587 0,35

2.8 2.8
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= ± ⋅ = ± ⋅ = ± ⋅             (6.3) 
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The residual spectral lines, which occur as harmonics of 2 Hz, are also visible in the signal 

without any image acquisition, which is why it is assumed that these spectral lines have their 

origins in the MR scanner vibrations (see chapter 5.7, page 36). 
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Figure 32: Comparison of the EEG power spectra on a typical EEG electrode with (blue) and without EPI 
acquisition (red).  
TOP LEFT:  Full spectra to 150 Hz. Remaining images: Zoom on the power spectra of the multiples of the 
fundamental EPI frequency of 12,587 Hz (36/(2.86 sec.)). Spectral lines occurring as harmonics of 2 Hz 
seem to be consequences of vibration artifacts. 
 
The volume trigger and the EEG data evaluation showed that the TR periods and the imaging 

artifact are subject to a strong temporal jitter, which is assumed to arise from the 

unsynchronized system clocks of the EEG system and the MRI scanner, as stated in the 

literature. The template subtraction methods mentioned in the literature tackle the problem by 

interpolation of the imaging artifact epochs to the imaging artifact template. This procedure 

demands that the artifact epoch at hand is fully recorded before it can be aligned, thus the 

clean EEG is delayed by the duration of an imaging artifact period.   

The evaluation of EEG test data sets, provided by Micromed (Micromed S.p.A., Mogliano 

Veneto, Italy), made clear that the temporal jitter disappears if the signal period of the 

imaging artifact is an integer multiple of the sampling period of the EEG system.  

The above mentioned volume artifact period of 2,860 seconds, at a sample rate fs=1024 Hz, 

results in 2928,64 (TR* fs) samples. By dividing this value with the slice number of 36 slices, 

the sample period of one slice artifact is calculated. The result is that the TR period randomly 

jitters between 2928 and 2929 samples.  

Figure 33 shows the power spectra of an optimized test data set with TR= 3 sec. and a slice 

number of 16 at fs=1024 Hz of a Philips MR scanner (Philips Healthcare, DA Best, 
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Netherlands). The resulting number of samples is consequently 3072, and the slice artifact 

period is 192 samples. The calculated periods over all 200 recorded volumes are constant, so 

an interpolation procedure is not necessary. The overlaid power spectra of the raw EEG, and 

the clean EEG of the volume- and slice artifact based averaging filtering method show that the 

filtering performance of the slice based method is slightly better over a wider frequency 

region. 
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Figure 33: Comparison of the test data raw EEG power spectra (red) on a typical EEG electrode with the 
imaging artifact freed EEG using volume artifact based averaging method (blue) and slice based 
averaging method (green). 
 TOP LEFT: Full power spectra to 150 Hz. Remaining images: Zoom on the power spectra of the 
multiples of the fundamental EPI frequency of 5,33 Hz (16/(3 sec.)) .  
 
 
In order to find out if the periodicity of the imaging artifact can be observed on the Siemens 

TRIO scanner, further measurements were realized with optimized MR settings (TR=3 sec. 

slice=24, fs=1024Hz,� TR in samples = 3072, slice artifact period =128).  
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Figure 34: Comparison of phantom data raw EEG power spectra (red) on a typical EEG electrode with 
the imaging artifact freed EEG using volume artifact based averaging method (blue) and slice based 
averaging method (green). 
TOP LEFT:  Full power spectra to 150 Hz. Remaining images: Zoom on the power spectra of the multiples 
of the fundamental EPI frequency of 8 Hz (24/(3 sec.)) .  
 
The power spectra comparison of the slice based and volume based averaging method reveals 

a better performance of the volume artifact subtraction (Figure 34), which is shown in the fact 

that not only the harmonics of the base frequency of f1=8 Hz are suppressed, but also the 

frequencies f1,n of the convolution products over a wider spectral range. The worse artifact 

suppression of the slice based method can be attributed to the still temporal jitter of the slice 

artifact, while the jitter over volumes seems to be constant. The amplitude variation of the 

slice artifact is also more distinct, which can be proven by a comparison of the standard 

deviations per sample of the same data set. 
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synchronized Phantom EEG slice periods

synchronized Phantom EEG Volume periods

 
Figure 35: Comparison of the standard deviation per sample of 400 slices and 400 volumes of a typical 
EEG channel.  
TOP: left: time series of 400 overlaid volume artifact periods, right: time series of 400 overlaid slice 
artifact periods.  
MIDDLE:  left: ensemble standard deviation of 400 volume artifact periods, right: standard deviation 
ensemble of 400 slice artifact periods  
BOTTOM:  Comparison of the ensemble standard deviation of 400 volume artifact periods and 400 slice 
artifact periods. The standard deviation of the slice periods is higher in every sample, and consequently so 
is the amplitude variability over time.   
 
 
The ensemble standard deviation of 400 slices, compared to the fist slices of all recorded 400 

volumes (Figure 35 left, bottom), shows that it is more than twice as high as the ensemble 

standard deviation of the volumes in the worst case. For all other samples the deviation is still 

higher.  

However, long time measurements with synchronized settings yield that the synchronization 

of the EEG system and the MR scanner has a limited impact on the reproducibility of the 

volume artifact. In random time periods, which endure at least 4 minutes, the whole volume 

artifact starts jittering again (Figure 36). This residual jitter is extended over maximally one 

sample, and is considered in the real time filtering process by computing of the cross 

correlation factor between the volume at hand and the template over a quarter of the slice 

period. If the factor falls below 0.7, then the artifact volume is shifted until the maximum of 

the correlation factor is reached.  
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synchronized Phantom EEG Volume 81

synchronized Phantom EEG Volume 82

 
Figure 36: Volume artifact time jitter, during long  time EPI acquisitions.  

 

Based on the better correction performance, the volume based averaging method was applied 

in the following BCI experiments.  

6.3.1.2 Qualitative comparison of Imaging Artifact filterin g methods on 

resting EEG 

A final comparison of the volume based method and the AAS method (chapter 5.3.1, page 29) 

should reveal the potential performance loss due to the simplified filtering approach of the 

volume based method. The order of the LMS Filter was set to 20, and the step size to 

0.05/(number of weights x variance of the reference signal). The number of averaged epochs 

is 25, derived from the assumption that the amplitude of EEG events is in the range of 10-250 

µV. “Hence A minimum of 25 epochs must be averaged so that the largest likely EEG event 

(250 µV) is reduced below that of the smallest (10 µV).” (Allen e P., 2000). 

By comparing the cleaned EEG of unsynchronized (TR=2860 ms, 36 Slices) and 

synchronized (TR=3000 ms, 24 Slices) phantom datasets in the frequency domain, it is 

noticeable that the filtering performance is significantly better for synchronized data for both 

methods (comparing the power spectra in Figure 37 and Figure 38). In the synchronized data, 

the clean EEG follows the course of the raw except in the regions of the imaging artifact. 

However the, unsynchronized clean EEG contains additional noise, which was generated due 

to the misalignment of the averaged data epochs.  

To prove that the filter performance of both methods is comparable, the time course of the 

artifact free data was depicted in Figure 39.  



CCHHAAPPTTEERR 66--OONNLL II NNEE  MM RRII   RREELL AATTEEDD  AARRTTII FFAACCTT  SSUUPPPPRREESSSSII OONN  MM EETTHHOODDSS  AANNDD  SSEETTUUPP  FFOORR  

MM OOTTOORR  II MM AAGGEERRYY  BBCCII 

  47 

0 50 100 150
-60

-40

-20

0

20

40

60

80

100

po
w

er
 d

en
si

ty
 [

dB
/H

z]

frequency [Hz]

 

 

24.9 24.95 25 25.05 25.1 25.15 25.2 25.25 25.3 25.35 25.4

-60

-40

-20

0

20

40

60

po
w

er
 d

en
si

ty
 [

dB
/H

z]

frequency [Hz]

50.25 50.3 50.35 50.4 50.45 50.5 50.55

-40

-20

0

20

40

60

po
w

er
 d

en
si

ty
 [

dB
/H

z]

frequency [Hz]
50.2 50.25 50.3 50.35 50.4 50.45 50.5

-40

-20

0

20

40

60

po
w

er
 d

en
si

ty
 [

dB
/H

z]
frequency [Hz]

unsynchronized RAW EEG Signal

Filtered EEG using volume based averaging method
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Figure 37: Comparison of unsynchronized phantom data raw EEG power spectra (red) on a typical EEG 
electrode with the imaging artifact cleaned EEG using the volume artifact based averaging method (blue) 
and the AAS method (green). 
TOP LEFT:  Full power spectra to 150 Hz. Remaining figures: Zoom on the power spectra arround the 
multiples of the fundamental EPI frequency of 12,587 Hz (36/(2.86 sec.)). 
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Figure 38: Comparison of synchronized phantom data raw EEG power spectra (red) on a typical EEG 
electrode with the imaging artifact cleaned EEG using the volume artifact based averaging method (blue) 
and the AAS method (green). 
 TOP LEFT:  Full power spectra to 150 Hz. Remaining figures: Zoom on the power spectra around the 
multiples of the fundamental EPI frequency of 8 Hz (24/(3 sec.)). 
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clear sync. Phantom EEG, volume based method

clear sync. Phantom EEG, AAS method

 
Figure 39: Time domain illustration of imaging artifact cleaned synchronized phantom EEG (TR=3000 
ms, 24 slices) on a typical EEG electrode. The zoomed time course of artifact free data shows that the 
volume based method (blue) is still comparable to the AAS Method (red).   
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clear sync. resting ECG, volume based method
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Figure 40: Time domain illustration of imaging artifact cleaned synchronized physiological ECG 
(TR=2000 ms, 32 slices). The zoomed time course of artifact free data shows that the volume based 
method (blue) is still comparable to the AAS Method (red).   
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Figure 41: Time domain illustration of imaging artifact cleaned synchronized physiological EEG 
(TR=2000 ms, 32 slices). The periodic waveform on the bottom figure reveals the pulse related artifact.  
 

Finally, the time domain illustration of artifact free human ECG (Figure 40) and EEG (Figure 

41) (TR=2000 ms, 32 Slices) that the volume based method and the AAS method provide 

comparable results.  

The RINPS (6.1) values, which were calculated for both methods by applying a frequency 

window of 0.01 Hz on all harmonics of the imaging artifact to a frequency of 150 Hz for all 

recorded EEG channels, indicate that both methods suppress the imaging artifact by 

approximately 98% to 99,99% (Figure 42).     
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Figure 42: RINPS values of volume based averaging method and AAS method, calculated for all 

harmonics of the imaging artifact up to 150 Hz and all recorded channels separately.  
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The periodically occurring artifact in Figure 41 is not a cross talk between ECG and EEG 

channel, but rather the pulse related artifact which is discussed in the next chapter.  

6.3.2 Pulse related artifact 

Real time filtering of the PA is automatically intruduces temporal delays. As clarified in 

chapter 5.6 (Page 34), the use of an R-peak detector is essential in order to trigger the PA in 

real time. Therefore a heart-rate related delay of the acquired data can be expected. 

Additionally, a variable time span remains until the complete PA signal form is recorded. The 

Simulink Block g.HeartRate (G.Tec-Medical-Engineering-Gmbh, 2009) was applied for the 

real time detection of the R-peak. The subsequent filtering was carried out by means of 

subtraction of an artifact template, generated with a Moving Average Filter from the raw 

signal. In the further chapters this method is named mean method.  The temporal distance 

between the R-peak and the PA is constant. The signal period of the PA was also defined to a 

fixed value derived from the distance of two R-peaks.  

The test data for the filter evaluation is the resting EEG of a test person recorded in the MRI 

bore, since the PA occurs at the mere positioning of the test person in the MRI scanner. The 

measurement setup is the same as mentioned in chapter 6.3.1.1. (Page 40). 

The final evaluation of the filtering method was carried out by comparing the resulting power 

spectra and RINPS to 3 offline correction methods.  

6.3.2.1 PA detection 

The main parameters of the averaged template based PA correction method are the position, 

the exact time duration of the PA and the number of averaging trials. In order to find them, a 

resting EEG data set was recorded in the MR bore without EPI sequence.  
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Figure 43: Time locked illustration of mean PA artifact (TOP) and mean R-Peak (bottom) over 500 
trials 
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Figure 44: PA morphology on different EEG channels (black), overlaid with the mean time course of the 

PA (red). 
 
The manual observation of the artifact revealed a remarkably constant time delay between the 

PA peak and the R-peak of 141,6 ms (see Figure 43), which can be observed on every EEG 

channel (see Figure 44). The power spectra of the resting EEG, compared to a resting EEG 

dataset outside the MRI environment, reveals the characteristic harmonics of the PA which 

usually occur at multiples of the heart rate (approximately 1 Hz) (Figure 45).  
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Figure 45: Power spectra of resting EEG inside (red) and outside (blue) MRI environment. 
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The major impact of the PA can be observed at a frequency range of 1-20 Hz. In the 

frequency range above 20 Hz, the EEG signal approximates the course of the EEG outside of 

the MRI environment.  

The time window of the artifact was empirically assumed as the sum of the half distances 

between the R peak at hand to the previous and to the following R-peak. The number of 

averaging trials results in a compromise between specificity and sensitivity of the template 

from channel to channel. A visual inspection of the signal envelope of the raw EEG signal and 

the filtered data with an increasing number of PA trials revealed that a number of 10 artifacts 

are sufficient in order to suppress most artifacts. Figure 46 shows the dilemma of the PA trial 

choice. A smaller number of trials affect both the suppression of the PA artifact and the useful 

EEG signal. The respective increase of PA trials results in lower sensitivity of the template 

and subsequent reduced filtering performance. 

 
Figure 46:  Power density signal envelope around the first artifact peak (1.154 Hz) of the raw EEG (black) 

and the clean EEG after application of the mean method with different PA averaging samples. 
 

6.3.2.2 Qualitative comparison of Pulse related Artifact filtering methods 

on the resting EEG 

The mean method was qualitatively compared to 3 offline methods, provided by an fMRI 

plug-in for the Matlab toolbox EEGLAB (fMRIB, University of Oxford Centre for Functional 

MRI of the Brain, Oxford, http://users.fmrib.ox.ac.uk/~rami/fmribplugin/), (Swartz Center for 

Computational Neuroscience University of California, San Diego, 

http://sccn.ucsd.edu/eeglab/).  
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The first method is the PCA based template subtraction (Niazy, Beckmann et al., 2005).  The 

fundamental procedure is to align all the pulse artifacts, in each EEG channel separately, in a 

matrix and perform a Principal Component Analysis (PCA) on the data. The first empirically 

defined number of PC’s (the Optimal Basis Set) is then fitted to each artifact in that channel.  

The residual two methods are based on the work of Allen et al. (Allen, Polizzi et al., 1998). A 

template is generated within a window of 30 artifacts centred around the artifact at hand. The 

only difference between these two methods is the way the template is calculated. The median 

method builds an un-weighted median template, whereas the Gaussian mean method uses a 

mean template of Gauss-windowed artifact periods. 

The number of principal components for the PCA based template subtraction method was 

empirically set to three after the observation of the signal envelopes of the filtered resting 

EEG data during an iterative increase of the PC number (see Figure 47).  

 
Figure 47: Power density envelope of the raw EEG signal (black). The envelopes after applying the PCA 

based filtering method with increased number of PC’s illustrate the stepwise improvement of PA 
suppression. 
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Figure 48: Power density functions after applying PA filtering methods on exemplary EEG channel 

 

Through the visual evaluation of the power density function of the artifact cleaned EEG and 

the raw EEG, the mean method suppresses the PA harmonics best in comparison to the other 

methods over a wider frequency region (Figure 48).  
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Figure 49: Root mean square (RMS) of the mean time course of PA compared to RMS of averaged 

artifact residuals after application of PA filterin g methods, on all EEG channels over 500 trials. 
 



CCHHAAPPTTEERR 66--OONNLL II NNEE  MM RRII   RREELL AATTEEDD  AARRTTII FFAACCTT  SSUUPPPPRREESSSSII OONN  MM EETTHHOODDSS  AANNDD  SSEETTUUPP  FFOORR  

MM OOTTOORR  II MM AAGGEERRYY  BBCCII 

  55 

The comparison of the RMS of the mean PA to the RMS of the mean artifact residuals after 

the application of all methods (see overview of stacked RMS values for all recorded EEG 

channels in Figure 49), reveals that the mean method and the gauss method result in better 

suppression performance than others.   

Finally, the RINPS value, measured with a frequency window of 0.1 Hz of all PA harmonics 

up to 150 Hz, was calculated for every recorded EEG channel. In most channels, the mean 

method suppresses the majority of artifact residuals better than other methods. 
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Figure 50: RINPS values of all PA filtering methods, calculated for all harmonics of the PA up to 150 Hz 

and all recorded channels separately. 
 

As can be observed in Figure 45, the spectrum pulse related artifact is extended over a wide 

frequency region of the usable EEG signal. Consequently, the suppression of the PA is closely 

associated to loss of signal quality. In order to study these influences, defined evoked 

potentials were generated by means of the motor imagery BCI. By discussing the results of 

the signal quality, the time-frequency maps and the outcome of the classification, a good 

overview of artifact suppression performance can be given.  

6.4 Setup for Motor imagery BCI  

The discussed methods for MRI related artifact suppression should be tested on the motor 

imagery BCI, described in the chapter 3.3. (Page 9) 

The functional activation has to be observed in the fMRI images as well, so the time duration 

of the BOLD answer has to be taken into consideration in the EEG based paradigm. In terms 

of fMRI image analysis, the goal is to achieve a noticeable contrast change between phases of 
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no motor imagery, left- and right hand imagination. For this the TR Trigger was used in order 

to time the three phases. The length of one trial was principally extended to 14 seconds as 

opposed to the initial 8 seconds. Although the BOLD response does not completely subside 

until after 15 seconds (chapter 4, page 17), the duration of the trial is kept as tight as possible 

in order to prevent fatigue. The TR trigger is selected with 2000 ms, so that 7 images are 

created during the 14 seconds of every trial. The final paradigm is depicted in Figure 51 

together with the detailed MRI scanner settings. In order to initialize the imaging artifact 

filter, which needs at least 25 volumes for a sufficient imaging artifact suppression, and the 

pulse related artifact filter, witch needs about 20 seconds for initialization (10 seconds for 

collecting the PA’s and approximately 8 seconds for initialization of the Peak detection), a 

waiting time of 40 volumes was set before the actual BCI experiment starts. 

 
 

 
 

Figure 51: LEFT:  Extended Motor imagery paradigm for combined EEG/fMRI measurement. 
                   RIGHT: Detailed MRI scanner settings for the fMRI measurement. 

 
The originally used channels FC3/C3 and FC4/C4 were switched to FC5/C3 and FC2/C4 

because of the channels FC3 and FC4 do not exist on the used MRI-save EEG electrode cap. 

During the BCI experiment, all 32 EEG channels of a well trained, healthy test person was 

recorded. In order to find out if the BCI experiment works with the temporally extended 

paradigm and the switched EEG channels, a session of 40 trials was recorded outside the MRI 

environment without feedback and, subsequently, with feedback.  

For a separate test of the imaging artifact filtering methods the data which was recorded 

outside the MRI surroundings was superimposed to a phantom data set (TR=3000 ms, 24 

slices). Afterwards, the same BCI session was repeated in the MRI tube without the fMRI 

measurement, in order to study the filtering performance of the pulse related artifact filtering 

methods. The final execution of the first session and two further sessions with a different cue 

order during the application of the EPI sequence revealed the combined filtering 

performances. For a qualitative comparison the classification error time course (see chapter 

3.3 on page 9) was investigated. 

TR Time  2000 ms 

Number of Slices 32 

Slice Thickness  5 mm 

Slice Gap 1 mm 

TE Time 30 ms 

Field of view (FOV) 192 mm x 192 mm 

Matrix Size:  64x64 
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The measurement setup is the same as for the phantom tests (chapter 6.3.1.1, page 40), with 

the difference that the paradigm was presented to the test person with a video beamer, which 

projected onto a milk glass surface in the MRI bore. The paradigm is visualized by a mirror 

attachment on the RF coil (Figure 52). In order to ensure the full concentration of the test 

person during the MRI data acquisition earplugs were used.  

 

 
Figure 52: MRI RF coil and mirror attachment, used for motor imagery BCI (Siemens, 2002) 
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7 Results 

7.1 Measurements outside MRI environment  

The execution of the BCI experiment outside the MRI environment is the qualitative reference 

for the measurements inside the MRI surroundings. It should reveal to what extent the test 

person is able to control the temporally extended BCI, for the aim of concurrent EEG/fMRI 

analysis and in which frequency regions whose ERD/ERS activities are. Therefore a session 

consisting of 40 trials was executed without feedback (training phase) and with feedback 

(feedback phase).  

The time-frequency maps of the mean EEG signal during the imagination of the right hand in 

the training phase are shown in Figure 53. The respective mean brain activity of the left hand 

imagination is depicted in Figure 54. 

 

 
Figure 53: Time-frequency map on the channels C3 (left) and C4 (right) of imagination trials of the right 

hand. The active regions are marked with green circles. ERD (red)/ERS (blue).   
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Figure 54: Time-frequency map on the channels C3 (left) and C4 (right) of imagination trials of the left 

hand. The active regions are marked with green circles. ERD (red)/ERS (blue).   
 

By a visual inspection of the time frequency maps, it can be observed that the mean activation 

difference between the right EEG channel (C4) and the left EEG channel (C3) is located 

approximately in the frequency regions of 8-12 Hz and 18-26 Hz. These regions were 

consequently used for the training of the classifier. 

Comparing the classification results during training and feedback (Figure 55) one finds a 

mean classification error of 7.88 % (training) and 4.62 % (feedback) over the imagination 

phase (second 6 to second 14). 
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Figure 55: Time courses of the classification error during the training session (red) and the feedback 

session (green). The dashed red line shows the ideal error time course (see chapter 3.3, page 9). 
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7.1.1 Filtering performance test of the volume based averaging method 

Since the imaging artifact occurs only in combination with the pulse related artifact in the 

MRI environment, the EEG data outside of the MRI surroundings was overlaid with a 

synchronized phantom data set (TR=3000 ms, 24 Slices), and filtered again with (using) the 

volume based averaging method, in order to analyze the filtering performance of (only) the 

imaging artifact filtering method (alone).  

Before the artifacts were superimposed to the clean EEG, the 50 Hz power frequency was 

suppressed with a 50 Hz 3rd-order Butterworth Notch filter and bandwidth limited to 0.5-30 

Hz (3rd order, Butterworth band pass). After the filtering process the data was again band 

limited by a 0.5- 30 Hz band pass filter. 
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Figure 56: Imagination phase (6th to 14th sec.) of clean EEG data trials (red) of the training session (first 
two graphs) and the feedback session (second two graphs) in comparison to the imaging artifact freed data 
(blue) after imaging artifact corruption and consequential filtering.   
 

The comparison of the imaging artifact free data, and the clean EEG in the time domain 

(Figure 56), shows a slightly different time course which impacts the classification result 

accordingly (Figure 57). The mean classification error of the training phase changes from 7.88 

% to 6.54 % and the error of the feedback phase 4.62 % rises to 4.81 % within the 

imagination time (6th to 14th sec.). 
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EEG signal outside MRI environment filtered EEG signal after corruption with the imaging artifact  
Figure 57: Classification error time course of clean data (red) and artifact free data (green). Left: training 

phase. Right: feedback phase. 

7.2 Measurements in the MRI environment 

7.2.1 Filtering performance test of the PA filtering methods 

For a separate performance test of the pulse related artifact filtering methods, which are 

discussed in chapter 6.3.2.2 (page 52), a training session was performed inside of the MRI 

tube without any EPI sequence, with the same cue order as used for the experiment outside 

the MRI surroundings  

The time frequency maps of the raw signal in Figure 58 and Figure 59 give prior information 

on the signal quality without filtering.  
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Figure 58: Time-frequency map on the channels C3 (left) and C4 (right) of imagination trials of the right 

hand. The active regions are marked with green circles. ERD (red)/ERS (blue).   
 
 

 
Figure 59: Time-frequency map on the channels C3 (left) and C4 (right) of imagination trials of the left 

hand. The active regions are marked with green circles. ERD (red)/ERS (blue). 
 

By comparing the raw signal time frequency maps to the maps of the session outside the MRI 

(Figure 53and Figure 54), it becomes clear that the activation difference between the EEG 

channels of the raw signal is less distinct i.e. is missing completely in the frequency region of 

8 to 12 Hz.  

The comparison of the classification error of the raw data and the PA free data illustrate the 

impact of the BCC artifact removal methods on the classification outcome (Figure 60). 



CCHHAAPPTTEERR 77--RREESSUULL TTSS 

  63 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
0

2

4

6

8

10

12

14

16

18

20

22

24

26

28

30

32

34

36

38

40

42

44

46

48

50

E
rr

or
 r

at
e 

[%
]

time [sec]

Classification Errors: RUN1 in MRI environment without EPI 

E
X

C
E

LL
E

N
T

G
O

O
D

M
O

R
E

 T
R

A
IN

IN
G

 

 

RAW EEG

Gauss Method

Mean Method
Median Method

PCA Method

 
Figure 60: Time courses of the classification error of the raw EEG data (dashed blue) and the cleaned 

data after application of PA filtering methods  
 

The very high mean classification error of 28.46 % of the raw signal, during the imagination 

phase, reflects the fact that the pulse related artifact strongly affects the useful EEG data. 

After the application of the filtering methods, the mean classification error changes to 28.85% 

(Gauss method), 26.54% (mean method), 27.88% (median method) and 28.46% (PCA 

method).  

7.3 Combined EEG/fMRI measurement 

For the final three combined BCI sessions during a concurrent fMRI record the  application of 

all discussed imaging- (chapter 6.3.1.2, page 46) and pulse related artifact filtering methods 

(chapter 6.3.2.2, page 52) should reveal the impact of data separability.  The evaluation of the 

fMRI images should provide additional information on the concentration level of the test 

person during the BCI experiment execution. 

7.3.1 EEG results 

After the application of the IA and the PA filters the classification error time courses of all 

three runs (Figure 61) show a consistent drop at defined time points (sec. 7 at run 1, sec. 7 at 

run 2, sec. 11 at run 3), but the characteristical drop of the classification error over the whole 

imagination phase (6th to 14th sec.) can’t be observed in any of the evaluated comparisons.                               
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Figure 61: Time courses of the classification error of all three BCI sessions during concurrent fMRI 
measurement. The first graph of each run shows the classification error after the application of the 
imaging artifact suppression methods. The second and the third graphs show the error time course after 
combined application of the imaging artifact filtering methods and the pulse artifact filtering methods. It 
can be noticed that after the combined application of the filtering methods the classification error falls 
only at specific time points in the imagination phase (6th to 14th sec.).                             
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The mean classification errors during the imagination phase (6th to 14th sec.) are summed up in 
Table 1. 
 
 
 Mean classification error during imagination phase [%] 
Methods RUN 1 RUN 2 RUN 3 
AAS 35.2 33.3 30.0 
VBA 32.1 30.8 27.7 
AAS+ Gauss 34.6 34.2 29.0 
AAS+ Mean 33.7 31.0 28.7 
AAS+ Median 37.5 32.3 27.7 
AAS+PCA 32.1 28.1 28.3 
VBM+ Gauss 31.3 29.2 25.4 
VBM+ Mean 29.1 27.5 27.1 
VBM+ Median 31.3 25.6 27.9 
VBM+PCA 30.2 26.7 31.0 
 
Table 1: Mean classification errors of all BCI sessions during the concurrent EEG/fMRI recording, after 

application of all imaging- and pulse related artifact suppression methods.  
 

7.3.2 fMRI results 

The central expectations of the analysis of the MRI images were to observe the brain activity 

in the motor cortex laterally reversed to the arrow directions presented in the BCI paradigm. 

For this purpose three contrast conditions were introduced. The first contrast results from a 

comparison of the images during the passive and the images during the active imagination 

phase. The second and the third contrast result from the comparison of the right to left and left 

to right imagination phases. The significance of greyscale levels and the visualization of the 

results were calculated with SPM (chapter 4.2, page 20). The p-value (significance threshold) 

of the voxel-wise t-test was set to 0,001. The coordinates of the activations were labeled to the 

functional areas according to the Talairach atlas with the freeware tool AAL (chapter 4.2, 

page 20).  

Figure 62 shows the functional activations of the first run projected on a standard 3D brain 

template. It is striking that the activations left, right and base can be clearly separated 

spatially. The anatomical association of the activities in the active phases can be assigned 

according to the above mentioned exception to the right respective left motor cortex (see a 

detailed summary in appendix chapter 9.1 on page 75).The images of the passive phase show 

a weak activity in the occipital brain area, which is the visual processing centre of the human 

brain. 
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RUN 1 

 

 

left hand imagination phase 

 

 

right hand imagination phase 

 

 

No motor imagination (base) 

Figure 62: Functional activations of left hand 
imagination phase (top left), right hand 
imagination (top right) and base (bottom) of RUN 
1, projected on the standard SPM brain template. 
TOP LEFT:  Biggest cluster level is extended over 
the right motor cortex  
(detailed labels in appendix 9.1.1, Figure 65) 
TOP RIGHT:   Less distinct then the left hand 
activation  over the left motor cortex  
(detailed labels in appendix 9.1.2, Figure 66) 
BOTTOM:  images without any motor activations 
show activities in the occipital cortex (detailed 
labels in appendix 9.1.3, Figure 67) 
 
 
 

 

A similar image emerges after an observation of run two (Figure 63) with the difference that 

the left hand imagination phase can’t be separated from the baseline that well as in run one. In 

the end the left hand activation in run three is reduced exclusively to the occipital area (Figure 

64). This can most likely be explained by a diminishing concentration over time (Detailed 

anatomical labels of run two in appendix 9.2 on page 78, respectively of run three in appendix 

chapter 9.3 on page 80). 
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RUN 2 

 

 

left hand imagination phase 

 

 

right hand imagination phase 

 

Figure 63: Functional activations of left hand 
imagination phase (top left), right hand 
imagination (top right) of RUN 2, projected on 
the standard SPM brain template. The bottom 
figure illustrates an additional activation in the 
occipital area during the left hand imagination 
phase (red mark on the glass brain). 
TOP LEFT:  Biggest cluster level is extended over 
the occipital area (detailed labels in appendix 
9.2.1, Figure 68). Additionally a weak activation 
on the right motor cortex can be noticed. 
TOP RIGHT:   Strongest activation  over the left 
motor cortex  
(detailed labels in appendix 9.2.2, Figure 69) 
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RUN 3 

 

 

left hand imagination phase 

 

 

right hand imagination phase 

Figure 64: Functional activations of left hand 
imagination phase (top left), right hand 
imagination (top right) of RUN 3, projected on 
the standard SPM brain template. The bottom 
figure shows that the activation during the left 
hand imagination is reduced exclusively to the 
occipital area.  
TOP LEFT:  Biggest cluster level is extended over 
the occipital area (detailed labels in appendix 
9.3.1, Figure 70). 
TOP RIGHT:   Strongest activation  over the left 
motor cortex  
(detailed labels in appendix 9.3.2, Figure 71) 
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8 Discussion 

The operation of EEG based brain computer interfaces in MRI environment is restricted by 

massive artifacts occurring from electromagnetic coupling of magnetic coils and the EEG 

electrodes. In order to ensure a closed interaction between the test person and the paradigm, 

the feedback signal has to be cleaned from artifacts in real-time. 

In the course of this thesis, two types of artifacts were treated. The first artifact (imaging 

artifact) emerges due to the periodically switching magnetic fields during the MR imaging 

sequences. Under the condition of a periodic occurrence of the imaging artifact, a template 

based filtering method can be used for suppression in real-time. Phantom measurements 

showed that the artifact periodicity can be ensured to a certain extent if the ratio of repetition 

time and number of slices is set to an integer value of sampling time points of the EEG 

amplifier. The independent test of this method was carried out by superimposition of 

corrupted phantom data, with clean EEG data of a motor imagery BCI experiment and 

subsequent filtering. The results showed only marginal quality losses in comparison to the 

clean EEG signal course.  

The second artifact is called pulse related artifact and occurs with the rhythmic electrode 

movements resulting from respiration and blood flow. The strong time course fluctuations, 

and the difficulty to capture the exact signal period and the time of occurrence of this artifact, 

are the main factors which hamper the filtering process. The BCI measurements in MRI 

environment without image acquisition showed that the useful signal is almost entirely 

destroyed by the pulse related artifact. The artifact suppression methods presented in this 

thesis showed that the reduction of the PA is strongly connected to the loss of the useful 

signal, which makes a linear classification of EEG data rarely impossible. Additionally, it can 

be said that the choice of artifact samples for the filtering template is not trivial, and only an 

offline evaluation of the artifact time course leads to optimal filtering settings. The very 

limited suppression effect of template based methods raise the question if a systematic 

suppression of electrode movements by fixing the brain with vacuum pillows would give 

better results.  

The evaluation of the fMRI images support the assumption that the BCI experiment was 

successful and led to noticeable brain activations in the theoretically assumed brain regions.  
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9 Appendix 

9.1 SPM fMRI results RUN 1 

9.1.1 Left hand imagination 

 

 

 
Figure 65: SPM results of RUN 1. Motor imagery left. The biggest clusters are marked green, and the 

corresponding anatomical labels are marked red. 
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9.1.2 Right hand imagination 

 

 

 
Figure 66: SPM results of RUN 1. Motor imagery right. The biggest clusters are marked green, and the 

corresponding anatomical labels are marked red. 
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9.1.3 Passive to Active phase 

 

 
Figure 67: SPM results of RUN 1. Motor imagery passive to active. The biggest clusters are marked green, 

and the corresponding anatomical labels are marked red. 
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9.2 SPM fMRI results RUN 2 

9.2.1 Left hand imagination 

 
Figure 68: SPM results of RUN2. Motor imagery left. The biggest clusters are marked green, and the 

corresponding anatomical labels are marked red. 
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9.2.2 Right hand imagination 

 
Figure 69: SPM results of RUN2. Motor imagery right. The biggest clusters are marked green, and the 

corresponding anatomical labels are marked red. 
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9.3 SPM fMRI results RUN 3 

9.3.1 Left hand imagination 

 

 
Figure 70: SPM results of RUN 3. Motor imagery left. The biggest clusters are marked green, and the 

corresponding anatomical labels are marked red. 



CCHHAAPPTTEERR 99--AAPPPPEENNDDII XX 
 

  81 

9.3.2 Right hand imagination 

 

 

 

 
Figure 71: SPM results of RUN 3. Motor imagery right. The biggest clusters are marked green, and the 

corresponding anatomical labels are marked red. 
 


