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Abstract

The main topic of this work was the theoretical investigation on the photophgisidespecially the
singlet and triplet states of Eu-complexes. Homoleptic Eu(lll) complexegpdsing three bidentate
8-quinolinolate ligands (Q) in the structure (Eg)Qvere investigated. Complex systems composed of
extended organier-systems and bearing a lanthanide ion in the center are of high interestsorsen
and OLED technology due to their photophysical properties. Energgfeanccurs via the so called
"antenna-effect", where the ligand system is excited and transferaéngyevia ISC to the triplet state
of the ligand followed by an energy transfer to the 4f electrons of thellfeigh. Emission occurs from

the Dy level of the Eu(lll) ion to the'F, level at 2.023 eV (614 nm).

The main topic of the work was to test standard quantum chemical methods (RFTCxDFT) for
their applicability to describe the ligand and complex systems, to investigate thetiget splitting

energetically and to estimate the error relative to experimental data.

A series of 8-hydroxyquinoline molecules with different substituents iro&tpn and with selected
substituents (Nbl -NO,, -Ph, -HSQ and Py) in the remaining positions were calculated. For three
substituents (-HS€) -NH, and -NQ) and the unsubstituted 8-quinolinolate ligand, the Eu complexes
were calculated and the different absorption energies were compdtted)w experiments. Solvent
studies with a continuum model and with explicit solvent molecules were peetbrfor ethanol and
dichloromethane, respectively. The photophysics of the singlet andttsiaies is discussed and all

results are compared with available experimental data.

Density Functional Theory (TD-B3LYP) was used for the investigatiorthef photophysics and the
singlet and triplet state of both, the ligands and the complexes. Based ondivekige, that the 4f
electrons do not participate in the ligand to Eu bonding, Eu is describeddtivigtic ECPs including

the 4f electrons in the core. The triple-zeta-basis set TZVP was us#uefigand system. Additionally
the semiempirical AM1 model was employed to optimise the complex structures agodtieess of the

results is compared to the ab initio calculations.

It could be shown that donor substituents decrease the HOMO-LUMQ@udshift the excitation en-

ergy to lower wavelength. There is evidence that the charges on themxjdhe Eu-oxoquinolinolate



complexes can be estimated by calculation on ligands only. This chargetat®with the Eu-O bond
length in the complex system and with the HOMO-LUMO energy and the triplaggndt could be
proved that the applied method is able to describe the systems correctly wittoenfeapproximately

5% for the gas phase calculation and 3% for the solvent calculation.

Vi



Zusammenfassung

In der vorliegenden Arbeit wurden homoleptische Eu(lll) Komplexe Bem EuQ untersucht. Q
ist hierbei ein bidentater 8-hydroxychinolinat Ligand. Lanthanid-lamiglexe mit ausgeweitetem-
Systemen erwecken durch ihre speziellen photophysikalischen Eigétesthior allem Interesse in der
OLED und Sensortechnologie. Energietransfer findet durch desnsogten "Antennen-Effekt" statt,
wobei das Ligandensystem angeregt wird und die Energie nach eB@mum Triplettzustand der Lig-
anden an die 4f Elektronen des Eu-lons {ibertragen wird. Emission fingde’Dg zum ’F» Niveau des

Eu(lll)-lons bei ca. 2,023 eV (614 nm) statt.

Von groBtem Interesse ist die Frage nach der Auswirkung versateée&eibstituenten auf den HOMO -
LUMO Abstand im Liganden System. Weiters ist die Lage des Triplettzustandgsn verschiede-
nen Komplexen wichtig, da ein vollstandiger Energie Transfer nur zustkathmen kann, wenn der
Triplettzustand der Liganden nahe am Resonanz Niveau des Hofi)iegt. In Bezug auf die Rechen-
methode stellt sich die Frage, in wieweit Resultate der Liganden Eigenstlugitdomplexe vorher-

sagen konnen.

Eine Reihe von 8-Hydroxychinolin Molekilen mit verschiedenen elekiedr@nden und -drickenden
Substituenten in Position 5 der Chinolinstruktur wurde untersucht. Flueadtdte Substituenten wur-
den Rechnungen in anderen Substitutionspositionen durchgefuhrt.Sistituenten (-HSS) -NHo,
-NO; und -H) wurden gewahlt, um Rechnungen an den Komplexsystemenzdifiabinen. Hierbei wur-
den die Triplett- und Singlettenergien ermittelt und Lésungsmitteleffekte mit demir€@om Modell
(PCM) und durch explizite Lésungsmittelmolekdle fir Ethanol (ETOH) unchienethan (DCM) un-
tersucht. Die photophysikalischen Eigenschaften der Singlett- und Trijd&itzde wurden diskutiert

und alle Ergebnisse wurden mit vorhandenen experimentellen Wertdickerg

Fur die Untersuchung der Triplett- und Singlettzustande wurde die Diatkiéfumal-Theorie (TD-B3LYP)
verwendet. Da 4f Elektronen nicht an der Bindung im Komplex beteiligt sinalde far Eu(lll) ein rel-
ativistisches Effective-Core Potential (ECP) verwendet. Der TrigBasissatz (TZVP) wurde zur
Beschreibung der Ligandenatome verwendet. Zusétzlich wurde dasnsginsehe Modell AM1 zur

Untersuchung der Geometrie getestet.

Vi



Es konnte gezeigt werden, dass die verwendete Methode experimemsllikefRe mit einem Fehler von
5% fur Gasphasenrechnungen und mit einem Fehler von 3% fuir Lésutiglrechnungen reproduzieren
kann. Weiters konnte gezeigt werden, dass Donorsubstituenten iagesind den, HOMO-LUMO Ab-
stand zu verkleinern und die Anregungsenergie dadurch weiter inagharen Bereich des elektromag-
netischen Spektrums zu schieben. Es gibt Anzeichen dafir, dassdiieden an den Sauerstoffatomen
im Komplex durch Rechnungen an den reinen Liganden abschatzbar@iese Ladungen wiederum

korrelieren mit der Eu-O Bindungsléange und mit dem HOMO-LUMO Abstané&omplex.
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Chapter 1

Introduction

Matter of this work is the investigation of structurel adn photophysicalgnttgs of Europium-8-oxoquinolinolate
complexes (Eug). Complexes of lanthanide ions with organic ligands comprising an extemdgdtem

are of high interest in OLED and sensor technology due to their specétaietransfer and emissive
properties. VanSlyke was the first who reported an OLED which used@g complex in the emitting

layer and showed in this way the excellent photochemical properties ofaimpaund class. Following

the publication of VanSlyke more and more work was done regarding tHieatign of metal-complex
compounds in technology] 2, 3, 4, 5] and regarding the investigation of photophysical and structural

properties of such complexes, [7].

In newer publications the application of lanthanide ions as central ion in tim@le& structures is re-
ported B, 9, 10]. The big advantage of this lanthanide complexes is a relatively sharp emissgalue
to f-f transitions B]. The enegy levels of the 4f orbitals do not change in dependence ch#raical
environmetn in the complex, since the 4f electons are shielded by energetiicgir lying 5s and 5p
orbitals. Emission from the 4f levels occurs with a narrow spectral line atladefined wavelength.
Other advantages compared to organic dyes, which were used in the ehaijttvef OLEDs before, is
the good thermal stability of lanthanide complexes and long decay times. A @c&wdbthat due to La-
porte forbidden transitions the excitation of lanthanide ions is unsatisfadiorgvercome this problem
excitation happens in the organic ligand system, which transfers the eriargy inter system crossing
(ISC) process to the triplet state. From the triplet state energy of the ligatehs, transfer to the reso-
nance level of the lanthanide ion occurs. This process of energydraaslso called "antenna-effect"

and exhaustingly discussed in literatutd,[12].

8-hydroxyquinoline and its derivatives emerged to be a good ligandrsyatel are often reported in

literature [L3, 14, 15. Three bidentate 8-oxoquinolinolate can coordinate to the lanthanideiiingg
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a distorted octahedral structure. However, structural investigatiofentimanide halogenides show that
9-fold coordinated complexes are possildlé]][ In case where the ligand system of the octahedral com-
plex is sterically not very demanding, solvent molecules can saturate theirtation sphere and can
be the reason for nonradiative decay and a diminished quantum yieldydbgrenergy transfer. How-
ever, Kottas et al. reported a ninefold coordinated complex where thrdination sphere is occupied
by bipyridine ligand molecules only6]. Therefore the behaviour of different ligand systems and its

influence on the complex structure is of high interest.

There is an increasing number of publication which deal with computing saroplex systems and there
is an interest to find ways to predict structural and photophysical prep®f different complexes. The
special way to excite this systems via the antenna effect gives goodifitgsito alter the ligand system
chemically and enhance the performance of the compunds but leave theoamiagelength unchanged
at the same time. A drawback of the 8-oxoquinolinolate ligands is the absorpa@imum at short

wavelength. UV light sources have a lower brightness and are moraegxpdhan VIS light sources.
In sensor technology UV light sources are the reason for a high lébalaxground fluorescence in bio-
logical media. Additionally cheap fibers to the excitation light have generallywdremsparency in the

UV range. Therefore development of complexes with high quantum yieldbsorption characteristics

in the visible range of the spectrum attracted research interest.

In this work the Density Functional Theory (DFT) was applied to predicicstiral and absorption char-
acteristics of Eu@ complex systems and to investigate the singlet and triplet splitting of such complex
systems. By introducing substituents with different electron pushing dfidgabilities in the backbone
of the 8-oxoquinolinolate ligand the singlet and triplet energies of the congylstem can be shifted.
The investigation of the HOMO - LUMO splitting is of special interest since thessuents are able to
change the position of the frontier orbitals. In this way the excitation enemgye shifted to smaller or
larger wavelength. Another aspect of this work was to find a reliablegbeitring to computational cost,
still cheap method to compute Eu-oxoquinolinolate systems. Therefore inggrsis in how far results

from calculations on the ligand system only can be used to predict prapeftibe complexe systems.

The method of choice was DFT and TD-DFT in combination with the B3LYP funefioThis method
was proposed before for similar calculatiodd,[18, 19] and emerged to be appropriate to calculate the
complex systems with an adequate accuracy. Previousely it was repated éhectrons do not partic-
ipate in bonding in the complexX, 21]. This allows to employ efective core potentials (ECP) which

comprise the 4f electrons in the core during calculation on the Eu(lll) iothi$ work the 52MWB rela-
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tivistic ECP published by Dolg22] was used. The TZVP and 6-31G* basis set was used for calculation

on the ligand systems and for calculation on the light atoms in the cmplex system.

In a first step, calculations on 8-hydroxyquinoline derivatives withed#ht substituents in 5-position of
the backbone were performed. The electron pulling or pushing ability digheds was investigated by
determining electronic parameters such as the ionisation potential, electroty &ffid chemical hard-

ness parameter. In a second step, the selected substituents were platifidrent positions of the

ligand backbone, to investigate the influence of the substitution position. Fiftallycomplex systems
were investigated and the absorption spectra and singlet and tripleiesnesye computed. Freire et
al. published a set of AM1 Sparkle parameters for europium compl@aps This parameter set was
used to optimise the complex structures semiempirically and results were conp&Ed calculated

structures. Solvent effect was accounted for by energy refinewtdlg employing the polarisable con-
tinuum model (PCM) fore ethanol and dichloromethane. Additionally solg#éatts were investigated

by explicit putting three solvent molecules in the first coordination sphetteeatomplex.

To get an understanding about the methods of computation which weredapplieis work Chapter
2 is dedicated to the theoretical principles. Here, starting with the Schradeogetion the different
methods are explained, such as the HF-SCF method as fundamental metlumhseguentely the ap-
proximations in form of the semiempirical methods. Since calculation for this werk performed with
DFT, a subchapter explains the priciples of DFT and its time dependent(TddrDFT). The theory of
solvation models can be found in chapter 2 as well as a short overviav i@bativistic effects in general

and models how to handle them during computation.

Chapter 3 gives an overview of the methodology. Here it is explained hewdltulations were per-

formed, and which programs were used for calculation and evaluatioe oé#ults.

Chapter 4 is devoted to the interpretation of the results. Presentation of the #ige complex results are
seperated in two parts and each part starts with a comparison of strugttaratteristics of the systems
of investigation. After discussing the absorption spectra interpretatioreditiglet and triplet energies
is given, as well as a close look on the HOMO - LUMO splitting in the ligand andptex systems.

Tables containing all results are presented in the Appendix.



Chapter 2
Methods in Computational Chemistry

The improvement of computational possibilities during the last decades manlssibje to accomplish

calculations even for bigger sized systems with high accuracy. Nevesshatethods which do not solve
the Schrédinger equation ab initio but fall back on approximations, showateantage in respect of
computational cost and give in some cases as good results as the ab initiosn&hadng the years the
models applied in computational chemistry became manifold and knowing which dtetbee is one of

the key features of a successful calculation. Some methods will not b&oadgscribe the system in the
best way or will fail for calculating special properties. Knowledge dlibe methods, their excellence

and drawbacks is therefore most important.

All of the following described methods are based on quantum mechanicabdsetGenerally, one can
distinguish between two major groups, semi-empirical and ab initio methods. Whheriitia methods

only the geometry and the charges are used as input, and all other pasaliketthe wavefunction co-
efficients are determined during the calculation, semi-empirical methods estonagdrgegrals during
the calculation or even fall back on empirically gained parameters. The faljoghapter gives a short

outline on common up-to-date methods.

2.1 HF-SCF Theory

[24, 25, 26]

At the beginning of every quantum chemical calculation stands the Sclyeideguation, which is given

here in its time dependent short-hand operator form:

1 /62 52 52 oY
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The term in brackets on the left hand side of equafidhis abbreviated abl, speak total Hamilton
operator, and is the sum of the kinetic and potential energy operatores fithei and electrons as shown

in its expanded form in equatich2

R? R? Z2e? Zé €
Hot=S —=—A A _fF Ly = (22
tot Z 2My K + % 2my, ¥ + KZL ATtEgr . + ;u ATiEoT K + “;, ATTET 11 v (2.2)

The first term corresponds to the kinetic energy of the nuclei, the séeandjives the kinetic energy of
the electrons and the last three terms correspond to the potential endngynoicleus-nucleus, nucleus-
electron and electron-electron interaction, respectively. With equata special notation has been
introduced which will be used from now on. All operators are written @étak bold letters. The indices
referring to nuclei are K and L, those referring to the electronguaaedv. A is the square of the nabla

operator and is shown in equati@r8.
5% 0% 07
A=P=(5 w5 5 2.3
<6x2’5y2’622> (2:3)
For convenience the operator notation will be used and atomic units will beliteal, that means:

e Charge of an electron as 1 unit of chargeeF
e 1Kkgas 1 unit of mass fmg|
e Bohr radius as 1 unit of length ag

e 1 Hartree as 1 unit of energyE,

The kinetic and potential energy operators of the electronic Hamiltonianrtwavéhe following form:

Te=— S iZDZ (2.4)
e— HZ:iZm i )
N ﬁZ
Ta=—Y =—0? 2.
n giZMi i (2.5)
N
Z
Vie= — < (2.6)
=i Ik
N N ZKZL

Vion= —éiKZL feL (2.7)
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. % 1 (2.8)

Vee: -

Mz

u

Letting Hiot act on the wavefunction in equati@l gives the energy as an eigenvalue. Unfortunately,
it is not possible to solve this form of the Schrédinger equation exactly if ri@ne 2 particles interact
with each other, e. g. more than one electron and one nucleus. Hereoefoevhe simplest molecule,
the Hb™ molecule, equatio@.1can not be solved exactly. The time dependent form of the wavefunction
describes the situation of an electron moving through the space undeteanatxield (e. g.the elec-
trostatic potential arising from the nuclei). Generally, the problems in compoghtdhemistry show,
referring to the potential, a time independent behavior. The wavefunceoeftre can be separated in a

time dependent part and a spatial part, according to equaon

Yrt)=W(r)T(t) (2.9)

Nuclei have a much higher mass than electrons and therefore electromasljoat to a change of the
nuclear coordinates very easily. The molecular backbone can besxebon the timescale of electron
motion. Therefore the whole equation can be separated in an electrohiwhiah is dependent on
the nuclear position only, and a nuclear part, which is known as Bormi@eer approximation in

literature. These two equations can now be solved separately.

HoWe = EWe (2.10)
HoW, = EqW, (2.11)

with
He:Te+Vne+Vee+Vnn (2-12)

and
Ho = T (2.13)

T will be used for the kinetic energy operators avidor the potential energy operators from now on.

This approximation simplifies the problem significantly, since the electroniggii@rcan be calculated
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by using the electronic operators from equatia? for solving the Schrédinger equation, which is

dependent on a fixed nuclear position only.

Wavefunctions are expected to be orthogonal and normalized, whiclheaxpressed by using the

Kroneckerd for the overlap matrix:

The Schrédinger equation is only valid if the wavefunction is an eigenfumatithe Hamilton operator,
that is the case if the wavefunction exactly describes a system. For apptes wavefunctions the

expectation value for the energy is given as

JWHWdT
E)="—"—— 2.15
(B JWrWdr ( )
Recalling that wavefunctions are orthonormal functions, equ&ibBsimplifies to
(E) = (P[H|¥) (2.16)

The bra-ket notation used in equati@rilé expresses the integrals. Bfa| is a complex conjugate
function standing on the left, whilg/) means a function standing on the right. The operator in the

middle acts on the right function as usual.

Everything needed to successfully solve the Schroédinger equation isablswavefunction. Unfortu-

nately, the exact form of the wavefunction is not known a priori. Howedartree and Fock developed
a recursive method which takes approximative wavefunctions as induiaes coefficients for a better
function. This method can be repeated with the new set of functions untiutieién becomes self

consistent, that is when the energy difference meets a certain threstelior

When constructing trial wavefunctions one has to bear in mind that ele@rerisrmions with a spin of
%. Therefore, the wavefunction must be antisymmetric, that means, it mugjeliaa sign when two
electrons are exchanged. The Hartree product which is shown iti@g@al 7 where the one electron
functions of the system are multiplied is not an appropriate form since iriegehof two electrons will

not change the sign.

W(1,2,..N)=x(1)x(2)..x(N) (2.17)
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One possible form to overcome this problem is to use a matrix representatfmnsorcalled Slater
determinant is a scheme comprising the orbital functions at which the rows ahdtrix refer to the
electron coordinates and the column to single electron functjpstands now for a spin orbital where a

spin function is multiplied with a single electron function and the fa%ﬁ; is a normalisation factor.

x1(1) x2(1) ... xn(D)

Bop = xi(2) x2(2) ... xn(2)

2~

Exchanging two electrons is equivalent with exchanging two rows anddtegrdinant will change its
sign, as proposed from the antisymmetry principle. Furthermore, twoaquiwows would mean that
two electrons with same spin occupy one orbital, which is not allowed by tHeéXalusion and the de-
terminant will vanish. In the electronic Hamiltonian given in equaol2two operators are dependent
on one electron function only, thatTg andV e Vee depends on two electrons and the nuclear potential
energy operatoY n, gives a constant for a fixed geometry. Therefore, it is possible to centbeone
electron operators to a so called one electron Hamiltonian. Letting it act oggterswill give the sum

of the potential and the kinetic energy of each electron in the field of theiragckigenvalue.

N
£ 5 (1 (1) i (1) (2.19)
i=
with
1 N Z
H; core — _EDiz_ ﬁ (2.20)
=1

The two electron Hamiltonian refers to the electron correlation in the systengieasl, acting ory,
two contributions to the energy. The first describes the electrostatic ir@puaistwo electrons and has,

summed over all electrons, the form of:

coulomb __ A s
BN § S (X (1) X (1)
H=iv=1+1

~n@x@) @.21)
I,

The other contribution is called the exchange interaction and refers to¢héhé electrons with the

same spin avoid each other. The exchange energy is given as:
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exchange AR
E ZHZ:i V_Z+1<XN(1)XV (2) r | X (2)xv(1)> (2.22)

The final operator giving the energy for a closed shell system, thatsrabN electrons are paired and

occupy% orbitals is called Fock operator and can be written as

(23w —Kw) (2.23)

M NZ

} 3
F — ZZH“COI‘G_’_
i= [JZ].V 1

Juv andK , are the two electron integrals describing the Coulomb and the exchanggy.ener

ruv

Juv - <Xu (1) Xv (1)

Xu (2) Xv (2)> (2.24)

and

Kuv = <Xll (1) xv(2)

nwxmaxum> (2.25)

As mentioned before the exact wavefunction of the system must be knolba @able to calculate the
exact energy of the system. Unfortunately, the form of this function isiowk and an approximate
function has to be introduced. The variation principle states, any apprixiwevefunction gives a
higher energy than the exact function. The method of Lagrange multiplies ghathematically a way
to handle this problem by using the orthonormality condition which was intratlircequatior2.14as

constraint. In the Hartree-Fock equation the Lagrange multiplier repseenenergy of the molecular

orbitals and so the constraint can be written as

SE—-25Y Y &uSw =0 (2.26)
o v

For constructing the trial wavefunctions for the molecular orbitals, it is mast o fall back on the Lin-
ear Combination of Atomic Orbitals ansatz (LCAQO). Trial molecular wavefunstican be constructed
through a linear combination of atomic orbital wavefunctions as shown intiegua27. These func-
tions are known as basis set and can have basically any form, althooghmactical aspects speak in

the favour of Gaussian type functions.

K
U= iy (2.27)
v=1



Chapter 2 Methods in Computational Chemistry 2.1 HF-SCF Theory

Letting now act the Fock operator on the system gives the sum of theamremb and exchange en-
ergies in form of matrix elements. After introducing the LCAO ansatz andejpating the molecular
wavefunctions with a set of AO, the coefficients can be singled out amtheaepresented through the

density matrixP. The form of the Fock matrix elements is shown below:

K K

1

_ core =
Fuv=Huy +A;U;PM [{uviAo) -5 (uAllvo)] (2.28)

with
occupied
Pro=2 ) &jaoi (2.29)
i

wherea is the contribution of the basis function (here specified through greekdgttethe molecular

orbital i.

With these operators the Roothan-Hall equation, which is the fundameniati@u for the Hartree Fock

Self Consistent Field ansatz, can be formed as followed

FC = SCE (2.30)

The Roothan-Hall equation is a matrix equation, containing the Fock nfatiilxe coefficient matrix
C, the energy matridE, which is a diagonal matrix and whose elements refer to the molecular energy
and the overlap matri$. Solving the Roothan-Hall equation and refining the energy is best shoan

scheme:

10
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Input: Geometry
Basis Set

Multiplicity and Charge

T Guess Wave Function

[ Compute one and two electron integmls'

Guess Density Matrix ) «——
Solve HF-equation
No
new Density Matrix
No Does change of Density Matrix
obey the convergence criterium?)
Yes

Optimise geometry .

{Are optimisation criteria met? )

Yes

Output .

Figure 2.1: Sheme of HF calculation for optimising the geometry.

2.2 Basis Sets

[24, 25, 26]

Equation2.27 shows how the molecular wavefunction can be constructed from atomiclserpha).
Fortunately the form of AO is in principle known and best described withhatfan proposed by Slater

(STO).

@=Nr"e “"Y"(69) (2.31)

The radial partr"e ") does not describe any nodes and so orbitals with a higher principatupan
number than one have to be modelled through a linear combination of STOmathematical form of
the STOs does not allow it to solve the three and four centered integrdysieadly. On the other hand
a numerical solution of this integrals would be demanding in matter of computatiosalOne way to
overcome this problem is to use Gauss type functions (GTO) to approxima®d @.erhe mathematical

form is shown in equatioR.32

@=NXy"Z'e P (2.32)

The drawback when using GTO is that the spin and charge distributiontddise nucleus and the long

range distribution can not be described correctly (see Figie

11
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BASIS SETS

0.6 pPr—r———rrr—rr— 7T T

0.5 +

0.3

Orbital

0.2

0.1

By O I SIS SRS (IR B I

Distance (au)

Figure 2.2: A 1s-STO function approximated by three GTO functions. Takem Jensen ™Introduction to
Computational Chemistry™ p. 194

Using a linear combination of at least three gaussian type orbitals giveseaggud fit regarding the
overlap, but one has to bear in mind that the cusp at the nucleus canbeeglescribed exactly in this
way. However, the save in computational cost compensates the erratuoga by using GTO. There
are different approaches how to approximate STOs using GTO fromhvithé&c most common will be
presented here. Aiinimal basis setonsists only of the minimal amount of atomic orbitals which are
needed to accommodate all the filled orbitals of each atom. The STO-3G basithasninimal number
of orbitals and approximates it with three GTO. That means for hydrogenoshltal is modelled with
three gaussian functions. In general a STO-nG basis set uses n &Tdlomic orbital to model the
minimum number of orbitals. Minimal basis sets give problems for heavier atantg they use the
same number of basis functions for elements standing at the beginning ereidhof a period. One
way to overcome this problem is to double the number of basis functions. Blelaeta basis set for
the H atom uses two 1s functions for example. The benefit is that using naorette function allows
to modify the coefficients during the SCF optimisation more flexible. Using thnreetifins per orbital
gives atriple Zeta basis set and there are even higher ordered liasigakable, although increasing the
size gives better results in general, but can also introduce artefactsdalthiation. This type of basis
sets can describe the behaviour near the nucleus very well. Howevehdmical problems the valence
orbitals play an important role. Describing the behaviour far from the nsaléth the same accuracy

like the inner orbital electrons can result in quite large basis sets. It iglusefimplify this problem by

12
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using contracted functions and by splitting the basis set in a core and &egdart. Contracting basis
functions means that a set of functions is seen as fixed, and the caorffiare not optimised separately
during the optimisation. The degree of contraction states how many primitivesigais (PGTO) enter

the contracted GTO (CGTO).

Split valance basis set use a number of CGTO to describe the core aferardifet of GTO to describe
the valence part. In principal it is enough to use the minimal set of functmmsach atom, depending
on the angular momentum. Introducing functions with a higher angular momergcomies important
if different types of bonds are present in a molecule. The so calledi®atian function has for example
a much higher ability to model distorted electron clouds which can be fourrdbonds. For long
range effects far from the nucleus diffuse functions are used. eThurktions have a radial part which
expands far in the space and are employed when loosely bond eleateomatier of interest, like in
ionic structures or excitation calculations. Problems can occur during tReitinisation since diffuse

functions converge very slowly.

A special notation has been found for describing basis sets. The 6846 set uses 6 gaussians to
approximate the core orbitals, and four gaussians describing the valartceThree gaussians of the
four valence functions are employed for the contracted part and arssiga is used as diffuse function.
Polarisation functions are signed with a "*" and diffuse functions arechafi¢h a "+" after or the the

phrase "aug-" before the notation.

Elements from the third row or higher of the PSE have a large number ottextons. To model these
systems would need a large number of functions, even if contracted fosetie applied. For even more
heavy elements relativistic effects have to be taken into account and tleihgsmgplicated very fast. One
way to deal with this problem is to apply Effective Core Potentials (ECP).€léarons are separated in
core and valence electrons, respectively. The core electrons aredtiwgith one wavefunction while the
valence electrons are described explicitly. The approach is to do an@Hoglealculation, accounting
for relativistic effects where needed, and replacing the valence orhittisa set of pseudo-orbitals.
Those pseudo-orbitals behave correctly in the outer part but aréessda the core region. The core
orbitals are simulated with a potential and solving the Schrédinger equaties gience orbitals and

the potential comprising relativistic effects. The potential can then be fittedgaitksian functions.

During this work the following basis sets were used:

e 6-31G* for geometry optimisation on the ligands and the ligand system in the comptefor

frequency calculations

e TZVP Triple Zeta valance split basis set for energy refinement on ligandsomplexes and for

TD-DFT calculations

13



Chapter 2 Methods in Computational Chemistry 2.3 Semiempirical Mehods

e 52MWB Relativistic ECP from Dolg22] for Eu, 52 electrons in the core

2.3 Semiempirical Methods

[24, 25]

In the computational less expensive semiempirical ansatz three and foer icgéegrals, which need long
time for calculating, are approximated and empirical parameters are intdutiee calculation. The
most important methods for the semiempirical approach are described indpigchThe basic principle
behind semiempiric methods is the Zero Differential Overlap (ZDO). All patglof the basis function
for the same electron but on different nuclei is set equal to zero. f\dtrine overlap matrix becomes
the unity matrix, §,=0,v, and all three- and four-center integrals are set to zero. Taking #wapv
matrix as unity matrix simplifies the Roothan-Hall equatio-@@=CE. This approximation saves a lot
of computational cost, but good results can not be obtained. To contpahsaapproximation, some
integrals are set as parameters. The semiempirical methods are all based2iDO approach, but

differ in the parametrisation and in the choice of integrals which are setdo zer

The Complete Neglect of Differential Overlap (CNDO):

CNDO was the first method which based on the ZDO. The two-electron itdaghéch are centered on
different atoms were replaced by a parametgr . The Fock matrix can be divided in three groups
now, Fy, , the diagonal elements;,, , the off diagonal elements centered on the same nucleus and
Fuv, the off diagonal element centered on different nuclei. The first teamrbe written as following and

describes the diagonal elements of the Fock matrix:

1
Fuu=Upp+ ¥ VkL+ (PKK - Puu) Wk + S Pl (2.33)
K7L - L7

The core hamiltonian is separated in two tetthg, and 3 Vi, . The first one describes the interaction
between the electron and the nucleus where it is ce}:]?':red, the secoddsmnibes the potential which
the electron can experience from the other nuclei. The other terms de#ueilwo center integrals on
the same nucleus/ik) and on different nucleiyk,). The off diagonal fock matrix elements wheue

andv are centered on one nucleus is described in equati®h

1

Here the core potential is zero due to the orthonormality condition for the atatitals. The last term

stands for the off diagonal fock matrix elements where the electrons atered on different nuclei.

14
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1

Fuv = B3 Suv — épwm (2.35)

The resonance part of the core hamiltonian is proportional to the overlaixr8ga, and the proportion-

ality factor Bk, ° is a parameter which depends on K and L.

The parameters for the CNDO approach grewhich simulates the average electrostatic repulsion be-
tween electron centered on nucleus K and L, the poted{iglwhich is the energy of an atomic orbital
in the field of the nucleus where it is centered, similarly the potential Which gives the energy of an

atomic orbital regarding to the field of all other nuclei and the bonding paearfg .

The failors of CNDO are the underestimation of predicted equilibrium distafocediatomic molecules

and the overestimation of the dissociation energy.

In the CNDO approach the interaction of electrons regarding to their sgim cda not be modelled.
The Intermediate Neglect of Differential Orbitals (INDO) method overcothissproblem by including
monoatomic differential overlap for one center integrals centered on the atoom. This allows elec-
trons with unpaired spin to interact energetically favourably and states fithesht multiplicity can be

distinguished.

The next step is to neglect only integrals of orbitals which are centeredffenedt atoms. All four
electron integrals whergv and oA are centered on the same center retain in the calculation. This
method is known as Neglect of Diatomic Differential Overlap (NDDO). All thesethods discussed so
far suffered from the same drawbacks: results could not be obtaiitedh& needed accuracy and they
were limited to a small class of molecules only. Some modifications like Modified IntkateeNeglect

of Atomic Orbitals (MINDO/3) and Modified Neglect of Diatomic Orbitals (MNDOgve developed
and were responsible for spreading semiempirical methods to a wider eedMNDO, AM1 and PM3

are very common methods for routine calculation and give, a good paraatiettiprefaced, reliable
results. For calculations on excited states the ZINDO method is the methodicé clidneavy elements

are present in the structure a Sparkle method can be applied. Spag{seréhe heavy atoms and

represent the charge of the ion.

2.4 Ab Initio Methods

The Fock Matrix elements which were used before in the Roothan-Haltieguzan not be applied to
systems with unpaired spin. Two different ways were developed to saf/pritblem. The first attempt
is to use single and double occupied molecular orbitals and is known as Rektiiartree Fock (RHF)

theory. The second way is to treat the spin orbitals separately, that mepasia orbital is connected

15
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with one spin orbital. The latter one is also known as Unrestricted Hartrde(BbtF) theory. So far, the
effect of electron correlation was neglected. The energy was defiwen a mathematical formulation
where one electron "sees" all the other electrons as a charge defsie Methods are most important

to deal with correlation effects and will be briefly discussed here.

2.4.1 Configuration Interaction

[25, 24, 26]

The one determinant approach which was described above limits the possibilitalculating excited
states. An excited state can be represented by using more than one dietenirdent to concept the
wavefunction. Using more determinants allows to put one or more electroosniref unoccupied or-
bitals and the different excitation states can be modelled. Mathematically one Igegar combination

of different wavefunctions (comparable to the LCAO ansatz).

‘Pzaocmwzam (2.36)
i=

The first Slater determinamyg is the known ground state determinant. The expresgi@are determi-
nants where former occupied orbitals were replaced by virtual orbitdis. cbefficient gis normally
close to one since solving the one determinant Roothan-Hall equationagimest 99% of the energy.
This equation can be solved in the same way like the LCAO ansatz using the neéthagrange mul-
tipliers. The constrain is that the total Cl wavefunction is normalized. Minimiziegetiergy is done by
variation of the coefficients. Theoretically all combinations of differerntestaan be varied, but bearing
in mind that the total number of possibilities to alter the states for N electrons anitels is gz
and gives a bigger number of elements and coefficients in equaBénConsidering all states is called
Full Configuration Interaction and is not recommended unless for veri syséems and using a min-
imal basis set. Therefore, only a limited number of states are normally coedidar Configuration
Interaction Singlets (CIS) only a single spin orbital is altered. Double sutistitgives CID and so on.
Even with this approximation the calculation can become oversized and arfaphmach would be to
separate the orbitals in a frozen core, incorporating the occupied malechitals until the HOMO-1

orbital and the valence orbitals which are matter of variation. Normally only &8 and LUMO

orbitals are altered.

In a traditional CI calculation only the coefficients of equatB6 are optimised. Knowing that the
determinants in the linear combination of equatibB6 consist of a linear combination of atomic or-
bitals one would assume to get better energies when both coefficientsfrimosihe determinant linear

combination and for each determinant the coefficients of the LCAO ansatgpéimised. This method
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is known as Multi Configuration Self-Consistent Field method (MCSCF). él@w this approach can
be quite demanding. Splitting the set of molecular orbitals in three types, thaske ark fully occupied

in each state, those which are unoccupied in each state and the remainegodstiials leads to the
Complete Active Space SCF method. For the last type of orbitals, alsoe@frias active space, all

possible states can be calculated.

2.4.2 Many-Body Perturbation Theory

[24, 25]
One method proposed by Mgller and Plesset adds a so called perturbatiod te the hamiltonian

which is multiplied with a factoA. The true hamiltonian can be written then as

H=Ho+AV (2.37)
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A can have values between 0 and A=0 means the zeroth order Hamiltonibly becomes the true

HamiltonianH. The eigenfunctions and eigenvalues are given as powers of

W, =S A (2.38)
g

Ey=S A"E} (2.39)
PR

where the indices on E describe the order of correctitpis the known one electron fock operatdf.

is given as in equatiod.40

N
V=S Y L (Ju+Ky) (2.40)

The energies are now given as

EQ - / WOHWdr (2.41)
El= /wﬁ’)vw}?)dr (2.42)
E2 - / YOvyBdr (2.43)

The sum of the first two terms, that i%?&Eul is exactly the HF energy. To get better energy values, per-
turbation to at least an order of two must be applied. This method is knowfP2séthod. Perturbation

methods going to higher order are known as well and are named as MR8Rzhdespectively.

2.4.3 Density Functional Theory

[24, 25]

One method which is sometimes referred to as ab initio method, although it sometinlegsempiric
parameters, is the Density Functional Theory (DFT). The underlyingipiis the proof of Hohenberg
and Kohn that the non-degenerated ground state energy is fully detéeohioy the electron density
[27]. However, the first attempts to describe energetic properties by onlyetiean density were done
by Thomas and Fermi in 1927 proposing a uniform electron gas (UEQ)istt@a infinite number of

electrons moving in an infinite space which is characterised by an equallipdistt positive charge.
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The kinetic density of this system is given according to equa®i@dd Here the kinetic energy is a

functional dependent on the electron dengiy).

Tl (1)) = 35 (377)° [ 03 (1) (2.44)
with
p(r) :N/.../|lP(x1x2...xN)|2dx1dx2...de (2.45)

The Thomas-Fermi approach is the first attempt to build up the Hamiltoniantopbrsausing the elec-
tron density instead of the wavefunction. Three major things are negdasdauild up the Hamiltonian:
the position of the nuclei, the charge of the nuclei and the total number afaisc While the position
of the nuclei is given a priori when defining the system of interest, the pumbelectrons is just the
integral over all space of the electron density (equafeit) and the charge of the nuclei is connected

with the electron density according to equatithd7wherepa(ra) is the spherical averaged density.

N :/p(r)dr (2.46)
op(ra)
5 (l’A) o = —ZZAp (rA) (2.47)

In equation2.2all the relevant terms of the Hamiltonian are given. The Thomas-Fermi agpiandles
all terms in a classical way with only the kinetic energy term being expredaeeuation2.44. This
description however shows some crucial drawbacks since the potergrgleermv ¢ from equatior2.8

is described in a classical way and does not include any correlatiorcbaege effects. For describing
the correlation and exchange effects the concept of Fermi- and Couloheb i3 necessary. This is
best done with a so called hole functibfr,;r,) which corrects the error which is introduced due to the

classical description of the electronic potential energy term.

Two effects arise in the correlation of electrons. The first comes fronantisymmetry of the wave-
function of fermions and refers to the Pauli principle that two electrons wgtlalesame spin can not be
found at the same place. The Fermi hole also accounts for the self intarattiee electrons. The Fermi
hole has negative values everywhere, it integrates to -1 over the whexde,sand does not necessarily
have a spherical shape since it is dependent on the density of thenwdezlectron (. One further
characteristic is that the Fermi hole also accounts for the self interactideadfans. The Coulomb hole

integrates to zero, that means it must have positive values somewhere patiee $t will be largest
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and negative at the place of the reference electron and the densityinglapendent from the reference
atom, that means if the distance is elongated the function must change abfinatlgxchange term in

the Hamilton operator can thus be written in its most correct form as

Ey — 1//p(r“)hx (r”;rv)drudrv (2.48)
2 ruv

This rather complicated term was simplified first by Slater in 1951 by assumimphexrisal shaped
exchange hole situated around the reference electron. Further immnteewere done by introducing
an empirical parameter in the exchange term which is calledPHartree-Fock-Slater method according

to equatior2.49

Exa [0] = —g (i>3 a/p(r“)%dru (2.49)

The big win is that the complicated expression in equagiet8is simplified to a functional which is
only dependent on the local value of the density. The breakthrougth@mnical application is based on

the work of Kohn and Sham who set up two important theorems.

In the first theorem, the "The proof of Existence" Hohenberg and ksblowed that the ground state den-
sity specifies uniquely the external potentf]. This means that the ground state energy can be written

in terms of the ground state density only and this can also be applied to its iralicidmpounds.

Eo[p] = T [po] + Eee[po] + Ene|p0] (2.50)

where the nuclear-electron interaction functio&ld[po)) is the only system dependent term. The other
two system independent terms, the functional of the kinetic endrge)) and the functional contribut-
ing to the electron-electron interactioBed o) are often combined t&nk [po], the Hohenberg-Kohn
functional. Knowing the form of this functional would made it possible to dyawolve the Schrodinger
equation irrelevant which system is matter of investigation. Unfortunatelsg teeno indication to how

this functional should look like.

The second theorem of Hohenberg and Kohn deals with the problem tordevkich density is really
the ground state density. It is equivalent to the variation principle, that sriba@nenergy calculated by
an electron density is the lowest energy only and only if the density usedgsdbad state density. The
proof is rather simple. A given electron density is enough to build up a Hamittamfdch in return
gives a wavefunction. Proof can be done according to the variatioimaigle which was developed for

wavefunctions then.
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Those two theorems by Hohenberg and Kohn prove that the Hamiltoniareaatdined by the electron
density only. They do not give any description how to apply this theoryactire. In 1965 Kohn and
Sham published a paper which gives directions to direct applicazign The Hohenberg-Kohn func-
tional can be divided in a term describing the classical coulomb energg famdtional which comprises
all non classical effects. The ulterior motive is that non interacting conioibsican be described exactly
like in HF theory with a Slater determinant and the non-classic contributionadated by applying a
potential so that the energy calculated from the electron densities exac#ise¢he ground state energy.

The operator introduced is called Kohn-Sham oper&fSrand is given as:

1
FKS = —EDZ—i—Vs(r) (2.51)

The potentiaV s from equatior2.51is given as

NZK

(2.52)

Vst = [ pr(ur:)drv Ve () -

If a solution of this equation can be found, it can be employed in the KolamStperator, let it act
on the Kohn-Sham orbitals and will get the electron density, which is in retecessary to determine
Vs. As already known from the HF theory this leads to an iterative proce$sl dhows two major
strength: if the exact exchange functional is known, an exact solufitimeoSchrodinger equation is
possible and since DFT is based on electron densities the method is muchntessddey in terms of
computational cost. The exact functional however is elusive but thereewveral approaches how to
develop approximate functionals. A special notation for the functional ferused where the functional

Exc[p(r)] is dependent on the energy dengi¢: which has the unit of "particles per volume".

Exclp (] = [ p(Dexclp(n)]dr (2.53)

Furthermore, although not completely proved to be correct, the excliamcfégonal is often separated in

an exchange ternE[p (r)]) and a correlation ternE[p(r)]), respectively.
Exclp (] =Exlp (] +Eclp()] = [p(Dexlp(Mldr+ [p(Dsclprldr  (2.54)
The potential which is used in equati@rblis the derivative of the energy with respect to the density.

Vi (r) = 25xclel (2.55)

dp(r)
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Finally, the spin is accounted for via a function of the spin polarisa{graé given in equatio.56

p® —pPf
- po+pF

Z (2.56)

2.4.3.1 Functionals

Different approaches are used to find functionals describing thelation and exchange effects. The
Local Density Approximation (LDA) is based on the fact that the energysitle can be calculated at a
certain point from the electron density on this point only. This local aprdas the only constrain that
the electron density must be single valued everywhere, however, théumaljonals used were derived
from the uniform electron gas model introduced before, thus the eledémsity is a function showing a
constant value everywhere, or in some cases also slowly changirtgofusiof the electron density were

allowed. The exchange functional is given as

ER o] = [ p(r) exc(p () dr 257)

The LDA functional can also be written for open shell systems in a spinipethform and is referred
to then as Local Spin Density Approximation (LSDA). Modifications on the LiDActional were done
by Vosko, Wilk and Nusair (VWN) who used an interpolation function ardidack on energy densi-
ties which were determined for the uniform electron gas via Monte Carloletilmos. To gain better
functionals a better model must be applied since in true systems the electisity demot uniformly
distributed. This is done in the Generalized Gradient Approximation (GGRg.iflhprovement is given
through calculating the gradient of the electron denditp)( that means the density is not taken as a
constant through the space, but it allows the density to vary dependehedocation which is matter
of observation. Most of the generalized gradient approximations takengy density from the LDA
approach and add a correction term which is dependent on the grdebemxample, Perdew and Wang

proposed the corrected functional (PW86) given in equaiba

1
gPWB6 _ (LDA (1+ax2 +hyé + Cxﬁ) 15 (2.58)
with x being
X: \Dfl (2.59)
p§
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The most widely used correction term was proposed by Becke in 1988 abthreviated as B88 where
the correction energy density is

1 X2

ABSS _ 35} _
% Bp31+6ﬁxsmrr1x

(2.60)

The parametef is a fitting parameter to the exactly known exchange energies of the nokle lgaskn

and x is described in equati@59

The correlation functional proposed by Lee Yang and Parr in 198%)Li¥ not a correction to the
LDA approach but computes the correlation energy completely. It is alsorlyefunctional which

completely eliminates the self correlation. In the literature the acronyms are grth&y to describe
which functional forms are used. The BLYP functional for example tise8ecke exchange functional
and the LYP correlation functional. One of the most robust and nowadalest used functionals is
the hybrid functional B3LYP. Hybrid functionals are based on the faait tiiie completely uncorrelated
state and the completely correlated state can be connected through a switclttign A. Thus one

can determine the degree of correlation in the system by adjusting the pamndet® describes the
uncorrelated state whilke=1 describes the fully correlated one. The connection between thoséstes s

is given via the Adiabatic Connection Formula (ACF).

1

Exc = [ (Un Ve (1)] ) 02 261)

0

The B3LYP model which was also employed in our calculations is defined as

ERe-'P = (1—a)Ex°P A+ aB" +bAER®® 4 (1— ) ESPA+ cEE"P (2.62)

The parameters a, b and c can be different for different progranbelgaussian program package used
for this work [29] the weight of the different terms is: 0.§E5PA+ 0.2E¢"F+ 0.7AEx® + 0.19R:"SPA +
0.81-P

2.4.3.2 Time Dependent Density Functional Theory (TD-DFT)

The theorems of Kohn and Hohenberg discussed before are only eatitefground state. This is a big
drawback, since the DFT theory can not be applied in this form to phataichéproblems. A way to
overcome this problem is to lead back electronic states to ground statet@epéhis method is also
referred as time dependent response approach.

One imagine an external time dependent field, such as the electri&fafld light beam oscillating with
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a frequencyw. If this lightbeam interacts with a molecule it alters the electronic charge andettteos
density of the molecule. The electron density is described by the one-palgitsity matrixP(t) which
starts to oscillate around its ground stR{#&). The amplitude of this oscillation can be expressed in an
Fourier transformation and is then dependent on the frequét{ay) ).

Taking the case that the frequerwyf the perturbation comes close to the exciation energy of the system
(wy) results in a so called resonance catastrophe where the amplitude of itlgiosdiverges. Thew;
frequencies are computed in form of an electronic Hessian matrix, whick setond derivative of the
electron energy with respect to the electronic degree of free@0mThis w; energies are also known as
vertical transition energies. Calculations are done by solving the time depelkdhn-Sham equation

as given in equatio.63

12 01t = Hip)(t 0@ 1.) (2.63)

where the one particle Hamiltoniét] p](t,x) is composed of the external, the coulomb and the exchange-

correlation potential. The oscillator strength can be computed as

2
f=3QUuX ) (2.64)

Q is the transition energy and X and Y refers to the orbitals which are involvégeitransition step.

2.5 Calculating Properties

2.5.1 Structure Optimisation

[25]

The first step in calculating properties is the optimisation of the molecule geon@ige a minimum
geometry with sufficient accuracy is found, all other properties caralmilated. At the beginning a
guess geometry is given as input, either in cartesian coordinates or irofard-Matrix. The energy
can be calculated for one geometry, thus giving one point of a 3N dimeaddiomction, if cartesian
coordinates are used, or a 3N-6 dimensional function if internal comtelris applied. This function is
called Potential Energy Surface (PES) and connects the energyeartdifiyjeometries to its energetically
state. Exploring the PES becomes important if a molecule can show diffeoené¢iis or if transition
states are of interest. One method to find the geometry corresponding to the henergy is to use a
derivative method. Different algorithms have been developed from thelypthe most important will be

matter of discussion here. All the algorithms have in common that they only cdowgawards on the
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PES. That means, if the way down leads to a local minimum, and the global minimupeaisted by a
maximum, e. g. transition state, from the starting point, the minimisation proceduneawdl end up in
finding the global minimum. Thus different geometries should be taken as gtadint for exploring
the energy surface. Taking into account very basic chemical princialgsa sp carbon will have bond
angles close to 120a good starting structure can be set up and in most cases the optimisaticsultil r
in finding the global minimum. The derivative methods use either the first orettensl derivative with
respect to the coordinates. Applying the first derivative method givegithdient of the function in a
certain point, which is equivalent to the negative of the force vector aotirfpe nucleus on this point.
The magnitude of the gradient is referred to the steepness of the slopeabibh in the environment
around the point. The potential as function of the coordinates is expandedaylor series normally.
The first derivative with respect to the coordinates gives 3N matrix elenera vector form. The second
derivative gives a 3Nx3N matrix and is known as Hessian matrix. Cuttingagwiexpansion after the
third term gives a quadratic function and is not a good approximation foefhiogl the PES. However,
close to a minimum, the behaviour of the PES is close to a parabel and allowsti® @g®roach via the
truncated Taylor expansion. If the optimization cycle fails, e. g. if the stag@igt is too far from the
minimum, other, more robust methods can be applied. The steepest destiesd meommonly used in
the Gaussian program. Taking the starting point, a 3N dimensional vectarggacted and the gradient

is calculated. The direction of the shift of the coordinates is given bytemu2.65

Ok
S— — K (2.65)
|Ok|
with
= VX (2.66)

The stepsize is a parameter present in the program, but can be changedat.

The Newton Raphson method is a second derivative method and useylibreeXpansion up to the first
guadratic term. The step size is now determined by the Hessian matrix and tti#@diis again the

gradient of the function, as can be seen in equai6iT.

(X—Xo) = —gH™* (2.67)

In the case where one element of the inverse Hessian becomes close thezstepsize can become
infinitely large. Thus moving the point outside the quadratical behaviour oP#® will make the

method fail. It became useful to use a trust radius which allows only cet&psiges. The big advantage
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of the Newton Raphson method is that if an exact quadratical behaviovessm the minimum will
be found within one step. In general calculating the Hessian takes more titntéhebmethod can be

considered as rather fast.

2.5.2 Population Analysis

24, 25
One property of interest are multipoles, since it gives an idea of the eltkstribution in molecules.
The dipole moment can be split up in a nuclear and an electronic part, beth igiequatior2.68and

equation2.69

L
[Jnuc: KZ Zx Rk (268)
=1

K K
HEE= 3 S Puv(@ul-rloy) (2.69)
u=1v=1

r, the dipole moment operator consists of components in X, y and z directicdhedipole components
acting in each direction can be written in vector form. Higher order multipokesalculated in the same

way and are represented in matrix form. Equadn2gives such a matrix for a quadrupole moment.

Sax IOV 3 GXa
0= Sayx Say? Yayiz
SUzZX Sazyi  Sqz

Electronic charges on atoms are calculated via Population Analysis. Acgdal equation2.71 the
electron density is calculated using the density ma@iy on the atom and subtract it from the two
center density matriR,, times the overlap matri®,,. Subtracting the electron density from the nuclear

charge gives the charge on the atom.

K K K
u=1 U=1v=1

A shortcoming of the Mulliken Population Analysis is the strong dependendbeobhasis set. In this

way sometimes artefacts can occur, where one orbital gets populated byhawoite/o electrons.
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Bearing in mind that the above introduced Hessian matrix is the secondtaerivhthe PES regarding
the nuclear coordinates and the Taylor expansion truncated after tHeatjoderm gives an approxi-
mation which is similar to the harmonian oscillator in the one dimensional space orrefeato the
elements of the Hessian matrix to the vibrational states of the system. The digsngave the force
constant of the vibration and the eigenvectors show the direction in whithaam moves. In case
the structure shows a minimum on the PSE all eigenvalues of the Hessian matrizgempgsitive. The
mathematical principle behind it is rather trivial. In a minimum the first derivativest be zero and
the second derivative must be positive. If there are negative fretpsethe structure corresponds to a
transition state, e.g. a saddle point or a maximum. However, having allénetgs positive does not

tell anything about if the minimum is of local or global kind.

2.6 Solvation Models

24 25 31

Calculations done on molecules always assume a single molecule bare gfermakforces. This model
is comparable to the gas phase. In chemistry most of the reactions are domelansed phase and also
photochemical observations are measured in most of the cases in solutenefdre, it is necessary to
include solvent effects in the calculation. Different models have beegl@jgsd so far, and their accuracy

and adaptability is dependent on the system subject of investigation.

When placing a molecule in a solvent, the solvent molecules which are vemy tddabe solute will
arrange themselves in an ordered matter. Commonly one speaks fromeftitdsand third solvation
sphere. Specially for the europium complexes which are described in dhistihe first coordination
sphere plays an important role. From Eu(lll) halogenide crystal stre it is known that europium
complexes show a coordination number of nidé][ that means three solvent molecules can possibly
coordinate to the sixfold coordinated 8-hydroxyquinolinolate europiumpiexes. And it is obvious
that coordinated solvent molecules will have an impact on the geometry ofithalgomplex. The
order of the solvent sphere decreases with increasing distance tduteessothat solvent spheres higher
than three are not important for short range effects. The long raifeearise due to shielding of

charges and polarisation of the solute.

The first approach to account solvent effects for would be to simplyemaplicitely solvent molecules
around the solute. In this way short range effects can be modelled incavgay The explicit sol-
vent molecules will interact with the solute during the optimisation procedureuesiy an appropriate
method, hydrogen bonds and weak interactions can be modelled. Hod@l@ring this approach

only short range effects are considered, such as influence on ticéusér of the solute. If bigger sized
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molecules such as bioactive compounds are matter of investigation the nuframvent molecules
around the surface of the solute will increase very fast resulting in aranageable number of mini-
mum structures. The problem would get too demanding in terms of computatmsialery soon, even

if statistical sampling techniques are applied.

Another approach, which is todays common state of the art, sees the ss\emitinuum which encloses
the solute and which is determined by its bulk properties, e.g. dielectric cn3tasis ansatz is called
Continuum Model (CM) in the literature. The solute is enclosured in a cavéigaae which defines the
dimension of the solute and sets the border to the solvent. Creating a cavitjeleetrit costs energy.
Rearrangements and dispersion in the solvent create a favourable téreneinergy balance. Since the
overall charge of the solution must be zero a net charge or localek#styibution of the solute must be
compensated by the solvent. Same applies for dipole moments or higher ontieniso A permanent
dipole moment of the solute will influence the solvent in this way that the oveidlelmoment will
be zero. Furthermore the system shows a dynamic behaviour. The sigate cthoment will cause
an induced dipole moment in the dielectric which re-acts on the solute. This fdegerhange is
commonly known aseaction field The electrostatic energy term acts stabilising and thus the solvation

energy can be written as shown in equat?on2

AGsolvation= AGcavity + AGdispersiont AGelec. + AGmm (2.72)

The termAGym contributes to all molecular motions. Since continuum models are normally time av-
eraged systems following a Boltzman distribution at a certain temperature, thetdattewill not be
implemented for the following considerations. The tek@gec. iS the contribution of the electrostatic

interaction of the solvent with the solute according to equa?i@i3[32]

Gaeo = (W[H(W)~ 3v(0)|0) @73

andH(y) being

H () =Ho+V(¥) (2.74)

whereV () is the solute-solvent interaction potential. The solvation models differ mainly isitdee
and shape of the cavity and in the way how this last electrostatic energy teleadsbed. The Poisson
Equation (equatio2.75 describes the response of the continuum to a solute in terms of a polarisation

of a charge density in a cavity which is embedded in a homogeneous dielectric.
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Oe(r)Qe(r) =4np(r) (2.75)

where@(r) is the electrostatic scalar potential. Solutes which show an ionic strengthecdescribed
by the Poisson-Boltzman equation. Its linearised form which can be appliesblvents with low ion

strength is widely used for reaction field calculations nowadagk [

Oe(r)Oe(r) —&(r)A (r)k?@(r) = —4mp (r) (2.76)

with k being the Debey-Hickel parameter anfleing a switching functionA( = 0 for areas not accessi-
ble for the solvent and = 1 for all other cases). The charge density on the surface of aispheavity

p(s) can be described as

_ 9
PS= s (2.77)
The electrostatic potential which is built up between the continuum and the tagityen as
q
=—— 2.7
o)==z (2.78)

with r being the radius of the cavity. The work which is necessary to createaity can be described

as

G= (2.79)

and the polarisation energy is given as the difference between the wibik gas phase and the solvent

1 1\ o
Gp_—2<1—£>r (2.80)

Equation2.80is the so-called Born equation and describes the polarisation energybédczal ion in
the continuum. Onsager extended this approach for the effect of a dtip@leolution and equatic2 81

is now known as Kirkwood-Onsager equati@4]

1 asn}HZ (2.81)

Gp= =
P 2[2(£+1) r3

From equatior2.81 one can establish the Hamiltonian for a dipole in a solute according to equation
2.82
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1 [2(8—1)} (¥] (2.82)

Hsov = Hgas— —
solv gas 2 2(£+1) r3
Letting Hsoly act on the wavefunction results in a nonlinear equation system which caolet ac-
cording to the HF procedure described in chapter 1.1. Solving the Sobeidequation with kb, by
employing the HF ansatz is called Self Consistent Reaction Field (SCRF).ifkvwed¢d-Onsager model
deals with spherical cavities and only accounts for dipoles. The extetwsionltipoles is known as the

Kirkwood model, where the polarisation model is given as

1 L | L L
Gp=—= M™ M (2.83)
A PIPEPED I

For ellipsoid cavities the Kirkwood-Westheimer model can be used. In equaB8l is the order of the
multipole M and f is the reaction field factor which is dependent on the caviiysahd the dielectric
constant of the continuum. Generally the order is not limited but typically multipgbeto an order
of 6 are relevant. The Onsager model gives a good description of élctae field but it has also to
deal with different drawbacks. Dispersion interactions are completgjiecied. No description of the
solvent-solute charge transfer can be done and solvent static fiedtsedfe omitted35]. However, the
biggest drawbacks are the slow convergence in respect of theafrther multipole and that there is no
unifying way how to determine the radius for the spherical cavity. Takingllggsoidal cavity gives only
small improvement. Better improvements give cavities which are closely shapbéd anolecule, such
as the overlap surface of the Van-der-Waals radii of the solute atomsuElo systems equati@76can
not be solved analytically anymore and a numerical approach is negeBsarmost common numerical
approach is the finite difference Poisson-Boltzmann technig8le At this technique the solute surface
is subdivided in a grid and the potentials on the surface and in the solesrdlaulated for charges on the
grid points. Another approach is the surface boundary element agipraféen referred to as Polarizable
Continuum Model (PCM) developed by Miertus, Scrocco and TomasireTtie term in equatio.78

is calculated as the potential which arises from point charges placed dirsanfiace elements3p, 32].
This method was modified in different ways, in terms of computational periocené EF-PCM, Cossi in
2002) and extensions like accounting for liquid-gas phase interactidnrescavity in the PCM model is
constructed of overlapping Van der Waals spheres with a 20 % biggesrawd distinguishing between
polarized and non-polarized hydrogen atoms. An alternative is to takdetieom density as measure
for the cavity radius (IPCM). One quite common approach is the United Atooidgjtal model. There
only the Van der Waals radii of the heavy atoms are used to build up the caugpendence of the
connectivity, number of hydrogen atoms bonded and overall chargeeaholecule. Another kind of
surface represents the Solvent Accessible Surface. A surfaoenticed Van der Waals radii will always

have small holes where no solvent can interact. The SAS is comparablesorthee described by ball
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rolling over the van der Waals surface but not touching the small holegbatthe connection of the Van
der Waals spheres. Solvent accessible surfaces are mostly usedttdating the dispersion-repulsion

energy term in equatioR.72
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2.7 Relativistic Effects

[25, 37, 3§]

Depending on the principal quantum number, electrons in a molecule move iféredt velocities.
Effects resulting from this are that orbitals shrink and binding energefareased. These effects are
generally summarised as relativistic effects. In relativistic theory the massag®s dependent on the
velocity according to equatich84 Recalling that the expectation value for the radiyss proportional

to % and the eigenvalues of the Schroédinger equation scale proportional tbeapiines understandable
that the mass increase can not be neglected anymore for electrons mawirgnetable fraction of the

speed of light.

c2

(%)
m=mp | /1- 2 (2.84)

In relativity theory the speed of light is invariant to the inertia frame. A furtteguirement is that

physical laws are independent of such frames. Thus following a totesmsformation of any system
must show invariance in respect of the speed of light and the physicaldpplied in this system. The
time dependent form of the Schrddinger equafidhis clearly not invariant in Lorentz transformations,
since the derivative in respect of the coordinates is of second ondetha derivative in respect of time

is of first order.

The contraction of the orbital expansion is most commonly seen in s type orhitaisly those close
to the nucleus resulting in a shielding of the outer orbitals (e.g. p and d tyiale). This shielding
is responsible that the p, d and f electrons experience a smaller potemtiaitfe nucleus and increase
in size. In p type orbitals spin-orbit interactions counteract the shieldiiegtedind thus they mainly
stay unaltered. Orbital expansion can only be seen for d and f typelsrbdtecounting for relativistic
effects for geometries and energy calculations is not important up to thedkirieh the periodic table of
elements. The fourth row elements show a transition area and from the fiftaleanents on relativistic

effects can not be neglected anymore.

In classical terms the relativistic energy of an electron moving in an electretiadield is given as

{E+qp(n)}? =2 {p+qA(r)}> +nmPc? (2.85)

with A(r) and ¢(r) being the magnetic and electric potential and q the charge of the eleépptying

equation2.85to quantum mechanic effects is known as the Klein-Gordon equation
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{E+ap(n) W (r) = ({p+aAM)}>+mc’) w(r) (2.86)

Unfortunately the Klein-Gordon equation, beside other drawbacks, Wloieaccount for the spin states
and so Dirac proposed a form of a relativistic Hamiltonian which accoumtthfo spin states of the

electron as well

ca {p+gA(r)} —qe(r) + Bmc (2.87)

with a and 8 being two 4x4 matrices written in terms of the 2x2 Pauli spin matr@wgg, for a and
in terms of the unity matrix | foi3, respectively. ¢ in equatio®.87is the speed of light and is the

momentum operator in its known form= -ih .

Since the Dirac equation bears more information than the Gordon-Klein egualliof the solutions of
the Dirac equations are solutions of the Gordon-Klein equation, but ncatine is true for the conver-

sion. Two conditions must be met by the matriceandf3

lax,ay], = [ay, a7 =[0z,ay], =0 (2.88)

and

33



Chapter 2 Methods in Computational Chemistry 2.7 Relativistic Effects

lax, B, = [ay,B], =[az,B], =0 (2.89)

This commutation conditions can only be met if the Dirac equation is a four compeggation in
terms of the matrices. In the interpretation of the four components two carsigmed to the spin states
"up" and "down", the two other components are commonly referred to adiffeoent particles namely
electron and positron. Expectedly solving the Dirac equation gives twaoiud, one referring to the
energy of the electron, called as large solution, and one referring tandrgyeof the positron, called
small solution, respectively. It is quite common to split up the four-spinanfeguation2.87in two

two-spinor equations so that

(E—m&) W-(r) =co {p+gA(r)} W3(r) —qe(r) W-(r) (2.90)
and

(E+mc) W3(r) = co {p+gA(r)} W-(r) — qe(r) WS(r) (2.91)

The second equation can be solved for the smaller compdHerand can be inserted in the upper

equation giving

[;n(an) K(om)+(—E +V)] ) (2.92)
with K
E-v\*!
K= <1+ M) (2.93)

and rt is the generalized momentum operatoe p + A. A is the vector potential dependent on the

magnetic field B according to B ExA.

In the nonrelativistic limit K is one and equati@®©2becomes

i oB
[2m+v+2m} YL _ gyt (2.94)

Equation2.94is exactly the Schrodinger equation with exception of¢hB term, which is also called
Zeeman interaction and which describes the interaction of an external ticafigld with an internal
magnetic field of the electron. The Dirac operator for relativistic correclimoften written in form of

the Pauli equation
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m m ZsL  Zmd(r)

— 4V — Wt — gyt 2.95
2m + 8m3c? + 2m2cr3 + 2mc2 ( )

The first two components represent the kinetic and potential energgtopein its classical form. The
third term is the so called mass-velocity term and sets the mass of the electrgpeinddace of the
velocity. The next accounts for the interaction of the electronic spin with tiggnetec moment generated
by the electron and is called spin-orbit term and the last term is called Daomiection and defines a
correction due to the Zitterbewegung of the electron. The Zitterbewegam@e observed even in the
nonrelativistic limit and is a purely non classical observation where the etecscillates around the
median with a certain frequency. The Pauli equation is only valid if E<\W\n¢ which is definitely not
valid in regions near the nucleus. A modified operator can be formulatetiifocase which is called

Zero-Order Regular Approximation (ZORA) or First-Order Regular dgpgmation (FORA).

Above given equations describe the relativistic energy operatorsifeleatron in the field of a nucleus,
but no interaction with other electrons is included. One approach is toildessery electron relativis-
tically as shown above and to sum up the individual energy terms. Howeffects such as electron-
electron repulsion must also be included and since the repulsion term iicalagsantum mechanics
just given as the coulomb potential which is time independent it is clear that thiswest be modified
for relativistic calculations. The Quantum Electro Dynamic describes thisaictien in a form where
photons, exchanged between the electrons, carry the same informattoen @stential in the classical
description. The potential energy factor in relativistic terms has a ratmplozated form but can be
expanded in a Taylor series and truncated after the second term witragooahcy. Other terms which
must be included are spin-other-orbit correction, accounting for theaictien of the electronic spin of
electronu with the magnetic field due to motion of electrenspin-spin correction between two electrons
and orbit-orbit interaction. Since nuclei also show an internal strudiveesame terms must be defined
for the electron-nucleus interaction. Recalling the Born-Oppenheimeo@ppation the interaction of
the electronic spin with the nuclear magnetic field arosen from nuclear motidoecaeglected. But the
same is not true for the interaction of the nuclear spin with the magnetic field cdroinghe electron.
This term is called Paramagnetic Spin-Orbit operator. And of cours the ame can be defined for
the nuclear-nuclear interaction. But again, after falling back on the-Bgmpenheimer approximation,
only the spin-spin coupling survives. Solving the Dirac equation equivatethe Hartree-Fock equa-
tion bears some difficulties. First of all a suitable form of the wavefunctiostrba found. Basis set
functions were described before and by applying this concept to rietatigalculations the same aspects
come into considaration. The function should describe the real systewodsag possible in an easy
integrable form. Since the Dirac Hamiltonian is a four component function besis sets for the small

solution must be defined. The boundary condition for the small comporeig functions is given in
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the kinetic balance condition

oP
X = o X (2.96)

In most computer programs GTO type functions are used to expand théuwetien. In relativistic

terms the flat spot at near nucleus region which can be observed inritgativistic case is not a good
approximation anymore. The relativistic function shows a singularity closestauhbleus. On the other
handside this can not be modelled correctly by applying GTO’s. The soligtidm represent the nuclei
as finit sized particles with a positive charge. Of course by doing thishasa¢o come up with an idea
how the positive charge is distributed in the nucleus, in most cases a gatgsadistribution where

the exponent depends on the nuclear mass, is accepted. In this cape sfffiects are not neglible

anymaore.

Performing a full relativistic calculation is much more demanding in terms of cortipoéh costs than
non relativistic Hartree Fock calculations. However approximations asilgle, most of them neglect-
ing the small component part of the four component function to a certaier.ofthe most used ap-
proximation beside others is the Douglas-Kroll approximation where the y@sitid negative parts are
decoupled in second order in the external potential. Two other approximatite ZORA and FORA

approximation, were described before.

Electronic calculations can be reduced to the valence electrons onlygey bEements. In our calcula-
tions Effective Core Potentials from DolgZ] for Eu were used. Beside the savings in computation time

ECPs have the advantage that relativistic effects can be included viagiaisation of the potential.
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Description of the Methodology

The calculations focused on the determination of the singlet and triplet statgies of the ligands
and complexes. Furthermore the effect of the chemical environment d& th&; transitions in the
ligands was investigated. Therefore optimisation and excitation calculatialesdeae for 12 complex
structures and 50 ligand systems in gas phase. Calculations were alsoneerfwith the Polarisable
Continuum Model (IEF-PCM) and additionally, in case of the complex strasiby putting explicitly
three solvent molecules in the outer coordination sphere of the Eu complesaord for solvent effects.
Calculations with explicit solvent molecules were necessary, since thedbhemnt molecules can be
incorporated in the complex structure between the ligands and can havéiusmde on the structure
of the complex. This effect can not be simulated via continuum models. Itawkrihat europium
can form nine fold coordinated complexes, mainly due to its extended ra]iu6][ Therefore solvent
molecules are able to coordinate directly to the Eu atom in cases where thedigdenh is not sterically
very demanding. Other effects which can not be investigated in terms thaam models are those
resulting from the formation of weak bonds between solvent moleculesamne functional groups of
the ligand system. For both solvent models (IEF-PCModel and explicitsomedel) ethanol (ETOH)

and dichloromethane (DCM) was used as solvent.

The method of choice is the density functional theory (DFT) with the B3LYiRfional in its spin un-
restricted form (UB3LYP) and was earlier reported for similar problems irelitee [L7, 18, 19|, dft4.

For the excitation calculations the DFT method was used in its time depender(ffOADFT). All DFT
calculations were carried out by using the Gaussian03 program paalesion C.0229] . In a sec-
ond study changes in the geometry were investigated with the semiempirical Adé! mmploying a
sparkle model for the Eu atom as previousely reported by Frafle AM1 calculations were done with
the Mopac200939] program.

For evaluation of the results MOLDEM(] and Origin 8.0 have been used. Molecular Orbitals were vi-

sualised with GaussView (Gaussian 03, revision-B01) and convolutiswypiion spectra was done with
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the program Voigt, developed by Stefan Kontdf][ Gaussian line shape was used for the broadening
of the transition lines with a half width of 0.22eV. The half width was estimated ftmrexperimental
spectra of the ligands. Experimental spectra were recorded on a G&8i03JV-Visible spectropho-

tometer.

Calculating Ligand properties To find the minimum structure different star@ogrgtries of the ligands
were optimised by using the 6-31G* basis set for the neutral, the cationi¢thandnionic structure.

Optimisation calculations were done without symmetry restriction and the norrfzalldeonvergence

criteria were used.

The singlet structures corresponding to the minimum energy served astrymttires for the optimisa-
tion of the triplet geometries. Afterwards frequency calculations werdauall stationary points and

checked for imaginary modes. The energy was refined using the bjggarjsed triple zeta valence

basis set (TZVP) in form of a single point calculation.

Excitation calculations were performed for 40 States giving singlet andtttialesitions, to cover the
entire visible spectrum in gas phase and in solvent. For solvent calcul@ten&F-PCM model was

employed. Dielectric constants are shown in Table

Table 3.1: Dielectric constant of the solvents.

Solvent Dielectric Constant €)
Dichloromethane 8.93
Ethanol 24.55

Calculating Complex properties Four chosing the complex structures, feunditypes were used. The
unsubstituted quinoline as a reference, the,dHd NG substituted ligands due to their strong electron
pulling and pushing ability and the HgBubstituted ligand since experimental data were available for
this system. To build up the complex structure, three bidentate quinoline moleftiessame structure
were coordinated around the Eu atom giving an octahedron like compdexedey. The geometries were
again optimised without any symmetry constraint on UB3LYP/6-31G* levetHerlight ligand atoms

(C, H, N, O, S) and with the 52MWB effective core potential published loyg)22] for the Eu atom.
Frequency calculations were done for the optimised structures to shothehgeometries correspond to

a minimum on the PES. Energy refinement was done with a single point calcubatioB3LYP/TZVP
level for the ligand atoms and UB3LYP/52MWB level for the Eu atom. Excitatiwase calculated in

the same way as described before in gas phase and by applying th€MmBdel.

For calculations with explicit solvent molecules optimisation, frequency cdloualaenergy refinement

and excitation calculations were performed as described before. 46 wiate computed in the excita-
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tion calculations. The 6-31G* basis for optimisation and frequency calcuolatiol the TZVP basis for
energy refinement and excitation calculations were applied to the light atoths ijands and solvent

molecules (C, H, N, O, S, CI) and the 52MWB effective core potential fergh atom in all cases.

Since the bonding of the ligands to the Eu atom is mainly of electrostatic n&ljredsearch has been
done previousely by other groups on semiempirical calculations using tHermddlel, which is known
for giving good structures for organic molecul@8]. The Eu atom is hereby replaced by a sparkle. In
this work geometry optimisations were performed using the AM1 Hamiltonian anBufid) sparkle
implemented in the Mopac2009 program package. Values for the sparkimgi@rs are given in Table

3.2

Table 3.2: Parameters for the Eu sparkle implemented in Mopac2009alSed?3)].

Parameter Value Parameter Value

& 0.5695122475| & 0.3286619046
by 7.4680207642| by 7.8009779599
) 1.7319729855| ¢, 2.9641285490
GSS 55.6059122038 ALP 2.1247188613

MOPAC keywords were set according to the work of Fre#g] jas: GNORM=0.25, SCFCRT=19.

Optimisation was done in Cartesian coordinates only.
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Chapter 4

Results

4.1 Calculation on the Ligand Systems

A total of 50 different ligand structures were optimised on the UB3LYP/6%3level in their ground
state. The ligand backbone is the 8-hydroxyquinoline as shown in FiguréR’=H). In a first step,
different substituents were introduced in 5-position of the molecule, ssieiméno (NH), cyano (CN),

formyl (CHO), sulfonic acid (HSg), methoxy (MeO), nitro (N®@), phenyl (Ph) and pyridino (Py).

(b)

Figure 4.1: Structures of the isomers of 8-hydroxyquinoline walp=0° (a) and8,=180C (b) with the labeled

substitution positions.

The functional groups were selected according to their electron pullidgrashing ability. The Ph and
Py groups were chosen due to their ability to extend the delocaiisedystem. The Py substituent
also exhibits some interest because of the quarternised Py nitrogen archlealated in its cationic
form. Furthermore, one ligand showing the deprotonated sulfonic acighdi®Q") introduced in 4-

position and the disubstituted quinoline 5,7-dimethyl-8-hydroxyquinoline [Blfe) was investigated.
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Chapter 4 Results 4.1 Calculation on the Ligand Systems

The SQ" was introduced in 4-position because of available experimental data. Tthedva# calculation
was validated by comparing calculated geometry parameters with experimaiuts vas given in Table

4.1

Two isomers can be distinguished when the dihedral a@glgH(10)-O(9)-C(8)-C(8), see Figurd.1,
is turned from O to 18C°. The first structure (Figurd.1(a)) with 68, = 0° where the OH group faces the
heterocycle nitrogen and a second one véith= 180° (Figure 4.1 (b)) where the OH group is directed

away from the ring system.

The change in energy for the torsion mode was calculated for the unstézs8tinydroxyquinoline and
shows a minimum for the first structure with = 0°. At 8; =105 and 6; = 255 two maxima exist
which lie 13.9 kcal/mol above the minimum. These two barriers are separatetbbglaninimum at

6, = 180 which lies energetically 9.28 kcal/mol above the global minimum. For all calculattons
structure based on the local minimumBat=180° was taken because of the possibility that the OH group
interacts with the ring nitrogen in the global minimum structure. Furthermore, yttieoky group is
not present in the complex structure. A ligand geometry where the hydmaxyp shows weak bonding
characteristics can therefore not be used to predict energetic behavithe ligands in the complex

structure. The PES along tlée mode is shown in Figuré.2
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Figure 4.2: Potential Energy Surface (PES) along the C(8’)-C(8)-Q{@)0) torsion mode. Calculated on
UB3LYP/6-31G* level of theory (optimisation) and UB3LYFZVP level of theory (energy refinement).

The geometry parameters of the calculated global minimum and local minimum sésiate compared
to experimental XRD-structured4 3] and selected values are depicted in Table The whole data set is

given in the Appendix, Tables.1 and A.2.
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Chapter 4 Results 4.1 Calculation on the Ligand Systems

Table 4.1: Comparison of experimental and calculated bond length leyd@oxyquinoline. Experimental data

taken from §3]. Calculations were done on UB3LYP/6-31G* level of theory.

Bond experimental value [A] calculated f65 = 0° [A] calculated for8, = 180 [A]
C(8)-C(8) 1.411 1.433(8) 1.430(2)
C(8")-N(1) 1.383 1.360(3) 1.360(4)
C(8)-0(9) 1.390 1.358(9) 1.350(9)
Angle experimental value¢]  calculated for8,=0 [°] calculated for6,=180 []
C(8)-C(8")-N(1) 119.1 116.3(4) 118.6(5)
C(8)-C(8)-C(7) 121.2 119.7(9) 119.9(6)
C(8)-C(8)-0(9) 120.3 118.3(8) 116.9(3)

As presented in Tabke 1the bond lengths calculated on UB3LYP/6-31G* level of theory are predlic
too long with an average error of 0.01 A, which proves that the applied méshsufficiently accurate
for calculating the ligands.

Regarding the two values calculated for the two isomers, the averagésawitin 0.001 A insignificant.

In general, the structure based on the local minimum converges to smalbtktdrmyths than the global
minimum structure. The largest deviation shows the C(8)-O(9) bond lergtthis shrinked in the local
minimum structure.

Regarding the bond angles (TaBl&) the average error between experimental and calculated results is
1.6° which is within an acceptable range.

The angles which are most important in the complex structure, are the aegheseln C(8')-C(8)-O(9)
and C(8)-C(8’)-N(1), since they form the pentamerous ring with the BuTtose angles are calculated
much too small with an error of°2and 2.8 compared to the XRD-structure. Comparing the calculated
isomers, the average error is with duite acceptable.

However, the C(8)-C(8)-O(9) angle shows again the highest deniatith 2.3.

In TablesA.3-A.10 (see Appendix pagesV! - LVI) the geometry data for all ligand singlet and triplet
state geometries are depicted. For some of the 5-substituted ligands, ssuetre calculated com-
prising both the OH and MeO function in 8-position of the quinoline. The Me@tion was chosen
to calculate a structure similar to the global minimum structure of the 8-hydraxgiijue (61 = 0°) but
still to prevent H-bonding to N(1). Important structure data are the €(83), C(8')-N(1) and C(8)-O(9)
bond lengths and N(1)-C(8')-C(8) and C(8')-C(8)-O(9) angléte O(9)-H(10) bond length (or O(9)-
C(10) bond length in case of the 8-MeO derivatives) is expected taagiveea about the influence of the
altered charge distribution on the oxygen atom. In the following the struacbfitbe different ligands in

their singlet and triplet state are discussed.
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Chapter 4 Results 4.1 Calculation on the Ligand Systems

4.1.1 Singlet and Triplet State Geometry of the Ligands
4.1.2 Geometry of the Singlet Ground State

The change in geometry due to substituent influence is of high interest.sTabigrising the full data
set are displayed in the Appendix (TaBlg - A.6 on pageXVI - XVI).

Regarding theC(8")-C(8) bond length (see Figurd.4) similarities can be found for the electron with-
drawing groups (CN, N@ Py). Going from substitution position 2 to position 3, the bond shrinkes and
becomes elongated when substitution takes place in 3- to 5-position. Substitutiguosition shows

a decrease in the bond length. The exception is the Z-®l@stituted hydroxyquinoline, due to the H-
bridge between the N{Doxygen and the OH hydrogen atom.

Considering the substitution in 2-position the Py compound behaves diffetiean the other acceptors
and shows a low value. One reason may be the interaction of the Py hpdnatethe quinoline ni-
trogen. The distance between the pyridino H closest to the quinoline nitisgenund 2.3 Aand the
torsion angle from the quinoline plane is with°2@&ther low. Torsion angles out of the quinoline plane
for the Py ring for other substitution positions are arountt 82 (see Figurd.3for the 2 and 4 substi-
tuted pyridino quinoline). This atypical behaviour let us suggest a weakaiction between the Py ring

and N(1) if substituted in 2-position.

(a) (b)

Figure 4.3: Torsion angle of the pyridino group out of the quinoline @an (a) 2-pyridino-8-hydroxyquinoline
(26.86) and (b) 4-pyridino-8-hydroxyquinoline (72.92 Calculated on UB3LYP/6-31G* level of theory.

When the OH group is exchanged by a MeO group, the C(8)-C(8) letomthates.
For the electron pushing groups (MHPh, HSQ) no general trend is observed regarding the C(8")-C(8)
bond. For the NH substituted structures an alternating behaviour is shown with elongateddrayids

in the even numbered substitution positions. The Ph group follows the trehd b, group, although
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Chapter 4 Results 4.1 Calculation on the Ligand Systems

the elongation in 2-position is more distinct. The torsion angle out of the quinplares for the Ph
group is similar to the Py substituted molecule. In 2-position the Ph torsion angtd the quinoline
plane is with 28 smaller than in other positions. It is expected, that a smaller torsion angle give
better overlap between the two conjugated systems and shows therefore distiact electronic effect.
However, in 6- and 7-positions the effect clears out. The torsion anghese positions is around 53
63°, but the bond length does not change significantly. In case ofsHssBstitution the bond length
increases with increasing substitution position, becomes slightly shorter inghlestituted compound
and increases again in 7-position. The high value in 7-position is agairukh oé$he intermolecular
H-bridge formation. A deprotonation of the Hg@roup in 4-position results in a shortening of the bond

length.
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Chapter 4 Results 4.1 Calculation on the Ligand Systems

Generally speaking, electron withdrawing groups elongate the C(8)-{nd compared to electron
donating groups. Interactions with the quinoline nitrogen, when substitut2gbasition, or formation

of H-bonds, if substituted in 7-position, result in an elongated C(8)}®hd. A trend can better be
seen for the electron withdrawing groups. The bond length is elongatelsfigited in 5- or 6-position
and compressed in 2- and 7-position. Electron donating groups sholteamaéing pattern, with bond

elongation if substituted in even positions.
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Figure 4.4: Bond length of theC(8")-C(8) bond for the (a) acceptor and (b) donor substituted 8-hydroxyojirie
in its singlet state geometry. Calculated on UB3LYP/6-31€¥el of theory.

Regarding theC(8")-N(1) bond length (see Figuke5) the acceptors show a trend for the first three
substitution positions with the smallest value in 2-position and the largest inigposFor all other
positions no correlation is observed. However, in 7-position the preseithe OH group effects all
three substituents. In case of the CN group a small deviation from the linesaoitgerved. The nitrogen
is bent with 3.82 towards the OH group. The N@roup builds again a hydrogen bond to the OH group
and the Py group shows an increased torsion angle with B2amining the donor groups, no trend is
apparent. In general, the bond shrinks if substitution takes place in 25-godition and is elongated
in 3-position. The Ph group displays the highest torsion angle, same ay @), in 4-position.
However, this does not result in a conspicuous shortening of the bogthleas observed in case of the
Py substituent. Generally speaking, acceptor groups show shortenédemgths compared to the donor

groups, which is contrary to the above discussed C(8')-C(8) bond.
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Figure 4.5: Bond length of theC(8’)-N(1) bond for the (a) acceptor and (b) donor substituted 8-hydroxyojiiie
in its singlet state geometry. Calculated on UB3LYP/6-31&el of theory.

The C(8)-O(9) bond length (see Figurkke6) however, shows a better correlation regarding the acceptor
groups. Bond lengths are longer in 2-,3-,4- and 6-position, while in 5-7apdsition a shortening of
the bond length takes place. The N@oup in 7-position shows a remarkable shortening, again due to
the intramolecular interaction. The Py derivatives do not follow exactly thisdtr While the values for
substitution in 3- and 4-position decrease, the molecule substituted in 7-paditiars a much longer
C-O distance.

Regarding the donor groups the influence on the bond length is rather wrial, can be seen in case
of the Ph substitution. The deflecting values for the;NiHd HSQ substitutents can again be explained
with characteristics in the geometry. In case of the;Nidbstituent the bond length decreases in 7-
position, mainly due to a rotation of the Nidroup with an angle of 89 Also the wagging angle, which

is an indication for the degree of pyramidisation, is highest in this positiomgyivee the lone pair of
the NH, for interaction with the OH group. The N-H distance between amino nitrogdrhgdroxy
hydrogen is 2.03 A.

To sum up, the donor derivatives show a longer bond distance thandeptar derivatives, which is also

stated by Hoge44] for the phenyl derivatives.

Surprisingly, theO(9)-H(10) bond length (see Figure?) is not effected by the substitution pattern.
Bond length remains uniformly over all substitution positions with exception oktleevn substituents
showing an interaction with the OH group. Intramolecular interaction in 7-pogiésults expectedly in
an increased bond length. However, acceptors show in general tyslagtger bond distance compared

to donor molecules.
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Figure 4.6: Bond length of theC(8)-O(9) bondfor the (a) acceptor and (b) donor substituted 8-hydroxyojiiie
in its singlet state geometry. Calculated on UB3LYP/6-31&el of theory.
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Figure 4.7: Bond length of the(9)-H(10) bondfor the (a) acceptor and (b) donor substituted 8-hydroxyojiie
in its singlet state geometry. Calculated on UB3LYP/6-31&vel of theory.

As mentioned before, the angles which form the cyclic structures with the fEinithe complex are
matter of interest and were investigated as well. Having a look on the dostansy a clear trend can
be seen with narrow angles in 4-,5- and 7-position and widened angles3inahd 6-position for the
N(1)-C(8)-C(8) angle (see Figur4.8). In the HSQ substituted structure the angle is again smaller due
to interaction with the quinoline nitrogen when substituted in 2-position.

However, the influence of the acceptor systems is less clear. Going tdostitsition in 2-position, the
angles become more narrow and reach their minimum in 5-position, showirgesimilar to that in

positon 7. The most distinct influence is observed in case of theduwBstituent.
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Chapter 4 Results 4.1 Calculation on the Ligand Systems

Changes regarding the angles are seen more drastically in case of thesdbstituents, where the
minimum values reach a magnitude much below the acceptor values. Factdrihg substituents with
intramolecular bonding ability, the influence on BE’)-C(8)-O(9) angle (see Figur£.9) is very small.
In fact the angles remain almost unchanged in terms of different substipaditerns or different donor

- acceptor ability.
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Figure 4.8: Values for theN(1)-C(8")-C(8) angle for the (a) acceptor and (b) donor substituted 8-hyanainoline
in its singlet state geometry. Calculated on UB3LYP/6-31€vel of theory.
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Figure 4.9: Values for theC(8’)-C(8)-O(9) angle for the (a) acceptor and (b) donor substituted 8-hyapainoline

in its singlet state geometry. Calculated on UB3LYP/6-31&vel of theory.

4.1.3 Geometry of the Triplet State

Special attention should be given on geometry changes when the molecxibitési ¢o its triplet state.
As mentioned before, energy transfer takes place in the complex strificiardhe triplet state of the
ligands to the Eu ion. Geometry data for the ligands in their triplet states ardetbpidable#\.7 - A.10
on page&VI -LVI in the Appendix.
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For theC(8)-C(8) bond (see Figurd.10 both donor and acceptor substituents show the same correla-
tion. The bond shrinkes dramatically if substitution takes place in 3-position @fuimeline backbone.
Going further to 4-, 5- and 6-position, the bond length elongates contselyoghowing a maximum in
substitution 6-position. Only the NHsubstituent shows a maximum elongation in 5-position. Remark-
able is the consistency in 7-position throughout all substituents. Valuekdof-NGQ derivative were
excluded since optimisation calculations remained without success. Infcaseiorestrained optimisa-
tion, a breakdown of the molecule occurs. When the NO bond of theg¥@up is constrained during the
optimisation process, the hydrogen from the OH group migrates to theodf@en. The bond lengths
are generally longer compared to the singlet geometry, with exception of dahstituents in 3-position

of the hydroxyquinoline. Here the bond is compressed if compared to thesgtructure.

Interestingly, extension of the-system by substituting with Ph or Py results in a smaller change of the
bond length regarding 4- and 5-position. The HSDbstituent, when attached in 7-position, interacts
expectedly with the OH group in form of H-bridge bonding. Interestinglig ttoes not show any effect
on the bond length as observed in the singlet state. No conclusion caméeatarding the difference

in the bond length referring to the donor and acceptor ability. Ph and Py airegtwisted similar to the
singlet structures although to a much less degree. In 2-position the Ph ptamar with the quinoline
system (0.036compared to 144in the singlet structure), while the Py ring is slightly twisted (48m-
pared to 26.8in the singlet structure). With increasing position number the twisted strucao@nies
more apparent but stays with a maximum value of 3€®@the Ph ring (55.75in the singlet structure)

in 4-position and 37.5for the Py ring in 5-position (72%9in 4-position in the singlet structure) far be-
hind the singlet structure values. The pgroup in 7-position however shows the same geometry as in
the singlet structure (59.71n triplet and 60.3 in singlet structure for the wagging angle and 89.8il

triplet and 89.96in singlet state structure for the rotation angle).

EN
3

--m--CN 1,464 [—m—NH2
e NO2 . ~e--HSO3
. --a--Ph

ES
{

..
A
A
.

1,456

EN
3

1,448

1,440 -

1,432

Bond length [Angstroem]

Bond length [Angstroem]

1,424

EN
[
1

L 1,416 4

ES
N
1
-«

2 3 4 5 6 7 2 3 4 5 6 7
substitution position substitution position

(a) (b)

Figure 4.10: Bond length of theC(8’)-C(8) bond for the (a) acceptor and (b) donor substituted 8-hydroxoline
in its triplet state geometry. Calculated on UB3LYP/6-31&el of theory.
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The trend for theC(8')-N(1) bondlength (see Figuré.11) is opposite to the trend of the former discussed
C(21)-C(2) bond. Electron pulling and pushing groups show a similanbetna Starting from 2-position,
the bond length increases in 3-position and decreases again slowhb&iitstion in 4- and 5-position,
and shows its minimum in 6-position. Substitution in 7-position increases the bogthleAgain the
Ph and Py systems show an abnormality in 4- and 5-position. While all subssisiesw a diminished
bond length in 5-position compared to 4-position, derivatives containimgjagate substitution system

show a longer bond in 5-position.
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Figure 4.11: Bond length of theC(8’)-N(1) bond for the (a) acceptor and (b) donor substituted 8-hydoxoline
in its triplet state geometry. Calculated on UB3LYP/6-31&el of theory.

The C(8)-O(9) bond (see Figurd.12 shows a minor dependence regarding the substitution pattern in
case of the acceptor ligands. Generally, the bond length stays constlamgidaices in 6- and 7-position.
However, the acceptor strength of the substituents has an effect. Sitoapgtors like Py shorten the
C(8)-0O(9) bond. Donor systems however, show a much less distirctefhe bond length stays quite
constant for the first three substitution positions, increases in 5-positibdecreases for the 6- and 7-
position. The NH substituted ligand system does not exactly follow this trend. Generallyydpoops

increase the bond length compared to the acceptor substituents.

The O(9)-H(10) bond (see Figurd.13 of the OH group stays, as seen for the singlet state, unaltered
regarding the substitution pattern. However, the donor ligands show egesed bond length when

substituted in 7-position. Acceptors show generally a slightly longer O-tbon
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Figure 4.12: Bond length of theC(8)-O(9) bond for the (a) acceptor and (b) donor substituted 8-hydroxoline
in its triplet state geometry. Calculated on UB3LYP/6-31&%el of theory.
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Figure 4.13: Bond length of theO(9)-H(10) bond for the (a) acceptor and (b) donor substituted 8-
hydroxyquinoline in its triplet state geometry. Calcuthten UB3LYP/6-31G* level of theory.

Regarding thé&l(1)-C(8')-C(8) angle(see Figurd.14) acceptors decrease the angle if substituted in 4- or
5-position. The CN substituent does not follow this trend. Donor substgistow a similar behaviour,
however, they also display a more narrow angle if substituted in 2-positienei@lly donors widen the
angle slightly.

For theC(8")-C(8)-0O(9) angle (see Figur4.15 donors and acceptors show again the same trend in form
of a zig-zag pattern. This can be seen most distinct for the conjugatstiteahts, specially for the

pyridine group. In even numbered positions a compression of the anglgecimund, in odd numbered

positions the angle seems widened.
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hydroxyquinoline in its triplet state geometry. Calcuthten UB3LYP/6-31G* level of theory.
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Figure 4.15: Values for the C(8’)-C(8)-O(9) angle for the (a) acceptor and (b) donor substituted 8-
hydroxyquinoline in its triplet state geometry. Calcuthten UB3LYP/6-31G* level of theory.

4.1.4 Difference in the Singlet and Triplet Geometry

The difference in the bond length and angles between the singlet and stigles was investigated.
Donor molecules have an influence on the bond length as described beféigured.16the difference

in the singlet and triplet geometry regarding t&¢8’)-C(8) bond length is depicted.

In cases where the substituent is a donor §NPh, HSQ), the bond length is shortened in the triplet state
if substitution takes place in 3-, 4- or 7-position of the 8-hydroxyquinoliaekbone and is elongated
if the substituents are in 2-, 5- or 6-position. The biggest change cageeirs 5-position for the N4
substituent and in 6-position for the Ph and HDbstituents (elongation). If substitution in 3-position
of the hydroxyquinoline backbone occurs, an inter system cross8t) @o the triplet state results in a

shortening of the C(8’)-C(8) bond length for all substituents (see Egu6 (b)). Acceptor substituted
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ligands show the same bond lengths in the singlet and triplet state as depicigdriedEL6 (a). The
same can also be observed for other bond lengths (C(8")-N(1);(©@®) and O(9)-H(10)). Therefore,

it was refrained to depict further figures of the acceptor substituteddgyiarthe following discussion.

0,03 4

0,0 4
— _ 002 N
e -0,2 3
[ [
S 2
B 04 G 001
c c
< <
5 087 £ 000
= c
K @
- -0,8 ke}
s 5 0,01
o] o
0 -1,04 »
< p 0,02
< \ < -0,02

24 = CN | —m—NH2

--e--NO2 ~-e--HSO3
44 APy | 0,034 |--a--Ph
' .
T T T T T T T T T T T T
2 3 4 5 6 7 2 3 4 5 . 7
T . substitution position
substitution position
@ (b)

Figure 4.16: Difference in theC(8')-C(8) bond length between the singlet and the triplet state foetor
molecules (a) and donor molecules (b). Calculation on UB3#6¥31G* level of theory.

The C(8')-N(1) bond length shows a shortening after ISC for all substitution positions ifubstisuent

is a donor group. In substitution of 3-position the C(8")-N(1) bond lerfgthall three donor sub-
stituents (NH, Ph and HS@) shows the smallest deviation to the singlet state with a difference of
0.01A-0.016 A. The highest deviation can be observed at 6-substitytedxyquinoline for the Ph and
HSQO; substituents.
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Figure 4.17: Difference in theC(8")-N(1) bond length between the singlet and the triplet state foodomlecules.
Calculation on UB3LYP/6-31G* level of theory.

In the C(8)-O(9) bond the bond length in the triplet state is around 0.01A shorter than in thetsitajke
for the NH, and the Ph substituent in all substitution positions (see Fid&. The HSQ substituent

shows a more distinct shortening compared to the other donors with excepsohstitution 6-position
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where the bond is elongated. In 7-position the bond length of thesH80stituted ligand in the triplet
state is 0.04 A shorter than in the singlet state, which is a result of the H-twpofiine HSQ substituent

with the hydroxy group.
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Figure 4.18: Difference in theC(8)-O(9) bond length between the singlet and the triplet state foodorolecules.
Calculation on UB3LYP/6-31G* level of theory.

In donor substituted ligands th@(9)-H(10) bond length is elongated in the triplet state. An exception
are the NH derivatives if substitution occurs in 3- and 6-position (see Figutg . The approximate
difference is around 0.001 A and therefore quite small compared to tieeddiffe in the bonds discussed
before. In 7-position the Nigroup shows an elongation of 0.005 Awhich is a quite high value when
compared to other donor substituents. A Reason for this behaviour migheldegher degree of hy-

bridisation of the NH group and H-bonding to the hydroxy O.
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Figure 4.19: Difference in theO(9)-H(10) bond length between the singlet and the triplet state forodon
molecules. Calculation on UB3LYP/6-31G* level of theory.
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4.2 Evaluation of the Electronical and Chemical Parameters

Hoge reports in his work on phenyl derivative®]] that a correlation between the Hammett parame-
ters and the C-O bond length, in ortho substituted gk#OH phenyl derivatives exists. Although a
correlation between bond distances and substituent and substitution poaitidie seen, as proved in
the chapter before, sterical effects can not be singled out and @rdiewpstigation of the Hammett
parameters and related key data is indispensable. DFT calculation gsisaeset of information on
the ionisation potential or electron affinity of a molecule, which can be reafre@m the energies of
the frontier orbitals. Following the Koopmans theorem, the ionisation potenBalcéin be calculated
as the negative HOMO orbital energy of the neutral species. Accdydihg electron affinity (k) is
the negative HOMO orbital energy of the charged molecule. Howeverj#sisription lacks in terms of
accuracy. The effect of relaxation due to taking an electron from th&alespecies is not described in
the Koopmans theorem and IP’s calculated on this level are naturallyestioieated. One way how to
account for the relaxation effect is taking the energies of the optimisethefeies of the charged and

uncharged species and subtract them according to eqdatiand4.2

IP=E(N—1)—E(N) (4.1)

Eea= E(N+1)—E(N) (4.2)

E(N+1) is the total HF energy of the anionic species, E(N) refers to thealenolecule and E(N-1) to

the cationic form of the molecule.

Taking the IP and the & one can calculate the chemical potentjas) according to equatiof.3, which
gives evidence of the electron donating or accepting ability. The chenatafieal is the negative of the

absolute electronegativityk).

oE IP 4+ Eea
Hs = (6N> =—Xs= < 5 > (4.3)

Another parameter, the chemical hardness) (s defined similar to the chemical potential, but takes
the second derivative of the energy with respect to changes in the nsimbelectrons and is given in

equatiort.4.

62
Ns <5|\:52> (4.4)

=
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The hardness parameter is defined in the HSAB theory by PeatSparid measures the resistance of a

molecule in changes of its electron cloud.

Ecaand IP’s for all ligand systems were calculated and the results wereaghémkany correlation with
known Hammett parameters. The full data set is presented in TaldlésA.14 in the Appendix (see

pp.LVI - LVI).

For thehardnesso direct correlation to donor or acceptor strength can be made. Howbgelute elec-
tronegativityand thechemical potentiatorrelate with the acceptor and donor ability of the substituents

as depicted in Figur4.20
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Figure 4.20: us, Xs andns values in eV for different substitution groups in 5-positiaf the 8-hydroxyquinoline
molecule. Values are calculated on UB3LYP/TZVP level obitye

The pyridino group shows the highest electron withdrawing ability (low aisaelectronegativity in
Figure4.20. The order is Py> NO, > HSO; > CHO > CN > H > Ph> MeO > NH». Thehardness
parameteris almost uniform for all substitution groups, but shows a slightly lower vidu¢he Py and
NH, group, that means the electron cloud in this groups can resist better gecifi@tectrons are taken
or given to the molecule. Thienisation potentiabndelectron affinityalso correlate with the donor and
acceptor strength of the substituents as depicted in Fig@ldeElectron pulling groups such as Py show
higher values for IP anddz Values for electron donors are smaller. In case of the electron affirgty th
unsubstituted hydroxyquinoline shows a lower value than the Ph grough wbes not necessarily mean
that Ph acts as an acceptor. Here the fact that charges in conjugatechsyan move more easily in
both directions (from the quinoline backbone in the Ph ring and from ther®pgo the backbone),

increases the value for the electron affinity.

Referring to the substitution pattern it is harder to draw a conclusion. Nbtie garameters shows a
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Figure 4.21: IP and E4 values in eV for different substitution groups in 5-pogitiof the 8-hydroxyquinoline
molecule. Values are calculated on UB3LYP/TZVP level ofilye

significant change in dependence of substitution positions.

One key aspect of the Hammett parameters is a dependence accordingtiftthiethe HOMO - LUMO
orbitals or excitation energies, since a correlation between these molelcatacteristics and the Ham-
mett parameters would make it easy to select appropriate candidatestffiar fealculations. With the
here available data no correlation can be found. To find a dependéiggea test set would be necessary.

This work is done normally in QSAR studies, which use a set of more tharrédest molecules.
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4.3 Absorption Spectra of the Ligands

Absorption spectra of the ligands were calculated in gas phase and wittRHeG@M model of solvation.

To evaluate the method, four experimental spectra were recorded améied with calculated spectra.

4.3.1 8-Hydroxyquinoline

In Figure4.44the experimental spectra 8fhydroxyquinoline in ETOH and the calculated gas phase
and PCM-ETOH spectra are depicted. Two major peaks can be distinduiBhe higher energetic peak
in the experimental spectra is attributed as thesStransition and lies at 5.08 eV (244 ne=31.78 |
mol? cmt). The weaker peak at 3.92 eV (316 nes5.80 | mottcm?) is attributed as the SS; transi-
tion. The calculated spectra shift to higher energies for the strongkrgpehvice versa for the weaker
one. The error is with approximately 5% in an acceptable range. Forntse Bansition the gas phase
calculation shows a bigger shift and a higher error with 7%. Using the PCtehiacreases the quality
of the results and the error, if compared to the experimental spectrum wetiarof 1%. This behaviour
can be observed for n* transitions normally, where different solvents cause a shifting of therakisn
bands, but the relatively high oscillator strength of f=0.0486 a.u. in this icalicates more a-rr* tran-
sition. TheSy-S; transition comes mainly from a HOMO - LUMO excitation with smaller contributions
from HOMO-2 - LUMO+1 and HOMO - LUMO+2 excitations. As can be seeRigure4.23the orbitals
show a node in the molecular plane which underlines the assumptior-afaransition.

The excitation from the HOMO to the LUMO orbital goes from the phenoxy githe molecule to the
pyridino part. In the HOMO orbital the oxygen shows an electron denshigcmdecreases in the LUMO
orbital. In the LUMO+1 orbital the electron density is distributed in the ring systenly without any
electron density on the OH group. The HOMO-2 - LUMO+1 transition is mainlga@e redistribution

in the ring system, where the* orbitals of the LUMO+1 show a very localised characteristic on the ring
carbon atoms. In the HOMO - LUMO+2 transition electron density goes again the OH group in
the ring system and from the phenoxy part to the central C(8’)-C@b In contrast to the LUMO+1
orbital, the LUMO+2 orbital shows a small electron density on the OH group.

Exchange of the OH group in 8-position with a MeO group does not shifijeetrum noteworthy. The
composition of thesy-S; transition is the same as in case of the 8-hydroxyquinoline, however tite osc
lator strength with f=0.0628 a.u. is slightly increased.

In the S9-S5 transition of the 8-hydroxyquinoline the main contribution comes from an diaitérom

the HOMO-2 to the LUMO orbital and goes again from the phenoxy part t@yhiglino part of the
molecule. The density shifts from the C(8")-C(4") bond to the nitrogentaldctarbon atom opposed to
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the nitrogen. With an oscillator strength of f=0.6482 a.u. the&SStransition is much stronger than the
S-S, transition.

Again, substituting the OH group with MeO does not significantly effect thesttian, although the oscil-
lator strength in the MeO derivative is with f=0.5976 a.u. slighlty smaller than iB-tnadroxyquinoline.
The nodes of the orbitals in the molecular plane and the relatively high oscitaémgth gives reason to
attribute both transitions as 1 excitation. Tablet.4compares the experimental and calculated energies

of the main transitions and shows the dominating excitations and their attributions.
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Figure 4.22: Experimental and calculated spectra of 8-hydroxyquiro(BHQ). Grey: Experimental spectra in
ETOH (c=2.62x16mol "1, £54,=31.78 Imoi' cm!); Black: Calculated gas phase spectrum; Red: Calculated
solvent spectra: IEF-PCM ETOH: red solid line; IEF-PCM DCid dashed line. Vertical lines: calculated gas

phase transitions. All calculations were done on UB3LYR/PZevel of theory.
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HOMO-2

LUMO+2

Figure 4.23: Molecular orbitals of thé-hydroxyquinoline. Calculated on UB3LYP/TZVP level of theory in gas

phase.
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Table 4.2: Main absorption energies, oscillator strengths, dominantributions of the excitation and attributions
of the 8-hydroxyquinoline spectra. Experimental spectra in ETOH (c=2.62%t®! I'1), calculated spectra in gas
phase (UB3LYP/TZVP).

Eexp  Eexp € Excitation Egac f Contribution ClI coefficient Attribution

[nm] [eV] [Imol-tcm?] [ev] [a.ul] [a.u.]

316 3.92 5.80 &S 3.94 0.0486 H-L 0.64987 TT-T1*
H-L+2 0.11743 T-17*
H-2 - L+1 -0.11633 TT-T1%

244  5.07 31.78 &S 550 0.6482 H-2-L 0.45119 -7
H-L+1 -0.35142 TT-T1%
H-3-L+1 -0.22849 TT-T1*
H-2 - L+2 0.14149 TT-T1*

Table 4.3: Summary of calculated and experimental absorption erenji@-hydroxyquinoline. Calculation on

UBS3LYP/TZVP level of theory.

Eexp [nm] Eexp [eV] Ecalc gas phase [eV] f [a-u] Ecaic ETOH [eV] f [a-u] Ecaic DCM [eV] f [a-u]

316 3.92 3.94 0.0486 3.84 0.0609 3.86 0.0643
244 5.07 5.50 0.6482 5.33 0.8735 5.31 0.9051

4.3.2 5-Formyl-8-hydroxyquinoline

In Figure4.24the spectra of 5-formyl-8-hydroxyquinoline in ETOH is given. Fourkseean be distin-
guished from which the weakest at 3.12 eV (397 nm) comes fromg® Sansition. The next one at
3.74eV (331 nm) can be identified as thgS transition. At 4.73 eV (262 nm) the experimental spec-
trum shows a peak which is not well described in the convoluted spectmirthelcalculated solvent
spectrum clearly a shoulder can be seen, which is not really presestgasiphase spectrum. However,
taking a close look on the calculated transition lines shows an excitation at #rgyamhich is shifted
towards smaller wavelengths and might be superposed with the peak origifratinthe next energeti-
cally higher lying transition. Comparison with the line spectra shows that tHegieh73 eV (262 nm)
comes from the &S transition. The last and strongest peak at 5.14 eV (241 nm) isgsg Bansition.
The error between experimental and calculated spectra is quite small (38é fgas phase spectrum and
1% for the PCM-ETOH spectrum referring to the strongest peak). Agguiplying the solvent model
increases the quality of the results. The intensity is slightly overestimated f&tBg transition in
case of the calculated solvent spectrum. All peaks are shifted towandeistvavelengths. Thgy-S;

transition is present in the calculation at 3.47 eV (357 nm). The oscillator $trevith f=0.0004 a.u.
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is much too weak to be observed in the spectra. This transition comes mainlyekatations from
the HOMO-1 - LUMO orbital with a smaller contribution from a HOMO-3 - LUMOa#ation. As de-
picted in Figuret.25both HOMO-1 and HOMO-3 orbitals show a n-bonding orbital characteristloea
pyridino nitrogen and the aldehyde function, respectively. The LUMKtalris a rt* orbital with the
electron density distributed uniformely over the whole moleculet* transitions are known to possess
low intensities and show a bathochromic shift in more polar solvents: tnansitions are not well de-
scribed by DFT calculations and the energies are generally underestini@tedame transition in the
PCM-ETOH calculation can be found at 3.60eV (344 nm) and at 3.58 e&/r(89 in the PCM-DCM
calculation. This underlines the assumption that th&SStransition has the attribution of a m: exci-
tation. TheS-S; is mainly a HOMO - LUMO excitation with contributions from HOMO-2 - LUMO+1
and HOMO - LUMO+2 excitations. These excitations are attributed-a® transitions as clearly de-
picted in the MO pictures. The HOMO - LUMO excitation goes from the phemmay to therr* orbital
located at the aldehyde function and also pushes the electron density igrith@qring. A similar
characteristic shows the HOMO - LUMO+2 excitation. Here the electronityeinsthe rt* orbital is
more localised on the aldehyde function and no density is present on theddpl, gvhereas the LUMO
orbital shows a contribution of the hydroxy function in the orbital. The HORIQ.UMO+1 shows a
similar characteristic as the HOMO-2 - LUMO+1 transition of the 8-hydroxygjine. In both cases the
HOMO-2 orbital is arr orbital where the electron density is located along the C(8")-C(4") bomdhe
LUMO+1 orbital the electron density is distributed in the ring system only.

The Sp-Sg transition at 4.88 eV (244 nm) is mainly a HOMO - LUMO+2 excitation, which is asteé
bution of the electron density from the phenoxy ring to the whole molecule. Al sowribution also
comes from a HOMO - LUMO+1 excitation, where the electron density inrtherbital is more pro-
nounced in the pyridino part of the molecule and does not show any aatitriof the OH group or the
aldehyde function. The oscillator strength is with f=0.1286 a.u. smaller thar i§8, transition. The
strongest band in the spectrum comes fromS§&g transition at 5.23 eV (237 nm, f=0.3557 a.u.) and is
composed in equal parts of three excitations. Two of them were foundesutibed in the £Ss transi-
tion before. The third one is the HOMO-2 - LUMO excitation. All excitations shiew* characteristics.
The HOMO-2 - LUMO excitation shows a behaviour which is different to ti@wD-2 - LUMO+1 ex-
citation. The electron density redistributes from the HOMO-2 orbital to th@gkyering in the LUMO
orbital embedding the formyl- and the hydroxy group. A comparison ofdéleiated and experimetntal

transitions with its attribution is given in Tabdeb.
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Figure 4.24: Experimental and calculated spectra ®formyl-8-hydroxyquinoline.

Grey: Experimen-

fla.u.]

tal spectra in ETOH (c=1.47x1nol I}, £,4:=17.68 | moi* cm); Black: Calculated gas phase spectra;

Red: Calculated PCM-ETOH spectra; vertical lines: trams# of the gas phase calculation. Calculated on
UB3LYP/TZVP/52MWB level of theory.

Table 4.4: Summary of calculated and experimental absorption erenfig-formyl-8-hydroxyquinoline. Cal-

culation on UB3LYP/TZVP level of theory, experimental spaavere recorded in ETOH (c=1.47x%tol I'1).

Eexp[NM]  Eexp[eV] | Ecacgas phase [eV] f[a.u] Ecac ETOH [eV] f[a.u] | EcacDCM [eV] f[a.u]
396 3.13 3.46 0.0004 3.61 0.0005 3.59 0.0005
330 3.75 3.95 0.1855 3.82 0.2502 3.83 0.2617
262 4.73 4.92 0.1258 4.75 0.2001 4.75 0.2041
241 5.14 5.29 0.3371 5.19 0.4400 5.18 0.4640
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HOMO-1

LUMO LUMO+1
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Figure 4.25: Molecular orbitals of thés-formyl-8-hydroxyquinoline. Calculated on UB3LYP/TZVP level of

theory in gas phase.
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Table 4.5: Main absorption energies, oscillator strengths, dominantributions of the excitation and attributions

of the 5-formyl-8-hydroxyquinoline spectra. Experimental spectrum in ETOH (c=1.47%i®I I'1), calculated

spectrum in gas phase (UB3LYP/TZVP).

Eexp  Eexp £ Excitation Eaic f Contribution Cl coefficient  Attribution

[nm] [eV] [l mol-tcm?] [ev] [a.ul] [a.u.]

396 3.13 0.522 &St 3.46 0.0004 HOMO-1- LUMO 0.66368 e
HOMO-1- LUMO+2 0.10370 nA*
HOMO-3- LUMO 0.10370 nFr*

330 3.75 5.84 &S 3.95 0.1855 HOMO- LUMO 0.62122 -7
HOMO-2 - LUMO+1 -0.12721 TT-T1*
HOMO - LUMO+2 -0.10908 TT-T1*

262 4.73 5.57 &S 492 0.1258 HOMO- LUMO+2 0.51262 TT-T1*
HOMO - LUMO+1 -0.35688 TT-T1*
HOMO-4- LUMO -0.18259 -7
HOMO-2- LUMO 0.14375 -7

241 514 17.68 &Ss 5.29 0.3371 HOMO- LUMO+1 0.36152 TT-T1*
HOMO-2- LUMO -0.31037 TT-T1*
HOMO - LUMO+2 0.29098 TT-T1*
HOMO-4- LUMO -0.24482 -7
HOMO-2 - LUMO+2 -0.16015 -7
HOMO-5- LUMO 0.12223 TT-T1*

4.3.3 5-nitro-8-hydroxyquinoline

Experimental spectra of 5-nitro-8-hydroxyquinoline were recorddglli®H and DCM and are depicted

in Figure4.26 Comparing the spectra in the two solvents one can see that the peakstowat strong

shift. Remarkable is that the peak at 2.83 eV (438 nm) in the ETOH spectrsentdb the DCM spectra.

The relevant molecular orbitals are depicted in Figug¥ and the results are listed in Tabkeg and4.6.

The calculated spectra show the strongest band at 5.47 eV (227 nnrmtscédeulation) and 5.68 eV

(218 nm, gas phase calculation). Taking a close look on the involved orsiitavgs that excitation goes

mainly from the HOMO-2 to the LUMO+1 and from the HOMO to the LUMO+2 orbif#his transition

is attributed to the &S;3 excitation in the gas phase calculation. In case of the solvent calculations

a similar transition is the ©S;1 transition at lower energy. Here excitation goes from the HOMO-1

to the LUMO+1 and again from the HOMO to the LUMO+2 orbital. The oscillatoersgths for the
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So-S11 (solvent calculation, f=0.4872 a.u. in ETOH and f=0.4845a.u. in DCM) %183 (gas phase
calculation, f=0.3864 a.u.) are similar.

Interestingly the transitions are exchanged in the gas phase and s@i@ratons. The solventySS;
transition involves the same orbitals as theSp; gas phase transition and goes from the HOMO-3 to the
LUMO+1 orbital mainly. However, the oscillator strengths are much lower thdhne above discussed
transition, giving evidence, that the-S;3 gas phase transition equals in terms of involved orbitals the
So-S11 solvent transition and gives the main contribution to the strongest peak ibhsboeption spectra.
This difference in excited states between the solvent and gas phadatiatcalso explains the relatively
strong shift of 0.20 eV between the corresponding peaks in the calcglasgughase and solvent spectra.
The error of the solvent calculations to the experimental spectra is with 7P&tiban in the before
discussed spectra, but still acceptable.

The $-Sp3 transition in the gas phase consists mainly of an excitation from the centerririgheystem

to the pyridino part of the molecule and goes from the HOMO-2 to the LUMObital. The second
contribution is the HOMO - LUMO+2 excitation, where charge moves from tienpxy ring to the ring

carbon atoms. MO pictures are depicted in Figugy.

Both excitations can be attributed tBrr* transitions. TheSy-S;; transition in the gas phase calculation
is a transition from thet type orbitals located at the N@xygen to the pyridino part of the ring system
(HOMO-3-LUMO+1) and to the phenoxy ring of the quinoline (HOMO-3 to tHéMO) and shows
a 1-1r* characteristic. The lower oscillator strength of f=0.0030a.u. can b&imqu by the slightly
rotated NG group, which does not positively effect a charge transfer from thegmin the ring system.
The weaker band at 4.33 eV (286 nm) in the experimental spectra shavigeatsdependency. In the
ETOH spectra it is shifted slighty towards higher energy (4.40 eV, 310 mthe convoluted spectra it is
clearly visible in the gas phase (4.87 eV, 255 nm) and the PCM-ETOH sggécieV, 259 nm) and can
merely be guessed in the PCM-DCM spectrum. In general the bands arshifted in the calculated
spectra compared to the experimental one and the oscillator strength istowated in the gas phase
spectrum (f=0.0923 a.u.) and underestimated in the ETOH solvent calcu{&tbfA559 a.u.). One rea-
son is that one of the main contributions in the solvent calculation comes frolQMO-1 - LUMO+1
n-rt* transition. This excitation is absent in the gas phase calculation, where timecararibution
comes from a HOMO - LUMO+2trt* transition and smaller contributions from HOMO-2 - LUMO+1
and HOMO-2 - LUMO transition respectively. These threer* excitations make 85% of the transition
in the gas phase calculation, while in the solvent calculation tim excitation makes around 33%
of the transition. The biggest contribution however comes from the HOMOMO+2 excitation and
makes 46% of the transition in the PCM-ETOH calculation. In the DCM spectrignrénsition shows
a slightly higher oscillator strength if compared with the ETOH calculation (f=0@6u. in DCM and
f=0.0559a.u. in ETOH). This let us assume that ther* transition has a higher contribution to the
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transition in the DCM calculation, and truly, with roughly 50% it is more pronedgnthan in the ETOH
calculation. However, the i contribution from the HOMO-1 - LUMO+1 orbital makes 30% of the
transition in the calculated DCM spectrum. Comparing the results of the two $clenlations shows
that the band is not shifted, as can be observed in the experimentauspeEor the gas phase calcula-
tion the peak is shifted slightly to higher energy.

The peak lowest in energy in the experimental DCM spectrum lies at 3.48%5/nfm) and is almost
not shifted to the corresponding peak in the ETOH spectrum, where it li@gtaeV (359 nm). The
convoluted solvent spectra show a quite good fit regarding the intensitgrarshifted towards lower en-
ergy (3.41eV, 364 nm, for DCM and 3.40 eV, 365 nm, for ETOH). The aatexb transition corresponds
to the §-S; transition and is in both cases a pure HOMO - LUMO excitation with oscillator gthsn
of f=0.3037 a.u. for DCM and f=0.3013a.u. for ETOH. The gas phasetsum shows a peak shifted
towards higher energy at 3.68 eV (337 nm). From the line spectra it cemdpethat the single band in the
gas phase spectrum can be split up in three transitions at 3.5 (847 nm, f=0.0870a.u.), 3.69eV
(S-S, 336 nm, f=0.0533a.u.) and 3.77 eVpfSz, 329 nm, f=0.0801a.u.). Comparing the oscillator
strength, the &S; and $-S; transitions are the more dominant ones. Th&Stransition comes mainly
from a HOMO-3 - LUMO, where the electron density migrates from the lg@up to the phenoxy ring
system, and a noteworthy contribution from the HOMO - LUMO excitation. 3&, transition shows
components of excitations from the HOMO-3, the HOMO-1 and the HOMO dshtitethe LUMO or-
bital and shows due to participation of the n type HOMO-3 and HOMO-1 orbédtsver oscillator
strength. The&y-S; transition is mainly an excitation from the HOMO-1 and the HOMO orbitals to the
LUMO orbital. Comparing to the £S; state, the oscillator strength is slightly decreased. One reason
might be that the excitations coming from the n-type orbitals, go from the §¢fGup to the adjoining
phenoxy ring in case of theyS5; transition, while in the §Sg transition the n-type orbital is located on
the pyridino N atom.

The experimental spectrum recorded in ETOH shows the energeticallgtidyieg band at 2.83 eV
(324 nm). This band is not present in the spectrum recorded in DCM amaok isomputed in any of
the theoretically obtained spectra. Although the appearence of the baff@H Eemains unclear we
assume a special effect on the quinoline structure caused by protiotsplwdnich can not be modelled
with continuum solvation models. Possible is a weak interaction of the ETOHrgalvin the heterocy-
cle nitrogen. Calculation for the extreme case of a protonation on the hgterebowed a tailing of the
energetically lowest lying absorption band, coming from very weak transitions from lower lying
HOMO orbitals to the LUMO and LUMO+1 orbital, respectively. However,eger investigation of

structural and solvent effects lies beyond the scope of this work.
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Figure 4.26: Experimental and calculated spectraSehitro-8-hydroxyquinoline.
in ETOH (solid line) and DCM (dashed line) with c=1.32355¢00l I, £035=15.41 | mot* cm for ETOH and

fla.u.]

Grey: Experimental spectra

£236=14.20 | mot* cm! for DCM, normalised); Black: Calculated gas phase speotdh; Calculated PCM-ETOH

spectra (solid line) and calculated PCM-DCM spectra (dadime); vertical lines: transitions of the gas phase

calculation. Calculation on UB3LYP/TZVP level of theory.

Table 4.6: Summary of calculated and experimental absorption eremjig-nitro-8-hydroxyquinoline. Calcu-

lation on UB3LYP/TZVP level of theory. Experimetnal specwvere recorded in ETOH (c=1.32x¥thol I'1).

Eexp[NM]  Eexp[eV] | Ecacgas phase [eV] f[a.u] EcacETOH [eV] f[a.u] | EcacDCM[eV] f[a.u]
436 2.84
355 3.49 3.57 0.0870 341 0.3013 3.41 0.3037
280 4.43 4.92 0.0923 4.40 0.0232 441 0.0237
239 5.19 5.68 0.3864 5.48 0.4872 5.48 0.4845
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HOMO-1

LUMO J LUMO+1

Figure 4.27: Molecular orbitals of th&-nitro-8-hydroxyquinoline. Calculated on UB3LYP/TZVP level of theory

in gas phase.
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Table 4.7: Main absorption energies, oscillator strengths, domiramntributions of the excitation and attribu-
tions of the5-nitro-8-hydroxyquinoline spectra. Experimental spectra in ETOH (c=1.32%1®! I'1), calculated
spectra in gas phase (UB3LYP/TZVP).

Eexp  Eexp £ Excitation Eaic f Contribution Cl coefficient  Attribution

[nm] [eV] [l mol-tcm?] [ev] [a.ul] [a.u.]

436 2.84 0.96 - - - - -

355 3.49 5.37 &S 3.57 0.0870 HOMO-3-LUMO 0.48373 e
HOMO - LUMO 0.42052 - 17*
HOMO-3 - LUMO+1 0.14684 nA*

S-S 3.69 0.0533 HOMO-1-LUMO 0.52074 e
HOMO - LUMO 0.31967 nFT*
HOMO-3-LUMO -0.25635 T-T*
So-Ss 3.77 0.0801 HOMO-1-LUMO 0.42544 e

HOMO-3-LUMO 0.35344 TT-TT*
HOMO - LUMO -0.34746 T-TT*
HOMO-3 - LUMO+1 0.10435 - 17

280 4.3 2.54 &Ss 492 0.0923 HOMO-LUMO+2 0.46663 T-TT*
HOMO-2 - LUMO+1 -0.39842 -7
HOMO-2 - LUMO -0.22763 TT-TT*
HOMO-1-LUMO+1 0.11867 nA*
HOMO-5-LUMO 0.11492 nrr*

239 5.9 15.53 &S13 5.68 0.3864 HOMO-2-LUMO+1 0.43310 TT-TT*
HOMO - LUMO+2 0.26445 - 17"
HOMO-4 - LUMO+2 -0.18892 TT-TT*
HOMO-3- UMO+2 0.17561 -1
HOMO-4-LUMO -0.13816 -7
HOMO-7 - LUMO -0.13600 TT-TT*
HOMO-6 - LUMO+2 -0.11446 nA*
HOMO-5-LUMO -0.10581 nrr*
HOMO-4 - LUMO+1 0.10246 TT-TT*
HOMO-2 - LUMO+4 0.10166 TT-TT*
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4.3.4 Other ligand systems

Absorption spectra have been calculated for all 50 ligand systems in gas phd with the PCM model
in ETOH and DCM. An exact analysis of the transitions and molecular orbitalgdigo far beyond the
scope of this work. Instead in Figuke28the energies of thegSS; transitions are depicted and a deeper
analysis of the excitation will be presented for selected ligands only. Taet galues can be found in

TablesA.15- A.26 on Paged.VI - LVI in the Appendix.
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Figure 4.28: Calculated §S; energies of the ligands in gas phase (black) and with PCM-Lifel) and PCM-
ETOH (blue). Energies are grouped according to their switistih position on the quinoline backbone. The
highlighted area in the diagram marks the area from begihe¥isible spectral region at 3.30 eV and the energy

of the®Dy state of the E# ion.

The by far most important contribution to the-S; transition for the ligands is the HOMO - LUMO
excitation. An exception are the ligands with pl@nd CHO substituent since they showrhtransitions
from lower lying n-type orbitals in theSS; transition. However, investigation of the frontier orbitals
of different donor and acceptor substituted derivatives gives anabtleut the substitution effect on the
absorption characteristics.

Starting with theNH, derivative, the HOMO orbital shows electron density mainly in the phenioxgyaf
the system and around the substitution group. In cases where the subrstakée place on the pyridino
ring, the orbitals expand on the side of the pyridino ring where the substitiatidplace. The opposed
side of the ring does not show any electron density. Excitation goes frephtanoxy ring and from the
NH> group to the pyridino ring. In the LUMO orbital almost no electron density lmariound in the
phenoxy ring and in none of the substitution positions electron density cioubd on the NH group.

Exception is the derivative with substitution in 6- and 7-position. Here the ¢fHup does neither par-
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ticipate in the HOMO nor in the LUMO orbital. The electron density is distributed thering carbons

only and redistributes ta* LUMO orbitals which are strictly located on the ring carbons. One reason
why in 6- and 7-position the Nygroup is not involved might be the higher degree of hybridisation. If the
NH, group shows a smaller wagging angle, as can be found in substitution in 2-,&d 5-positions,

the N-p orbitals are closer to a%pybridisation, giving the porbital a better possibilty to overlap with

the ring system. An increased wagging angle means a méiésghybridisation and therefore the hy-
brid orbitals are not perpendicular to the molecular plane anymore, makingetdiféicult to pull from

- or insert charge in the ring system. If substituted in 4-position, the HOM@abrexpands over the
whole molecule. The S, energy shows the highest value and also the oscillator strength is with 0.1178

a.u. much higher than in the other substitution positions where it is uniformelyndi@.004 a.u.

The Ph substituent is of high interest as well, since it introduces an additionahapboric group in
the molecule. The $S; energies are similar with the Nrsubstituent and clearly higher than the strong
electron withdrawing groups NQand Py. The transition is only composed of one excitation from the
HOMO to the LUMO orbital. If substituted in 2-position HOMO-1 - LUMO and in bgition a HOMO

- LUMO+2 excitation occurs as well. As seen before for the,Njtoup, the excitation goes from the
phenoxy to the pyridino part of the molecule. If substituted on the pyridirg afrthe quinoline back-
bone, the phenyl ring is not involved in the HOMO and LUMO orbitals. Butgbsition of substitution
effects the distribution of the density in the ring. An interesting exception in #grissis the 5-phenyl-
8-hydroxyquinoline, where the HOMO - LUMO excitation goes from thddgipo part to the phenoxy
part and the phenyl system. Oscillator strengths are not as uniform asdagk of the Npisubstituted
quinoline and differ from f=0.11 a.u. (2-, 4- and 5-position) and f=0a0d. (6-position) to f=0.04 a.u.
(3- and 7-position).

For theCN substituent a similar pattern can be found. The most important excitation is tMCHO
LUMO transition and excitation goes from the phenoxy ring to the pyridino. rilge CN group does
not participate in the HOMO orbital, but shows some contribution in the LUMGtalrbmost distinct if
substituted in 4-position. In 5-position the effect reverses and elecemsity on the CN group is present
in the HOMO orbital. In this substitution position the oscillator strength is also thesktdbr this series

with f=0.1176 a.u.

The NO, group shows a high electron density in the LUMO orbital and almost none iH@MO or-
bital if substituted on the pyridino ring. From substitution 5-position and higheNG; is involved in

both, the HOMO and LUMO orbitals. Excitation goes again from the phenioxyto the pyridino ring.
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Oscillator strengths are slightly increased if substituted in 5-position or higher

A very promising substituent is tHey group, since all derivatives show absorption in the visible range
of the spectra. HOMO - LUMO excitation takes part from the phenoxy nrsgesn to the pyridino ring
mainly. If substituted in 5-position or higher also the pyridino ring of the quimolias some electron
density in the HOMO orbital, in lower substitution positions the electron densityljslocated in the
phenoxy ring and goes to the attached pyridino ring during the excitatiom pyhdino derivatives are
the only ligands which strictly show only HOMO - LUMO excitation for thg-§; transition. No other
orbitals are involved here.

The high deviation of the absorption energy between gas phase andts@iailations show clearly that

the PCM model has a certain problem to handle charged molecules.

In Figure 4.29the orbital energies of the HOMO and LUMO orbitals are depicted for thebStguted
hydroxyquinoline. The most right substituent is H and represents théatitited 8-hydroxyquinoline.

It can clearly be seen that introducing electron withdrawing groups(IR@ CHO, CN) lowers the en-
ergy of the HOMO and LUMO orbital depending on the electron pulling abilityilevelectron donating
groups (NH, MeO, Ph) do not change the energy of the frontier orbitals significantlypared to the
unsubstituted 8-hydroxyquinoline. If electron pulling groups are intcedun the quinoline backbone
the HOMO - LUMO gap is smaller and the-$; transition can be shifted in the visible range of the

spectra.

NH, MeO Ph CN HSO, CHO NO, Py H
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Figure 4.29: Orbital energies of the HOMO and LUMO orbitals for differenibstituents. Calculated for the
5-substituted 8-hydroxyquinoline.

More complicated to answer is the question of the best substitution positior, sieiic effects can
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influence electronic interaction between substituent and backbone struetuthermore, in this work a
too small number of ligand structures was calculated to make a clear statenmntthérpresent data a
trend can be estimated which does not claim to be an exact description aisiieipeffect. In Figure
4.30(a) the HOMO - LUMO splitting of the pyridino substituted 8-hydroxyquinolinelépicted. The
HOMO - LUMO gap of the less strong N(acceptor substituent can be seen in Figi@0(b).
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Figure 4.30: HOMO - LUMO splitting for the pyridino (a) and nitro (b) sulitstted ligand system. Substitution
position is marked on the top.

Very generally, acceptor substitution in 3- and 4-position lowers the HOMQJMO gap and shifts
the excitation energy more to the visible range of the spectra. In both caskeglO orbital is shifted
downwards if substitution takes place in 4-position. The HOMO orbital hasi@nergies in 5-,6- and
7-position. At the same time the LUMO orbital in this position shifts to higher enanglyincreases the
HOMO - LUMO gap. For the analysis of the donor influence theoNdiHd Ph substituted systems were
compared. Figurel.31depicts the orbital energies for the Nk&) and the Ph substituent (b).
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Figure 4.31: HOMO - LUMO splitting for the amino (a) and phenyl (b) substéd ligand system. Substitution
position is marked on the top.
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Here the difference regarding the substitution position is less clear visibbask of the Nkithe HOMO
orbital is slightly lowered in 4- and 7-position while the LUMO orbital energy iréased. In case of

the Ph substituent the orbital energies stay almost uniformely and do restgghificantly.

In case of the weak acceptor HgBee Figure4.32(a)) the HOMO - LUMO gap is increased if substi-
tution takes place in 5-,6- or 7-position. Here the HOMO orbital is lowered imgef energy while at
the same time the LUMO orbital is lifted. The lowest HOMO - LUMO gap can be fmesubstitution
4-position, where the LUMO is energetically lower and the HOMO orbital haiglaer energy. The CN
substituted derivative (Figuré.32 (b)) has the lowest HOMO - LUMO energy in substitution position
4. As seen before for the acceptor derivatives, the LUMO orbitalifseshtowards lower energy in 4-
position while the HOMO orbital shows an increased energy. In 5-, 67gpakition the LUMO orbital

is shifted towards higher energy, a trend which was seen before fdl@Gaend Py ligands.
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Figure 4.32: HOMO - LUMO splitting for the sulfonic acid (a) and cyano (h)tstituted ligand system. Substi-
tution position is marked on the top.
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4.4 Jablonski Diagram for Ligand Structures

Important for an effective energy transfer in the complex system is thiéiquo of the triplet state of the
ligands which should lie slightly above tAB, state of the Eu(lll) ion. Ligands which have a triplet state
below this level can not transfer energy to the Eu(lll) ion. If the triptateslies too high, an effective
transfer is not possible. In the best case the triplet state should lie a favdtiwavenumbers above
the °Dy state to avoid a back reaction and formation of the antenna triplet state agdinThe two
main points of interest are the singlet-triplet splitting in the different ligand systend the optimal
way how to compute these energies. To prevent confusion, the diffetaes will be labeled with the
symbol S or T referring to the multiplicity singlet and triplet, followed by the dggion of the state
(0 for ground state, 1 for the first excited state etc.) and a label refetwithe underlying geometry.
Excitation calculations based on the singlet state geometry gives also trigieestrgies which are
referred to as vertical triplet state;(dx). Optimising the triplet geometry gives a triplet state-{)lwhich
lies energetically below the 1§+ state. The energy difference betweery Bnd s is referred to as
adiabatic triplet state energy. Another way to calculate the triplet state is taléngptimised singlet
geometry and use a triplet wavefunction to compute the energy in a singlecp@iotation. This triplet
energy is also a vertical energy and refers to thestate. The difference to the first vertical triplet state
(T1s#) is that for the calculation a triplet wavefunction is used, based on a soepenetry. That means,
the orbital coefficients are optimised with a triplet wavefunction, which is ret#se when computing
the Tis+ state. In Figure4.33the Jablonski diagram of the 5-amino-8-hydroxyquinoline is depicted to

demonstrate the different states.

The triplet states were calculated for all ligand systems in gas phase, ar@Mnabd ETOH with the
PCM solvent model. Results are presented in Figh@l- 4.36and in TablesA.15- A.26in the Ap-
pendix on pagesVI - LVI.
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Figure 4.33: Jablonski diagram of 5-amino-8-hydroxyquinoline: (a) Alggtion from $ to S, (b) vertical phos-
phorescence from g+ to the singlet ground state, (c) vertical phosphorescemme ;s to the $, (d) adiabatic

transition from T 1 to the S state.
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Figure 4.34: Absorption and triplet state energies of the ligand systiergas phaseBlack: Absorption energies;
blue: Vertical phosphorescence fromso &; orange: Vertical phosphorescence from:lto §y, red: Adiabatic

transition from Tt to &; The error of 5% is marked as line.

In the gas phase calculation the electron withdrawing ld@d Py group show a good absorption char-
acteristic. The absorption energy of the pyridino substituted ligand lies iniglitdesspectrum in all
substitution positions. The NQgroup shows the same characteristic except if substituted in 5- or 6-
position. Considering the expected error of approximately 5% to higheggaéso other ligand systems

such as CN, CHO or HS{substituted ligands show absorption in the visible range.
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A good choice is also the 5-amino-8-hydroxyquinoline. As a strong doetriplet level lies at higher
energy. In 5-position however, both T ang Sates are lowered, making it on the one side possible to
excite in the visible range while the triplet state stays aboveihdevel of the Eu(lll) ion. The most
promising candidate however is the pyridino substituent. The ffiplet state, which is based on a sin-
glet geometry comes quite close to the energies which are build on the optimidetgeipmetry. The
second, less time expensive possibility, to take thestate which is based on thg §eometry and uses

the triplet wavefunction for the single point calculation computes the endmpdsgh.

In the solvent calculations the absorption energies are shifted towarés Weswelength compared to
the gas phase calculation. Charged molecules like the Py derivatives S0 ligand show higher

absorption energies. However, it is known that the PCM solvent mod&lskome problems to deal
with ions. This trend is more distinct in the ETOH calculations. Triplet stateslsoeshifted to lower

energies in ETOH. This trend is more pronounced for the electron acgeptmps than for the donors.
Regarding the triplet states the same trend as before can be seen. THatiati@let energies are lowest
in energy. Triplet energies gained from singlet excitation are close to thefergies and the triplet

energies based on singlet geometry are shifted to higher energy.
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Figure 4.35: Absorption and triplet state energies of the ligand systentSTOH. Black: Absorption energies;
blue: Vertical phosphorescence fromsto &; orange: Vertical phosphorescence fropg-lto &, red: Adiabatic

transition from Tt to &. The error of 0.1eV is marked as line.
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Figure 4.36: Absorption and triplet state energies of the ligand system3CM. Black: Absorption energies;
blue: Vertical phosphorescence fromsko S; orange: Vertical phosphorescence from-lto §y, red: Adiabatic

transition from Tt to &. The error of 0.1 eV is marked as line.

Figure4.37 gives an overview over the singlet and triplet-and 3 orbitals of the ligand system with
different substituents in 5-position of the 8-hydroxyquinoline backbdinie clearly visible that for the
donor systems (Ng Me, Ph) the HOMO orbital is higher in energy if compared to the unsubstituted
8-hydroxyquinoline. At the same time the energy of the LUMO orbital stagdtered compared to the
unsubstituted species. This decreases the HOMO-LUMO gap for stammy dystems. The energy of
the SOMO orbital for donor substituted complexes is increased.

For acceptor substituents the LUMO orbital is lower in energy, corrafipgrio the acceptor ability. The
energy of the HOMO orbital decreases as well, however the effecteddldMO orbital is more distinct.
Same applies for the SOMO orbital in the acceptor substituted Ilgand systems.

An exception is the MeO substituted ligand, where the HOMO orbital lies etieatie too low. Still
MeO is attributed as donor, which can also be seen by means of the rel&iykliying SOMO orbital
(see Figuret.37.
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Figure 4.37: HOMO (black), LUMO (red) and SOMO (circled) orbitals of thesGbstituted 8-hydroxyquinoline.
Calculation in gas phase on UB3LYP/TZVP level of theory.

80



Chapter 4 Results 4.5 Calculation on Complex Systems

4.5 Calculation on Complex Systems

The homoleptic quinolinolate complex AfQvas one of the first complexes reported to show emission
after excitation of the ligand system€]. The underlying principle is an exciation of the ligand system
which serve as sensitiser and subsequent ISC to its triplet state. En&nayysierred for the triplet state
of the ligand system to the emitting state of the metal ion. This principle of exciatiberergy transfer

is calledAntenna Effecin literature @7] and it overcomes the problem of low intensity f-f transitions
which are laporte forbidden. The ligand system serves as "anterarabecexcited easily and transfers

the energy to the metal ion. The process of the antenna effect is depidtegine4.38
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Figure 4.38: Sheme of the "Antenna Effect".

In case of the Eu(lll) ion both, theDg and the®D; state are reported as resonance levéh [In best
case the triplet state of the ligand should lie above® g but below the®D; state to achieve a pure
emission line. Emission goes from the resonance level toRh&I=0 - 4) levels, however, the transition
form °Dg to theF, state shows the highest intensity and lies at 614 nm (2.02 eV).

Important for a good energy transfer is a triplet state energy of the liggstém which lies close above
the resonance level of the metal ion. The energy transfer which formexttied lanthanide state is a
reversible reaction. The backreaction from the metal to the ligand ocatnes the ligand triplet state is
too close to the resonance level and diminishes the quantum yield.

In case of the Eu(lll) ion, the energy of tAB, state can change according to the chemical nature of the
ligand system49]. However, since the 4f electrons are shielded by fully occupied 5$6pmubitals, the

effect is rather small.
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4.5.1 Singlet and Triplet State Geometry of the Complexes

In the complex structure, three bidentate quinoline ligands are coordinatedistorted octahedral ge-
ometry to the central Eu(lll) ion. Three isomers can be distinguishedaxgnsim Figures4.39 In the
first structure the ligands are coordinated in a symmetric like fashion, spaaviistorted octahedral
structure bearing almost ag@Gymmetry. If one of the ligands is flipped (oxygen and nitrogen coordi-
nation points exchange their positions) the second isomer is obtained. Tvasintiger ligand gives a

chiral of isomer 2.

Figure 4.39: Complex structure of the three isomers: (a) isomer 1; (bp&o2; (c) isomer 3

The octahedral geometry was chosen because of previousely epiftadd coordinated Eu complexes.
Eu is existent in its Eu(lll) ionic form and coordination of 3 quinolinate ligagd/es a neutral species.
However, the Eu halides show often a 9 fold coordination. For the gae@ima IEF-PCM calculation the
octahedral geometry was taken. In the explicit solvent models a coordirdtioe solvent molecules can

be observed giving also nine fold coordinated complexes, such as iasketthe Eu(Ng)3(ETOH);
complex (see Figurd.42on page85). The relative energies for gas phase, PCM-solvent model and
explicit solvent model are displayed in Tae8and are referred to the most stable isomer. Substitution

in the ligand system is always in 5-position of the quinolinate backbone. vBoagdetailed description
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of different bonds and angles in the complex structure, the ligands arbared as depicted in Figures
4.40and 4.41

Table 4.8: Relative energies of the calculated complexes and its isbingjas phase and in solvent. Energies in

kcal/mol
Complex Gas phase PCM/DCM PCM/ETOH Expl. DCM Expl. ETOH
isomer 1 1.849 0.000 0.000 0.003 0.000
isomer 2 0.000 0.001 0.001 0.000 0.004
isomer 3 <104 0.001 0.001 - -
isomer 1 NH 1.750 0.000 0.000 0.009 0.000
isomer 2 NH 0.000 0.001 0.001 0.000 0.000
isomer 3 NH 0.000 0.001 0.001 - -
isomer 1 NQ 2.500 0.000 0.000 0.000 0.000
isomer 2 NQ 0.000 <10% <10% 0.001 0.070
isomer 3 NG 0.000 < 10% < 10* - -
isomer 1 HSQ@ 2.822 0.000 0.000 - -
isomer 2 HSQ@ 0.324 <10% < 10* - -
isomer 3HS@  0.000 0.001 0.002 - -

Figure 4.40: Structure of isomer 2 of the unsubstituted El{@)mplex. Calculated on UB3LYP/6-31G* level of
theory.
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Figure 4.41: Structure of the unsubstituted Eu¢@,0), complex. Calculated on UB3LYP/6-31G* level of
theory.

4.5.2 Difference in the geometry of the isomers

The data for the following section are displayed in the Appendix on payésand LVI (TablesA.27
and A.28).

From the energetic characteristics of the isomers we can expect a simileusgréor isomer 2 and
isomer 3. Regarding thEu-N bond length, isomer 1 exhibits a longer bond length with 2.636 A. In
isomers 2 and 3 the Eu-N bond is shrinked and two of the bonds display a siatiler with 2.613 A
and 2.617 A, while the third bond with 2.579 A is smaller. The Eu-O bond is smalisoimer 1 (2.251
A) compared to the other two isomers (2.265 A for two of the bonds and aveirsty 2.274 A).
Theaxial anglesare compressed and differ from the ideal octahedral geometry in all isoindsomer
1 the axial angles are uniformely 149@hile in isomer 2 and 3 one axial angle is with 137sBnaller
than in isomer 1, one angle is almost the same (£3%8d one is expanded (152)3 Here again the
difference in the values for isomer 2 and 3 is marginal.

The equatorial anglesare uniform for isomer 1 and show with 66.8 bigger deviation from the 90
angles in an ideal octahedron. The difference in the angles comparimgrisd and 2 is negligible.
Only one angle in these structures seems to be slightly expanded with @h& above given values
correspond to the unsubstituted 8-hydroxyquinoline europium compleregver also the substituted
complex structures follow this trend. Isomer 1 of the unsubstituted spe@es sbr each of the three
equivalent bond lengths and angles exactly the same value. The substdtgamh of the complexes

exhibit some steric effect. Also the degree of divergence between tlmeisas dependent on the sub-
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stitution. Expansion of the axial angle in isomer 2 and 3 is less distinct, f NISC; is present as a

substituent.

4.5.3 Effect of the substituents

Data for this section are displayed in the Appendix on payésn TableA.27. Considering the electron
pushing or withdrawing ability of the substituents one can observe an ¢iongétheEu-N bond length
induced by electron pushing groups (Dbl HSG;). The effect is bigger for the HSGsubstituent. The
NO, group in 5-position contracts the bond.

Referring to theaxial anglesthe electron withdrawing groups tend to widen the angle. However, the
effect is more pronounced for the H@roup, which shows a wider angle than the N&tibstituent
although it possesses a more distinct electron donating ability. In this cageestects might play a
role. The HSQ@ is sterical much more demanding than the Ntoup.

Theequatorial anglesdecrease in the following order: NH> HSO; > NO,. Here steric effects might

have a bigger influence than electronic effects.

4.5.4 Singlet and triplet geometries

Data for this section are displayed in the Appendix on dage- LVI in TablesA.27 - A.28. Comparing
the singlet and triplet geometry of the complexes a compression d&ukd andEu-O bond lengths
occurs in the triplet state for isomer 1. Referring to isomer 2 and 3 no céoclaan be done. Two of
the axial angles are compressed in the triplet state, however, one igdexhaompared to the singlet
ground state geometry. The same is valid foreéheatorial angle Triplet state geometry optimisation

with solvent molecules showed that the distance between solute and selverihes the same.

4 5.5 Solvent effects

Data are displayed in the Appendix on padg®4 - LVI (TablesA.31) and A.30. Optimisation was done
by putting 3 explicit solvent molecules, either dichloromethane (DCM) or eth@TOH) in the first
coordination sphere of the complex structure. Here changes in the sérutiainly due to incorporation
of the solvent molecule to the coordination shell of the Eu(lll) ion, arg peonounced. Isomer 2 of the
NO, substituted complex shows a 9-fold coordination when putting explicitly 3 ETOldeutes around
the complex. This is an interesting observation since it is known that Efdfifs 9-fold complexes with
halides. The structure of the ninfold coordinated EUGQR(ETOH); complex is depicted in Figure
4.42
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Figure 4.42: Structure of the ninefold coordinated EU(MQ)3(ETOH); complex (isomer 2). Calculated on
UB3LYP/6-31G* level of theory.

In most cases the solvent molecule builds H-bonds with the ligand system &uti@n. In case of
ETOH the distance between the solvent molecule (measured as Eu-O bsndlier than in the case
of DCM (Eu-C bond). One reason is that the prolate ETOH molecule can beeagily incorporated in
the structure than the roundish DCM. Another reason is that the oxygaleason rich atom is bonded
closer to the Europium ion than the carbon of the DCM. The distances dshoatany trend and are in
the range of 2.5 A - 4 A . Inisomer 1 of the N@pecies one chloro atom of the DCM binds directly to

the europium ion as depicted in figude43

Compared to the gas phase calculation BEheN bond length is elongated when ETOH and compressed
when DCM is used as solvent. However, the effect is biggest for the-HEGalzulations and always more
distinct in the unsubstituted structure.

The above discussed trends concerning the difference between tinerssis conserved in the solvent
calculations. The Eu-N bond length is smaller in isomer 2 and the Eu-O bonith lisrgjongated. Com-
prising the substituent effects the Eu-N bond length is elongated in isomeET@H calculations with
electron withdrawing groups (contrary to the trend observed in gagphBse trend for isomer 2 is ac-
cording to the gas phase observation. The same applies for the DCM taltsiavhere in both isomers

electron withdrawing groups show an elongation of the Eu-N bond.

Calculation was also performed on one complex comprising four ligands ant#@ molecules. The

primal structure comes from a 2-methyl-8-quinolinolate scandium complestenthe scandium ion in
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Figure 4.43: Structure of isomer 1 of the Eu(NQ)3(DCM)3 complex. Calculated on UB3LYP/6-31G* level of
theory.

the reported XRD structureés)] was replaced by the Eu ion. The ligand system consists of four 8-
hydroxyquinolinolate molecules, each two of them coordinating in a bidergskeon and the other two
coordinating with the oxygen only (see Figude41). The geometry data are given in TabAe37 in the
Appendix (pagelLVI). One O molecule coordinates directly to the coordination center with a bond
length of 2.52 A while the second one fills the gap between the two single cateditigands and is in

a 4.3 A distance to Eu. Differences in the singlet and triplet state are quite Sthellaxial angles are
slightly compressed in the triplet state. Bond lengths or the equatorial aeghesr almost the same.
Compared to the EugXstructures, the Eu-N bonds are smaller in the Eat@ucture and the Eu-O bonds

are slightly longer.

4.5.6 AM1 geometries

Geometry data for the AM1 optimised structures are displayed in Tab%- A.30 andA.35 - A.36

in the Appendix. Also the semiempirical AM1 model with a sparkle for Eu wasl igeptimise the
structure. In the work of Freire et al23] a parametrisation for the Eu sparkle is given and shows good
results in optimising geometries. One big advantage of using semiempirical methdds stage of
geometry optimisation, is the save of computation time. To compare the differentasetptimisation

for the singlet and triplet geometries in gas phase were performed with tHe Hdvhiltonian and the
reported Eu sparkle. Solvent calculations for DCM and ETOH with expladitent model were done
on the semiempirical level for the singlet state only. Here results are cochwittethe DFT optimised

geometries. Furthermore, one excitation calculation on UB3LYP/TZVP/52M&V8 based on a AM1
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structure was done. The small changes in the DFT and AM1 optimised sasi¢tawever shift the ab-
sorption energies for the AM1 geometry to higher energy. Structures optimis AM1 level of theory
can therefore not be used to calculate the absorption energies.

Generally, theEu-N bond lengths are underestimated in the AM1 model by 0.1 A, while the O-Eu bond
lengths are elongated by the same factor. All the angles are smaller in the ANHI,regcept for the
axial angles of the N@structure, which seems widened.

The trend between the different isomers is the same as discussed loefihre hond distances. Isomer
1 shows slightly longer bond lengths compared to isomer 2 and three for thelbad. However, the
Eu-O bonds are not smaller in isomer 1, as observed in the DFT calculation. Eu-O bogth$em
the different isomers are almost the same in the AM1 calculation. akfe anglesshow a behaviour
which was observed for the equatorial angles in the DFT calculation: inés@ and 3 one axial angle
is smaller than in isomer 1, one is almost the same and one is widened. Fauhmrial anglesthe

different isomers give quite the same values.

Substitution effects follow again the trend seen for the ab initio calculatedstesc electron pushing
groups elongate the Eu-N bond but compress the Eu-O bond. For thes anagclear conclusion can be
done. Here steric effects of the different substitution groups might &iavefluence as well.

The results of the solvent calculation show that bonding of the solvent nfelexthe Eu ion occur in
a much less degree than in the DFT calculations. The biggest differendeeen for isomer 2 of the
NO, structure in case of the ETOH solvent, where a DFT calculation results fiola @oordination. In
the ab initio strucutre all ETOH molecules are bond to the Eu ion, while in the AMittsire none of
the ETOH molecules attach to the central ion. Comparing the AM1 gas phaselaadt calculations,
the bond lengths are elongated in the ETOH and DCM calculations. In cdke BDICM calculations,

the axial angles are widened, but the equatorial angles remain the sabwtif@olvents.
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4.6 Absorption Spectra of the Complexes in Gas Phase

Absorption spectra were calculated for four homoleptic complexes withisidgs H, NH, NO, and
HSGO; in 5-position of the 8-quinolinolate ligand.

For the H, NH and NQ substituted complexes solvent influence on the absorption spectra was-inve
gated via IEF-PCM model and with explicit solvent molecules. In case of}pkcé solvent model the
structures show three DCM or ETOH solvent molecules in the first codidingphere as discussed in
the geometry section on pa@b.

Furthermore absorption spectra for two homoleptic EXiQ(X=H,O or ETOH) complexes were cal-
culated. The solvent molecules are incorporated in the structure of thdeomfhe ligand Q is the
unsubstituted 8-quinolinolate ligand. In this structure two ligands are caisdinn a bidentate fashion
while the other two ligands are coordinated with the quinolinolate oxygen to tih@nEnly. To keep the
charge neutral, one of the one fold coordinated ligands shows protomatithe quinolinolate nitrogen.

The structures are discussed in the geometry section on§ge

In the following the absorption spectra and interpretation of the verticasitian is discussed. Exci-
tation calculations were performed for all three isomers of the complexesveo, for the interpretation
only the energetically most stable form was used. In case of the gas gdlaskation the isomers 2 of
the unsubstituted complex, isomers 2 and 3 for the ldid NGQ and isomer 3 of the HS£ substituted

complex have the lowest relative energy and were considered. lrot#seexplicit solvent calculation

isomer 2 of the different complexes were used (see also FaBlen page83).

4.6.1 Unsubstituted complexes - Eu(Q)

The convolutedyas phasespectrum oisomer 2 of the Eu(Q} complex shows two peaks in the visible
region as depicted in Figuré.44 The stronger band at approximately 2.87 eV (431 nm) comes from
two transitions where the first one lies at 2.8457 eV (f=0.0544 a.u.) and iStBe transition. The
second one is the strongest one and could be identifieg-8s ttansition at 2.8715 eV (f=0.0909 a.u.)
(see Tab4.9).

The S-S, transition is a combination afi-7* and intraligand charge transfer (ILCT) excitations. The
biggest contribution comes from the HOMO - LUMO transition, which is a IL@nf the phenoxy part
of ligands 1 and 2 to the pyridino part of ligand 3. Tallé® gives an overview of the different excita-
tions and its attribution. While in the HOMO orbital the charge is distributed in thaghepart of the
ligand system including the oxygen atoms, the LUMO orbital does not shgwlzarge on the oxygen
atoms. In the LUMO orbital the electron density is mainly distributed on the pyriparoof ligand 3
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and shows a small electron density in the pyridino part of ligand 2. Pictditke @rbitals are depicted
in Figures4.45- 4.46 Further contributions to theySs; transition come from lower lying occupied
orbitals (HOMO-1 and HOMO-2) to LUMO and LUMO+1 orbitals. The HOMGatbital shows most
of its electron density on ligands 2 and 3, same does the LUMO+1 orbital. [Ebean density on the
HOMO-1 orbital is similar distributed as in the HOMO orbital. The only differerscthe inverted sign
of the orbital which is located on the phenoxy part of ligand 1. The HOM®kRal is centered on lig-
and 3 mainly. Therefore transitions from HOMO-1 or HOMO orbitals to the L\ orbital arer-*
transitions, those going from the HOMO or HOMO-1 orbital to the LUMO orhitairom HOMO-2 to
LUMO+1 are attributed as ILCT transitions.

The behaviour that transition goes from the phenoxy part of the quidateto the pyridino part was
observed in the ligand excitation calculations before.

The S-S, transition is the strongest transition in terms of oscillator strength and comes ritamlgx-
citations arising from the HOMO, HOMO-1 and HOMO-2 orbitals and going toLli& O, LUMO+1
and LUMO+2 orbitals. The strongest attribution however is the HOMO - LUNI@xcitation which is
attributed agt-rr* transition in ligands 1 and 2. This could be a reason for the slightly incdeassllator
strength compared to the-$&; transition, sincet-r* transitions show a higher oscillator strength than
ILCT excitations.

The second peak in the convoluted spectrum lies at approximately at 3.981éVnm) and is based
mainly on one vertical transition. This transition could be identifieb@$, transition (3.9853 eV,
f=0.0245 a.u.). Itis composed of excitations from lower lying occupiedadHOMO-4 and HOMO-
5) to higher lying unoccupied orbitals (LUMO+2, LUMO+3 and LUMO+4)hé main contributions
come from a HOMO - LUMO+3 excitation, which is a ILCT from ligands 1 and #dand 3 and from
the HOMO-2 - LUMO+2 excitation, which is an ILCT. The LUMO+3 orbital st in contrary to
the LUMO orbital discussed before, an electron density which is distribub¢éanly on the pyridino
part of ligand 3 but which extends over the whole ligand. However, nctrele density is present on
the pyridino N atom or the phenoxy O atom. The second strongest contritaatines from a HOMO-2
- LUMO+2 transition. The HOMO-2 orbital is located around the phenoxy piligand 3 while the
LUMO+2 orbital is centered on the pyridino part of ligand 2 and shows alsmall contribution of
ligand 1. This transition is attributed as ILCT from ligand 3 to ligand 1. The atbatributions consists
of transitions from lower lying occupied orbitals where the electron densitgmsered strictly on one
ligand only (HOMO-4 on ligand 1, HOMO-5 on ligand 3) and go as ILCT to kiglying unoccupied
orbitals. If calculation are done with tHEF-PCM model in DCM and ETOH, the absorption bands
shift to higher energy (from 431 nm in gas phase to 411 nm in DCM and#0& ETOH). The §S;o
transition shows a higher absorption in case of the solvent calculation ifaraahpo the gas phase cal-

culation. However, the absorption bands of the solvent spectra aemnagietically shifted noteworthy
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regarding the applied solvent.

In the DCM spectrum the first peak comes mainly from @S transition (2.9817 eV, f=0.0988 a.u.)
and the $-S; transition (3.0175 eV, f=0.1108 a.u.). The first excitation is a HOMO - LUMQGT
excitation, the second onerarr* excitation, as seen for the gas phase spectrum before. The smaller,
energetically higher lying peak, is thg-S;g transition (4.0635 eV, f=0.0467 a.u.) and is a HOMO -
LUMO+4 ILCT excitation from ligand 3 to ligand 1.

For theETOH calculation the first transitions ¢&&; at 3.0065 eV, f=0.1001 a.u., ang-S; at 3.0475

eV, f=0.1070 a.u.) show the same excitations as in the DCM calculation. gFBgy$ransition (4.0703
eV, f=0.0359 a.u.) however is mainly an HOMO - LUMO+5 transition. The eKoiteshows charac-
teristics of arr-r* transition and of a ILCT. The HOMO orbital is centered on ligand 1 andI#|exthe

LUMO orbitals are centered on ligand 1 only (LUMO+4) or ligand 2 only (LONB).

In the spectrum in Figurd.44the orange line shows the experimentgls energy (seed1]). The gas

phase spectrum is calculated 0.48 eV too low. Applying the IEF-PCM modetases the error to 0.31

eV.
600 500 300
T T T T
1.0 H2
blau EtOH
rot DCM 7008
0,8 griin: EtOH expl
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Figure 4.44: Calculated spectra of Eu(®isomer 2. The vertical black lines give the calculated gassphransi-
tions. Black: Gas phase spectrum; Red: IEF-PCM spectrum@w (dashed line) and for ETOH (solid line). The
vertical orange line marks the experimentgl§ transition at 370 nm (3.35 eV) as reported Bil]f Calculation

on UB3LYP/TZVP/52MWB level of theory.
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Figure 4.45: Occupied molecular orbitals of isomer 2 of the EuQmplex. Calculated in gas phase on
UB3LYP/TZVP/52MWB level of theory.
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Figure 4.46: Unoccupied molecular orbitals of isomer 2 of the Bu€pmplex. Calculated in gas phase on
UB3LYP/TZVP/52MWB level of theory.
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Table 4.9: Absorption energies, transition energies and band attoibwf Eu(Q) complex for isomer 2. Calcu-
lated in gas phase. Calculation on UB3LYP/TZVP/52MWB levigheory. If more than one attribution is present,

the less importent one is set in paranthesis.

Eabs. Etrans. Transition f Contribution Cl coefficient  Attribution

[ev] [eV] [a.u.] [a.u.]

2.87 2.8457 &S1 0.0544 HOMO - LUMO 0.58680 ILCT
HOMO-2 - LUMO -0.21832  m-mr*
HOMO-1 - LUMO+1 0.15860 TT-TT*
HOMO-1 - LUMO 0.13065 ILCT
HOMO-2 - LUMO+2 0.12144 ILCT
HOMO - LUMO+1 0.10503  r-7*

2.8715 S 0.0909 HOMO - LUMO+1 0.55344  m-1t*

HOMO-1 - LUMO -0.22528 ILCT

HOMO-1 - LUMO+2 -0.20777 ILCT fr-11*)
HOMO-1 - LUMO+1 -0.17071 -1t

HOMO-2 - LUMO -0.11295 rm-mt*
3.98 3.9853 &S0 0.0245 HOMO - LUMO+3 0.44944 ILCT

HOMO-2 - LUMO+2 -0.36465 ILCT

HOMO-5 - LUMO 0.27222 -7

HOMO-5 - LUMO+2 -0.12110 ILCT
HOMO-2 - LUMO+4 -0.10637 ILCT
HOMO-4 - LUMO+1 0.10607  r-mr* (ILCT)
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4.6.2 NH, substituted complexes - EuU(NHQ)3

Isomer 2 of the Eu(NHQ)3 complex shows two peaks in the visible region. The gas phase and IEF-PCM
spectra are depicted in Figu#e47. The stronger absorption band can be seen at 2.42 eV (511 nm) and
comes from the §S; and S-S, transition mainly. The5y-S; transition lies at 2.4006 eV (f=0.0605
a.u.) and is a HOMO - LUMO excitation. The HOMO orbital igtarbital localised on the phenyl part
of ligands 1 and 2 and shows some contribution of the oxygen and theghtidp, while the LUMO or-
bital is centered on the pyridino part of ligand 3. This excitation is compatatitee HOMO - LUMO
transition in the unsubstituted quinoline complex discussed in the subchafiez.b®ther important
contributions to the &S; transition come from a HOMO-2 - LUMO excitation{rr* excitation in
ligand 3) and HOMO-1 - LUMO+1 excitatiorvi r* transition in ligand 1 and ILCT from ligand 2 to
ligand 1). The difference between the HOMO and HOMO-1 orbital is theriedesign of the orbitals in
ligand 1, as stated before for the unsubstituted complex.

The S-S, transition lies at 2.4271 eV (f=0.0916 a.u.) and is stronger thangt®& 8ansition. Here the
main contribution comes from a HOMO - LUMO+1, HOMO-1 - LUMO+2 and HOMO- LUMO
excitations. The first two excitations arern* transitions with a smaller contribution from a ILCT and
go from the phenoxy parts of ligand 1 and ligand 2 to the pyridino part ofitida(HOMO - LUMO+1)

and vice versa for the HOMO-1 - LUMO+2 excitation. The HOMO-1 - LUM&iation is a pure
ILCT transition from the HOMO-1 orbital located on ligands 1 and 2 to the LUM®Ital on ligand

3. Ther-m* characteristic of the two major contribution in thg-S, transition are responsible for the
incresed oscillator strength if compared to theSs transition.

The second absorption band is conducted at 3.59 eV (343 nm) and idtaofdkree vertical transitions,
namely the §Si10, S-S11 and 9-Si2 transition. This explains also the higher absorption if compared
to the unsubstituted Eyomplex (0.67 referring to the normalised stronger band at 2.42 eV for the
Eu(NH;Q)s complex). Thesy-S, transition is composed of excitations from the HOMO and HOMO-2
orbitals to the LUMO+3 orbital. The HOMO - LUMO+2 excitation is a ILCT from ligds 2 and 3 to
ligand 3. In contrary to the LUMO orbital, which is also purely located on thédpyo part of ligand

3 and plays the major role in the-$S; transition, the LUMO+3 orbital shows the electron density dis-
tributed over the whole ligand. The HOMO-2 orbital is located on the phepaxyof ligand 3 and the
HOMO-2 - LUMO+3 transition is therefore a-* excitation where the electron density moves from
the phenoxy part of ligand three to the whole ligand. By€5;4 transition (3.6070 eV, f=0.0428 a.u.)
is a mixed ILCT andr-1r* excitation from ligand 1 and 2 to ligand 2. TI®-S;, transition (3.6204
eV, f=0.0233 a.u.) in isomer 2 of the Eu(N@); complex is an excitation from HOMO and HOMO-1
orbital which are centered on ligand 1 and 2 to the LUMO+5 orbital on ligan@rbital pictures are

depicted in Figurest.48- 4.49and the energies and contributions of the excitations are presented in
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table 4.10

Comparing the gas phase spectra with lBE-PCM spectra a small blueshift can be seen where the
solvent spectra are calculated at higher energy. For the energetiicibriying band at 3.59 eV the
solvent calculation shows an increase of absorption (0.90 for ETOH, foroDCM referring to the
strongest peak at 2.42 eV). The reason for it is the relatively streff &ransition (f=0.1086 a.u. in
EtOH, f=0.1090 a.u. in DCM, f=0.0418 in gas phase).

800 700 600 500 E[nm] 400 300
T T T T T T T T T T T
1,04 NH2_2
blau EtOH
rot DCM - 0,08
0,8
7]
Q0 —
< 64 e
£ =
o
c
0,04
0,4
0,2
0,0 0,00

3 Elev]

Figure 4.47: Calculated spectra of Eu(NI®)3 isomer 2. The vertical black lines give the calculated gessph
transitions. Black: Gas phase spectrum; Red: IEF-PCM gpactor DCM (dashed line) and for ETOH (solid
line). Calculation on UB3LYP/TZVP/52MWB level of theory.
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Table 4.10: Absorption energies, transition energies and band atioibwf Eu(NH,Q)3 complex for isomer 2.
Calculated in gas phase. Calculation on UB3LYP/TZVP/52MWel of theory. If more than one attribution is

present, the less importent one is set in paranthesis

Eabs. Etans. Transition f Contribution Cl coefficient  Attribution

[eVv] [eV] [a.u.] [a.u.]

2.42 2.4006 &S 0.0605 HOMO - LUMO 0.52509 ILCT
HOMO-2 - LUMO 0.30528 TT-TT*

HOMO-1 - LUMO+1 0.17477  mm* (ILCT)
HOMO-2 - LUMO+2 -0.15383 ILCT

HOMO-1 - LUMO 0.13373 ILCT
HOMO - LUMO+2 0.12175 r-1t* (ILCT)
24271 S 0.0916 HOMO - LUMO+1 0.52547  m-m* (ILCT)
HOMO-1 - LUMO+2 0.25714  r-m* (ILCT)
HOMO-1 - LUMO 0.24377 ILCT
HOMO-1 - LUMO+1 -0.16511  rm* (ILCT)
HOMO-2 - LUMO -0.11261 -1t
3.59 3.5799 &S0 0.1086 HOMO - LUMO+3 0.56143 ILCT
HOMO-2 - LUMO+3 0.32241  mm*
HOMO-5 - LUMO -0.16832  m-mt*
3.6070 9-S11  0.0428 HOMO - LUMO+4 0.49971  rmm* (ILCT)

HOMO-1 - LUMO+4 -0.28938  m-mr* (ILCT)
HOMO-2 - LUMO+3 -0.18803  m-mr*
3.6204 $-S;2 0.0233 HOMO - LUMO+5 -0.53468 r-mt* (ILCT)
HOMO-1 - LUMO+5 -0.27983  m-m* (ILCT)
HOMO-4 - LUMO+2 -0.16362 ILCT
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9

Figure 4.48: Occupied molecular orbitals of isomer 2 of the Eu@®); complex. Calculated in gas phase on
UB3LYP/TZVP/52MWB level of theory.
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LUMO+1

LUMO+2 LUMO+3
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(¥

LUMO+4 LUMO+5

Figure 4.49: Unoccupied molecular orbitals of isomer 2 of the Eui@h complex. Calculated in gas phase on
UB3LYP/TZVP/52MWB level of theory.
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Isomer 3 of the Eu(NHQ)3 complex gives a similar absorption spectrum as seen before for the isomer
2. This is expected, since isomer 2 and 3 are enantiomers and the orbitalsef Band 3 are expected

to have the same shape and size but are located on different ligandsgiges4.50. The result is that

the position of the vertical transitions and their attribution are the same for isbarat 3. However, the
deviation from the ideal octahedral geometry results in small changess hdl the $-S;3 transition is
present in the spectrum of isomer 3, but absent in the spectrum of isoffilee 2esult is a slightly higher
absorption of the high energy band at 3.59 eV. The energies and atiunifof the $-S;3 transition of

isomer 3 is given in table.11

HOMO orbital isomer 2 HOMO orbital isomer 3

Figure 4.50: HOMO orbitals of the Eu(NKQ)3; complex: isomer 2 (left) and isomer 3 (right). Calculated on
UB3LYP/TZVP/52MWB level of theory.

Table 4.11: Absorption energies, transition energies and band atiibwf Eu(NHQ)3 complex for isomer 3.
Calculated in gas phase. Calculation on UB3LYP/TZVP/52MWl of theory. If more than one attribution is

present, the less importent one is set in paranthesis

Evans.[€V] Transition f[a.u.] Dominantcontribution CI coefficient[a.u.] Attribution

3.6845 9-Si3 0.0250 HOMO-2 - LUMO+3 0.50365 -7
HOMO - LUMO+3 -0.35141 ILCT
HOMO - LUMO+5 0.18259 r-r* (ILCT)
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4.6.3 NG substituted complexes - EU(NQQ)3

Thegas phaseabsorption spectrum a$omer 2 of the Eu(NQQ)3 complex is depicted in Figurd.51

and shows one band at 3.07 eV (403 nm) which is blueshifted if compared &xgerimental §S;
transition (2.79 eV, 445 nm sedq]). The error is 0.28 eV (around 10%) and smaller than in case of
the unsushbtituted EuQ3 complex. The band at 3.07 eV shows four stromgpctions which will be
discussed in the following. MO pictures are given in Figu#eS2 The energies and attributions are

summarised in tabld.12

The energetically lowest lying contribution is tBg-S; transition at 2.9730 eV (f=0.0971 a.u.) andis a
pure HOMO - LUMO excitation comprising a ILCT from ligand 1 and 2 to ligand Be HOMO orbital

is centered on the phenoxy part of ligands 1 and 2 and shows a biggeibation of the O atom but
less electron density on the N@roup. The LUMO orbital is distributed over the whole quinolinolate
in ligand 3 and shows contribution of the quinolinolate O and the §@up. This is a difference to the
distribution seen before in the Eg@nd Eu(NHQ)3; complexes, where the LUMO orbital is centered on

the pyridino part of ligand 3 only.

The S-S, transition (0.2624 eV, f=0.2624) is the strongest transition and is compuisetHOMO -
LUMO+1 and HOMO - LUMO+5 excitation. While in the HOMO - LUMO+1 excitatioteetron
density migrates from the phenoxy part and distributes over the wholelogtade system in ligand 1
and 2, the HOMO - LUMO+5 excitation is mainly arr* excitation from the phenoxy part of ligand
1 and 2 to the pyridino part of the same ligands. However, in the LUMO+Babthe electron density

on the NQ group remains.

The $-S4 transition at 3.0995 eV (f=0.1174 a.u.) is composed of transitions from lowey bccupied
orbitals to higher lying unoccupied orbitals. The most important contributiorrist excitation from

the HOMO-2 to the LUMO orbital. Both orbitals are centered on ligand 3 andxtiéation goes from
the phenoxy part of ligand 3 to the pyridino part. Other contributionsmareg going from HOMO-1 -

LUMO+1 and from the HOMO to the LUMO+2 orbitals. As described in the compiestems before,
the difference between the HOMO and HOMO-1 orbital is the inverted sigineodrbitals in one of the
ligands. The HOMO-1 - LUMO+1 and HOMO - LUMO+2 excitations go from lglal to ligand 2

respectively.

The last noteworthy contribution to the peak at 3.07 eV is a HOMO-1 - LUM@&xd@tation and is
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attributed as5y-Sg transition (3.2517 eV, f=0.0575 a.u.).

The IEF-PCM spectra do not show a shift regarding the energy of absorption, Veowat 3.79 eV
(325 nm) a second band appears for the DCM and ETOH spectra. Tdliscpenes, in case of the
DCM spectrum, from th&y-S;, transition at 3.8042 eV (f=0.1610 a.u.) and shows mainly contribution
from HOMO - LUMO+3 and HOMO-3 - LUMO+5 excitations. In thETOH spectra a transition
consisting of the same excitations is BgeS, 3 transition at 3.8083 eV (f=0.1361 a.u.). Other transitions
attributing to the band at 3.79 eV in the ETOH calculation are &% (3.7846 eV, f=0.0083 a.u.)
and 9-S»2 (3.7898 eV, f=0.0011 a.u.) transitions, but show only a minor contributiomhe 30 states
which were calculated for the gas phase spectra ghi®;Sand higher transitions are not displayed. It is

highly possible that the second peak can be found if more states woulddodated for the gas phase

spectrum.
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Figure 4.51: Calculated spectra of Eu(NQ)z isomer 2. The vertical black lines give the calculated gas
phase transitions. Black: Gas phase spectrum; Red: IEF-B@adtrum for DCM (dashed line) and for
ETOH (solid line). The vertical orange line marks the exmemtal $-S; transition (see 49]). Calculation

on UB3LYP/TZVP/52MWB level of theory.
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LUMO+3 LUMO+5

Figure 4.52: Molecular orbitals of isomer 2 of the Eu(NQ)s complex. Calculated in gas phase on
UB3LYP/TZVP/52MWB level of theory.
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Table 4.12: Absorption energies, transition energies and band atioibwf Eu(NGQ); complex for isomer 2.
Calculated in gas phase. Calculation on UB3LYP/TZVP/52MWel of theory. If more than one attribution is

present, the less importent one is set in paranthesis

EBaps. Ewrans. Transition f Contribution Cl coefficient Attribution
[eV] [eV] [a.u.] [a.u.]
3.07 2.9730 &S 0.09711 HOMO - LUMO 0.67849 ILCT
3.0273 S 0.2624 HOMO - LUMO+1 0.64372  1-T1*
HOMO - LUMO+5 -0.10465 17 (ILCT)
3.0995 S 0.1174 HOMO-2 - LUMO 0.57679  rT1*
HOMO-1 - LUMO+1 -0.28325  rm1*
HOMO - LUMO+2 0.12849 TT-T1*
HOMO - LUMO+1 0.11388 TT-T1*

HOMO-2 - LUMO+3 -0.11217 -t
3.2517 - 0.0575 HOMO-1 - LUMO+2 0.66509  rr-1T*
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As seen before for the NlHsubstituted complex, the orbitalsisbmer 2 and3 of the Eu(NQQ)3 substi-
tuted complex are located on different ligands but same in terms of shag&andhe change regarding
the excitations is an accumulation of vertical transitions in the area around\8.08w energy band in
the spectrum) and a therefore higher absorption for the low energy Bl high energy transitions
which can be seen in the IEF-PCM solvent calculation of isomer 2 are atsemrin the gas phase
calculation of isomer 3 and is identified as theSg transition. Contributions and energy of thg- Sy

transition are listed in Tabléd.13

Interestingly, pure me* excitations, which are present in the N®-hydroxyquinoline &S, transition,

are not present in the first 30 excitations of the complex orbitals.

Table 4.13: Absorption energies, transition energies and band atioibwf Eu(NGQ); complex for isomer 3.
Calculated in gas phase. Calculation on UB3LYP/TZVP/52MWel of theory. If more than one attribution is

present, the less importent one is set in paranthesis

Eapbs. Etans. Transition f Contribution Cl coefficient  Attribution
[eV] [eV] [a.u.] [a.u.]
3.9 3.8970 &S0 0.2182 HOMO - LUMO+3 0.54235 ILCT

HOMO-2 - LUMO+3 -0.19984  rm-m*
HOMO-1 - LUMO+3 -0.19484 ILCT
HOMO-2 - LUMO+4 -0.13206 ILCT
HOMO - LUMO+4 -0.11735 -1t

4.6.4 HSQ; substituted complexes - Eu(HS@Q)3

The spectrum ofsomer 3 of the Eu(HSQQ)3 complex shows two absorption bands for the gas phase
and the IEF-PCM calculated spectra as depicted in Figus8

The first band at 2.44 eV (504 nm) comes from theSs and $-S3 transition mainly. TheSg-S,
transition lies at 2.4315 eV (f=0.0475 a.u.) and is 0.89 eV shifted to lowegegriecompared to the
experimental &S, transition which lies at 3.354 eV (350 nm, se&d]). Pictures of the orbitals are
depicted in figure4.54and the energies and attributions are given in Tabliet

The S-S, transition shows contributions mainly from HOMO - LUMO excitation. Herebyeleetron
density goes from the phenoxy part of ligand 1 to the pyridino part of dganA small contribution
also comes from the electron density located on ligand 3. The HOMO-2 - Lligki@ation is art-rr*
excitation in ligand 2 where the electron density changes from the pherakygothe pyridino part

of the ligand. In both cases the orbitals do not show any density on the ld®3tituent. The next

105



Chapter 4 Results 4.6 Absorption Spectra of the Complexes in Gas Pba

strongest contribution comes fromrarr* excitation which takes part on ligand 3. Here the electron
density, which is located on the pyridino part of ligand 3 in the HOMO-1 orhifagés to the phenoxy
part in the LUMO+1 orbital.

The Sp-S3 transition at 2.4460 eV (f=0.0944 a.u.) is composed of excitations from HONMOMO+1
and HOMO-1 to LUMO and LUMO+1 orbitals. The strongest contribution cefem the HOMO -
LUMO+1 excitation and is attributed as ILCT going from ligand 1 to ligand 3. A@EVO-1 - LUMO
excitation is a ILCT where the electron density goes from the phenoxyopdigands 1 and 3 to the
pyridino part of ligand 2. Equally strong is the contribution from the HOMO-LUMO+1 excitation

which is ar-1r* excitation from the phenoxy part in ligand 3 to the pyridino part of the sanamtig

The second band in the spectra at 3.87 eV (319 nm) comes from a singé@idramvhich could be
identified asSy-Syp transition. The three main contribution to this transition go from the HOMO and
HOMO-2 orbitals to the LUMO+3 and HOMO-5 to LUMO orbitals respectivelipe IHOMO-5 orbital

is a it orbital centered on ligand 1 and so the HOMO-5 - LUMO excitation is attribuseanal LCT.
The HOMO - LUMO+3 and HOMO-1 - LUMO+3 excitations are ILCT excitatidnsm the occupied
orbitals which are centered on the phenoxy part of ligands 1 and 3 to th&Q#3 orbital which is
distributed over the whole quinolinolate molecule in ligand 2. The differentedssn the HOMO and
HOMO-1 orbital is - as found in the complexes discussed before - a ehargign at the orbitals cen-

tered on one ligand.

The IEF-PCM solvent model spectra show a shift of about 0.09 eV of the strongest toavards
higher energy which lies at 2.53 eV. The second, weaker band daeshow a shift but much less
intensity (0.04 relative absorption referred to the strongest band in thphgese calculation, and 0.008
relative absorption in the IEF-PCM calculations). However, a closer $bwkvs that the equivalent of
the gas phaseyS5;g transition which gives raise to the high energetic band, is th&;Stransition in
the IEF-PCM calculations. ThispySs; 3 transition lies at 4.2223 eV (ETOH, f=0.0047 a.u.) and 4.2016
eV (DCM, f=0.0044 a.u.) and is therefore blueshifted if compared to thepbase spectrum. The
second strongest contribution to the small absorption band at highgyenehe IEF-PCM spectra is
not the - HOMO - LUMO+3 excitation as seen in the gas phase spectrum, but it is aM®O
1 - LUMO+3 excitation which has ILCT attribution. That means that the main tbosgributions to
the $-S13 transition in the IEF-PCM calculation are ILCT excitations which might explainstinall

absorbance.
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Figure 4.53: Calculated spectra of Eu(H3SQ); isomer 3. The vertical black lines give the calculated gas
phase transitions. Black: Gas phase spectrum; Red: IEF-Bgddtrum for DCM (dashed line) and for
ETOH (solid line). The vertical orange line marks the exmemtal $-S; transition (see 49]). Calculation

on UB3LYP/TZVP/52MWB level of theory.

107



Chapter 4 Results 4.6 Absorption Spectra of the Complexes in Gas Pba

Table 4.14: Absorption energies, transition energies and band ativibwf Eu(HSQQ)3 complex for isomer 3.
Calculated in gas phase. Calculation on UB3LYP/TZVP/52MWel of theory. If more than one attribution is

present, the less importent one is set in paranthesis

Eabs. Etrans. Transition f Contribution Cl coefficient  Attribution

[ev] [eV] [a.u.] [a.u.]

3.87 2.4315 &St 0.0475 HOMO - LUMO 0.53245 ILCT - 17*)
HOMO-2 - LUMO 0.28703 11t
HOMO-1 - LUMO+1 -0.22785  r=1* (ILCT)
HOMO - LUMO+2 -0.14999  r-m* (ILCT)
HOMO-2 - LUMO+2 0.12268 ILCT

2.4460 S 0.0944 HOMO - LUMO+1 0.50465 ILCTré-11)

HOMO-1 - LUMO -0.23675 ILCT

HOMO-1 - LUMO+1  0.23516  7=7t* (ILCT)
HOMO-1 - LUMO+2  0.21992  ILCT {&-7r*)

HOMO - LUMO+2 -0.13992 1= (ILCT)
HOMO - LUMO 0.10139  ILCT

249 3.8769 §S;; 0.0042 HOMO - LUMO+3 0.36054  ILCT
HOMO-2 - LUMO+3  0.31346 &7t
HOMO-5 - LUMO -0.28913  ILCT
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LUMO+1

LUMO+2 LUMO+3 ~

Figure 4.54: Molecular orbitals of isomer 3 of the Eu(H3Q)s complex. Calculated in gas phase on
UB3LYP/TZVP/52MWB level of theory.

109



Chapter 4 Results 4.7 Explicit solvent models

4.7 Explicit solvent models

The most important difference between explicit solvent calculation anglygse calulation is the local-
isation of the electron density. In the gas phase calculation the HOMO andlioagoccupied orbitals
are centered on 2 ligands. In the explicit solvent model calculation mixingeolighnds is only seen
to a very small amount. In most cases the electron density is located on ore digign The HOMO
and HOMO-1 orbitals are located on different ligands in the explicit soli@iecule calculation while
in the gas phase calculation the HOMO and HOMO-1 orbital are located orathe kyands showing
inverted sign.

In the following the difference between the gas phase and the explicitg@lateulations is discussed.

4.7.1 EuQy(X)3 (X=DCM, ETOH)

Isomer 2 of theEuQ3(X)3 (X=DCM or ETOH) shows two peaks which show a hypsochromic shift
compared to the gas phase calculation (2.87 eV gas phase, 3.12 eV ETO294&reV DCM for the
low energy absorption band). The results are summarised in Tdblés 4.16 If ETOH is used as
solvent, the &S; transition is a pure HOMO - LUMO ILCT excitation. In the calculation for the
DCM solvent also a HOMO-1 - LUMO+Ir-11* excitation gives some small contribution to thg-S;
transition. Remarkable is that the first band consists of four importantticarssin case of the ETOH
solvent (9-S1, S-S, S0-Su, S-S6) while in the gas phase calculation only theS§ and $-S; trnasition
have an oscillator strength abov 0.01a.u. In case of the DCM spectumghioiir excited states are
representative for the high energy band. The oscilator strength f@t$e transition in the explicit
solvent calculation are weaker compared to the gas phase calculatiddbd4@.u. gas phase, f=0.0266
a.u. ETOH and DCM). The reason is most probably that the transition inof&lse solvent calculations

has more of a ILCT character than in the gas phase calculation.
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4.7 Explicit solvent models

Table 4.15: Absorption energies, transition energies and band attoibof EuQ;(ETOH); complex for isomer 2.

Calculation on UB3LYP/TZVP/52MWB level of theory. If moreah one attribution is present, the less importent

one is set in paranthesis

Eabs. Ewrans.  Transition f Contribution Cl coefficient  Attribution
[eV] [eV] [a.u.] [a.u.]
3.12 2.8385 &S 0.0266 HOMO - LUMO 0.68371 ILCT
3.0625 S 0.0353 HOMO - LUMO+2 0.63340 r-mr*
HOMO - LUMO+1 0.17505 ILCT
HOMO - LUMO 0.10308 ILCT
3.1251 - 0.0330 HOMO-1 - LUMO+1 0.49527 -1t
HOMO-1 - LUMO -0.38912 ILCT
HOMO - LUMO+1 -0.18574 ILCT
HOMO - LUMO+2 0.13149 TT-TT*
3.2353 - 0.0425 HOMO-2 - LUMO 0.65655  r-m*
HOMO - LUMO+1 0.12284 ILCT
4.01 3.9927 &Sis 0.0164 HOMO - LUMO+5 0.46449  m-1* (ILCT)
HOMO - LUMO+4 -0.36849 ILCT (=)
HOMO-3 - LUMO+2 0.24109 -1 (ILCT)
HOMO-3 - LUMO -0.19860 ILCT (1)
HOMO - LUMO+3 0.14820 ILCT
4.0713 -1 0.0185 HOMO-1 - LUMO+4 0.47700  r-m* (ILCT)
HOMO-4 - LUMO -0.34700  r-m*
HOMO-1 - LUMO+5 0.31056 ILCT fr-11*)
HOMO - LUMO+4 -0.13747  ILCT (-11¥)
HOMO - LUMO+5 -0.11553  m=m* (ILCT)
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Table 4.16: Absorption energies, transition energies and band atinibwf EuQ;(DCM)3 complex for isomer 2.
Calculation on UB3LYP/TZVP/52MWB level of theory. If moreah one attribution is present, the less importent

one is set in paranthesis

Eabs. Ewrans.  Transition f Contribution Cl coefficient  Attribution
[eV] [eV] [a.u.] [a.u.]
295 2.8755 &S 0.0266 HOMO - LUMO 0.66184 ILCT
HOMO-1 - LUMO+1 0.14740 -1 (ILCT)
2.9275 - 0.0731 HOMO - LUMO+1 0.46855 ILCTr-11*)
HOMO-1 - LUMO 0.34398 ILCT
HOMO-1 - LUMO+1 0.28504 -1 (ILCT)
HOMO - LUMO -0.13362 ILCT
HOMO-1 - LUMO+2 0.10574 ILCT fr-11)
3.0309 -3 0.0288 HOMO-2 - LUMO 0.45799 rm-m*
HOMO-1 - LUMO -0.41071 ILCT
HOMO - LUMO+1 0.26098 ILCT @)
3.0730 - 0.0163 HOMO - LUMO+2 0.50494  m-1* (ILCT)
HOMO-1 - LUMO+1  -0.26644  =1* (ILCT)
HOMO-2 - LUMO -0.23510 r-m*
HOMO-1 - LUMO+2 -0.15914 ILCT fr-11)
HOMO-1 - LUMO -0.13076 ILCT
HOMO - LUMO+1 0.12298 ILCT (r17*)
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4.7.2 Eu(NHQ)3(X)3 (X=DCM or ETOH)

The spectra of isomer 2 of tHeu(NH»Q)3(X)3 (X=DCM or ETOH) complex shows 2 peaks which are
blue shifted if compared to the gas phase calculation (2.59eV in ETOH, 2.4YBZM and 2.42 eV

in gas phase for the low energy absorption band) . Transitions of thergapectra and their attribution
are given in Tables4.17- 4.18 As seen before for the unsubstituted complex, the first band in the
ETOH spectrum is a result of four transitiong{Si, S-Sz, So-Ss and $-Ss) from which the first one

is a pure HOMO - LUMO excitation. In case of the DCM spectrum also mixing @M - LUMO+1
and HOMO-1 - LUMO+1 excitations occures. In all cases teh HOMO - LUBKoitation is a ILCT,
however, the HOMO - LUMO+1 excitation in case of the DCM solvent calcutdtiasrt- r* attribution
and makes 40% of the transition. Therefore theSgtransition shows the highest oscilator strength with
f=0.0615a.u. in the DCM calculation. In the gas phase calculation diffesaitations give contribution
to the $-S; transition from which the second and third most important hame a* characteristic and
the oscillator strength is with f=0.0605a.u. close to the DCM calculated oneada af the ETOH
calculation the pure HOMO - LUMO excitation is a ILCT and shows therefod@ranished oscillator
strength (f=0.0187 a.u.). In case of the ETOH calculation one interestinggtmuld be mentioned. The
HOMO-3 orbital is the only one under all investigated calculations which skaworbital on the solvent

mlecule as depicted in figuke55

Figure 4.55: HOMO-3 orbital of isomer 2 of the Eu(NMQ)3(ETOH); complex. Calculated on
UB3LYP/TZVP/52MWB level of theory.
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4.7 Explicit solvent models

Excitation from the HOMO-3 orbital goes therefore from the solvent to mhplex. However, ths

excitation is only seen for theyS5,, transition which gives raise to the high energy absorption band at

3.66eV.

Table 4.17: Absorption energies, transition energies and band atioibbiof EU(NHQ)3(ETOH); complex for

isomer 2. Calculation on UB3LYP/TZVP/52MWB level of theotiymore than one attribution is present, the less

importent one is set in paranthesis

Eans Ewans. Transition f Contribution Cl coefficient  Attribution
[eV] [eV] [a.u.] [a.u.]
2.59 2.2807 &S 0.0187 HOMO - LUMO 0.69152 ILCT
2.5479 -3 0.0456 HOMO-2 - LUMO 0.65008  rr-11*
HOMO-1 - LUMO 0.11172 ILCT
2.6124 - 0.0689 HOMO - LUMO+2 0.57554  r=-m*
HOMO - LUMO+1 0.26986 ILCT
HOMO-1 - LUMO+1 0.14034 - 17*
HOMO-1 - LUMO+2 -0.12762 ILCT
2.6656 S 0.0275 HOMO-1 - LUMO+1 0.59699 rm-m*
HOMO - LUMO+2 -0.21775 -1t
HOMO-1 - LUMO+2 -0.13081 ILCT
HOMO - LUMO+1 0.12565 ILCT
3.66 3.6367 &S0 0.0258 HOMO - LUMO+5 0.60211 rr-m*
HOMO-3 - LUMO+2 -0.20165 ILCT
HOMO-2 - LUMO+3 -0.15152  rm-1*
HOMO - LUMO+4 -0.12768 ILCT
HOMO - LUMO -0.10535 ILCT
3.6527 9-Si3 0.0559 HOMO-2 - LUMO+3 0.61219 rm*
HOMO-8 - LUMO 0.21751 TT-TT*
HOMO - LUMO+5 0.14511 - 17"
HOMO-1 - LUMO+4 0.10458 - 17"
3.6878 9-Suis 0.0615 HOMO-1 - LUMO+4 0.58198 rmr*
HOMO-4 - LUMO+1 0.22848 ILCT
HOMO - LUMO+4 0.22191 ILCT
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Table 4.18: Absorption energies, transition energies and band atiwibwof Eu(NH,Q)3(DCM)3 complex for
isomer 2. Calculation on UB3LYP/TZVP/52MWB level of theotiymore than one attribution is present, the less

importent one is set in paranthesis

Eabs. Ewans. Transition f Contribution Cl coefficient  Attribution
[eV] [eV] [a.u.] [a.u.]
247 2.4426 &S 0.0615 HOMO - LUMO 0.47006 ILCT
HOMO - LUMO+1 -0.44932  r-m1*
HOMO-1 - LUMO+1 -0.13919 ILCT
2.5302 S 0.0415 HOMO-1 - LUMO 0.55164 -1t
HOMO - LUMO+1 -0.31724 ILCT
HOMO - LUMO -0.16502 ILCT
HOMO-1 - LUMO+1 0.10853 ILCT
3.51 3.2219 &S 0.0196 HOMO - LUMO+2 0.69972 ILCT
3.4338 - 0.0789 HOMO-2 - LUMO+2 0.65286 r-m*
3.6222 9-S1o 0.0348 HOMO - LUMO+4 0.58552 rm-rt*

HOMO-1 - LUMO+3 0.21616  rm-m*
HOMO-5 - LUMO+1 -0.20430 1t

HOMO - LUMO+3 -0.11614 ILCT
HOMO-5 - LUMO 0.10119 ILCT
3.6310 9-S11 0.0454 HOMO - LUMO+3 0.46961 ILCT
HOMO-1 - LUMO+3 -0.39240  rmmr*
HOMO - LUMO+2 0.21764 ILCT
HOMO-4 - LUMO -0.17828 ILCT

4.7.3 Eu(NO:Q)3(X)3 (X=ETOH, DCM)

The Eu(NO,Q3(X)3 (X=ETOH, DCM) complex shows one band in the absorption spectrum oféso

2. Same as in the before discussed spectra shows the band a hypsodinift if compared to the gas
phase spectrum of the corresponding Eugg3 complex (3.17eV ETOH, 3.13eV DCM and 3.07 eV
gas phase). However in case of the N€ubstituted complex, theySs; transition is a pure HOMO -
LUMO ILCT transition in the gas phase and DCM calculation while in the ETOHutation also a
HOMO - LUMO+1 ILCT with r-m* mixing excitation can be seen. This would let us expect that the
different transitions exhibit a similar oscillator strength, however, the gase calculation shows the
highest oscillator strength (f=0.09711a.u.) followed by the DCM calculafie®.0299 a.u.) and the

ETOH calculation shows the lowest oscillator strength with f=0.0159 a.u.dRegs$hat excitation in the
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gas phase calculation goes from ligand 1 to ligand 3, while in the solventatdcuthe HOMO orbital
is expanded delocalised over ligand 1 and 2 respectively. Transiti@hthain attribution are given in

Tables4.19- 4.20

Table 4.19: Absorption energies, transition energies and band atioibwf Eu(NGQ)3(ETOH); complex for
isomer 2. Calculation on UB3LYP/TZVP/52MWB level of theotiymore than one attribution is present, the less

importent one is set in paranthesis

Eabs. Ewrans, Transition f Contribution Cl coefficient  Attribution
[ev] [eV] [a.u.] [a.u.]
3.17 2.9564 &S 0.0159 HOMO-1 -LUMO 0.65810 ILCT
HOMO - LUMO+1 -0.23682  ILCT (=11%)
3.1138 -3 0.1274 HOMO - LUMO+2 0.56831 ILCTrt-11*)
HOMO-1 - LUMO+1  0.31230 ILCT fr-11¥)
HOMO - LUMO+4 -0.13584 ILCT (=11*)
HOMO-2 - LUMO 0.10729 -7
3.1808 - 0.3226 HOMO-2 - LUMO 0.46833  r-m*

HOMO-1 - LUMO+1  -0.39048  ILCT {&-7r*)
HOMO-1 - LUMO+2  -0.16601 7=t (ILCT)
HOMO-2 - LUMO+3  0.13676  7=-1* (ILCT)
3.3337 $S  0.1290 HOMO-1 - LUMO+2  0.56474  ILCTit-1r¥)
HOMO-1 - LUMO+1  -0.25255  ILCT {r-1r¥)
HOMO-1 - LUMO+5  0.14631  7=-1t* (ILCT)
HOMO - LUMO+2 0.12529  ILCT (1)
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Table 4.20: Absorption energies, transition energies and band atiwibof Eu(NG,Q)3(DCM)3 complex for
isomer 2. Calculation on UB3LYP/TZVP/52MWB level of theotiymore than one attribution is present, the less

importent one is set in paranthesis

Eabs. Ewans, Transition f Contribution Cl coefficient  Attribution
[eV] [eV] [a.u.] [a.u.]
3.13 2.9451 &S 0.0299 HOMO - LUMO 0.69501 ILCT
3.0466 - 0.1511 HOMO-1 - LUMO 0.58962 ILCT
HOMO - LUMO+1 0.32356 ILCT (=17%)
3.0746 -3 0.1152 HOMO - LUMO+1 0.58434  m-1t* (ILCT)
HOMO-1 - LUMO -0.36112 ILCT
3.1633 - 0.1707 HOMO-2 - LUMO 0.49528 r-m*

HOMO-1 - LUMO+1 0.40931 ILCT fr-1*)
HOMO-2 - LUMO+3 -0.10893  m-1r*

3.1955 -S 0.0841 HOMO - LUMO+2 0.45295  rm-m* (ILCT)
HOMO-1 - LUMO+1 -0.44041  m-m* (ILCT)
HOMO-2 - LUMO 0.24928 -1

4.7.4 Eu(Q)(X)2 (X=H,0 or ETOH)

The spectra of th&u(Q)4(X)2 (X=H,0 or ETOH) are depicted in Figurél.56 The spectra show a
main band at 3.01 eV (409 nm, ETOH) and 3.06 eV (402 ngQtand a smaller peak at 2.33 eV (529
nm, ETOH) and 3.36 eV (524 nm,2B). In both spectra the important contribution to the smaller peak
at lower energy comes from @-8, transition. In case of thie,O spectrum the §S, transition (2.3730
eV, f=0.0232 a.u.) results from the HOMO-3 - LUMO excitation which ig-ar* excitation from the
phenoxy part of ligand 1 to the pyridino part. The second contribution sdroen a HOMO-2 - LUMO
excitation which is an ILCT from the phenoxy part of ligand 3 to ligand 1. $&eond band at higher
energy is composed of five transitions. The strongest i§$F8; transition (2.9570 eV, f=0.0609 a.u.)
and results mainly from a HOMO-1 - LUMO+1 ILCT and HOMO-1 - LUMO+2r* excitation. The
HOMO-1 - LUMO+1 excitation goes from the phenoxy part of ligand 2 to tiedino part of ligand
3. The HOMO-1 - LUMO+2 excitation is @&-7r* excitation from the phenoxy part of ligand 2 to the
pyridino part of the same ligand. A small contribution of ligand 3 in the LUMO+#3tal can be seen,
so that a small contribution from an ILCT is present. The other transitiomsisly a mentionable higher
oscillator strength are theySs, the $-Sg and $-Sg transition which show excitations from HOMO and
HOMO-2 to higher lying unoccupied orbitals such as the LUMO+2 and LUMIOrbital. As seen in the

explicit solvent model calculations before, the orbitals are located on caedlignly and mixed ILCT
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and 717 transitions are rare. However, since four conjugated ligand system@sent in the structure,
ILCT is by far the most important excitation in this complex, which can be seedéteeased oscillator
strength of the transitions.

TheETOH spectrum shows less transition lines in the area of the energetically highgplyatk. Most
of the transition lines are shifted to lower energy if compared to th® Bpectrum and so does the
absorption band, although the shift is with 0.03 eV (weak band) and 0.0&tedng absorption peak)
rather small.

The first noteworthy transtition is same as in thgCHspectrum. Main contribution to tH&-S; is an
HOMO-3 - LUMO excitation as seen for the,B@ complex before. However, comparing the@
and ETOH calculation shows that the sign of the orbitals is inverted. Theilmatidns to the main
absorption band come fromySs, S9-Ss, S0-S7, S-S and $-Sg transitions. The highest oscillator
strength shows again thg-Ss transition at 2.8898 eV (f= 0.0604 a.u.). However, for this transitions the
contributions are different then in case of theOHcalculation. Main contribution comes from a HOMO
- LUMO+2 transition, going from the phenoxy part of ligand 2 to the pyridiaot of the same ligand
and is attribtuted ag-rr* excitation. This excitation corresponds to the HOMO-1 - LUMO+2 excitation
in the KO calculation. The second contribution is the HOMO - LUMO+1 excitation whicgmidLCT
from ligand 2 to ligand 3 and corresponds to the HOMO-1 - LUMO+1 excitatiazghe HO calculation.
The last contribution to thegSSs transition is the HOMO-1 - LUMO+2 excitation which is an ILCT
going from ligand 3 to ligand 2.

The other transitions are excitations from HOMO and lower lying occupiéitaty (HOMO-1 and
HOMO-2) to the LUMO+1 and LUMO+2 orbitals. Interestingly none of the molacorbitals is located
on the solvent molecules. The most important orbitals are depicted in Figus@s 4.58 Transitions

and their attribution is listed in Tables21and 4.22
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Figure 4.56: Calculated spectra of the E4y®,0), (black) and EUQ(ETOH), (red) complexes. Vertical lines

show the calulated transitions and correpond to the ETOEUtIon (blue lines) and the 4@ calculation (black

lines) respectively. Calculation on UB3LYP/TZVP/52MWB &hof theory.
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Table 4.21: Absorption energies, transition energies and band atimibwf EuQ;(H,0), complex. Calculation
on UB3LYP/TZVP/52MWB level of theory.

Eabs. Ewans.  Transition f Contribution Cl coefficient  Attribution
[eV] [eV] [a.u.] [a.u.]
2.36 2.3730 &Su 0.0299 HOMO-3 - LUMO 0.64678 -1
HOMO-2 - LUMO -0.15717 ILCT
3.06 2.9570 &Ss 0.0609 HOMO-1 - LUMO+1 0.48234 ILCT
HOMO-1 - LUMO+2 -0.45701 ILCT
2.9911 S 0.0330 HOMO - LUMO+1 0.67350 ILCT
HOMO-2 - LUMO+1 -0.11018  m-1t*
HOMO - LUMO+2 0.10797 ILCT
3.14477 9-Ss 0.0481 HOMO-2 - LUMO+1 0.54462 -1
HOMO - LUMO+3 -0.24023  m-mr*
HOMO - LUMO+4 0.21323 ILCT
HOMO - LUMO+1 0.14299 ILCT
HOMO-1 - LUMO+1 0.11464 ILCT
HOMO-1 - LUMO+2 0.11394  7m-mr*
3.1615 9-So 0.0430 HOMO - LUMO+3 0.42430 r-1*
HOMO - LUMO+4 -0.37738 ILCT
HOMO-2 - LUMO+1 0.30417 -7
HOMO-1 - LUMO+2 0.10914  r-m*
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LUMO+2 LUMO+3

Figure 4.57: Molecular orbitals of the EugH»0O), complex. Calculated on UB3LYP/TZVP/52MWB level of
theory.
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Table 4.22: Absorption energies, transition energies and band atiwibwf EuQ,(ETOH), complex. Calculation
on UB3LYP/TZVP/52MWB level of theory.

Eans Ewans. Transition f Contribution Cl coefficient  Attribution
[eV] [eV] [a.u.] [a.u.]
233 2.3612 &S, 0.0196 HOMO-3 - LUMO 0.63261 rr-m*
HOMO-2 - LUMO 0.22067 ILCT
3.01 2.8898 &S 0.0604 HOMO - LUMO+2 0.57816  rr-mr*
HOMO - LUMO+1 -0.30445 ILCT
HOMO-1 - LUMO+2 0.12583 ILCT
2.9720 -6 0.0186 HOMO-1 - LUMO+1 0.046878 ILCT
HOMO - LUMO+1 -0.45069 ILCT
HOMO - LUMO+2 -0.19656  r-mr*
HOMO-2 - LUMO+1 0.13122 - 17"
3.0009 -7 0.0184 HOMO-1 - LUMO+1 0.48526 ILCT
HOMO - LUMO+1 0.44192 ILCT
HOMO - LUMO+2 0.22405 TT-T1*
3.1073 -3 0.0412 HOMO-1 - LUMO+3 0.61177 r-m*
HOMO - LUMO+3 -0.19309 ILCT
HOMO-1 - LUMO+1 0.13204 ILCT
3.1268 - 0.0403 HOMO-2 - LUMO+1 0.64821 r-m*
HOMO-1 - LUMO+1 -0.12604 ILCT
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LUMO+2 LUMO+3

Figure 4.58: Molecular orbitals of the EugJETOH), complex. Calculated on UB3LYP/TZVP/52MWB level of
theory.
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4.8 Jablonski Diagram for Complex Structures

The excitation of most interest is the HOMO - LUMO excitation which gives thengfest contribution

to the $-S; transition in the complex spectra. In Figu4e59the HOMO - LUMO gap of the different
complexes is depicted. Although four complexes are by far a too small numbied a trend regarding
the influence of the substituent on the HOMO - LUMO gap energy, oneleang see that the HOMO
orbital of the complex bearing the electron donating Nitoup lies at energetically higher compared
to the unsubstituted Euomplex. At the same time the energy of the LUMO orbital stays almost
unaltered, resulting in a smaller HOMO - LUMO gap (2.97 eV) uponpStbstitution. For the electron
pulling HSO; and NG substituents both the LUMO and HOMO orbitals are lower in energy by differe
amounts if compared to the unsubstituted complex. However, the HOMO - LUM®@e is the same

as in case of the unsusbtituted complex in case of thep0stituted complex, or slightly smaller in

the NG, substituted one.

Eu(NH,Q), Eu(HQ), Eu(HSO,Q), Eu(NO,Q),
-2 1 -T =
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Figure 4.59: HOMO - LUMO energies of isomer 2 of the different complexesaldDlation in gas phase on
UB3LYP/TZVP/52MWB level of theory.

As described in chapte4.6 The $-S; transition depends also on other excitations, such as excitations
going from lower lying occupied orbitals to higher lying unoccupied orbitdlse trend for the &S;
energies of the different complex does therefore not follow nedgstae trend observed for the HOMO

- LUMO gap. Figure4.60depicts the &S; energies for the different complexes in gas phase and in

solution.

The gas phase calculation gives-S§ energies which are underestimated if compared to the solvent
models. Applying the IEF-PCM solvent model gives similar energies forl#&@d DCM calculations.

This was also discussed before for the complex spectra, where thgetoalty lower lying absorption
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Figure 4.60: Energies of isomer 2 of theyS5; energies of the different complexes in gas phase and IEF-8@GM
explicit solvent model. Claculated on UB3LYP/TZVP/52MWRéd of theory.

band shows only a small shift between the gas phase and the IEF-PClWasp®-S; energies calcu-
lated with the explicit solvent model show energies which lie between the E#-&8nd the gas phase
energies. An exception is the Eu(M@ETOH); calculation which underestimates the energy. Here the
the reason could be a stronger influence of the more bulky ETOH solvdatui® on the geometry of

the complex. The Nbisubstituted complex shows the lowest energy, while the strong electron pulling
NO, substituent shows the highestS; energy. However, all calculated complexes absorb in the visible

range of the spectrum.

Two triplet energies (Is+ and Ty1) were calculated for the complex structures . The<Energy, which
corresponds to an optimised singlet geometry. The triplet energy is caltulsiteg a singlet wavefunc-
tion in the excitation calculation, that means the coefficients are not optimisectakutations which
employ a triplet wavefunction. The second triplet energy is theehergy, which is gained from a single
point calculation based on an optimised triplet state geometry using a optimiset wgviefunction.

Figure 4.61displays the different energies in form of a Jablonski-Diagram.

Figure 4.62depicts the different triplet energies for isomer 2 of the complexes caldulagas phase.
It can clearly be seen that the triplet energies follow the trend of k&, 8nergies and show the lowest
energy for the NH substituted ligand and the highest for the N€ubstituted ligand. However, none
of the calculated triplet energies lies above g energy of the Eu(lll) ion. It is known that tiDg
energy of the Eu ion can change slightly depending on the ligands in the corf¥8e However, the

difference is in the range of 0.03 eV which is smaller than the deviation seehefdriplet energies of
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Figure 4.61: Jablonski diagram for isomer 2 of the Esi@omplex. Calculated in gas phase on
UB3LY/TZVP/52MWB level of theory. (a) Absorption energy fthhe $-S; transition, (b) vertical phospho-

rescence from s+ to &, (c) adiabatic phosphorescence fropt 10 .

the NH, or HSO; complexes.
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Figure 4.62: Triplet state energies anty-S; energy of the different complexes in gas phase. Calculated o
UB3LY/TZVP/52MWSB level of theory. The vertical line reprass the®Dg energy of the Eu(lll) ion.

In Figures4.63and 4.64the triplet energies of isomer 2 of the different complexes is depalyed dor th
IEF-PCM calculation. While the 1r energy seems not to be effected in case of the DCM calculation
(except the unsubstituted complex), thgs-lenergy is shifted approximately 0.1 eV to higher energies
if compared to the gas phase triplet energies. Only the Blibstituted complex shows a smaller shift

with 0.03 eV to higher energy if compared with the gas phase spectrum.dtitgptg the energies of the
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unsubstituted complex show the biggest change in energy if the IEF-PG&#&hsonodel is applied. In
the ETOH calculation both, the;§- and Tt energies are shifted 0.10 eV to higher energy if compared
to the gas phase calculation. Exception is again the dlstituted complex, which shifts to 0.05 eV

lower energy if compared to the gas phase calculation.
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Figure 4.63: Triplet state energies ang-S; energy of the different complexes calculated with IEF-PCleldel
for DCM. Calculation on UB3LY/TZVP/52MWB level of theory. Ehvertical line represents tR® energy of
the Eu(lll) ion.

S0_81
3,0 ‘ So'T1s* 3,0
- SO-T1T
2,4 1 —~24
> 5
92, /\ Do
w

1,84 =418

1,2

NH2
HSO3 -+
NO2 -

Figure 4.64: Triplet state energies an@-<5; energy of the different complexes calculated with IEF-PCldel
for ETOH. Calculation on UB3LY/TZVP/52MWB level of theory.HE vertical line represents tRBg energy of
the Eu(lll) ion.

Figure4.65shows the energylevel of the occupied and unoccupied orbitals for isbofdour different
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complexes in gas phase. Depending on the electron pulling or pushing abitie substituent the
orbital energies are shifted. In case of the donor substituent tRel HOMO and LUMO orbital is
shifted towards higher energy if compared to the unsubstituted complex. &aties for the SOMO
orbital in the triplet state, which lies energetically higher than the SOMO orbitdleounsubstituted
species. For the acceptor substituents (hl8@d NQ) the orbital energies are lowered for the HOMO
and LUMO (singlet groundstate) and for the SOMO orbital (triplet state)nigared to the unsubstituted
complex. Same as could be seen before for the ligand syste, the lowetimg fobntier orbitals in the

singlet state is more distinct for the HOMO orbital in case of the acceptotigidigs.

R= NH H HSO, NO

E [eV]
|

N

'I

1
|

Figure 4.65: HOMO (black), LUMO (red) and SOMO (circled) orbitals of thesGbstituted Eu@ complexes.
Calculation in gas phase on UB3LYP/52MWB/TZVP level of theor
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4.9 Conclusion

The main aim of the work was to find a method which computes structural amgeticeproperties of
8-hydroxyquinoline ligands and Eu-8-oxoquinolinolate complexes with haguracy. Furthermore the
question which triplet state energy has to be computed to get reliable val@sstalthe experimental
triplet state energy of the complexes has to be answered. The influedoaaf and acceptor substi-
tutents on the absorption behaviour and shift of HOMO or SOMO and LUNM@ads and interrelated
changes in the structure of the molecules was another aspect which was ohattestigation. The
most important question however is the question for a correlation betweenehgies calculated for the
ligands and the complex structures. A good correlation of those energidd wake it dispensable to
calculate the complex structures and would mak it possible to predict enefdiescomplexes just with

results obtained from the ligand calculations.

4.9.1 Errorintroduced in the calculation

As mentioned before DFT method was used exhaustingly for similar problefoej&7, 18, 19]. To
validate the method, results are compared to experimental data. Regardstguttere of the ligands,
the calculated structure parameters of the unsubstituted 8-hydroxygeimoéncompared to structure
data from an XRD experiment. The average error for the bond lengthisf04nd for the angles 1.96

The difference between experimental and calculated results are depidiole 4.23

Table 4.23: Error of the calculated structure in 8-hydroxyquinolindR X structure values versus calculated values.

Increased values in the calculated structure are accentdd b

Type of bond XRD bond length [A]  Error [A] Error [%]

C(1)-C(2) 141 0.02 1.4
C(1)-N(10) 1.38 0.02 15
C(2)-O(11) 1.39 0.03 2.2
Type of angle XRD angle’] Error [°]  Error [%]
C(2)-C(1)-N(10) 119.1 0.45 0.4
C(1)-C(2)-C(3) 121.2 1.41 1.2
C(1)-C(2)-O(11) 120.3 1.92 1.6

The maximum error of 2.2% for the bond lengths and 1.6% for the anglesssimawDFT method in
combination with B3LYP functional and 6-31G*/52MWB basis set is accuzatigh to calculate opti-

mised structures. Generally the structure parameters are underestimattdtevaitiplied method.
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An important information regarding the quality of the results can be obtainecbimparing the ex-

perimental and calculated results for the vertical excitation energies. TaPddists the error for the

experimental and calculated absorption energies of the quinoline ligands.

Table 4.24: S-S, energies for the substituted quinoline ligands and aveesig® experiment vs. calculation

Substitution in 5-position of the quinolone backbone.

Ligand and Solvent Abggp[eV] AbscaC T [eV]  Abs.calETPMlev]
Hin ETOH 3.92 3.84 3.94
Error [%] 2.00 0.51
5.07 5.33 5.50
Error [%] 5.12 8.48
CHO in ETOH 3.13 3.61 3.46
Error [%] 15.30 10.50
3.75 3.82 3.95
Error [%] 1.87 5.33
4.73 4.75 4.92
Error [%] 0.42 4.01
5.14 5.19 5.29
Error [%] 0.97 2.92
NO, in ETOH 3.49 341 3.57
Error [%] 2.29 2.29
4.43 4.40 4.92
Error [%] 0.68 11.06
5.19 5.48 5.68
Error [%] 5.59 9.44
NO, in DCM 3.49 341 3.57
Error [%] 2.29 2.29
4.36 4.41 4.92
Error [%] 1.15 12.84
5.16 5.48 5.68
Error [%] 6.20 10.08

Interestingly the energies for the N@ubstituted quinoline ligands show a bigger deviation from the

experimental results. However those for the unsubstituted ligand come tpseeto the expected val-

ues. An error of 13% as seen for the N€alculation in DCM might seem high on the first sight but
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considering solvetn effects in the calculation increases the quality of thiésr@s all cases and drops
the error below 10% which is acceptable. As can be seen in a8k the method overestimates the
absorption energies. The exceptions are the transitions for the 8xyggiiaoline and the 5-nitro-8-
hydroxyquinoline. Over all, the method gives values which are repexshle and can predict energies

for other ligand systems.

Table 4.25: Average error of the singlet and triplet energies for the jglexes. Bold values show a hypsochromic

shift in the spectra.

Complex Exp. transiton &, Egp EPCGM pgPCM  pEXpb pEXDl  caie Transition
p DCM EETOH Epcm  EETOH

[ev]l [ev] [ev] [ev]l [eVv] [eV]

H So-St 335 285 3.02 301 288 284 ¢S (ILCT)
Error [%] 149 99 102 140 152

T1-S 220 213 225 225 217 217 3%
Error [%] 32 23 23 14 14

198 21 206 261 202 FS

Error [%] 100 46 64 186 82
NO, So-St 2.79 303 301 298 295 275 ¢S (ILCT)
Error [%] 86 79 68 57 14
HSO;  So-Sy (mm*)  3.35 243 251 252 &S; (ILCT/ 117%)
Error [%] 276 251 24.87

So-S1(ILCT) 3.18 243 251 252 &S (ILCT/ 1-11%)
Error [%] 236 21.0 20.8

In case of the Eu@complexes the error for the gas phase calculations is will®% quite high. Ap-
plying the IEF-PCM solvent model however brings the error down to less 10% which is acceptable.
Comparing the error for the different complex systems shows that theatiffe to the experimental re-
sults is reproduceable and the error is of systematic kind. The explicitgasulations show an error
which scatter. Reason is that only one structure with explicit solvent waputed. A more distinct
investigation of the solvent influence by computing different structures eticit solvent molecules
would be important to be able to comment on singlet and triplet state energiesHI®; derivative
shows an error of more than 20% in most cases. Here the protonateg ¢i8ap was used for the
calculation. In the experiment (sed49) the S&" group is coordinated by Eu(lll) ion&g]. This results
in a different charge distribution on the $@roup than in the the protonated H&@roup.

For the unsubstituted EyQomplex triplet state energies are reportd][ It is interesting to know

which if the Ty triplet state, which is based on the optimised singlet geometry, orth&iplet state,
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based on optimised triplet geometry, comes closest to the experimental v@hegrrors are smaller
for the absorption energies and are around 2% for the-$) energy and around 4-6% for thetFSy
energy. In this case the;d-Sy energy gives results closer to the experiment. This fact is also quite in-
teresting in terms of computational efficiency, since an optimised triplet stateejgois not necessary

to compute the Ts+ energy.

4.9.2 Geometry of the ligand and complex structures

Substituent influence in tHegand systemscan be summarised as following. Molecules with acceptor
substituents show elongated C(1)-C(2) and C(2)-O(11) bond lengtimsripared to donor substituted
ligands. The opposit trend is true for the C(1)-N(10) bond length.

In the complex structuresdonor substituents elongate the Eu-N bond length, while the electron with-
drawing NQ substituent contracts the bond. Axial angles are smaller if electron dorsatbggituents

are present in the complex structure. The opposit trend is observdwfeguatorial angles.

Unfortunately it is not possible to give a statement about the influence el¢la&on donating or with-
drawing capability of different substituents in the quinoline ligand on thegenies of the ligand. The
influence is more an interaction of structural and energetic aspects wdriamot be investigated seper-

ately.

4.9.3 Singlet and Triplet state energies of the ligands andbmplexes

In the 5-substituted quinolingand systems the biggest contribution to theS comes from a HOMO

- LUMO excitation. Exception are the CHO and W68ubstituted ligands.

In the unsubstituted ligand the HOMO - LUMO exitation israr* excitation which goes from the phe-
noxy part of the hydroxyquinoline to the pyridino part. This kind of excitattan be found in all other
ligand systems. In case of the CHO and N@ands nst* excitations show the most important contri-
bution to the $-S; transition. Here the excitation goes from a lower lying occupied orbital (KIBMn
case of CHO and HOMO-3 in case of Mo the LUMO or LUMO+1 orbital. For the CHO substituent
the HOMO - LUMO excitation goes from the phenoxy part to the pyridino Eetpbserved for other
ligands. For the N@substituent the excitation goes frontorbital which is located on the phenoxy
part and the N@group to the whole ligand system. However, a notable part of the electrmitylstays
on the phenoxy part.

In case of theomplex systemshe HOMO - LUMO excitation gives the biggest contribution to the S
S, transition and is in all cases a ILCT. The HOMO orbital is located on two ligavidke the LUMO
orbital lies on another ligand only. Excitation goes from the phenoxy paneawo ligands (HOMO) to
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the pyridino part of the ligand where the LUMO orbital is located. An excepBdhe NQ substituted
complex, where the LUMO orbital spreads over the phenoxy part of thadigin this way the behaviour
of the excitations in the ligand and complex systems is similar.

For both, the ligand and the complex sytems, the acceptor groups shift thEOHEbital in the singlet
state towards lower energy if compared to the unsubstituted species. éfpimevase of the complexes
structural aspects can have a bigger influence as seen for the$tB€&tituted complex. Here the H5O
substituted complex shows a bigger shift of the HOMO orbital than the comglasirty the stronger
electron accepting N£group in the structure. The donor groups also show the same effectligahd
and complex systems and push the LUMO orbital towards higher energye\do, there is no clear
correlation between the energy difference of the HOMO and LUMO orbiffatlse ligand and complex
systems and it is not enough to calculate the ligands only to predict the €bethg complex systems.
A correlation exists however between the Mulliken charges on the hyerrygen of the ligand systems
and the complexes. The average charge on the oxygen atom in the cosiiplalzeut 0.45e more negativ

than in the ligands. The charges are presented in T4l2&

Table 4.26: Mulliken Charges of the ligands and complexes for their leingnd triplet state. Calculation on
UB3LYP/TZVP and UB3LYP/MWB52/TZVP level of theory.

Substituent: NH H HSO; NO,
Ligand (S) -0.2426 -0.2366 -0.2182 -0.2083
Complex (S) -0.6892 -0.6780 -0.6766 -0.6633
Mlig compl 045 044 046 045

Ligand (T)  -0.2020 -0.2015 -0.1931 -0.1851
Complex (T) -0.6574 -0.6389 -0.6838 -0.6531
Mig_compt 046 044 049 047

This is an interesting observation, since by knowing the Mulliken chargesomyitiroxy oxygen atom of
the ligand one can approximate the charge of the O atoms in the complex striciutke investigated
complexes this charge is directly related to the Eu-O bond length, as depicligdina 4.66 for the

singlet state and in Figuré.67for the triplet state of the complexes in gas phase.
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Figure 4.66: Mulliken charges and the Eu-O bond lengths for different ptaxes in gas phase in their singlet
state. Calculated on UB3LYP/51MWB/TZVP level of theory (@es) and UB3LYP/52MWB/6-31G* level of
theory (Bond length).
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Figure 4.67: Mulliken charges and the Eu-O bond lengths for different paxes in gas phase in their triplet state.
Calculated on UB3LYP/51MWBI/TZVP level of theory (ChargesldJB3LYP/52MWB/6-31G* level of theory
(Bond length).

According to the Mulliken charges the bond length of the HS0bstituted ligand should be longer by
approximately 0.1 A. As mentioned before the HSDbstituent is sterically demanding in the complex
structure and values for bond lengths can daviate from expected vdludle triplet state the bond

length correlates better with the Mulliken charges. Why the BS@bstituent in the triplet state shows

the most negative charge is unclear. However, it seems that in the trigkehstarediction can be made
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corresponding the electron donating/accepting ability of the substituertharcharge on the hydroxy

oxygen atom.

The correlation between the ligand and complex Mulliken charge becomesreve interesting when
the Mulliken charges are compared with theSs energies for the singlet structure and the triplet ener-

gies for the triplet structure as depicted in Figuke68and 4.69
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Figure 4.68: Mulliken charges and §3S; energies for different complexes in gas phase in their singfiate.
Calculated on UB3LYP/52MWB/TZVP level of theory.
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Figure 4.69: Mulliken charges and {k+-Sy and Ty1-Sp energies for different complexes in gas phase in their
singlet state. Calculated on UB3LYP/52MWB/TZVP level ofdhng
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The absorption energy follows the trend of the Mulliken charges. A stedeciron donor (e.g. Nj)
means a more negative charge on the hydroxy-O, smaller Eu-O bond lendtemaller absorption

energy.

The above discussed trends can be used as guideline for tuning the xemgyigies. Ligand calculations
can be used to give a rough estimation about Mulliken charges, bond seagththe corresponding
energies. To get exact values the complex structures must be computgdrdiRg the triplet state
energies of the complexes, it seems as if it is not necessary to optimise thiegteipheetry. Triplet state
energies calculated on an optimised singlet ground state geomegry ¢dme close to the experimental

values.
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The TD-DFT method in combination with the B3LYP functional is a wide used meihodmpute ener-
getical and photochemical properties of Eu-oxoquinolinolate complex&3;{iE17]. Hereby the Eu(lll)
ion is modeled by an ECP which handles the 4f electron in the core. Thisxamation is feasible since

4f electrons do not contribute to the bonding in the comps}. [

For optimisation of the ground state structures of the 8-hydroxyquinolinadigithe 6-31G* basis set
gave results with an accuracy of 0.1 Aif compared to experimental XRDtselgd]. For optimising

the complex structures the 6-31G* basis set for the ligand atoms in combinatiotheif#2MWB ECP
published by Dolg et al. 42] for the Eu-ion was applied. Energy was refined with a single point cal-
culation on TZVP level for the ligands and 52MWB ECP for the Eu-ion. FXEM solvation model
has been tested for its capability to compute accurately the singlet and trigletiesn of different
8-hydroxyquinoline ligands and Eu-8-oxoquinolinate complexes. Tipplegal method was evaluated

against experimental results.

The error between experimental-S; energies and calculated ones lies in an acceptable range (less than
5% for the ligand systems and less than 10% for the complexes). ApplyingEECM solvent model
increases the quality of the results. Placing explicitely solvent moleculeaditbe complex structure

can model the ninefold coordinated Eu complex as reported in literaturdsauinareases the error of

the singlet and triplet energies if the structures are not selected carefully

The absolute electronegativity of the ligands and other electronic parametezx computed and used to
sort the different substituents according to their electron donating epting ability.

The geometries of the ligand and complex structures are discussed in tesuisstifuents and substi-
tution position in the ligand backbone. Complexes were also calculated with rtierspirical AM1

model using a sparkle for the Eu ion. The difference in AM1 and DFT gé&deseis marginal and it
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could be demonstrated that the computationally less expensive AM1 modslgg@ometries which are
accurate enough to serve as optimised geometry for further TD-DF Tiatidns.

The absorption spectra for a total of 50 8-hydroxyquinoline ligand mddscliearing different sub-
stituents was calulated. The spectra were interpreted and it could be destehshat therr* ex-
citation from the HOMO to the LUMO orbital gives the strongest contribution ®$S; transition.
Exceptions are ligands with nitro and formyl groups as substituent, wher&tB, transition shows
contribution from n#r* excitations. In this cases excitations go from lower lying occupied orbitaih s
as HOMO-1 or HOMO-3 to the LUMO and LUMO+1 orbital.

There is evidence that strong electron acceptors shift the HOMO orhitakds lower energy while
the donor substituents shift the LUMO orbital towards higher energy. efieet however is more pro-
nounced for the donor substituents. In this way the absorption waveleagthe tuned.

Structural and energetical trends which were observed for the ligatemss can be found in the com-
plex calculations as well. The most important contribution to tf&Stransition for the complexes is a
ILCT from the HOMO to the LUMO orbitals. Placing explicite solvent moleculesuad the complex
has the effect that the occupied orbitals are not located on two liganasca@ybut rather focused in
one ligand. This has the effect thatrr* excitations with ILCT mixing, which were observed in the gas
phase and IEF-PCM calculations become strigt* excitations with a higher oscillator strength in the
explicit solvent calculation.

Same as in the ligand systems, the HOMO orbitals are lowered by introduciegtacsin the structure,
while LUMO orbital energy is increased by donor substitution in case of dheptexes. Bulky ligands
have a higher impact on the energetics of the complexes. The protonHtedcsacid group e.g. shows
abnormalities regarding the Eu-N and Eu-O bond lengths. This struchaages also have an influence

on the singlet and triplet state energies.

Mulliken charges were investigated for the 8-oxoquinolinates and it caildelnonstrated that the dif-
ference between the charges on the hydroxy-O in the ligand systemeagdittolinate-O in the complex
lies around 0.44 - 0.49e. This makes it possible to give a rough estimation Miiliken charge if only
the ligand systems are calculated. At the same time there is a correlation betedéulliken charge
on the oxygen in the complex, the Eu-O bond length in the complex, §t& Bnergies and the triplet
energies. This makes it possible to give a rough estimation about the enefdie= complex by only
calculating the ligands.

Different triplet states were computed to find out which method reprodheesxperimental energies in
the best way. It could be demonstrated that the tiplet state energies comjitiitacsinglet wavefunction
based on a singlet ground state geometry shows the smallest deviation &exptriment. This allows

to skip the optimisation of the triplet geometry.
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To get a deeper understanding of the influence of the substituents omget eind triplet energies
of the complexes it would be necessary to calculate a bigger set on testusléar the ligand sys-
tem, bearing different electron donors or acceptors. The existingisegue an idea about differences
regarding the structural and energetic changes depending on sutistitiwever, the available data
are a much too small number to comment on absolute trends. For the sameitesasmtessary to
calculate a bigger number of complex structures with different donor exepéor substituents. In case
of the complex systems the pyridino substituted and formyl substituted ligaads high interest. The
pyridino ligand shows good characteristics regarding the absorptiggiesand triplet state energies.
Calculations on the formyl substituted ligand would be interesting because & @t one beside the
nitro substituted ligand which showsmi-excitations.

For future work it would be interesting to perfomr calculations on the compjetem using a full-
electron basis set for ther Eu ion. In this case relativistic effects mustcheded seperately e.g. by
applying the ZORA method and spin-orbit coupling must be accountedtfaould also be interesting
to investigate other methods than TD-DFT to calculate the excited states. ZINDQ calculations

could be challanging but would give more information on the photochemistiyeafomplexes.
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Tables
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[IAX

Bond experimental value [A] calculated @& = 0° [A] calculated at9; = 180 [A]
C(8)-C(8) 1.411 1.433(8) 1.430(2)
C(8)-C(7) 1.412 1.382(4) 1.380(9)
C(7)-C(6) 1.431 1.413(8) 1.414(6)
C(6)-C(5) 1.357 1.375(2) 1.379(5)
C(5)-C(4) 1.443 1.419(9) 1.419(1)
C(4))-C(8) 1.449 1.431(8) 1.425(8)
C(8)-N(1) 1.383 1.360(3) 1.360(4)
C(4)-C(4) 1.423 1.418(8) 1.418(7)
C(4)-C(3) 1.443 1.374(4) 1.377(1)
C(3)-C(2) 1.428 1.416(7) 1.416(2)
C(2)-N(1) 1.350 1.317(8) 1.319(5)
C(8)-0(9) 1.390 1.358(9) 1.350(9)

Table A.1: Comparison of experimental and calculatezhd lengthsof 8-hydroxyquinoline. Experimental datas are taken frd@].[ Calculation on UB3LYP/6-31G* level of

theory.
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HIAX

Angle

experimental value]

calculatedf1=0° [°]

calculatedf,=180 [°]

C(8)-C(8)-C(4)
C(8)-C(8')-N(2)
C(4)-C(8')-N(1)
C(8")-C(8)-C(7)
C(8')-C(8)-0(9)
C(7)-C(8)-0(9)
C(8)-C(7)-C(6)
C(7)-C(6)-C(5)
C(6)-C(5)-C(4)
C(5)-C(4)-C(8)
C(5)-C(4')-C(4)
C(8))-C(4)-C(4)
C(4)-C(4)-C(3)
C(4)-C(3)-C(2)
C(3)-C(2)-N(2)
C(2)-N(1)-C(8)

119.3
1191
1215
121.2
120.3
118.2
117.8
123.0
119.8
118.7
122.7
118.6
119.2
117.4
124.1
119.0

119.8(7)
116.3(4)
123.7(8)
119.7(9)
118.3(8)
121.8(1)
119.7(6)
121.8(8)
119.5(6)
119.1(2)
124.7(0)
116.1(7)
119.7(6)
119.1(4)
123.2(3)
117.9(0)

118.3(1)
118.6(5)
123.0(2)
119.9(6)
116.9(3)
123.0(9)
120.8(5)
120.8(6)
119.7(1)
120.2(8)
122.9(1)
116.7(9)
119.7(0)
118.5(8)
124.1(0)
117.7(8)

Table A.2: Comparison of experimental and calculasedjlesof 8-hydroxyquinoline. Experimental datas are taken frd).[Calculation on UB3LYP/6-31G* level of theory.
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XIX

2-Position

R R* C(8)-C(8) C(8)-N(1) C(8)-0(9) 0O(9)-H(10) N(1)-C(8)-C(8)['] C(8)-C(8)-O(9)['] Dieder[] Wagging[] Rotation []
[A] [A] [A] [A]

NH> OH 1.4311 1.3599 1.3632 0.9702 118.82 116.87 44.28 23.32

CN OH 1.4355 1.3540 1.3544 0.9706 118.41 116.78

HSGOs OH 1.4298 1.3592 1.3567 0.9705 118.95 116.57

NO» OH 1.4341 1.3556 1.3530 0.9706 118.70 116.80

Ph OH 1.4343 1.3542 1.3597 0.9704 118.68 116.90 14.45

Py OH 1.4315 1.3546 1.3519 0.9714 118.83 116.56 26.86

3-Position

R R" C(8)-C(8) C(8)-N(1) C(8)-0(9) 0O(9)-H(10) N(1)-C(8)-C(8)[] C(8)-C(8)-O(9)['] Dieder[] Wagging[] Rotation ]
[A] [A] [Al [A]

NH> OH 1.4307 1.3609 1.3602 0.9703 118.97 116.99 47.67 25.27

CN OH 1.4322 1.3611 1.3558 0.9705 118.64 116.88

HSG; OH 1.4321 1.3621 1.3558 0.9705 118.53 116.90

NO2 OH 1.4320 1.3618 1.3553 0.9705 118.57 116.91

Ph OH 1.4321 1.3603 1.3590 0.9704 118.94 116.98 38.40

Py OH 1.4329 1.3580 1.3477 0.9713 118.56 116.63 52.52

Table A.3: Geometry parameters of the ligand system irsitgylet groundstate. R is the substitution2a and 3-position R’ is the substitution in 8-position of the quinoline
molecule. Calculation on UB3LYP/6-31G* level of theory.
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XX

R R’ C(8)-C(8) C(8)-N(12) C(8)-0(9) 0(9)-H(10) N(1)-C(8)-C(8)['] C(8)-C(8)-0O(9) '] Dieder[] Wagging ] Rotation []
[A] [A] [A] [Al

NH, OH 1.4342 1.3610 1.3595 0.9703 117.92 116.69 46.66 24.59

CN OH 1.4346 1.3583 1.3558 0.9705 118.28 116.74

HSO; OH 1.4347 1.3578 1.3559 0.9705 117.63 116.69

NO, OH 1.4356 1.3560 1.3556 0.9706 117.21 116.61 27.77

Ph OH 1.4344 1.3600 1.3594 0.9704 117.66 116.78 55.75

Py OH 1.4370 1.3547 1.3446 0.9715 118.12 116.33 72.92

SGQ; OH 1.4322 1.3636 1.3718 0.9699 117.97 117.28

Table A.4: Geometry parameters of the ligand system irsitgjlet groundstate. R is the substitution4rposition, R’ is the substitution in 8-position of the quinoline malée.
Calculation on UB3LYP/6-31G* level of theory.
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IXX

R R’ C(8)- C(8)- C(8)- 0(9)- 0(9)- N(1)-C(8)-C(8)['] C(8)-C(8)-O(9) ] Dieder[] WaggingF] Rotation []
C(8) N(1) 0(9) H(10) C(10)
[A] [A] [A] [A] [A]

CHs OH 1.4311 1.3609 1.3618 0.9692 117.99 116.61

NH2 MeO  1.4372 1.3595 1.3603 1.4153 118.31 115.71 56.05 29.59

NH2 OH 1.4318 1.3602 1.3642 0.9700 118.32 117.21 55.98 29.55

CN MeO  1.4419 1.3581 1.3458 1.4223 118.14 115.44

CN OH 1.4360 1.3585 1.3505 0.9713 118.18 116.79

CHO MeO  1.4448 1.3572 1.3448 1.4222 117.39 115.38

CHO OH 1.4387 1.3577 1.3495 0.9711 117.40 116.80

HSG; OH 1.4378 1.3574 1.3499 0.9710 117.53 116.65

MeO MeO  1.4389 1.3594 1.3594 1.4156 118.57 115.60

MeO OH 1.4336 1.3598 1.3634 0.9701 118.59 117.06

NO; MeO  1.4438 1.3564 1.3423 1.4239 116.61 115.48 13.50

NO2 OH 1.4373 1.3571 1.3475 0.9711 116.61 116.84 12.64

Ph OH 1.4328 1.3604 1.3583 0.9704 117.74 117.10 53.40

Py OH 1.4403 1.3542 1.3391 0.9719 117.67 116.31 63.89

5,7DiMe OH 1.4311 1.3609 1.3618 0.9692 117.99 116.61

H MeO  1.4392 1.3601 1.3550 1.4177 118.62 115.43

H OH 1.4338 1.3603 1.3589 0.9706 118.66 116.93

Table A.5: Geometry parameters of the ligand system irsitgjlet groundstate. R is the substitution5rposition, R’ is the substitution in 8-position of the quinoline malée.
Calculation on UB3LYP/6-31G* level of theory.

so|gel V xipuaddy

so|gel V xipuaddy



[IXX

6-Position

R R’ C(8)- C(8)- C(8)- 0(9)- 0(9)- N(1)-C(8)-C(8)['] C(8)-C(8)-O(9) ] DiederP] Wagging[] Rotation ]
C(8) N(1) 0(9) H(10) C(10)
[A] [A] [A] [A] [A]

NH> OH 1.4345 1.3576 1.3585  0.9703 118.91 116.88 48.83 25.85

CN OH 1.4360 1.3578 1.3542  0.9707 118.54 116.75

HSG; OH 1.4372 1.3581 1.3534  0.9708 118.45 116.77

NO; OH 1.4372 1.3577 1.3536  0.9708 118.53 116.76

Ph OH 1.4330 1.3594 1.3586  0.9704 118.96 116.90 38.33

Py OH 1.4402 1.3541 1.3423  0.9712 118.01 116.43 53.23

7-Position

R R’ C(8)- C(8)- C(8)- 0(9)- 0(9)- N(1)-C(8)-C(8)['] C(8)-C(8)-O(9) ] DiederP] Wagging[P] Rotation[]
C(8) N(1) 0(9) H(10) C(10)
[A] [A] [A] [A] [A]

NH> OH 1.4314  1.3607 1.3455  0.9847 118.67 119.79 60.39 89.96

CN OH 1.4344 1.3590 1.3435 0.9748 118.13 117.41

HSG; OH 1.4449 1.3568 1.3323  0.9846 117.42 116.58

NO; MeO  1.4379 1.3617 1.3501 1.4379 117.32 117.54 33.03

NO2 OH 1.4446 1.3561 1.3244  0.9927 117.84 120.77

Ph OH 1.4336 1.3614 1.3567  0.9730 118.33 116.22 49.10

Py OH 1.4348 1.3566 1.3534  0.9701 117.50 116.90 59.69

Table A.6: Geometry parameters of the ligand system irsitgylet groundstate. R is the substitution®a and 7-position R’ is the substitution in 8-position of the quinoline

molecule. Calculation on UB3LYP/6-31G* level of theory.
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XX

2-Position

R R* C(8)-C(8) C(8)-N(1) C(8)-0(9) 0O(9)-H(10) N(1)-C(8)-C(8)['] C(8)-C(8)-O(9)['] Dieder[] Wagging[] Rotation []
[A] [A] [A] [A]

NH> OH 1.4353 1.3335 1.3527 0.9710 118.62 117.45 37.75 19.81

CN OH 1.4466 1.3256 1.3443 0.9719 118.80 116.82

HSGOs OH 1.4345 1.3350 1.3446 0.9718 119.27 117.03

NO» OH 1.4471 1.3260 1.3406 0.9721 119.02 116.78

Ph OH 1.4476 1.3214 1.3502 0.9714 118.83 116.85 0.04

Py OH 1.4518 1.3267 1.3297 0.9744 118.80 116.34 4.29

3-Position

R R" C(8)-C(8) C(8)-N(1) C(8)-0(9) 0O(9)-H(10) N(1)-C(8)-C(8)[] C(8)-C(8)-O(9)['] Dieder[] Wagging[] Rotation ]
[A] [A] [Al [A]

NH> OH 1.4147 1.3525 1.3575 0.9703 119.82 118.30 45.43 24.27

CN OH 14211 1.3516 1.3441 0.9716 118.94 118.08

HSG; OH 1.4275 1.3465 1.3431 0.9718 118.72 117.75

NO2 OH 1.4207 1.3545 1.3393 0.9721 118.65 118.13

Ph OH 1.4195 1.3492 1.3506 0.9709 119.505 118.28 29.92

Py OH 1.4278 1.3530 1.3243 0.9745 118.69 117.58 33.35

Table A.7: Geometry parameters of the ligand system intrifglet state. R is the substitution &+ and 3-position R’ is the substitution in 8-position of the quinoline malée.
Calculation on UB3LYP/6-31G* level of theory.
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NIXX

R R’ C(8)-C(8) C(8)-N(12) C(8)-0(9) 0(9)-H(10) N(1)-C(8)-C(8)['] C(8)-C(8)-0O(9) '] Dieder[] Wagging ] Rotation []
[A] [A] [A] [Al

NH, OH 1.4333 1.3372 1.3559 0.9706 118.57 117.54 48.29 25.01

CN OH 1.4347 1.3393 1.3434 0.9718 118.53 117.25

HSO; OH 1.4402 1.3353 1.3426 0.9721 118.07 116.91

NO, OH 1.4403 1.3374 1.3389 0.9724 117.14 116.90

Ph OH 1.4336 1.3386 1.3498 0.9712 117.79 117.28

Py OH 1.4477 1.3344 1.3240 0.9747 117.25 116.37 36.93

SG; OH 1.4353 1.3375 1.3631 0.9704 118.43 117.88 36.95

Table A.8: Geometry parameters of the ligand system itrifdet state. R is the substitution #position, R’ is the substitution in 8-position of the quinoline malée. Calculation
on UB3LYP/6-31G* level of theory.
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AXX

R R’ C(8)- C(8)- C(8)- 0(9)- 0(9)- N(1)-C(8)-C(8)['] C(8)-C(8)-O(9) ] Dieder[] WaggingF] Rotation []
C(8) N(1) 0(9) H(10) C(10)
[A] [A] [A] [A] [A]

CHs OH 1.4323 1.3360 1.3554 0.9700 118.17 116.91

NH2 OH 1.4501 1.3355 1.3473 1.4209 118.26 115.23 41.17 21.19

NH2 MeO  1.4389 1.3392 1.3521 0.9709 118.41 117.30 41.31 21.28

CN OH 1.4544 1.3331 1.3447 1.4243 116.62 119.95

CN MeO  1.4443 1.3347 1.3498 0.9714 118.77 117.27

CHO OH 1.4533 1.3366 1.3499 1.4240 117.79 115.62

CHO MeO  1.4436 1.3379 1.3501 0.9715 117.92 117.61

HSG; OH 1.4407 1.3326 1.3489 0.9715 118.35 117.42

MeO MeO  1.4451 1.3370 1.3466 1.4216 118.60 115.62

MeO OH 1.4330 1.3412 1.3516 0.9709 118.78 117.81

NO; MeO  1.4475 1.3345 1.3463 1.4267 117.17 117.29 6.90

NO2 OH 1.4564 1.3340 1.3407 0.9720 117.20 115.38 6.30

Ph OH 1.4395 1.3393 1.3528 0.9711 118.01 117.51 32.13

Py OH 1.4515 1.3369 1.3281 0.9743 117.22 116.88 37.57

5,7DiMe OH 1.4323 1.3360 1.3554 0.9700 118.17 116,91

H MeO  1.4481 1.3318 1.3454 1.4228 118.99 115.37

H OH 1.4374 1.3350 1.3503 0.9712 119.18 117.56

Table A.9: Geometry parameters of the ligand system itrifdet state. R is the substitution Brposition, R’ is the substitution in 8-position of the quinoline malée. Calculation
on UB3LYP/6-31G* level of theory.
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6-Position

R R’ C(8)- C(8)- C(8)- 0(9)- 0(9)- N(1)-C(8)-C(8)['] C(8)-C(8)-O(9) ] DiederP] Wagging[] Rotation ]
C(8) N(1) 0(9) H(10) C(10)
[A] [A] [A] [A] [A]

NH> OH 1.4356 1.3379 1.3563  0.9704 119.61 116.72 41.95 22.50

CN OH 1.4690 1.3316 1.3443  0.9724 118.65 115.86

HSG; OH 1.4619 1.3198 1.3437  0.9724 118.64 116.66

NO; OH 1.4742 1.3198 1.3361  0.9735 118.42 115.86

Ph OH 1.4593 1.3214 1.3508 0.9716 119.29 115.89 21.97

Py OH 1.4696 1.3238 1.3229  0.9747 118.48 115.36 24.71

7-Position

R R’ C(8)- C(8)- C(8)- 0(9)- 0(9)- N(1)-C(8)-C(8)['] C(8)-C(8)-O(9) ] DiederP] Wagging[P] Rotation[]
C(8) N(1) 0(9) H(10) C(10)
[A] [A] [A] [A] [A]

NH> OH 1.4322 1.3377 1.3365  0.9901 119.41 120.85 59.76 89.92

CN OH 1.4225 1.3458 1.3422  0.9756 119.18 119.18

HSG; OH 1.4357 1.3380 1.3373  0.9850 118.73 118.35

NO; MeO 1.4331 1.3499 1.3313 1.4361 120.13 127,24 30.357

NO2 OH 1.4289 1.3475 1.3276  0.9944 115.53 117.04 0.01

Ph OH 1.4301 1.3442 1.3479  0.9744 119.13 117.32 39.70

Py OH 1.4412 1.3421 1.3244  0.9790 118.16 117.16 38.47

Table A.10: Geometry parameters of the ligand system iririfdet state. R is the substitution B+ and 7-position R’ is the substitution in 8-position of the quinoline malée.

Calculation on UB3LYP/6-31G* level of theory.
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IIAXX

2-Position

R R’ Us [eV] IP [eV] EealeV] Ns Xs

NH> OH -3.6612 7.1095 -0.2129 3.4483 3.6612
CN OH -3.6771 8.2130 0.8588 4.5359 3.6771
HSO; OH -3.5733 8.3327 1.1861 4.7594 3.5733
NO, OH -3.4880 8.3430 1.3670 4.8550 3.4880
Ph OH -3.5159 7.3417 0.3100 3.8258 3.5159
Py OH -2.8956 10.8580 5.0667 7.9623 2.8956
3-Position

R R’ s [eV] IP [eV] EealeV] NsXs

NH> OH -3.6753 7.1920 -0.1586 3.5167 3.6753
CN OH -3.6803 8.2527 0.8920 45723 3.6803
HSO; OH -3.5874 8.2351 1.0603 4.6477 3.5874
NO; OH -3.4043 8.3433 1.5347 4.9390 3.4043
Ph OH -3.5342 7.4923 0.4238 3.9581 3.5342
Py OH -2.8110 10.7589 5.1369 7.9479 2.8110

Table A.11: Chemical Potentiali(s), lonisation Potential (IP), Electron Affinity &), Absolute Electronegativityxs) and Hardness parametard) of the ligands. R is the

substitutent ir2- and 3-position R’ is the substituent in 8-position. Calculated on UB3LYRY/P level of theory.
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R R’ Hs[eV] IP [eV] EealeV] Ns Xs

NH> OH -3.7656 7.2540 -0.2772 3.4884 3.7656
CN OH -3.5811 8.2055 1.0433 4.6244 3.5811
HSO; OH -3.4979 8.2032 1.2074 4.7053 3.4979
NO; OH -3.2721 8.2642 1.7200 4.9921 3.2721
Ph OH -3.5216 7.4653 0.4220 3.9437 3.5216
Py OH -2.8948 10.9482 5.1587 8.0535 2.8948
SOy OH -3.6403 4.4531 -2.8275 0.8128 3.6403

Table A.12: Chemical Potentiali{s), lonisation Potential (IP), Electron Affinity g5, Absolute Electronegativityxs) and Hardness parameterd) of the ligands. R is the

substitutent im-position, R’ is the substituent in 8-position. Calculated on UB3LYRY/P level of theory.
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R R’ Hs[eV] IP [eV] EealeV] ns Xs

NH> OH -3.4304 6.7869 -0.0739 3.3565 3.4304
NH> MeO -3.4457 6.6453 -0.2461 3.1996 3.4457
CN OH -3.7472 8.2811 0.7866 4.5338 3.7472
CN MeO -3.6711 8.0714 0.7293 4.4003 3.6711
CHO OH -3.6885 8.2231 0.8462 4.5347 3.6885
CHO MeO -3.6158 8.0212 0.7896 4.4054 3.6158
HSO; OH -3.7306 8.3682 0.9070 4.6376 3.7306
MeO OH -3.6361 7.1556 -0.1165 3.5196 3.6361
MeO MeO -3.6475 7.0013 -0.2938 3.3537 3.6475
NO; OH -3.5169 8.4422 1.4084 4.9253 3.5169
NO; MeO -3.4386 8.2299 1.3528 4.7913 3.4386
Ph OH -3.5027 7.2763 0.2709 3.7736 3.5027
Py OH -3.1264 11.2115 4.9587 8.0851 3.1264
5,7DiMe OH -3.8368 7.5218 -0.1518 3.6850 3.8368
H MeO -3.8266 7.5896 -0.0636 3.7630 3.8266
H OH -3.9043 7.7913 -0.0174 3.8869 3.9043

Table A.13: Chemical Potentiali{s), lonisation Potential (IP), Electron Affinity ), Absolute Electronegativityxs) and Hardness parameterd) of the ligands. R is the

substitutent irb-position, R’ is the substituent in 8-position. Calculated on UB3LYRY/P level of theory.
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6-Position

R R’ Us [eV] IP [eV] EealeV] Ns Xs

NH> OH -3.6210 7.0820 -0.1600 3.4610 3.6210
CN OH -3.7596 8.3178 0.7987 4.5583 3.7596
HSOs OH -3.6796 8.3109 0.9517 4.6313 3.6796
NO» OH -3.4805 8.4373 1.4762 4.9568 3.4805
Ph OH -3.5114 7.4132 0.3904 3.9018 3.5114
Py OH -3.0181 11.1393 5.1032 8.1213 3.0181
7-Position

R R’ s [eV] IP [eV] EecaleV] Ns Xs

NH> OH -3.6666 7.2546 -0.0785 3.5881 3.6666
CN OH -3.7650 8.3341 0.8042 4.5692 3.7650
HSGOs OH -3.6275 8.2376 0.9825 4.6100 3.6275
NO» MeO -3.3675 8.0938 1.3588 3.3675 3.3675
NO2 OH -3.4303 8.0938 1.3588 4.7263 3.4303
Ph OH -3.6054 7.3977 0.1869 3.7923 3.6054
Py OH -2.9880 11.1663 5.1903 8.1783 2.9880

Table A.14: Chemical Potentiali{s), lonisation Potential (IP), Electron Affinity (g, Absolute Electronegativityxs) and Hardness parameterd) of the ligands. R is the

substitutent ir6- and 7-position R’ is the substituent in 8-position. Calculated on UB3LYRBY/P level of theory.
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2-Position

R R’ So-S1 [eV] T1s-So [eV] T1im-So [eV] TisSo [eV]
NH, OH 3.69 2.69 2.58 2.98
CN OH 3.59 2.48 2.43 2.79
HSO3 OH 3.71 2.57 2.48 2.89
NO, OH 3.22 2.43 2.40 2.75
Ph OH 3.69 2.52 2.46 2.84
Py OH 2.32 1.99 2.05 2.41
3-Position

R R’ S-S [eV] T1s-So [eV] T11-So [eV] TisSo [eV]
NH. OH 3.79 2.62 2.55 2.92
CN OH 3.63 2.50 2.46 2.81
HSOs OH 3.70 2.57 2.47 2.88
NO, OH 3.06 2.35 2.34 2.67
Ph OH 3.80 2.58 2.54 2.92
Py OH 2.05 1.88 2.05 2.39

Table A.15: Singlet and triplet energies of the ligand systems. R is thlesftuent in2- and 3-position R’ is the Substituent in 8-position. Calculated in gas phas

UB3LYP/TZVP level of theory.
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R R’ So-S1 [eV] T1s-So [eV] T11-So [eV] TisSo [eV]
NH. OH 4.09 2.67 2.61 2.96
CN OH 3.34 2.36 2.31 2.68
HSO; OH 3.43 2.45 2.36 2.76
NO, OH 2.78 2.16 2.09 2.50
Ph OH 3.72 2.58 2.49 2.90
Py OH 2.05 2.01 2.10 2.56
SO OH 3.34 2.68 2.62 3.01

Table A.16: Singlet and triplet energies of the ligand systems. R is thiesftuent ind-position, R’ is the Substituent in 8-position. Calculated in gas phas UB3LYP/TZVP

level of theory.
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R R’ So-S1 [eV] T1s~So [eV] T1im-So [eV] TisS0 [eV]
NH, OH 3.31 2.34 2.18 2.64
CN OH 3.92 2.52 2.47 2.80
CN MeO 3.89 2.54 2.48 2.81
CHO OH 3.46 2.50 2.45 2.73
CHO MeO 3.47 251 2.47 2.74
HSGO; OH 4.10 2.71 2.65 3.00
MeO OH 3.56 2.52 2.44 2.84
MeO MeO 3.55 2.56 2.48 2.87
NO, OH 3.57 2.39 2.36 2.62
NO, MeO 3.55 2.39 2.35 2.61
Ph OH 3.73 2.55 241 2.85
Py OH 2.46 2.24 2.29 2.70
5,7DiMe OH 3.72 2.53 251 2.84
H MeO 3.91 2.69 2.62 3.02
H OH 3.94 2.66 2.59 2.99

Table A.17: Singlet and triplet energies of the ligand systems. R is tiesftuent in5-position, R’ is the Substituent in 8-position. Calculated in gas phas UB3LYP/TZVP

level of theory.
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6-Position

R R’ So-S1 [eV] T1s-So [eV] T11-So [eV] TisSo [eV]
NH> OH 3.67 2.60 2.48 2.86

CN OH 3.89 2.56 251 2.88

HSO; OH 3.97 2.67 2.56 3.01

NO, OH 3.23 2.35 2.32 2.66

Ph OH 3.79 2.56 2.48 2.87

Py OH 2.39 2.14 2.18 2.65

7-Position

R R’ So-S1 [eV] Tis-So [eV] Tim-So [eV] T1sSo [eV]
NH, OH 3.82 2.61 2.54 2.93

CN OH 3.92 2.61 2.57 291

HSG; OH 3.96 2.73 2.62 3.02

NO, MeO 3.52 2.55 2.37 2.85

NO, OH 3.22 2.36 1.89 2.57

Ph OH 3.75 2.56 2.49 2.86

Py OH 2.28 2.12 2.23 2.65

Table A.18: Singlet and triplet energies of the ligand systems. R is thlesftuent in6- and 7-position R’ is the Substituent in 8-position. Calculated in gas phas
UB3LYP/TZVP level of theory.
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AXXX

2-Position

R R’ So-S1 [eV] T1s-So [eV] T1im-So [eV] TisSo [eV]
NH, OH 3.78 2.74 2.57 2.97
CN OH 3.35 2.40 2.29 2.63
HSO3 OH 3.49 2.49 2.34 2.74
NO, OH 2.74 2.21 2.08 2.40
Ph OH 3.58 251 2.41 2.79
Py OH 2.74 2.29 2.11 2.47
3-Position

R R’ S-S [eV] T1s-So [eV] T11-So [eV] TisSo [eV]
NH. OH 3.68 2.58 2.47 2.82
CN OH 3.47 2.45 2.34 2.68
HSOs OH 3.56 2.52 2.35 2.76
NO, OH 2.73 2.17 2.06 2.35
Ph OH 3.72 2.57 2.47 2.85
Py OH 2.82 2.38 2.22 2.57

Table A.19: Singlet and triplet energies of the ligand systems. R is thiesBtuent in2- and 3-position R’ is the Substituent in 8-position. Calculated with IEEN? solvation

model (DCM) on UB3LYP/TZVP level of theory.
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R R’ So-S1 [eV] T1s-So [eV] T11-So [eV] TisSo [eV]
NH. OH 4.03 2.69 2.60 2.96
CN OH 3.16 2.30 2.18 2.54
HSO; OH 3.30 241 2.25 2.65
NO, OH 2.50 2.01 1.81 2.22
Ph OH 3.66 2.57 2.44 2.85
Py OH 2.80 2.45 2.24 2.67
SO OH 3.73 2.60 2.46 2.88

Table A.20: Singlet and triplet energies of the ligand systems. R is thiesttuent ind-position, R’ is the Substituent in 8-position. Calculated with IEEN® solvation model
(DCM) on UB3LYP/TZVP level of theory.
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R R’ So-S1 [eV] T1s~So [eV] T1im-So [eV] TisS0 [eV]
NH, OH 3.18 2.31 2.05 2.53
CN OH 3.87 2.55 2.46 2.80
CN MeO 3.87 2.58 2.49 2.82
CHO OH 3.59 2.49 2.41 2.69
CHO MeO 3.59 2.52 2.44 2.71
HSGO; OH 4.00 2.70 2.62 2.96
MeO OH 3.44 2.49 2.33 2.73
MeO MeO 3.47 2.54 2.39 2.79
NO, OH 341 2.30 2.22 2.46
NO, MeO 3.39 2.31 2.23 2.47
Ph OH 3.63 2.53 2.38 2.80
Py OH 3.00 2.59 2.43 2.81
5,7DiMe OH 3.65 2.53 2.47 2.79
H MeO 3.86 2.66 2.54 2.94
H OH 3.87 2.70 2.58 2.98

Table A.21: Singlet and triplet energies of the ligand systems. R= Stiesit in5-position, R'= Substituent in 8-position. Calculated with IEF-PCMwation model (DCM) on
UBS3LYP/TZVP level of theory.
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HIAXXX

6-Position

R R’ So-S1 [eV] T1s-So [eV] T11-So [eV] TisSo [eV]
NH> OH 3.53 2.56 2.38 2.76

CN OH 3.79 2.55 2.46 2.82

HSO; OH 3.91 2.68 2.53 2.97

NO, OH 2.91 2.19 2.08 2.42

Ph OH 3.72 2.56 2.45 2.84

Py OH 2.96 2.55 2.32 2.77

7-Position

R R’ So-S1 [eV] Tis-So [eV] Tim-So [eV] T1sSo [eV]
NH, OH 3.77 2.61 2.49 2.89

CN OH 3.86 2.62 2.54 2.87

HSG; OH 3.95 2.74 2.61 3.00

NO, MeO 3.24 2.48 2.26 2.72

NO, OH 3.00 2.21 1.74 2.36

Ph OH 3.72 2.57 2.47 2.84

Py OH 2.95 2.61 2.47 2.83

Table A.22: Singlet and triplet energies of the ligand systems. R is thiesBtuent in6- and 7-position R’ is the Substituent in 8-position. Calculated with IEEN? solvation
model (DCM) on UB3LYP/TZVP level of theory.
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2-Position

R R’ So-S1 [eV] T1s-So [eV] T1im-So [eV] TisSo [eV]
NH, OH 3.78 2.74 2.57 2.97
CN OH 3.32 2.39 2.26 2.60
HSO3 OH 3.47 2.48 2.32 2.71
NO, OH 2.69 2.17 2.02 2.33
Ph OH 3.57 2.50 2.40 2.78
Py OH 2.80 2.31 2.11 2.48
3-Position

R R’ S-S [eV] T1s-So [eV] T11-So [eV] TisSo [eV]
NH. OH 3.67 2.57 2.46 2.81
CN OH 3.46 2.44 2.32 2.66
HSOs OH 3.54 2.52 2.33 2.75
NO, OH 2.69 2.14 2.01 2.29
Ph OH 3.71 2.57 2.46 2.84
Py OH 291 2.42 2.25 2.59

Table A.23: Singlet and triplet energies of the ligand systems. R is thiesBtuent in2- and 3-position R’ is the Substituent in 8-position. Calculated with IEEN® solvation

model (ETOH) on UB3LYP/TZVP level of theory.
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X

R R’ So-S1 [eV] T1s+-So [eV] T11-So [eV] TisSo [eV]
NH. OH 4.03 2.70 2.60 2.96
CN OH 3.14 2.29 2.16 2.51
HSO; OH 3.29 241 2.23 2.63
NO, OH 2.47 1.99 1.77 2.18
Ph OH 3.65 2.57 2.43 2.84
Py OH 2.89 2.46 2.26 2.68
SO OH 3.69 2.59 2.44 2.86

Table A.24: Singlet and triplet energies of the ligand systems. R is thiesttuent ind-position, R’ is the Substituent in 8-position. Calculated with IEEN® solvation model
(ETOH) on UB3LYP/TZVP level of theory.
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R R’ So-S1 [eV] T1s~So [eV] T1im-So [eV] TisS0 [eV]
NH, OH 3.16 2.30 2.03 2.50
CN OH 3.87 2.55 2.46 2.79
CN MeO 3.88 2.58 2.49 2.82
CHO OH 3.61 2.49 2.40 2.68
CHO MeO 3.60 2.52 2.44 2.71
HSGO; OH 3.99 2.70 2.61 2.96
MeO OH 3.43 2.48 2.32 2.71
MeO MeO 3.46 2.54 2.37 2.77
NO, OH 341 2.28 2.19 2.43
NO, MeO 3.39 2.29 2.21 2.45
Ph OH 3.62 2.53 2.37 2.79
Py OH 3.07 2.60 2.44 2.82
H MeO 3.87 2.70 2.58 2.98
5,7DiMe OH 3.65 2.53 2.47 2.79
H OH 3.85 2.65 2.53 2.93

Table A.25: Singlet and triplet energies of the ligand systems. R is thiesttuent in5-position, R’ is the Substituent in 8-position. Calculated with IEEN? solvation model
(ETOH) on UB3LYP/TZVP level of theory.
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6-Position

R R’ So-S1 [eV] T1s-So [eV] T11-So [eV] TisSo [eV]
NH> OH 3.52 2.55 2.36 2.74

CN OH 3.78 2.55 2.45 2.81

HSO; OH 3.91 2.68 2.38 2.82

NO, OH 2.88 2.17 2.03 2.37

Ph OH 3.72 2.56 2.44 2.83

Py OH 3.04 2.57 2.33 2.78

7-Position

R R’ So-S1 [eV] Tis-So [eV] Tim-So [eV] T1sSo [eV]
NH, OH 3.76 2.61 2.48 2.88

CN OH 3.86 2.62 2.54 2.86

HSG; OH 3.96 2.74 2.60 2.99

NO, MeO 3.20 2.47 2.24 2.69

NO, OH 2.98 2.19 1.72 2.33

Ph OH 3.72 2.58 2.46 2.84

Py OH 3.04 2.63 2.51 2.84

Table A.26: Singlet and triplet energies of the ligand systems. R is thiesBtuent in6- and 7-position R’ is the Substituent in 8-position. Calculated with IEEN® solvation
model (ETOH) on UB3LYP/TZVP level of theory.
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R, isomer: Hisomer 1 NH isomer 2 NB isomer 3 NQ isomer 2 NQ isomer 3 HSQ isomer 3
rA] Eu-N1 2.6360 2.6208 2.6208 2.5973 2.6208 2.6308
rA] Eu-N2 2.6360 2.6251 2.5862 2.6029 2.5862 2.5919
rA] Eu-N3 2.6360 2.5862 2.6251 2.5669 2.6251 2.6273
Al Eu-O1 2.2509 2.2619 2.2619 2.2705 2.2619 2.2473
rA] Eu-02 2.2509 2.2488 2.2694 2.2613 2.2694 2.2637
rA] Eu-0O3 2.2509 2.2694 2.2488 2.2821 2.2488 2.2552
£[°] axial 149.95 137.40 137.40 138.07 137.40 147.10
£[°] axial 149.95 153.68 153.68 150.18 153.68 135.11
£[°] axial 149.95 149.37 149.37 149.05 149.37 150.97
£[°] equatorial 66.90 66.91 66.91 66.24 66.91 66.39

£[°] equatorial 66.90 66.98 67.53 66.26 67.53 67.00

£[°] equatorial 66.90 67.53 66.98 66.83 66.98 66.30

Table A.27: Geometry of the complexes in isinglet state. R is the substitution in 5-position of the ligand.dD#dtion ingas phaseon UB3LYP/6-31G* level of theory.
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R, isomer: Hisomer 1 NH isomer 2 NB isomer 3 NQ isomer 2 NQ isomer 3 HSQ isomer 3
rA] Eu-N1 2.5261 2.6360 2.6165 2.6053 2.6049 2.6197
rA] Eu-N2 2.6378 2.4739 2.6021 2.5718 25714 2.5968
rA] Eu-N3 2.6243 3.6072 2.4971 2.5334 2.5332 2.4986
Al Eu-O1 2.3482 2.2437 2.6165 2.2624 2.2624 2.2463
rA] Eu-02 2.2519 2.3751 2.6021 2.2658 2.2665 2.5968
rA] Eu-0O3 2.2442 2.2528 2.3488 2.3358 2.3360 2.4986
£[°] axial 153.40 147.15 133.98 145.61 145.39 130.38
£[°] axial 146.07 141.01 145.50 138.59 151.47 139.00
£[°] axial 150.06 148.04 151.37 152.06 138.64 148.85
£[°] equatorial 67.64 66.77 66.94 66.16 66.16 66.43

£[°] equatorial 66.59 67.89 67.20 66.81 66.81 66.94

£[°] equatorial 67.03 66.80 67.68 66.92 66.96 67.18

Table A.28: Geometry of the complexes in itsplet state. R is the substitution in 5-position of the ligand.dD#tion ingas phaseon UB3LYP/6-31G* level of theory.
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R, isomer: Hisomer 1 NH isomer 2 NB isomer 3 NQ isomer 2 NQ isomer 3 HSQ isomer 2
r[A] Eu-N1 2.5120 2.5100 2.5101 2.5087 2.5086 2.5161
r[A] Eu-N2 2.5119 2.5095 2.5083 2.5086 2.5072 2.5141
r[A] Eu-N3 2.3753 2.5083 2.5095 2.5073 2.5086 2.5161
r[A] Eu-O1 2.5122 2.3723 2.3723 2.3764 2.3762 2.3713
r[A] Eu-02 2.3753 2.3708 2.3756 2.3753 2.3797 2.3756
r[A] Eu-0O3 2.3754 2.3758 2.3709 2.3795 2.3755 2.3713
£1[°] axial 148.41 135.56 135.49 136.13 136.37 135.60
£1°] axial 148.65 153.39 153.14 152.19 150.46 150.26
£[°] axial 147.85 154.12 153.63 154.38 154.65 155.23
£[°] equatorial 64.32 64.23 64.24 63.94 63.93 63.90

£1°] equatorial 64.32 64.39 64.50 64.05 64.17 64.22

£1[°] equatorial 64.32 64.50 64.39 64.14 64.04 64.02

Table A.29: Geometry of the complexes in isénglet state. R is the substitution in 5-position of the ligand.dD#dtion ingas phaseon HF-AM1 level of theory.
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R, isomer: Hisomer 1 NH isomer 2 NB isomer 3 NQ isomer 2 NQ isomer 3 HSQ isomer 3
r[A] Eu-N1 2.5101 2.4639 2.4639 2.5082 2.5097 2.4658
r[A] Eu-N2 2.4616 2.5104 2.5093 2.4623 2.5082 2.5120
r [A] Eu-N3 2.5111 2.5093 2.5104 2.5084 2.5078 2.5137
r[A] Eu-O1 2.3755 2.4155 2.4156 2.3771 2.3778 2.4195
r[A] Eu-02 2.4206 2.3733 2.3736 2.4161 2.3810 2.3730
r[A] Eu-0O3 2.3758 2.3737 2.3733 2.3801 2.3710 2.3721
£1[°] axial 147.49 138.27 138.22 136.02 135.07 137.65
£1°] axial 149.88 163.46 163.36 143.68 152.61 161.77
£[°] axial 141.41 140.42 140.13 160.59 154.19 139.91
£ equatorial 64.31 63.87 63.87 63.97 63.90 63.85

£1°] equatorial 63.87 64.16 64.22 63.70 64.13 64.05

£1[°] equatorial 64.20 64.22 64.16 64.08 64.20 63.91

Table A.30: Geometry of the complexes in itsplet state. R is the substitution in 5-position of the ligand.dD&tion ingas phaseon HF-AML1 level of theory.
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R H NH> NO»

rfA] Eu-N1 2.6038 2.5268 2.5930
rfAl Eu-N2 2.6250 2.6263 2.6137
rfA] Eu-N3 2.5600 2.6141 2.5493
r[A] Eu-O1 2.2862 2.2944 2.2878
r[A] Eu-02 2.2451 2.2538 2.2566
r[A] Eu-03 2.2861 2.2778 2.2924
£[°] axial 142.55 142.21 141.00
£[°] axial 148.33 147.49 148.19
L[] axial 158.16 151.90 152.26
£[°] equatorial 66.99 68.02 66.30
£[°] equatorial 66.92 66.95 66.02
£[°] equatorial 67.95 66.82 67.22
r[A] Eu-DCM1 4.8048 3.7596 4.7982
r[A] Eu-DCM2 4.6416 4.8353 5.0252
r[A] Eu-DCM3 57171 5.7406 5.6545

Table A.31: Geometry of the complexes in isénglet state forisomer2 R is the substitution in 5-position of the ligand. Calcidaton UB3LYP/6-31G* level of theory with three

explicit DCM solvent molecules.
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R H NH, NO,

r{A] Eu-N1 2.5947 2.4913 2.5318
r{A] Eu-N2 2.4912 2.6270 2.6124
r{A] Eu-N3 2.5656 2.5657 2.5559
r[A] Eu-O1 2.2814 2.3687 2.3450
r[A] Eu-02 2.3660 2.2538 2.2582
r{A] Eu-03 2.2827 2.2712 2.2809
£[°] axial 139.44 144.80 143.47
£[°] axial 146.83 139.10 145.35
£[°] axial 138.40 156.26 158.36
£[°] equatorial 66.99 67.59 67.03
£[°] equatorial 67.69 66.90 66.05
£[°] equatorial 67.79 67.85 67.11
r{A] Eu-DCM1 4.6548 4.5045 4.8730
r[A] Eu-DCM2 4.7805 4.7296 4.9834
r[A] Eu-DCM3 5.3533 6.5315 6.3677

Table A.32: Geometry of the complexes in itdplet state forisomer2 R is the substitution in 5-position of the ligand. Calcidaton UB3LYP/6-31G* level of theory with three

explicit DCM solvent molecules.
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R H NH, NO,

r{A] Eu-N1 2.6271 2.7170 2.6856
r{A] Eu-N2 2.6495 2.6428 2.6648
r{A] Eu-N3 2.7087 2.6952 2.6320
r[A] Eu-O1 2.2955 2.3813 2.3837
r[A] Eu-02 2.4067 2.3044 2.3147
r{A] Eu-03 2.3495 2.3684 2.3571
£[°] axial 144.48 146.95 140.84
£[°] axial 128.76 146.31 151.29
£[°] axial 129.15 147.46 143.09
£[°] equatorial 66.89 63.77 64.19
£[°] equatorial 64.89 66.20 65.06
£[°] equatorial 64.74 64.29 64.50
r{A] Eu-ETOH1 4.1515 2.4924 2.6889
r[A] Eu-ETOH2 2.5675 4.0481 2.9800
r{A] Eu-ETOH3 2.6178 2.5481 2.6363

Table A.33: Geometry of the complexes in isénglet state forisomer2 R is the substitution in 5-position of the ligand. Calcidaton UB3LYP/6-31G* level of theory with three

explicit ETOH solvent molecules.
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R H NH> NO»

r(A] Eu-N1 2.6792 3.5808 2.6548
r{A] Eu-N2 2.5326 2.4762 2.6591
r[A] Eu-N3 2.6429 2.6073 2.6460
r[A] Eu-O1 2.3503 2.2900 2.4318
r[A] Eu-02 2.3956 2.3561 2.3148
r{A] Eu-03 2.3884 2.4013 2.3577
£[°] axial 134.76 139.71 141.17
£[°] axial 142.09 131.51 136.08
£[°] axial 149.13 133.77 117.70
£[°] equatorial 65.38 66.40 64.65
£[°] equatorial 67.24 67.93 65.06
£[°] equatorial 65.45 65.80 64.36
r[A] Eu-ETOH1 2.6002 2.5850 2.6627
r[A] Eu-ETOH2 4.1054 4.1708 2.9419
r[A] Eu-ETOH3 2.5925 4.5049 2.6488

Table A.34: Geometry of the complexes in itdplet state forisomer2 R is the substitution in 5-position of the ligand. Calcidaton UB3LYP/6-31G* level of theory with three

explicit ETOH solvent molecules.
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R H NH, NO,

r{A] Eu-N1 2.5100 2.5120 2.5106
r{A] Eu-N2 2.5107 2.5120 2.5115
r{A] Eu-N3 2.5070 2.4944 2.5078
r[A] Eu-O1 2.3824 2.3790 2.3838
r[A] Eu-02 2.3755 2.3730 2.3776
r{A] Eu-03 2.3810 2.3814 2.3826
£[] axial 132.56 135.49 132.77
£[°] axial 152.15 149.88 152.37
£[°] axial 152.25 146.72 151.54
£[°] equatorial 64.37 64.21 63.97
£[°] equatorial 64.32 64.24 63.88
£[°] equatorial 64.61 64.65 64.19
r{A] Eu-DCM1 4.6053 4.6097 4.6279
r[A] Eu-DCM2 4.6321 5.0251 4.6376
r[A] Eu-DCM3 4.7641 4.7320 4.7678

Table A.35: Geometry of the complexes in isénglet state forisomer2 R is the substitution in 5-position of the ligand. Calcidaton HF-AM1 level of theory with threexplicit

DCM solvent molecules.
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R H NH> NO»

rfA] Eu-N1 2.5101 2.5123 2.5141
r{A] Eu-N2 2.5122 2.5133 2.5113
rfA] Eu-N3 2.5055 2.5096 2.5098
r[A] Eu-O1 2.3831 2.3786 2.3817
rfA] Eu-02 2.3832 2.3800 2.3839
r[A] Eu-03 2.3820 2.3807 2.3893
£[°] axial 138.58 134.71 133.82
£[°] axial 140.60 140.79 144.03
£[°] axial 134.45 118.50 119.84
£[°] equatorial 64.33 64.15 63.63
£[°] equatorial 64.35 64.28 63.83
£[°] equatorial 64.53 64.34 64.13
r[A] Eu-ETOH1 3.7180 3.7498 3.7417
r[A] Eu-ETOH2 4.2469 4.5541 3.7518
r[A] Eu-ETOH3 3.7526 3.7224 4.7353

Table A.36: Geometry of the complexes in it$nglet state forisomer2 R is the substitution in 5-position of the ligand. In the Nebmplex the ETOH forms a bond to the Eu
(highlighted bold). Calculation on HF-AM1 level of theoryitivthreeexplicit ETOH solvent molecules.
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R, isomer Singlet* EuQ(H20), Triplet Eu(NGQ)4(ETOH), Triplet
r[A] Eu-N1 4.8333 4.9854 5.0364
r Al Eu-N2 2.6686 2.6610 2.6827
r[A] Eu-N3 2.6543 2.6304 2.6766
r[A] Eu-N4 4.1658 4.1392 4.2056
r[A] Eu-0O1 2.3481 2.4275 2.6445
r[A] Eu-02 2.3776 2.3716 2.3108
r [A] Eu-03 2.3781 2.3562 2.3410
r[A] Eu-04 2.2340 2.2219 2.2230
£1[°] axial 144.39 144.64 138.04
£1°] axial 144.82 143.62 138.50
£[°] axial 174.50 171.77 163.00
£1°] equatorial 64.86 64.95 64.62
£[°] equatorial 64.53 65.28 64.18

r [A] Eu-Solvent 4.3047 4.3891 4.3997
r[A] Eu-Solvent 2.5202 2.5031 2.4975

Table A.37: Geometry of the EugX, complexes for theingletandtriplet strucutres. Calculated on UB3LYP/6-31G* level of thedty.All complexes show the same geometry

in the singlet state.
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Gas phase H NH, NO, HSO;

S-St 2.85 2.40 3.01 2.44
T1s+-So 2.13 1.80 2.12 1.85
T17-So 1.98 1.50 2.07 1.67
IEF-PCM DCM H NH» NO» HSOs

S-S 3.02 2.52 3.01 2.51
T1s+-So 2.25 1.90 2.10 1.92
T17-So 2.10 1.50 2.08 1.65
IEF-PCM ETOH H NH. NO, HSGOs

So-S1 3.01 2.49 2.98 2.52
T15+-So 2.25 1.89 2.08 1.93
Ti7-So 2.06 1.47 2.04 1.62

Table A.38: Singlet and triplet statenergies in eVfor the complexes igas phaseand withIEF-PCM solvation model. Calculated on UB3LYP/TZVP level of theory
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expl.DCM H NH. NO,
S-St 2.88 2.43 2.95
T1s+-So 2.17 1.83 2.95
T17-So 2.01 1.92 2.16
expl. ETOH H NH- NO>
S-St 2.84 2.28 2.75
T1s+-So 2.17 1.86 2.08
T17-So 2.02 1.42 1.88
So-S1 T1s+~So Tim-So
Eu@(H20), 1.96 1.67 1.58

Table A.39: Singlet and triplet statenergies in eVfor the complexes in gas phase and vétplicite solvation model Calculated on UB3LYP/TZVP level of theory.
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