Lukas Wittwer

# Molecular Dynamics Simulations of Self Assembled Conjugated Thiols on an $\mathrm{Au}(111)$ Surface 

## DIPLOMARBEIT

zur Erlangung des akademischen Grades<br>Diplom-Ingenieur<br>Diplomstudium Technische Physik



Technische Universität Graz
Betreuer:
Ao.Univ.-Prof. Dipl.-Ing. Dr.techn. Egbert Zojer
Institut für Festkörperphysik

Graz, Mai 2010

## Acknowledgements

First of all I want to thank my supervisor Prof. Egbert Zojer for his support and expertise.

Furthermore, I would like to thank the people in our group, Anna, David, Ferdi, Gery, Oliver, Lukas, Marco, Thomas (vulgo Mulla), Simon and Stefan.

At this point, special thanks to Ferdi and Oliver for their expertise in compiling and other computer stuff and Gery for his tips and tricks in $\mathrm{EAT}_{\mathrm{E}} \mathrm{X}$.

Further, I want to thank to all my friends for their support throughout my studies.

Last but not least, I thank my parents and my whole family.

## EIDESSTATTLICHE ERKLÄRUNG

Ich erkläre an Eides statt, dass ich die vorliegende Arbeit selbstständig verfasst, andere als die angegebenen Quellen/Hilfsmittel nicht benutzt, und die den benutzten Quellen wörtlich und inhaltlich entnommene Stellen als solche kenntlich gemacht habe.

Graz, am $\qquad$

## STATUTORY DECLARATION

I declare that I have authored this thesis independently, that I have not used other than the declared sources / resources, and that I have explicitly marked all material which has been quoted either literally or by content from the used sources.


#### Abstract

The opportunity to modify surface properties by covering a substrate with self-assembled monolayers has lead to increased interest in interfaces between metals and organic monolayers in the last years. While the electronic properties of such systems can be investigated in detail using density-functional theory (DFT) calculations, the investigation of structural and dynamic properties of is a prohibitive task within DFT. Molecular dynamics simulations (MD) allow for computer experiments at finite temperatures and reasonable system sizes, without intrinsically assuming crystallinity of the monolayer. Therefore, MD was employed to examine conformational properties of conjugated thiols on gold. Furthermore, those simulations provide the possibility to investigate the dynamics of the thiols under the influence of vacancies on the SAM.


## Kurzfassung

Die Möglichkeit die Eigenschaften von Metalloberflächen durch die Aufbringung von selbst assemblierten Monolagen zu verändern, hat zu verstärktem Interesse in der Beschreibung dieser Metall-Organik Grenzflächen geführt. Während im Rahmen der Dichtefunktionaltheorie (DFT) es möglich ist die elektronischen Eigenschaften solcher Systeme zu analysieren, können dynamische Eigenschaften und Strukturen damit nur schlecht bis gar nicht beschrieben werden. Molekulardynmikrechnungen erlauben es Untersuchungen bei endlichen Temperaturen und mit realistischen Systemgrößen durzuführen, wodurch eine strenge kristalline Ordnung der Monolage nicht zwigend notwendig ist. Aus diesem Grund wurden Computersimulationen basierend auf Molekulardynamik durchgeführt um konformaive Eigenschaften von konjugierten Thiolen auf Gold zu untersuchen.
Weiters wurde der Einfluss von Leerstellen in der Monolage auf geometrische und dynamische Effekte hin untersucht.
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## Introduction

Surface modified metals have gained growing interests over recent in areas years such as electronics or for making metals resistant to corrosion. In terms of electronics, growing self assempled monolayers (SAM) on metals allow tuning their work function and therefore modifying the properties of an electronic device, e.g. by inserting a monolayer between the gold electrodes and the organic semiconductor in a transistor [3]. A way to handle those modifications in work function computationally is by use of density functional theory (DFT). Although DFT simulations have been applied successfully on systems of thiols on gold surfaces in order to obtain quantities such as the shift in the work function, the density of states, or orbital energies, they have drawbacks when it comes to describing the dynamics of a system at finite temperatures. Since the method of DFT is only restricted to temperatures of 0 K different techniques must be employed to investigate dynamical effects of SAMs, for example the influence of temperature on the disorder of the system.

Molecular dynamics allow for investigations at finite temperatures and therefore to examine the temperature dependence of quantities such as disorder within a monolayer. Thus a major objective of this work was to investigate SAMs of conjugated thiolates on a $\mathrm{Au}(111)$ surface by means of molecular dynamics (MD). In order to do so, appropriate MD software had to be chosen and tested by reproducing data from literature. A further step was then to investigate full coverage SAMs at different temperatures and finally to examine the impacts of voids in the monolayer. Since in this work classical MD is used for the first time in our group in order to investigate SAMs, it is focused on theoretical and methodological aspects rather than on actual results.

In the first part of this work a brief introduction is given in which the most fundamental principles of MD are discussed and the theoretical background of the used algorithms is shortly provided.

The second part is focused on the methodology, i.e., the used software and algorithms, the simulation setup, and the simulation steps are described in detail. The main features
of an input file for the MD software are listed, too.
In the final section the obtained results are presented and discussed. First, the reproduced data at 300 K are compared to those found in literature [2], after that the results of calculations at different temperatures ( $200 \mathrm{~K}, 150 \mathrm{~K}, 100 \mathrm{~K}$ ) are provided. Such calculations were done for two systems, namely biphenylthiolate and biphenydithiolate on gold and the results are then compared. Furthermore, the outcome of calculations of these two systems at lower coverages is presented. For those low coverage systems the spotlight is on the analysis related to the displacements of the docking groups.

## Part I.

## Fundamentals

## 1. Molecular dynamics

Literature: Refs. [4] [1]

The basic idea of classical molecular dynamics (MD) is to solve the classical equations of motions

$$
\begin{align*}
\mathbf{f}_{i} & =m_{i} \ddot{\mathbf{r}}_{i}  \tag{1.1a}\\
\mathbf{f}_{i} & =-\nabla U\left(\mathbf{r}_{i}\right) \tag{1.1b}
\end{align*}
$$

step by step numerically for each particle (see below). Here $\mathbf{f}^{i}$ denotes the force acting on the $i$ th particle at position $\mathbf{r}_{i}=\left(r_{1, i}, r_{2, i}, r_{3, i}\right)$ and $U\left(\mathbf{r}_{i}\right)$ the potential energy.

With $\mathbf{r}^{N}=\left(\mathbf{r}^{1}, \mathbf{r}^{2}, \ldots, \mathbf{r}^{N}\right)$ being the position of all particles in the system, $3 N$ equations of motions have to be solved in total at each step.

The shape of the potential depends on how the particles interact with each other, e.g. bonded or non-bonded interactions, electrostatic terms etc.

The equations of motion are then solved iteratively by use of certain time integration algorithms (e.g. Verlet algorithm).

### 1.1. Time integration

## Literature: Refs. [1]

In MD the equations of motion are solved step-by-step, i.e. time integration is not done continuously but by some integration scheme with finite steps of $\delta t$. In the limit of $\delta t$ going to zero the applied scheme should theoretically produce the exact trajectory of the system. Furthermore, integrating the equations of motion by means of a finite integrator must not violate energy conservation and small perturbations should not result in instabilities of the system.

1. Molecular dynamics

### 1.1.1. The Verlet algorithm

The simplest approach for a finite integration scheme is to expand the positions and velocities in a Taylor series for a sufficiently small $\delta t$ :

$$
\begin{align*}
& \mathbf{r}(t+\delta t)=\mathbf{r}(t)+\dot{\mathbf{r}}(t) \delta t+\frac{1}{2} \ddot{\mathbf{r}} \delta t^{2}+\frac{1}{6} \mathbf{c} \delta t^{3} \ldots  \tag{1.2}\\
& \mathbf{v}(t+\delta t)=\dot{\mathbf{r}}(t+\delta t)=\mathbf{v}(t)+\dot{\mathbf{v}}(t) \delta t+\frac{1}{2} \ddot{\mathbf{v}} \delta t^{2}+\frac{1}{6} \mathbf{d} \delta t^{3} \ldots \tag{1.3}
\end{align*}
$$

Expanding with respect to $-\delta t$ yields on the other hand:

$$
\begin{align*}
& \mathbf{r}(t-\delta t)=\mathbf{r}(t)-\dot{\mathbf{r}}(t) \delta t+\frac{1}{2} \ddot{\mathbf{r}} \delta t^{2}-\frac{1}{6} \mathbf{c} \delta t^{3} \pm \ldots  \tag{1.4}\\
& \mathbf{v}(t-\delta t)=\dot{\mathbf{r}}(t-\delta t)=\mathbf{v}(t)-\dot{\mathbf{v}}(t) \delta t+\frac{1}{2} \ddot{\mathbf{v}} \delta t^{2}-\frac{1}{6} \mathbf{d} \delta t^{3} \pm \ldots \tag{1.5}
\end{align*}
$$

with $\mathbf{c}$ and $\mathbf{d}$ denoting the third derivatives of the position and the velocity respectively. Combining Equations (1.2) and (1.4) and Equations (1.3) and (1.5) gives

$$
\begin{align*}
\mathbf{r}(t+\delta t) & =2 \mathbf{r}(t)-\mathbf{r}(t-\delta t)+\ddot{\mathbf{r}} \delta t^{2}+\mathcal{O}\left(t^{4}\right)  \tag{1.6}\\
\mathbf{v}(t+\delta t) & =2 \mathbf{v}(t)-\mathbf{v}(t-\delta t)+\ddot{\mathbf{v}} \delta t^{2}+\mathcal{O}\left(t^{4}\right) \tag{1.7}
\end{align*}
$$

The cruxes of Equation (1.7) is on the one hand, that one has to evaluate the third derivative of the position in Equation (1.7). Furthermore, in order to compute the positions and velocities for the next time step, information on the previous two steps must be stored. Since the third derivative of the position is normally not done in a MD run one has to modify Equation (1.7) somewhat to avoid third derivatives. This can be done by subtracting Equation (1.2) from (1.4) leading to an expression for the velocity without third derivatives

$$
\begin{equation*}
\mathbf{v}(t)=\frac{1}{2 \delta t}(\mathbf{r}(t+\delta t)-\mathbf{r}(t-\delta t))+\mathcal{O}\left(t^{3}\right) \tag{1.8}
\end{equation*}
$$

which is however not as accurate as Equation (1.7) and it does not provide information about velocities at $t+\delta t$.

The method presented above is the so called Verlet algorithm [5] which has still the drawback that information of the previous two steps has to be stored to compute the next one.

An optimization in terms of storage can be achieved by reformulating Equations (1.2)
and (1.4) leading to a modified Verlet integrator the so called velocity Verlet algorithm:

$$
\begin{align*}
\mathbf{r}(t+\delta t) & =\mathbf{r}(t)+\dot{\mathbf{r}}(t) \delta t+\frac{1}{2} \ddot{\mathbf{r}} \delta t^{2}  \tag{1.9}\\
\mathbf{v}(t+\delta t) & =\mathbf{v}(t)+\frac{1}{2} \delta t(\dot{\mathbf{v}}(t)+\dot{\mathbf{v}}(t+\delta t)) \tag{1.10}
\end{align*}
$$

Equation (1.10) contains the acceleration at the time $t+\delta t$ which cannot be calculated directly but via the following intermediate step. First the velocities are calculated at $t+\delta t / 2$ by

$$
\begin{equation*}
\mathbf{v}(t+\delta t / 2)=\mathbf{v}(t)+\frac{1}{2} \delta t \dot{\mathbf{v}}(t), \tag{1.11}
\end{equation*}
$$

next the forces acting on the particles at $t+\delta t$ are evaluated yielding $\dot{\mathbf{v}}(t+\delta t)$ which is eventually used to compute

$$
\begin{equation*}
\mathbf{v}(t+\delta t)=\mathbf{v}(t+\delta t / 2)+\frac{1}{2} \delta t \dot{\mathbf{v}}(t+\delta t) \tag{1.12}
\end{equation*}
$$

One advantage of the velocity Verlet algorithm compared to the normal Verlet method is that the positions and velocities are updated simultaneously thus allowing to calculate the kinetic energy without a time delay of $\delta t$.

## 2. The force field

Literature: Refs. [4] [1]

In molecular dynamics the concept of force fields is used to compute mostly complex interactions between atoms by approximating the potential energy with a potential function being only dependent on the relative position of the considered atoms. Instead of explicitly solving the Schrödinger equation, which becomes impossible for large unit cells, the interaction energy is split in single components related to certain kinds of interaction. The term FF is related to the shape of the equations on the one hand as well as to the numeric values of the parameters in these equations on the other hand. Since all relevant quantum-mechanical effects are taken into account when evaluating the parameters for the FF, the particles or atoms are assumed to be point-shaped in a MD simulation. Usually there are terms for bond stretching, for angle bending, bond rotation (torsion) and for non-bonded interactions (van der Waals (vdW) and electrostatic), contributing to the total potential energy of the system. An example, in this case the AMBER FF [6], of the functional form of a FF is shown in Equation (2.1).

$$
\begin{align*}
U\left(\mathbf{r}^{N}\right) & =\sum_{\text {bonds }} \frac{1}{2} k_{b}\left(l-l_{0}\right)^{2}+\sum_{\text {angles }} k_{a}\left(\theta-\theta_{0}\right)^{2}+\sum_{\text {torsions }} \frac{1}{2} V_{n}[1+\cos (n \omega-\gamma)]+ \\
& +\sum_{j=1}^{N-1} \sum_{i=j+1}^{N}\left\{\epsilon_{i, j}\left[\left(\frac{\sigma_{i j}}{r_{i j}}\right)^{12}-2\left(\frac{\sigma_{i j}}{r_{i j}}\right)^{6}\right]+\frac{q_{i} q_{j}}{4 \pi \epsilon_{0} r_{i j}}\right\} \tag{2.1}
\end{align*}
$$

Here $l$ describes the deviation from the equilibrium bond length $l_{0}, \theta$ is the according deviation from the equilibrium angle $\theta_{0}$. The third term in Equation (2.1) describes the rotational energy change of the bond. The rotation of bondings is usually reffered as dihedrals. By the last two terms the non-bonding interactions are modeled by a Lennard-Jones potential with a Coulomb term for electrostatic interactions. The individual contributions to the FF are depicted in Figure (2.1). The parameters in Equation (2.1) are specific for a certain type of atom and how this atom is in relation to others.
2. The force field


Figure 2.1.: Schematic representation of the contributions to the FF of Equation (2.1), [1]

In the case of a bonded atom, several effects have to be taken into account, e.g., the hybridization or to what other atoms it is bonded to. The bond-stretching parameters for a carbon - carbon bond for example depend on whether the bond is in an aromatic ring or in an aliphatic compound. Generally the parameters for bonded interactions are explicitly given for the involved atoms.

Parametrization itself can be a very tedious task; the values for the certain parameters can be, for example, obtained from Monte Carlo simulations, density functional theory calculations or by fitting to experiments.

Another key feature of a proper FF is transferability. This means that a set of parameters for a specific type of interaction should be applicable to a variety of systems. It should be mentioned that most FFs are parameterized for certain classes of molecules. This has to be taken into account when choosing a certain FF for a particular problem.

Basically one can distinguish among two kinds of interactions described by certain force fields, namely:

- short range and
- long range
interactions.


Figure 2.2.: Shape of the Morse potential (red line) and the harmonic potential (blue line)

### 2.1. Short range interactions

### 2.1.1. Bond stretching

The simplest method to model a bond is the harmonic potential

$$
\begin{equation*}
u_{b}=\frac{k_{b}}{2}\left(l-l_{0}\right)^{2} \tag{2.2}
\end{equation*}
$$

with $l$ the deviation from the equilibrium bond length $l_{0}$ and $k_{b}$ the stretching constant.

A more sophisticated approximation is the so called Morse potential

$$
\begin{equation*}
u_{b}=D_{e}\left[1-\mathrm{e}^{-a\left(l-l_{o}\right)}\right]^{2} . \tag{2.3}
\end{equation*}
$$

Around the equilibrium distance Morse and the harmonic potential are equivalent but for larger deviations from the equilibrium the Morse potential allows for dissociation and therefore bond breaking. However parameterizing the Morse potential is a more difficult task due to the three parameters to be determined ( $D_{e}, a, l_{0}$ ).

In Figure 2.2 the shape of the harmonic and the Morse potential are sketched.

### 2.1.2. Angle bending

A common way to describe the energy of angle bending is again a harmonic potential

$$
\begin{equation*}
u_{a}=\frac{k_{a}}{2}\left(\theta-\theta_{0}\right)^{2}, \tag{2.4}
\end{equation*}
$$

with $\theta$ being the deviation from some reference angle $\theta_{0}$ and $k_{a}$ a constant.

### 2.1.3. Torsion

Usually the rotation of a bond is expressed by a cosine series expansion:

$$
\begin{equation*}
u_{t}=\sum_{n=0}^{N} \frac{V_{n}}{2}[1+\cos (n \omega-\gamma)] \tag{2.5}
\end{equation*}
$$

Here $V_{n}$ is related to the 'barrier height', $n$ the multiplicity, i.e. it gives the number of minima, and $\gamma$ a phase factor. In conjuction with $n$ it determines, where the potential has its minima.

### 2.1.4. van der Waals interactions

Besides, the discussed bonded interactions there are also interactions not being related to bonds, namely the vdW interaction and electrostatic interactions. In contrast to electrostatic, vdW interactions also occur among uncharged particles and show attractive behavior.

The attractive characteristics can be understood by means of fluctuation in the electron clouds of the atoms forming instantaneous dipoles. Those dipoles my induce dipoles in neighboring atoms resulting in an attractive force due to dipole-dipole interactions.

In order to find an appropriate potential curve for describing vdW forces, the potential must be repulsive for short distances. This repulsive behavior is usually not denoted as vdW interaction. It lies in the Pauli principle, stating that two electrons must not be in the same quantum state. Thus, two electrons with parallel spin occupying the same region in space repel each other, therefore those repulsive forces are sometimes referred to as exchange forces.

The most common approximation to model vdW interactions is the Lennard-Jones
potential [7], describing the interaction potential between two particles as follows:

$$
\begin{equation*}
u_{i j}=4 \epsilon_{i j}\left[\left(\frac{\sigma_{i j}}{r_{i j}}\right)^{12}-\left(\frac{\sigma_{i j}}{r_{i j}}\right)^{6}\right] . \tag{2.6}
\end{equation*}
$$

The variable $\sigma_{i j}$ in Equation (2.6) denotes the so called collision diameters indicating the distance at which the energy is zero, $\epsilon_{i j}$ is the depth of the potential well and $r_{i j}$ is the distance between the considered atoms. Equation (2.6) can be rewritten in terms of the distance $r^{m}$ at which the potential has its minimum:

$$
\begin{equation*}
u_{i j}=\epsilon_{i j}\left[\left(\frac{r_{i j}^{m}}{r_{i j}}\right)^{12}-2\left(\frac{r_{i j}^{m}}{r_{i j}}\right)^{6}\right] \tag{2.7}
\end{equation*}
$$

The shape of the Lennard-Jones potential is shown in Figure 2.3. For large distances it quickly converges to zero. Thus neglecting atoms beyond a cutoff radius $r_{c}$ is legitimate.

In the case of the Lennard-Jones potential, the FF parameters for different types of atoms may be determined, if not explicitly given, by applying so called mixing rules. A widely used set of such rules are the Lorentz-Berthelot mixing rules [8], using the arithmetic mean to evaluate $\sigma_{A B}$

$$
\begin{equation*}
\sigma_{A B}=\frac{\sigma_{A}+\sigma_{B}}{2} \tag{2.8}
\end{equation*}
$$

with $\sigma_{A}$ and $\sigma_{B}$ the parameters for atom type $A$ and $B$ respectively. The depth of the potential well $\epsilon_{A B}$ is obtained by forming the geometric mean of the pure atomic parameters $\epsilon_{A}$ and $\epsilon_{B}$ :

$$
\begin{equation*}
\epsilon_{A B}=\sqrt{\epsilon_{A} \epsilon_{B}} . \tag{2.9}
\end{equation*}
$$

Another commonly used shape of the vdW potential is the Buckingham potential [9], in which the repulsive part is described by an exponential term:

$$
\begin{equation*}
u_{i j}=A_{i j} \mathrm{e}^{\frac{r}{\rho_{i j}}}-C_{i j} r^{-6} \tag{2.10}
\end{equation*}
$$

### 2.1.5. Cross terms

In some FF cross terms take into account that the interactions described above influence each other, e.g. if in a three atom system a bond angle is decreased the associated bonds stretch in order to reduce the interaction of the atoms separated by two bonds. Atoms


Figure 2.3.: Sketch of the Lennard-Jones potential
that are separated by two bond are commonly denoted as 1,3 atom pairs, those separated by one bond 1,2 atom pairs and those by three bond 1,4 pairs. Actually one has to take into account cross terms between all interactions in a system but for many applications (e.g. predicting structural properties), it is sufficient to define cross terms for two internal coordinates, i.e. stretch-stretch, stretch-torsion etc.

The AMBER [6] and DREIDING [8] force field used in this work are so called 'Class I' force fields, i.e., there are not any cross terms. The brief description above is just given for the sake of completeness.

### 2.1.6. Weighting factors

The bonded terms in a FF do not fully represent the interaction between the considered particles. There is always a vdW like contribution or in case of charged particles there are additional electrostatic interactions. These non-bonded effects may be taken into account when determining the FF parameters, or by weighting the potential energy of such non-bonded interactions by a set of factors. These factors indicate to what extent electrostatic or vdW interactions are considered when determining the potential energy between two particles. Normally there is a set of three parameters for the 1,2 , 1,3 and 1,4 pairs respectively, e.g. a set of $(0,0,0.5)$ for $v d W$ interactions means that vdW interactions are turned off for 1,2 and 1,3 pairs, for 1,4 pairs the vdW energy is multiplied by a factor 0.5 .

### 2.2. Long range interactions

Literature: Refs. [10], [11] [12]

In atomic systems, electrostatic charges interact via a Coulomb potential being inverseproportional to the distance $\left(u_{\text {coul }} \propto \frac{1}{r}\right)$. Thus, the potential energy decays quite slowly for large distances and, therefore, one must take into account all particles in the system because truncating beyond a certain distance would lead to a significant error. Furthermore, the Coulomb potential strongly varies for short distances leading to additional difficulties when tackling it computationally. Those strong variations prohibit a representation by the first few term of its Fourier series.

For systems with open boundary conditions the Coulomb force acting between two charges can be evaluated straight forwardly by summing over all atomic pairs

$$
\begin{align*}
u_{\text {coul }} & =\sum_{i, j=1}^{N} \frac{q_{i} q_{j}}{4 \pi \epsilon_{0} \mathbf{r}_{i j}}  \tag{2.11a}\\
F_{\text {coul }} & =\sum_{i, j=1}^{N} \frac{q_{i} q_{j}}{4 \pi \epsilon_{0} \mathbf{r}_{i j}^{2}} \tag{2.11b}
\end{align*}
$$

with $N$ the total number total number of particles in the system, leading to a problem of the order $\mathcal{O}\left(N^{2}\right)$.

For periodic systems the situation is different because in this case beside the interactions in the central cell also the interactions between the central and all the periodic images must be considered. Thus Equation (2.11a) becomes

$$
\begin{equation*}
u_{\text {coul }}=\frac{1}{2} \sum_{\mathbf{n} \in \mathbb{Z}^{3}} \sum_{i, j=1}^{N} \frac{q_{i} q_{j}}{4 \pi \epsilon_{0}\left|\mathbf{r}_{i j}+\mathbf{n} L\right|} \tag{2.12}
\end{equation*}
$$

here $L$ is the length of the simulation box. Unfortunately the sum in Equation (2.12) converges quite slowly making a direct evaluation almost impossible. Thus more sophisticated algorithms must be applied.
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### 2.2.1. The Ewald method

The basic idea of the Ewald method [13] is to split the sum in Equation (2.12) into two parts, namely

$$
\begin{equation*}
\frac{1}{r}=\frac{f(r)}{r}+\frac{1-f(r)}{r} \tag{2.13}
\end{equation*}
$$

whereas $f(r)$ should meet the following requirements when applying it on Equation (2.12):

- For large distances beyond a cutoff radius $r_{\text {max }}$ the term $\frac{f(r)}{r}$ should be sufficiently small so that it can be neglected. Thus, summing up to the cutoff yields a good approximation for the potential at small distances.
- The $\frac{1-f(r)}{r}$ has to be smooth enough at all distances to represent its Fourier transform only by a few k -vectors $\mathrm{k}<k_{\max }$, therefore, allowing to calculate this contribution to the Coulomb potential in k -space.

Traditionally, the complimentary error function

$$
\begin{equation*}
\operatorname{erfc}(r)=\frac{2}{\sqrt{\pi}} \int_{r}^{\infty} \mathrm{d} t \mathrm{e}^{-t^{2}} \tag{2.14}
\end{equation*}
$$

is chosen as $f$. Inserting Equation (2.14) in Equation (2.13) and Equation (2.12) respectively leads to the following expression for the electrostatic potential

$$
\begin{equation*}
U=U^{(r)}+U^{(k)}+U^{(s)}+U^{(d)} \tag{2.15}
\end{equation*}
$$

with $U^{(r)}$ the contribution from real space summation, $U^{(k)}$ the contribution from the summation in reciprocal space, $U^{(s)}$ the self energy and $U^{(d)}$ the dipole correction. In detail the terms in Equation (2.15) look as follows:

$$
\begin{align*}
U^{(r)} & =\frac{1}{2} \sum_{\mathbf{m} \in \mathbb{Z}} \sum_{i, j} q_{i} q_{j} \frac{\operatorname{erfc}\left(\alpha\left|\mathbf{r}_{i j}+\mathbf{m} L\right|\right)}{\left|\mathbf{r}_{i j}+\mathbf{m} L\right|}  \tag{2.16a}\\
U^{(k)} & =\frac{1}{2} \frac{1}{V} \sum_{\mathbf{k} \neq \mathbf{0}} \frac{4 \pi}{k^{2}} \mathrm{e}^{-k^{2} / 4 \alpha^{2}}|\tilde{\rho}(\mathbf{k})|  \tag{2.16b}\\
U^{(s)} & =-\frac{\alpha}{\sqrt{\pi}} \sum_{i} q_{i}^{2}  \tag{2.16c}\\
U^{(d)} & =\frac{2 \pi}{\left(1+2 \epsilon^{\prime}\right) V}\left(\sum_{i} q_{i} \mathbf{r}_{i}\right)^{2} . \tag{2.16d}
\end{align*}
$$

Here $\tilde{\rho}(\mathbf{k})$ denotes the Fourier transformed charge density which is defined as

$$
\begin{equation*}
\tilde{\rho}(\mathbf{k})=\int_{V} \mathrm{~d}^{3} r \rho(\mathbf{k}) \mathrm{e}^{-i \mathbf{k r}}=\sum_{j=1}^{N} q_{j} \mathrm{e}^{-\imath \mathbf{k \mathbf { r } _ { j }}} . \tag{2.17}
\end{equation*}
$$

Equation (2.16d) arises from an exact mathematical treatment of the conditional convergences of Equation (2.12), for a detailed description see [11]. The parameter $\alpha$ in the equations above can be understood a as a tuning factor between real and reciprocal space sometimes called Ewald parameter. The sums in Equations (2.16a) and (2.16b) converge exponentially thus permitting small cutoffs for $r$ and $k$, respectively. Strictly speaking the Ewald method cannot be applied to systems bearing a net-charge unequal to zero, because in this case the sum in Equation (2.12) diverges. To overcome that one can introduce a homogeneous charge background making the system charge neutral. This requires an additional term in Equation (2.15) of the form

$$
\begin{equation*}
U^{(n)}=-\frac{\pi}{2 \alpha^{2} V}\left(\sum_{i} q_{i}\right)^{2} \tag{2.18}
\end{equation*}
$$

In order to obtain the force acting on a particle one has to calculate the spatial derivatives of the potential:

$$
\begin{equation*}
\mathbf{F}_{i}=-\frac{\partial}{\partial \mathbf{r}_{i}} E \tag{2.19}
\end{equation*}
$$

leading to the following expressions:

$$
\begin{align*}
\mathbf{F}_{i}^{(r)} & =q_{i} \sum_{j} q_{j} \sum_{\mathbf{m} \in \mathbb{Z}}\left(\frac{2 \alpha}{\sqrt{\pi}} \exp \left(-\alpha^{2}\left|\mathbf{r}_{i j}+\mathbf{m} L\right|^{2}\right)\right. \\
& \left.+\frac{\operatorname{erfc}\left(\alpha\left|\mathbf{r}_{i j}+\mathbf{m} L\right|\right)}{\left.\mid \mathbf{r}_{i j}+\mathbf{m} L\right) \mid}\right) \frac{\mathbf{r}_{i j}+\mathbf{m} L}{\left.\mid \mathbf{r}_{i j}+\mathbf{m} L\right)\left.\right|^{2}}  \tag{2.20}\\
\mathbf{F}_{i}^{(k)} & =q_{i} \sum_{j} q_{j} \frac{1}{V} \sum_{\mathbf{k} \neq \mathbf{0}} \frac{4 \pi \mathbf{k}}{k^{2}} \exp \left(-\frac{k^{2}}{4 \alpha^{2}}\right) \sin \left(\mathbf{k r}_{i j}\right)  \tag{2.21}\\
\mathbf{F}_{i}^{(k)} & =-\frac{4 \pi q_{i}}{\left(1+2 \epsilon^{\prime}\right) V} \sum_{i} q_{j} \mathbf{r}_{j} \tag{2.22}
\end{align*}
$$

Unfortunately, the the Fourier transforms in the context of Equations (2.16b) and (2.21) are extremely time consuming procedures. For optimized values of $k_{\max }$ and $r_{\text {max }}$ the computational effort can be reduced to the order $\mathcal{O}\left(N^{3 / 2}\right)$, which for large systems is still expensive.

## 2. The force field

Further improvement can be achieved by applying the fast Fourier transform (FFT) algorithm instead of the ordinary Fourier transforms reducing the effort for the operations in k-space to the order $\mathcal{O}(N \log N)$. For sufficiently large systems the cutoff in real space can be chosen in such a fashion that computational efforts for the entire Ewald sum scale with $N \log N$. The crucial point in the context of FFT lies in the fact that it is a discrete method and, therefore, the reciprocal part of the Ewald sum has to be discretized bearing several problems. The discretization is done by dividing the simulation cell in a fixed mesh with a certain number of grid points in each direction in space. Given a particular mesh the following steps are carried out:

1. First of all the point charges with continuous position vectors $\mathbf{r}_{i}$ must be assigned to charge densities at the fixed grid points.
2. The next step is to compute the electric field on the mesh points applying FFT.
3. Eventually, the forces on each particle are calculated.

### 2.2.2. The particle-particle particle-mesh solver

The steps listed above haven been implemented in various styles, the most famous one is the particle-particle particle-mesh (P3M) method developed by Hockney and Eastwood [14]. The point charges are assigned to the grid points by using a grid based charge density

$$
\begin{equation*}
\rho_{m}\left(\mathbf{r}_{p}\right)=\frac{1}{h^{3}} \sum_{i=1}^{N} q_{i} W\left(\mathbf{r}_{p}-\mathbf{r}_{i}\right) \tag{2.23}
\end{equation*}
$$

where $h$ is the mesh spacing and $\mathbf{r}_{p}$ the position of a grid point. The function $W$ in Equation (2.23) is the so called charge assignment function. In the framework of the P3M solver, cardinal B-splines are chosen for $W$ which can be obtained via their general definition

$$
\begin{equation*}
W_{n}(r)=\sum_{l=0}^{n-1} A_{n}(l, j)\left(x-\frac{j}{2}\right)^{l} \text { for }-\frac{1}{2}<r-\frac{j}{2}<\frac{1}{2} \tag{2.24}
\end{equation*}
$$



Figure 2.4.: Graphical representation of the charge assignment function from Equation (2.24) up to the order $n=5$
with

$$
\begin{align*}
& A_{n+1}(l+1, j)=\frac{A_{n}(l, j+1)-A_{n}(l, j-1)}{l+1} \\
& A_{n+1}(0, j)=\sum_{l=0}^{n-1} 2^{-l} \frac{A_{n}(l, j-1)+(-1)^{l} A_{n}(l, j+1}{l+1}  \tag{2.25}\\
& A_{1}(0,0)=1
\end{align*}
$$

with $j$ running from $-(n-1)$ to $(n-1)$ in steps of 2 and $n$ denoting the order of the spline. In Figure 2.4 the charge assignment function is depicted up to the order 5, the position of the peak corresponds to the position of a grid point. The order in Equation (2.24) determines over how many grid points in each direction the charges are distributed thus the peaks in Figure 2.4 get broader at higher $n$.

The electrostatic potential on the other hand can be linked to the charge density by the Poisson equation, which has the integral form

$$
\begin{equation*}
\Phi(\mathbf{r})=\iiint G\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \rho\left(\mathbf{r}^{\prime}\right) \mathrm{d} \mathbf{r}^{\prime} \tag{2.26}
\end{equation*}
$$

In terms of mathematics, Equation (2.26) is a convolution which can formally be written
2. The force field
as $G * \rho$ and can be evaluated be means of Fourier transform yielding

$$
\begin{equation*}
\tilde{\Phi}=\tilde{G} \tilde{\rho} \tag{2.27}
\end{equation*}
$$

To calculate the electric field one has to calculate the gradient of the electrostatic potential

$$
\mathbf{E}=-\nabla \Phi
$$

leading in k-space to a multiplication with the factor $\imath \mathbf{k}$. Thus, the electric field can be rewritten as

$$
\begin{align*}
\tilde{E}(\mathbf{k})= & \imath \mathbf{k} \tilde{\rho}_{m} \hat{G}_{\text {opt }} \\
& \Downarrow \\
E\left(\mathbf{r}_{p}\right)= & \overleftarrow{\mathrm{FFT}}(\tilde{E}(\mathbf{k})) . \tag{2.28}
\end{align*}
$$

The Fourier transform of Equation (2.23) yields the charge density in reciprocal space which reads as follows

$$
\begin{equation*}
\tilde{W}(\mathbf{k})=h^{3}\left(\frac{\sin \left(\frac{1}{2} k_{x} h\right)}{\frac{1}{2} k_{x} h}-\frac{\sin \left(\frac{1}{2} k_{y} h\right)}{\frac{1}{2} k_{y} h}-\frac{\sin \left(\frac{1}{2} k_{z} h\right)}{\frac{1}{2} k_{z} h}\right)^{n} \tag{2.29}
\end{equation*}
$$

In Equation (2.28) $\hat{G}_{\text {opt }}$ denotes an optimized Greens function reducing the error of the grid approximation to a minimum, it is written as follows

$$
\begin{align*}
& \hat{G}_{o p t}=\frac{\imath \mathbf{k} \sum_{\mathbf{m} \in \mathbb{Z}} \tilde{U}^{2}\left(\mathbf{k}+\frac{2 \pi}{h}\right) \tilde{\mathbf{R}}\left(\mathbf{k}+\frac{2 \pi}{h}\right)}{|\imath \mathbf{k}|^{2}\left[\sum_{\mathbf{m} \in \mathbb{Z}} \tilde{U}^{2}\left(\mathbf{k}+\frac{2 \pi}{h}\right)\right]^{2}}  \tag{2.30}\\
& \text { with } \tilde{\mathbf{R}}(\mathbf{k}):=-\imath \mathbf{k} \frac{4 \pi}{k^{2}} \mathrm{e}^{-k^{2} / 4 \alpha^{2}} \\
& \tilde{U}(\mathbf{k}):=\frac{\tilde{W}(\mathbf{k})}{h^{3}} .
\end{align*}
$$

Having calculated the electric field, eventually one can determine the electrostatic force acting on each particle:

$$
\begin{equation*}
\left.\mathbf{F}_{i}=q_{i} \sum_{\mathbf{r}_{p}} \mathbf{E}\left(\mathbf{r}_{p}\right)\right) W\left(\mathbf{r}_{i}-\mathbf{r}_{p}\right) \tag{2.31}
\end{equation*}
$$

Finally, it should be mentioned that there is a way to determine an optimal number of mesh points at a given precision or, more precisely, at a given tolerance of the error in force made during the mesh calculation. For a detailed derivation see [15]. In principle this method evaluates an optimized splitting parameter $\alpha$ depending on the desired precision. With this optimal $\alpha, \hat{G}_{\text {opt }}$ is determined and finally one ends up with the optimized set of grid points.

## 3. Thermodynamical ensembles

Literature: Refs. [1], [16]

When the equations of motion as described in Chapter 1 are solved without any further restrictions one ends up sampling a microcanonical ensemble. The partition function of a microcanonical ensemble is defined by the number of particles $N$, the volume $V$ and the kinetic energy $E$. A system referred to as a microcanonical ensemble is in thermodynamic equilibrium at a given Energy and it has to be closed, i.e. the number of particles and volume is constant.
Furthermore, MD allows for investigations at a given temperature or pressure, by applying thermostats or barostats, respectively. Since in the context of this work just examinations at given temperatures were conducted, the following description is restricted to thermal control algorithms.
Instead of controlling the kinetic energy of a system, one can control its temperature in order to move it to the thermodynamic equilibrium. In terms of physics, such a system may be illustrated by a heat bath of a given temperature, thus the considered system is defined by the number of particles $N$, its volume $V$ and the temperature $T$.

### 3.1. Thermostats

As mentioned before, solving the equations of motion in its original form leads to a microcanonical ensemble. To control temperature during a MD run, there are several mechanisms that may be applied in addition to solving the equations of motion. Most of these methods make use of the fact that the temperature is proportional to the particle velocities and momenta respectively via

$$
\begin{equation*}
T=\frac{m \overline{v^{2}}}{3 R} \tag{3.1}
\end{equation*}
$$

with $R$ the gas constant and $m$ the mass of the considered particle.

### 3.1.1. Differential control

The simplest way to control temperature is by rescaling the momenta of particles in order to obtain the desired temperature $T_{0}$

$$
\begin{equation*}
\mathbf{p}_{i} \Rightarrow \sqrt{\frac{T_{0}}{T}} \mathbf{p}_{i} \tag{3.2}
\end{equation*}
$$

with $T$, the actual temperature, calculated from the velocities using Equation (3.1)

### 3.1.2. Proportional control

Another, more proper method to temper a system is by rescaling the particle velocities in a more sophisticated way. In contrast to the differential thermostat the proportional thermostat does not rescale the velocities exactly to the desired temperature but it 'moves' the system towards the target temperature thus permitting some slight fluctuations around $T_{0}$. To achieve that, the velocities are multiplied by a rescaling factor $\lambda$ given by

$$
\begin{equation*}
\lambda=\left[1+\frac{\delta t}{\tau_{T}}\left(\frac{T_{0}}{T}-1\right)\right]^{\frac{1}{2}} \tag{3.3}
\end{equation*}
$$

with $\tau_{T}$ the coupling constant indicating how long it takes the system to reach $T_{0}$. This method was first introduced by Berendsen et al. [17]. It describes the weak coupling to an external heat bath.

### 3.1.3. Stochastic controls

The idea behind a stochastic thermostat is to introduce virtual particles colliding with the system particles and, thereby, controlling the temperature. To reach the target temperature, $T_{0}$, the virtual particles obey a Maxwell distribution according to $T_{0}$.

### 3.1.4. Integral controls

In the case of integral thermostats, the coupling to an external heat bath of the a certain temperature is realized by introducing an additional degree of freedom. The coupling between the heat reservoir and the system is modeled by scaling the particles' velocities. In order to do so the variables of the system are transformed to a virtual system by

$$
\mathrm{d} \tau / \mathrm{d} t=s,
$$

where $\tau$ is the virtual time and $s$ a scaling factor. The transformed momenta and spatial coordinates read as follows.

$$
\begin{equation*}
\mathbf{p}_{i}=\boldsymbol{\pi}_{i} s, \mathbf{q}_{i}=\boldsymbol{\rho}_{i} \tag{3.4}
\end{equation*}
$$

leading to a Hamiltonian of the virtual system

$$
\begin{equation*}
H^{v}=\sum_{i=1}^{N} \frac{\boldsymbol{\pi}_{i}^{2}}{2 m_{i} s^{2}}+U(\boldsymbol{\rho})+\frac{\pi_{s}^{2}}{2 M_{s}}+g k_{b} T \ln s \tag{3.5}
\end{equation*}
$$

with $\pi_{s}$ the additional degree of freedom and $g=3 N+1$. Here $\pi_{s}$ can be regarded as the virtual momentum of the heat reservoir and $M_{s}$ is the corresponding effective mass. The equations of motion derived from the Hamiltonian in Equation (3.5) are then transformed back from the virtual systems leading to a set of equation of motions consistent to the canonical ensemble for a given temperature $T$. The described method was developed by Nosé [18], [19] and Hoover [20] and is therefore called the Nosé Hoover thermostat.

## 4. Atomic charges

Calculating electrostatic interactions within the framework of MD is only possible between localized charges (point charges). In a molecule on the other hand the negative charge is distributed over the entire molecule and therefore delocalized, while the nuclei with their positive charges are more or less on fixed positions. To overcome this the concept of atomic charges has been introduced, in which the basic idea is to map the negative charge from the electron cloud onto the nuclei. In this context one has to keep in mind that the atomic charge is just an auxiliary quantity for further calculations (e.g. MD) without any physical meaning.

There is a variety of schemes describing how to assign atomic charges that can be found in literature. They are designed to mimic some specific properties of a molecule.

One method is to span a grid over the molecule then assigning the charges to an atom by adding the charges of its nucleus and the grid points in its vicinity. In doing so the electrostatic potential of molecules can be fitted directly (electrostatic potential model (ESP)) [21] or with some modifications to ensure numerical stability (restrained electrostatic potential model (RESP)) [22]. The drawback of the methods presented above is that it is necessary to perform ab initio calculations in order to obtain the electron distribution prior to the actual fit process. For large molecules these ab initio calculations can be extremely time consuming.

In order to decrease the computational effort linked to the ESP method Jakalian et al. [23],[24] developed an algorithm managing to assign atomic charges with lower computational efforts, the so called AM1-BCC. In contrast to the ESP and RESP methods the AM1-BCC algorithm uses a computationally less time consuming but inaccurate procedure to obtain atomic charges, namely the AM1 method [25]. These AM1 charges are then modified by so called bond charge corrections (BCC). Basically, the BCC parameters are positive or negative charges depend on the bond type and on the involved atoms. They were derived by Jakalian et al. [24] for a large number of bond types and

## 4. Atomic charges

atoms and, therefore, do not have to be calculated anymore.
For the AMBER force field, which is used in this work, it is recommended to use the AM1-BCC method to derive the atomic charges, [6].

## Part II.

## Methodology

## 5. Overview

As already mentioned in the introduction, MD simulations were used to describe the dynamics of SAMs on a (111) surface of a gold substrate consisting of six atom layers. The gold atoms were held fixed at their lattice positions and the interactions among the gold atoms were turned off. Leaving the gold atoms at rest has been shown to be a reasonable approximation by Kim et al. [26].

The general AMBER FF [6] was used in order to simulate the interactions of the atoms within a molecule, its functional form is shown in Equation (2.1). The interactions between the individual molecules of the SAM were calculated by use of the non-bonded terms of the AMBER force field (last two terms in Equation (2.1)). To obtain the vdW parameters for interactions between atoms of different type (S-C, C-H and S-H) the mixing rules as described in Equation (2.8) and (2.9) were applied.

The interaction between the organic molecules and the gold was modeled using the vdW parameters of a modified version of the Dreiding FF [8], [27], the parameters are listed in Table 5.1. In the Dreiding FF, the vdW forces are described by means of the Buckingham potential similar to Equation (2.10)

$$
\begin{equation*}
u_{v d W}=D_{i j}\left[\left(\frac{6}{\zeta-6}\right) \mathrm{e}^{\zeta(1-\rho)}-\left(\frac{\zeta}{\zeta-6}\right) \rho^{-6}\right] \tag{5.1}
\end{equation*}
$$

with $\zeta=12$ a constant and $\rho=\frac{R_{i j}}{r}$. Since the Buckingham potential was implemented in the MD code according to Equation (2.10) the parameters in Equation (5.1) had to be rewritten as follows

$$
\begin{align*}
A_{i j} & =D_{i j}\left(\frac{6}{\zeta-6}\right) \mathrm{e}^{\zeta} \\
\rho_{i j} & =\frac{R_{i j}}{\zeta}  \tag{5.2}\\
C_{i j} & =D_{i j}\left(\frac{\zeta}{\zeta-6}\right) R_{i j}^{6}
\end{align*}
$$

Modeling the interactions of the gold atoms and the docking atoms as vdW like with a
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Table 5.1.: Parameters for the Buckingham potential 5.1. Although the parameters were modified according to Equation 5.2 they are listed in their original form as in the work of Jang et al. [27].
$D_{i j} \quad$... depth of the potential well
$r \quad$... distance at the energy minimum
$\zeta \quad$... dimensionless scaling parameter

|  | $D_{i j}[\mathrm{kcal} / \mathrm{mol}]$ | $r[\AA]$ | $\zeta$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{Au}-\mathrm{S}$ | 9.003 | 2.682 | 12.0 |
| $\mathrm{Au}-\mathrm{C}$ | 0.064 | 3.561 | 12.0 |
| $\mathrm{Au}-\mathrm{H}$ | 0.041 | 3.082 | 12.0 |

deep potential well (see Table 5.1), allow for the docking groups and molecules respectively to hop from one docking site to another. This becomes particularly important when investigating low coverages.

The MD calculations themselves were performed using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [28, 29] MD code. A typical simulation of thiols on a $\mathrm{Au}(111)$ surface consisted in principle of the following steps being adopted from the work of Dirama and Johnson [2]:

- At the beginning, each molecule was placed on its docking site (fcc-hollow) in an upright position and there randomly twisted around the $z$-axis. The potential energy of this configuration was then minimized by adjusting the atomic coordinates using the conjugate gradient method. A minimization is necessary because starting a run from a non-minimized configuration may cause an error when single atoms are too close to each other and thus the resulting forces happen to be too strong.
- The minimized system was then heated from 0 K to 900 K using the Berendsen thermostat (see Section 3.1.2). The time steps $\delta t$ for all simulations, if not explicitly given, was set to 1 fs. During the heating process the docking atoms were restricted to move.
- At 900 K the system was equilibrated using the Nosé-Hoover thermostat (Section 3.1.4). Applying the Nosé-Hoover thermostat caused the system to move toward thermodynamical equilibrium and the molecules to be thermodynamically randomized. In order to thermalize only the internal coordinates (tilt angle, twist angle ...) the docking atoms were held fixed on their initial positions.
- After the equilibration at 900 K , the system was cooled to a certain temperature (e.g. 300 K ) using the Berendsen thermostat, for further investigations. The rate of cooling the system is crucial, because on the one hand, cooling it too fast makes the system freeze in an unfavorable configuration in which it may be stuck, slower cooling rates, on the other hand, lead to higher computational costs.
- When cooled to a desired temperature, the system was again equilibrated at this temperature using the Nosé-Hoover thermostat. The equilibration by means of the Nosé-Hoover thermostat is necessary because the Berendsen thermostat does not sample a canonical ensemble [1], thus the system is not in thermodynamic equilibrium. The data to be analyzed was then obtained during a further equilibration without any thermostat representing a microcanonical ensemble. The time of equilibration usually depends on the temperature, i.e. the lower the temperatures the longer the equilibration times have to be.


## 6. Charge assignment

In order to take into account electrostatic interactions charges were assigned the atoms by means of the AM1-BCC scheme discussed in Chapter 4. By doing so several problems occurred due to the fact that the molecules used to build the monolayer were unsaturated, i.e., the hydrogen atom at the SH group was removed (see Figure 6.1 and 6.2).

To assign the charges the program antechamber from the AMBER toolbox [30] was used. Since antechamber is not capable of assigning charges to molecules with unusual valence states [31], the charges had to be assigned to the molecule with saturated thiol group (see Figure 6.1). For the purpose of modeling a monolayer on a $\mathrm{Au}(111)$ surface the hydrogen at the docking group had to be removed after the charge assignment. Investigations of SAMs with thiol docking groups by means of density functional theory (DFT) show that there is no notable charge transfer between SAM and substrate [32] and [33], thus no additional charges had to be assigned and the gold atoms were left uncharged.
The problem arising in this context is how to handle the charge assigned to the hydrogen atom at the thiol group, to tackle this the following two approaches were chosen:

1. One possibility is simply cutting off the hydrogen and leaving the residual molecule negatively charged. Since the interactions of the SAM molecules and the gold substrate are fully described by the vdW parameters and electrostatic interactions are not computed explicitly one might think of this as an appropriate approach but it has two significant drawbacks: First, the negatively charged molecules give rise to electrostatic interactions among of them which do not occur in a real SAM. Secondly, applying the P3M solver to calculate the long range electrostatic interactions to an overall negatively charged system (SAM + substrate) is problematic (see Section 2.2). To overcome this, the P3M routine introduces counter charges being equally distributed over the system which is in terms of physics questionable (see Figure 6.2a).
2. A physically more reasonable approximation is to add the charge of the cut off hydrogen to the sulfur atom resulting in an overall electrically neutral system. In


Figure 6.1.: Saturated biphenylthiol molecule with AM1-BCC charges
this case one can avoid computational problems related to the P3M method and additional electrostatic interactions among the SAM molecules do not occur (see Figure 6.2b).

The two methods discussed above are however just approximations to mimic the charge rearrangements occurring upon SAM formation since the charge distribution does not remain constant over time but changes as the position of individual atoms change.

(a) Negatively charged

(b) Neutrally charged

Figure 6.2.: Unsaturated biphenylthiol molecules with atomic charges determined by the AM1-BCC method

## 7. Input data

In this chapter the files needed to run a simulation using LAMMPS are presented and discussed. Further information can be found in Ref. [28]. In order to execute a calculation in LAMMPS basically two files are needed namely an input file, specifying the parameters of a simulation, and data file containing the atomic specifications (positions, masses, FF parameters). Strictly speaking, a 'data file' is not compulsory, one could quote the entries of the data file in the input file as well. However, for large systems it is more convenient to have atomic data and simulation data in two separated files.

### 7.1. The input file

A schematic input file is given in Appendix 1, the most important commands are described in the following section.

The units LAMMPS should use for calculations are determined via the command units. When specifying the FF parameters one has to pay attention if the values taken from literature are in appropriate units otherwise they must be converted. For all simulations in this work the units parameter was set to real by:
units real
Using real units means that, mass is given in grams/mole, distance in Angstroms, time in femtoseconds ..., a full description can be found in the LAMMPS online manual [28].

The boundary conditions were chosen to be periodic, this was done using the boundary keyword
boundary p p p
this means that the simulation box was replicated periodically in $x, y$ and $z$ direction.

## 7. Input data

The atom_style keyword defines the attributes assigned to the atoms, e.g. type, charge, position, molecule etc. For all calculations

```
atom_style full
```

was used, where full means that besides the type and the position of a particle also the atomic charge must be assigned.

The parameter pair_style specifies which pair potential is used for non bonded interactions. Since inter- and intramolecular interactions and interactions between SAM molecules and gold substrate were described by different FF the keyword hybrid had to be used:
pair_style hybrid buck $14.0 \mathrm{lj} /$ charmm/coul/long 14.016 .0
To model the interactions of SAM and gold substrate the Buckingham potential with a cut off radius of $14 \AA$ (buck 14) was used, all other non bonded interactions were computed by means of a Lennard-Jones potential with an inner cut off radius of $14 \AA$ and an outer one of $16 \AA(\mathrm{lj} / \mathrm{charm} /$ coul/long 14.016 .0$)$. Here the inner cut off determines up to what distance vdW interactions are taken into account, between inner and outer cut off the Lennard-Jones potential is multiplied by an additional switching term assuring that the potential energy smoothly approaches zero beyond the outer cut off.

Similar to the pair_style command the commands bond_style, angle_style and dihedral_style determine which FF for bond stretching, bond bending and dihedral is used respectively. These parameters were all set to harmonic since the AMBER FF is parameterized for harmonic potentials. It should be mentioned the functional form for describing the torsional energy is not really 'harmonic' (see Equation 2.1). When converting the FF parameters from the AMBER files to LAMMPS data files, the obtained parameters belong to the following potential function, defined by the keyword harmonic:

$$
\begin{equation*}
u_{t}=K[1+\cos (n \phi)] . \tag{7.1}
\end{equation*}
$$

A description how the LAMMPS data files were generated is given in the next section.

To take into account the influence of non bonded interactions on bonded atoms weight factors for 1,4 pairs were set by use of the line:

```
special_bonds amber
```

in the input script.

The electrostatic interactions were calculated using the P3M solver:

```
kspace_style pppm 1.0e-4
```

The value $1.0 \mathrm{e}-4$ determines the precession when assigning charges to the grid points of the P3M solver (see Section 2.2), the number of grid points is then derived by LAMMPS using the method in Ref. [15].

In order to generate a gold slab with a (111) surface the following command was used lattice fcc 4.0782 orient $x-1-12$ orient y $1-10$ orient z $111 \&$ spacing 111

By applying just the fcc 4.0782 command, LAMMPS generated a simple fcc lattice with a lattice constant of $4.0782 \AA$ resulting in a (100) surface. The spacing 111 command defines that further declarations of distances, e.g, to define region sizes etc., are given in units of the lattice constant. To get a (111) surface the simple fcc lattice had to be reoriented by use of the following coordinate transformations illustrated in Figure 7.1. Suppose that the coordinate axes of the '(100)' system are $x, y$ and $z$, the axes of the transformed system can be obtained by laying a plane through the the points

$$
\begin{aligned}
& p_{x}=(1,0,0) \\
& p_{y}=(0,1,0) \\
& p_{z}=(0,0,1)
\end{aligned}
$$

and constructing the auxiliary vectors

$$
\begin{align*}
& \mathbf{a}=\mathbf{p}_{x}-\mathbf{p}_{y}=(1,-1,0)  \tag{7.2}\\
& \mathbf{b}=\mathbf{p}_{z}-\mathbf{p}_{y}=(0,-1,1)  \tag{7.3}\\
& \mathbf{c}=\mathbf{b} \times \mathbf{a}=(1,1,1) . \tag{7.4}
\end{align*}
$$

Here the vectors a and $\mathbf{c}$ are the new axes $\mathbf{y}^{\prime}$ and $\mathbf{z}^{\prime}$ of the transformed '(111)' system, since this system must be orthogonal the $\mathbf{x}^{\prime}$ axis can be calculated via

$$
\begin{equation*}
\mathbf{x}^{\prime}=\mathbf{y}^{\prime} \times \mathbf{z}^{\prime}=(-1,-1,2) \tag{7.5}
\end{equation*}
$$

## 7. Input data

The resulting axes $\mathbf{x}^{\prime}, \mathbf{y}^{\prime}$ and $\mathbf{z}^{\prime}$ were used in connection with the orient keyword to generate a lattice with (111) planes as its horizontal planes.


Figure 7.1.: Auxiliary vetctors used in the coordinate transformation

The atomic data of the monolayer was included by reading a data file via the

```
read_data name_of_data_file
```

command. The data file contains atomic parameters, such as position, charge, mass, type etc., FF parameters and the borders of the simulation box

The gold slab was created in a block shaped region of the width and length of the simulation box and of the height providing space for six atomic layers by use of the lines
region au block INF INF INF INF -3.8-0.5
create_atoms 5 region au
where au is the name of the region and 5 is the atom type of the gold atoms. In other words, these commands generate a region within the simulation box filled with atoms of type 5 at the lattice sites of the lattice defined above.

The parameters for the interaction with the gold atoms were set by the command pair_coeff 15 buck 1.5e6 0.226723 .8
in this example the coefficients for the Buckingham potential between atoms of type 1 and type 5 are defined. The numbers 1.5 e 60.226723 .8 refer to the parameters $A_{i j}$,
$\rho_{i j}$ and $C_{i j}$ in Equation 2.10. Since the Coulomb interactions between gold atoms and the molecules had already been taken into account in those parameters no additional Coulomb terms in the the Buckingham pair potential were necessary.

The commands

```
neighbor 2.0 bin
neigh_modify every 1 delay 0 check yes exclude type 5 5
```

define parameters connected to building the neighbor list. The line neighbor 2.0 bin specifies the 'skin distance' of 2 Angstroms and the method used to build the neighbor list. The skin distance is added to the force cutoff distances and particles within this distance (cutoff + skin) are stored in the neighbor list. A detailed description of the skin parameter and neighbor lists can be found in the LAMMPS online manual [28] and in Chapter 3.4 of Ref. [10].

The arguments every 1 delay 0 check yes of the neigh_modify command determine how often a neighbor list is built. The interaction among atoms of type 5 (gold gold) is turned off by the keyword exclude.

After having set these fundamental parameters one can in principle launch a simulation using the run command, further commands depend on the particular problem.

### 7.2. Setting up the data file

In this section a brief description of how the data files were generated is given. In Appendix 2 an example of a data file is shown.

Before describing how a data file was created the principle structure of such a file will be discussed.

At the beginning of a data file the number of atoms, bonds, angles and dihedrals are given. After that, number of different atom types, bond types, angle types and dihedral types used in the simulation are stated. Finally, the dimensions of the central simulation cell are specified.

Subsequent to these entries, there are the following sections:
Masses In this part the masses of the individual atom types are defined.

## 7. Input data

Pair Coeffs Here the pair coefficients for the non-bonded interactions are listed.
Bond Coeffs This sections contains the parameters for the bonded interactions.
Angle Coeffs List of the angle-bending coefficients.
Dihedral Coeffs The dihedral coefficients are given here.
Atoms Here all the atoms of the monolayer are listed. Since the gold atoms were created via the create command in the input file, they are not stated here.

Bonds In this part all the bondings within the SAM are defined. That is, to all bonded atoms a bond type is assigned.

Angles Similar to the 'Bonds' section the angle-stretching parameters are assigned to the bonded atoms.

Dihedrals The dihedral types are assigned to the respective atoms.
In order to create a data file described above, the molecular structure of a single saturated SAM molecule must be created. This was done using the program MOLDEN [34]. After that, charges were assigned to the atoms of the molecule according to the AM1-BCC scheme. The resulting file was then modified in the leap program of the AMBER toolbox, i.e. the hydrogen at the thiol docking group was removed. Eventually the modified molecule data file was saved as an AMBER topology and coordinate file, with the program amber2lammps, coming with the LAMMPS package, a LAMMPS data file was generated from the AMBER files. In order to obtain a data file for a whole monolayer the self-written script build layer was used. This script reads in a data file for a single molecule and replicates the positions of the atoms in $x$ and $y$ direction. The molecules of resulting monolayer are then arranged in a $(\sqrt{3} \times \sqrt{3})-R 30^{\circ}$ surface lattice. Additionally the molecules are twisted randomly around their molecular axis. The source code of the build layer script is given in Appendix 3.

Further modifications were necessary in order to include the gold atoms, for this purpose the number of atom types in the 'Atoms' section of the data file had to be increased by one, see Appendix 2. Furthermore, the mass of the gold atom had to be defined in the 'Masses' section and the pair coefficients for the gold atoms were set in the section 'Pair Coeffs'. The values for the Lennard-Jones potential for gold were set to some dummy numbers since the pair coefficients for the gold - molecule interactions were explicitly specified in the input file and the gold-gold interaction was turned off.

A snapshot of a simulated system is depicted in Figure 7.2.


Figure 7.2.: Snapshot of a gold-biphenyldithiol system with $15 \times 18$ molecules arranged in a $(\sqrt{3} \times \sqrt{3})-R 30^{\circ}$ lattice

## 8. Data evaluation

### 8.1. Angle distributions

This section describes how the calculated angles were extracted from the MD output files and how subsequently angle distributions were calculated. The coordinates of the vectors needed to calculate the angles were obtained from the atomic coordinates stored in LAMMPS output files. In these files the atomic coordinates of all SAM atoms were dumped every 1000 steps during the NVE equilibration using the dump command (see Appendix 1). Further data evaluations were then done in MATLAB.

### 8.1.1. Tilt angle

The tilt angle $\Theta$ denotes the angle between the molecular axis and the $z$ - axis, it is schematically depicted in Figure 8.1. Since the molecules were not totally rigid and flat the molecular axis was determined by averaging over several connecting vectors, i.e. the connecting vector between the docking atom and the top carbon atom and between the lowest and the highest carbon atom.


Figure 8.1.: Schematic representation of the investigated angles,due the work of [2]

### 8.1.2. Twist angle

The twist angle $\Psi$ is determined by the plane of the phenyl rings and the $y-z$ - plane (see Figure 8.1), the angle itself was computed by means of the plane normals of the respective ring planes. Due to the fact that the two phenyl rings were subtly twisted with respect to each other, averages of the ring's plane normals were used for calculations.

### 8.1.3. Azimuthal angle

The angle between the plane spanned by the molecular axis and the $z$-axis and the $y-z$ - plane is called azimuthal angle $\phi$, since this is an angle between two planes it was determined by means of surface normals similar to twist angle. An equivalent definition is to define the azimuthal angle as the angle between the projection of the molecular axis on the $x-y$ plane and the $y$ axis.

After having calculated the angles described above, distributions of those angles were created. In doing so, histograms of the angles were computed for each time step when data were recorded. The resolution for those histograms was set to $0.1^{\circ}$ for the tilt angle and $0.5^{\circ}$ for twist and azimuthal angle. The final distributions were eventually obtained by summing up all the histograms and normalizing them. In this context, normalizing means that the sum over all histogram entries equals one. Finally, the data of the histograms was fitted by a least-squares fit using a Gaussian function

$$
\begin{equation*}
f(x)=a \mathrm{e}^{-\frac{(x-b)^{2}}{2 c^{2}}}, \tag{8.1}
\end{equation*}
$$

as fit function. The fit parameters $b$ and $c$ in Equation (8.1) denote the expectation value and the standard deviation. The parameter $a$, indicates the height of the peak, is related to $c$ via

$$
\begin{equation*}
a=\frac{1}{c \sqrt{2 \pi}} . \tag{8.2}
\end{equation*}
$$

For distributions with a single peak (tilt and azimuthal angle) using $a$ as fit parameter is redundant due to Equation (8.2). This is somewath different in cases of two Gaussian like peaks as in the twist angle distribution here it is necessary to define $a$ as an independent parameter in order to ensure that the overall area underneath both peaks equals one. The source code of the MATLAB script, used to obtain the described data, is given in Appendix 4.1.

### 8.2. Cumulative averages

In order to ensure that the system is in equilibrium the cumulative averages of the angles described in the previous section were observed. The cumulative average of a quantity $X$ up to certain time step $t_{i}$ is defined by

$$
\begin{equation*}
\bar{X}_{i}=\frac{X_{0}+X_{1}+\ldots+X_{i}}{i} \tag{8.3}
\end{equation*}
$$

In equilibrium the cumulative average should converge to some constant value in time.

### 8.3. Mean square displacement

The MSD describes the square of the relative change in position with respect to the time $t_{0}$ averaged over all considered particles, in this work the docking atoms. The according formula is given in Equation (8.4).

$$
\begin{equation*}
\langle u(t)\rangle=\left\langle\left[r\left(t+t_{0}\right)-r\left(t_{0}\right)\right]^{2}\right\rangle \tag{8.4}
\end{equation*}
$$

The MSD was obtained by applying the fix msd command in LAMMPS ${ }^{1}$.

[^0]
### 8.4. Displacements

Furthermore, a histogram of the displacements of all docking atoms was evaluated. In order to do so, the displacements of the docking atoms with respect to their initial position (i.e. at the beginning of an equilibration) were computed and then depicted in a histogram with steps of $0.05 \AA$. In principal one can read from those histograms how many docking atoms moved how far. For a $\mathrm{Au}(111)$ surface, the distances between the docking sites are given in Table 8.1 and illustrated in Figure 8.2, respectively.

Additional to the distribution of the displacements the fraction of the docking atoms located at each kind of docking site was calculated and represented in a histogram, the cutoff radius for assigning a docking group to docking site was chosen to be $0.83 \AA$ corresponding to the radii of the circles in Figure 8.2.

When considering the first three layers of a slab with a (111) surface, there are four kind of different docking sites, namely fcc-hollow, hcp-hollow, top and bridge site. The hcp-hollow site is located above the atoms of the deepest layer, the hcp-hollow site above the atoms of the middle layer, and the top sites above the atoms of the top layer. The bridge sites is a transition state located in between two atoms of the top layer. The docking sites are illustrated in Figure 8.2.

The MATLAB script used for the displacement analysis is shown in Appendix 4.2. In order to allocate the docking atoms to a certain docking site the following procedure was used:

1. The coordinates of the fcc-hollow, hcp-hollow, bridge and top sites were generated and stored in a list.
2. The distances between the docking atom at a certain step and the fcc-hollow sites were determined for every individual molecule. If the the distance was smaller than the cutoff radius of $0.83 \AA$, the docking site was associated to fcc-hollow. In the case that the distances were larger, this procedure was repeated for hcp-hollow and top sites.
3. If none of the criteria of step two were met, the docking atom was associated with a bridge site.

Table 8.1.: Distances between docking sites on $A u(111)$ surface based on primitive lattice constant of $4.0782 A$; all values are given in $A$

|  | fcc-hollow | hcp-hollow | top | bridge |
| :---: | :---: | :---: | :---: | :---: |
| fcc-hollow | - | 1.66 | 1.66 | 0.83 |
| hcp-hollow | 1.66 | - | 1.66 | 0.83 |
| top | 1.66 | 1.66 | - | 0.83 |
| bridge | 0.83 | 0.83 | 0.83 | - |



| $\star$ fcc |
| :--- |
| $\star$ bridge |
| top |
| hcp |

Figure 8.2.: Graphical representation of the docking sited on a $A u(111)$ surface. The light circles correspond to the top layer atoms, the dark to the lowest ones.

## Part III.

Results and discussion

## 9. Full coverage systems

### 9.1. Biphenyldithiol SAM on a $\mathbf{A u}(111)$ surface

The first system to be investigated was Biphenyldithiol on an $\mathrm{Au}(111)$ surface, the Biphenyldithiol molecule with its AM1-BCC charges is shown in Figure 9.1. The molecules were arranged in the manner described in Chapter 7 with 15 molecules in $x$ and 18 in $y$ direction resulting in a simulation cell of $74.92 \times 77.86 \times 200 \AA$. The goal of investigating Biphenyldithiol on gold was to reproduce the data from Dirama and Johnson, [2] at 300 K and to get familiar with the MD package. In order to get a grip on the LAMMPS code further investigations at $200 \mathrm{~K}, 150 \mathrm{~K}$, and 100 K were made where at each temperature angle distributions were calculated and a displacement analysis was performed.

### 9.1.1. Investigations at 300 K

In order to reproduce the data of Dirama and Johnson, [2] the parameters, if accessible, were taken from their work, in Table 9.1 these parameters are listed. Besides the brief annotations of the single quantities more detailed descriptions can be found in the LAMMPS manual [28]. The tolerance values for the initial minimization ( $E_{t o l}$ and $F_{t o l}$ ) were chosen to be quite small, but since the initial minimization has more technical reasons, those parameters have negligible influence on later results. The value of the damp factor used in the Berendsen thermostat $\left(T_{\text {damp }}^{\text {Berendsen }}\right)$ was selected in order to get a linear change in temperature (see Figure 9.9). During NVT equilibration, the damp factor for the Nosé-Hoover thermostat was chosen in such fashion, that the temperature fluctuations were small. The angle distributions of these calculations are illustrated in the Figures 9.29 .3 and 9.4; the respective fit parameters are listed in Table 9.2.

The agreement of my results with those of Dirama and Johnson is fairly good (see Table 9.2 ), the only divergence is in the distribution of the azimuthal angle. The expectation

Table 9.1.: Parameters for MD simulations of Biphenyldithiol on gold, values with an asterisk were taken from [2]
$E_{\text {tol }}[\mathrm{Kcal} / \mathrm{mol}]$... Energy tolerance during the initial minimization of the system
$F_{\text {tol }}[\mathrm{Kcal} /($ moleAngstrom $)] \quad$... Force tolerance during the initial minimization of the system
$T_{\text {damp }}^{\text {Berendsen }}[\mathrm{fs}]$
.. Damp factor of the Berendsen thermostat
$T_{\text {damp }}^{N V T}[\mathrm{fs}] \quad$... Damp factor for the Nosé - Hoover thermostat used for NVT equilibration
$t_{900}^{N V T}[\mathrm{ps}] \quad$... Equilibration time of the NVT equilibration at 900 K
$t_{300}^{N V T}[\mathrm{ps}] \quad$... Equilibration time of the NVT equilibration at 300 K
$t_{300}^{N V E}[\mathrm{ps}] \quad \ldots \quad \begin{aligned} & \text { Equilibration time of the NVE equilibration at } \\ & \\ & 300 \mathrm{~K}\end{aligned}$

| $E_{\text {tol }}$ | $F_{\text {tol }}$ | $T_{\text {damp }}^{\text {Berendsen }}$ | $T_{\text {damp }}^{N V T}$ | $t_{900}^{N V T}$ | $t_{300}^{N V T}$ | $t_{300}^{N V E}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 e-8$ | $1 e-8$ | 1 | 10 | $400^{*}$ | $50^{*}$ | $100^{*}$ |

Table 9.2.: Fit parameters of the angle distributions of Biphenyldithiol on gold at 300 K, the values with an asterisk are the results of Dirama and Johnson [2] $\mu[$ degree $] \quad ..$ Expectation value of the tilt, twist and azimuthal angle
$\sigma$ [degree] ... standard deviation of the tilt, twist and azimuthal angle

| Angle | $\mu$ | $\sigma$ | $\mu *$ | $\sigma *$ |
| :---: | :---: | :---: | :---: | :---: |
| Tilt | 13.2 | 2.4 | 13.0 | 2.6 |
| Twist | 51.4 | 8.5 | 52.5 | 8.7 |
|  | 128.1 | 8.5 | 127.5 | 8.6 |
| Azimuthal | 179.7 | 14.1 | -1.5 | 3.3 |



Figure 9.1.: Saturated Biphenyldithiol (a) and with cut off hydrogen at the docking site (b). The partial charges were derived using the AM1-BCC assignment scheme
value for the azimuthal angle seems just rotated around roughly 180 degrees, whereas its standard deviation differs significantly. The reason for this divergence may stem from different values of the assigned atomic charges.

In Figure 9.5 the percentage docking atoms at each kind of docking sites is shown, the majority of the docking groups stay at $f c c$ sites for all timesteps indicating that the docking groups hardly move. The fact that the docking groups hardly move is emphasized in Figure 9.6 where the distribution of the displacements during the NVE equilibration is depicted. It can be seen that the docking groups remain in the vicinity of their initial docking sites $(f c c)$. In a fully covered system this behavior appears to be expectable because the molecules are restricted from moving freely due to the lack of vacant docking sites.

Another interesting feature shows Figure 9.7 in which the averaged angles over over all molecules at single timesteps are plotted versus time. Whereas the twist angles remain at a constant value over time, there are slight oscillations in the case of the tilt angle and

## 9. Full coverage systems



Figure 9.2.: Distribution of the tilt angle $\Theta$ recorded during equilibration in the NVE ensemble for 100 ps at 300 K


Figure 9.3.: Distribution of the twist angle $\Psi$ recorded during equilibration in the NVE ensemble for 100 ps at 300 K


Figure 9.4.: Distribution of the azimuthal angle $\phi$ recorded during equilibration in the NVE ensemble for 100 ps at 300 K


Figure 9.5.: Distribution of occupied docking sites of certain timesteps during NVE equilibration at 300 K .


Figure 9.6.: Histogram of the displacement of the docking atoms during NVE equilibration at 300 K


Figure 9.7.: Averaged angles versus time during NVE equilibration at 300 K


Figure 9.8.: Mean square displacement of the docking atoms during NVE equilibration at 300 K
strong variations for the azimuthal angle. The oscillating values for tilt and azimuthal angle indicate that tilting and rotating the molecules with respect to the $z$ axis seems to be a fairly soft degree of freedom.

Finally the mean square displacement was calculated. In Figure 9.8 the MSD is plotted over the time, one can see that it quickly reaches a value around $0.7 \AA^{2}$ and oscillates around that value which is in good agreement with the results of Dirama and Johnson [2].

### 9.1.2. Further investigations

In this section, results of simulations at lower temperatures than 300 K , namely at $200 \mathrm{~K}, 150 \mathrm{~K}$, and 100 K are presented. Like in the section above, distributions of the tilt, twist and azimuthal angle and the MSD at the mentioned temperatures were calculated. An overview of the evolution of the temperatures and the total energy is given in Figure 9.9, as a cooling rate $0.002 \mathrm{~K} /$ step was chosen. The equilibration times at certain temperatures are listed in Table 9.3, at lower temperatures the equilibration times were chosen to be longer. In Figure 9.10 and 9.11 the cumulative averages of the individual angles at different temperatures are depicted. It can be found that, at lower temperatures it takes the cumulative averages longer to reach a constant value giving rise to longer equilibration times.


Figure 9.9.: Developing of the temperature (upper graph) and the total energy $E_{\text {toto }}$ (lower graph) during a simulation.

Table 9.3.: Equilibration times for the NVT and NVE equilibration at different temper-

| atures |  |  |
| :---: | :---: | :---: |
| $\mathbf{T}$ | Equilibration times |  |
|  | NVE | NVT |
| 300 K | 100 ps | 100 ps |
| 200 K | 200 ps | 200 ps |
| 150 K | 200 ps | 200 ps |
| 100 K | 300 ps | 300 ps |

In Figure 9.12 the distributions for the tilt, twist and azimuthal angle are shown. A narrowing of the distributions with lower temperatures can be observed for all angles, which is consistent with thermodynamical considerations that the system ought to be more ordered at lower temperatures due to the lower kinetic energy. In addition to the narrowing of the distribution of the tilt angle, resulting in lower standard deviations, there is also a notable shift of the expectation value (peak position) of this angle. Figure 9.13 illustrates the decrease of the distributions' peak widths at lower temperatures. The expectation values and standard deviations at different temperatures are summarized in Table 9.4.


Figure 9.10.: Cumulative averages of the tilt $(\Theta)$, twist ( $\Psi$ ) and azimuthal ( $\phi$ ) angle at 300 K and 200 K


Figure 9.11.: Cumulative averages of the tilt $(\Theta)$, twist ( $\Psi$ ) and azimuthal ( $\phi$ ) angle at 150 K and 100 K

(a)

(b)

(c)

Figure 9.12.: Distributions of the (a) tilt, (b) twist and (c) azimuthal angle of biphenyldithiol for different temperatures

Table 9.4.: Expectation values and standard deviations of the angle distributions of biphenyldithiol at $300 \mathrm{~K}, 200 \mathrm{~K}, 150 \mathrm{~K}$ and 100 K

|  |  |  |  | lt an wist zimu anda | le gle hal ang d devia |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T[K] | $\Theta$ | $\sigma_{\Theta}$ | $\Psi_{1}$ | $\sigma_{\Psi_{1}}$ | $\Psi_{2}$ | $\sigma_{\Psi_{2}}$ | $\phi$ | $\sigma_{\phi}$ |
| 300 | 13.2 | 2.4 | 51.4 | 8.5 | 128.1 | 8.5 | 179.7 | 14.1 |
| 200 | 14.6 | 2.0 | 51.8 | 7.1 | 127.7 | 7.1 | 179.2 | 11.0 |
| 150 | 15.2 | 1.8 | 52.0 | 6.5 | 127.6 | 6.4 | 179.4 | 10.0 |
| 100 | 15.9 | 1.5 | 52.1 | 5.9 | 127.4 | 5.8 | 179.5 | 8.8 |

The MSD of the docking atoms at different temperatures is depicted in Figure 9.14 where a significant drop and smaller oscillations of the MSD can be observed with decreasing temperatures. Going to lower temperatures is related to lower kinetic energies and the docking groups do not tend to move so much anymore, thus leading to a lower MSD for lower temperatures.

Finally, a top view snapshot of the simulation cell during NVE equilibration at different temperatures is shown in Figure 9.15. One major feature of Figure 9.15 is the herringbone structure of the SAM molecules also indicated by the two peaks in the twist angle distribution in Figure 9.12. Furthermore, the system's more ordered appearance at lower temperatures can be noticed qualitatively.

(a)

(b)

(c)

Figure 9.13.: Standard deviation of the distribution of the (a) tilt, (b) twist and (c) azimuthal angle of biphenyldithiol plotted versus temperature

## 9. Full coverage systems



Figure 9.14.: Comparison of the MSD of the docking atoms at different temperatures of a biphenyldithiol SAM

(a)

(c)

(b)

(d)

Figure 9.15.: Snapshots of the simulation cell during NVE equilibration of biphenyldithiol on gold at different temperatures; only the carbon rings and sulfur atoms of the SAM molecules are drawn.

Table 9.5.: Expectation values and standard deviations of the angle distributions of Biphenylthiol at 300 K, 200 K, 150 K and 100 K

| $\begin{array}{lll} \Theta & \ldots & \text { tilt angle } \\ \Psi & \ldots & \text { twist angle } \\ \phi & \ldots & \text { azimuthal angle } \\ \sigma & \ldots & \text { standard deviation } \end{array}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T[K] | $\Theta$ | $\sigma_{\ominus}$ | $\Psi_{1}$ | $\sigma_{\Psi_{1}}$ | $\Psi_{2}$ | $\sigma_{\Psi_{2}}$ | $\phi$ | $\sigma_{\phi}$ |
| 300 | 13.5 | 2.5 | 51.3 | 8.7 | 128.0 | 8.5 | 179.7 | 12.0 |
| 200 | 14.5 | 2.1 | 51.7 | 7.4 | 127.8 | 7.5 | 179.8 | 9.5 |
| 150 | 15.0 | 1.9 | 51.8 | 6.9 | 127.7 | 6.9 | 179.7 | 8.0 |
| 100 | 15.5 | 1.6 | 51.9 | 6.4 | 127.5 | 6.4 | 179.6 | 6.6 |

### 9.2. Biphenylthiol SAM on a $\mathbf{A u}(111)$ surface

The system investigated next was biphenylthiol on a gold (111) surface. A single biphenylthiol molecule with the assigned AM1-BCC charges is depicted in Figure 6.2a. The simulation setup was analog to system discussed in the previous section, i.e. the simulation times are equal to the values in Table 9.3.
The behavior of the fully covered system with respect to different temperatures turned out to be quite alike to the situation of the biphenyldithiol-gold system. For the sake of completeness the results are briefly discussed. The angle distributions get sharper at lower temperatures and in the case of tilt angle there is also a shift of the expectation values at different temperatures as in the biphenyldithiol system. In Figure 9.16 the angle distributions are shown. It can be seen that there is a narrowing of the peaks at lower temperatures being illustrated more clearly in Figure 9.17. The expectation values and standard deviations of the distributions in Figure 9.16 are listed in Table 9.5.
The MSD, depicted in Figure 9.18, shows similar features as in the case of biphenyldithiol. It also drops to lower values with decreasing temperatures. At lower temperatures there are also smaller oscillations like in the case of biphenyldithiol.

The docking atoms in the system of biphenylthiol are mostly located on fcc-hollow sites as in the case of biphenyldithiol, illustrated in Figure 9.19. Figure 9.20 shows a histogram of the distances traveled by the docking atoms. It can be found, that the majority of the docking groups hardly moves but stay around their initial docking sites.

Eventually, snapshots of the simulation cell at the observed temperatures are illus-

(a)

(b)

(c)

Figure 9.16.: Distributions of the (a) tilt, (b) twist and (c) azimuthal angle of biphenylthiol for different temperatures
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(a)


(b)

(c)

Figgure 9.17.: Standard deviation of the distribution of the (a) tilt, (b) twist and (c) azimuthal angle of biphenylthiol plotted versus temperature


Figure 9.18.: Comparison of the MSD of the docking atoms of a biphenylthiol SAM at different temperatures


Figure 9.19.: Occupied docking sites of the biphenylthiol monolayer during NVE equilibration at 300 K

## 9. Full coverage systems



Figure 9.20.: Histogram of the displacements of the docking atoms during NVE equilibration at $300 K$ for biphenylthiol
trated in Figure 9.21. Like in the biphenyldithiol system a herringbone pattern emerges and a more ordered appearance is noticeable at lower temperatures.


Figure 9.21.: Snapshots of the simulation cell of biphenylthiol on gold during NVE equilibration at different temperatures; only the carbon rings and sulfur atoms of the SAM molecules are drawn.

## 10. Low coverage systems

Until this point only systems with perfectly covered surfaces have been considered. As a next step SAMs, of bipheyldithiol and biphenylthiol with vacancies were investigated. In order to do so, the docking sites to be vacant were chosen randomly in such fashion that the resulting coverage was $90 \%$. A routine to generate vacant docking sites was implemented in the build layer and replicate script, respectively (see Appendix 3). The simulations were analogous to those described in the previous chapters but only investigations at 300 K were conducted. The data for the displacement analysis was taken during equilibration in the NVE ensemble for 500 ps .

In Figure 10.1, the tilt angle distributions of biphenylthiol and biphenyldithiol SAMs are shown. One significant difference is that in the case of biphenyldithiol there are molecules lying horizontally on the gold surface associated with the small peak at around 90 degrees in the angle distribution. Since the thiol head group of biphenydithiol represents another docking group the tendency of these molecules to lie down is comprehensible due to strong gold sulfur interactions. In the case of biphenylthiol there is no thiol head group but just a hydrogen atom hardly interacting with gold leading to quite tilted but still standing molecules.

Compared to the systems with fully covered surfaces (dashed dotted curves in Figure 10.1) the distributions are no longer Gaussian-like. The deviation from the Gaussian shape indicate that the molecules tend to tilt more than in fully covered systems. In the case of biphenyldithiol it seems that, mostly molecules in the vicinity of the lying molecules are more tilted. This leads to more or less distinguished peak and a shoulder at higher angles in the distribution. In the biphenylthiol system, the distribution is broader and asymmetric with respect to higher angles. This suggests that throughout the monolayer, the molecules are more tilted compared to the full coverage system. In Figure 10.7 the characteristics described above are illustrated.

The twist angle distributions for lowly covered biphenylthiol and biphenydithiol sur-


Figure 10.1.: Distributions of the tilt angle of a bpihenylditiol monolayer (a) and a biphenylthiol monolayer (b) for $90 \%$ coverage of the surface. The dashed lines represent the distributions of fully covered systems. In picture (a) the peak representing the lying molecules is encircled.


Figure 10.2.: Distributions of the twist angles of a bpihenylditiol monolayer (a) and a biphenylthiol monolayer (b) for $90 \%$ coverage of the surface. The dashed lines represent the distributions of fully covered systems.
faces, as depicted in figure 10.2, show quite the same patterns. In comparison to full coverage systems, indicated by dotted lines in Figure 10.2, there are still two distinguished peaks but not that sharp anymore. In addition, there is a peak emerging in the biphenylthiol system at around $0^{\circ}$ and $180^{\circ}$ respectively. This third peak is associated with molecules whose phenyl rings are parallel to the $y-z$ plane.

The azimuthal angle in the case of biphenylthiol behaves similar in low coverage and full coverage systems (see Figure 10.3b). The distribution gets broader at lower coverages and the position of the distribution's peak is shifted about $15^{\circ}$ with respect to the fully covered monolayer.

In the biphenyldithiol system the situation is different, as depicted in Figure 10.3a,


Figure 10.3.: Distributions of the azimuthal angles of a bpihenylditiol monolayer (a) and a biphenylthiol monolayer (b) for $90 \%$ coverage of the surface. The dashed lines represent the distributions of fully covered systems.
here the distribution is shifted about $180^{\circ}$, e.g. the molecules for the low coverage system tilt in the opposite direction than in the fully covered SAM. Additionally, there is small peak at about $150^{\circ}$ and some entries at higher angles corresponding to lying molecules.

The MSD for low coverage SAMs is considerably higher than in fully covered systems and does not reach a constant level but grows continuously because the docking groups in the vicinity of the vacancies have more space to move, the MSD for biphenylthiol and bihenyldithiol is shown in Figure 10.4. A remarkable feature when comparing the biphenylthiol and biphenyldithiol system is the higher MSD of biphenylthiol within the considered timespan. This fact is understandable when considering the lying biphenyldithiol molecules on the lowly covered surface, these molecules block the rest of the standing molecules and restrain them from moving resulting in a lower MSD. The just discussed facts can be nicely seen in Figure 10.6 and 10.5, where the distributions of the docking atoms' displacement and the occupied docking sites are shown. While for biphenyldithiol at the beginning of the NVE equilibration most of the docking atoms were at $f c c$ sites $(\sim 90 \%)$ and the rest at $h c p$ sites, in the biphenylthiol system roughly half of the docking atoms were at $f c c$ and $h c p$ sites. This means that during the processes of cooling and equilibrating in the NVT ensemble $50 \%$ of the docking groups changed its site with respect to the initial configuration (all molecules at fcc sites). Taking into account Figure 10.6 one can conclude that in the case of biphenylthiol the molecules mostly travel between $h c p$ and $f c c$ sites and that there is a small but recognizable transfer among $h c p$ and $f c c$ sites, respectively. In the biphenyldithiol system the only notable displacement happens between $f c c$ and $h c p$ sites.

In the snapshots of the simulation cells (Figure 10.7) it can be found that in the case of biphenyldithiol the herringbone structure is conserved in certain domains being farther from the lying molecules, these domains are marked in Figure 10.7b. The areas of preserved herringbone structure lead to the more distinguished peaks in the twist angle's distribution (Figure 10.2) of biphenyldithiol compared to biphenylthiol.

In the depiction of the biphenylthiol layer (Figure 10.7a) molecules with a twist angle of roughly $90^{\circ}$, corresponding to the emerging third peak in the distribution in Figure 10.2a, can be observed. In contrast to biphenyldithiol, the lowly covered biphenylthiol SAM appears to be more disordered. While in the low coverage biphenyldithiol SAM disorder is mainly located in the proximate vicinity of the lying molecules, in the biphenylthiol system the shape of the herringbone structure is weaker over the whole layer. Thus the horizontal molecules act as a 'barrier' for disorder to propagate within a lowly covered SAM.


Figure 10.4.: Mean square displacements of the thiol docking groups in a $90 \%$ covered monolayer of (a) biphenyldithiol and (b) biphenylthiol. The dashed lines indicate the $M S D$ of the full coverage systems.


Figure 10.5.: Occupied docking sites of $a$ (a) biphenylthiol and a (b) biphenyldithiol monolayer of $90 \%$ coverage during NVE equilibration at 300 K .


Figure 10.6.: Distribution of the docking atoms' displacement during NVE equilibration at 300 K of a $90 \%$ coverage SAM of (a) biphenylthiol and (b) biphenyldithiol. The vertical dotted lines indicate the distances between the described docking sites


Figure 10.7.: Snapshots of the simulation cell of (a) biphenylthiol and (b) biphenyldithiol SAMs with $90 \%$ coverage. The encircled regions in snapshot (a) refer to those molecules resulting in the third peak in the twist angle distribution (Figure 10.2). The lying biphenyldithiol molecules are marked by circles (solid line) in picture (b). The dashed circles in picture (b) mark the domains with preserved herringbone structure.

## 11. Negatively charged monolayers

As discussed in Chaper 6, there are basically two ways how to handle the charge of the hydrogen in the thiol docking group. In the calculations so far the positive atomic charge of the hydrogen has been added to the sulfur atom, resulting in an overall electrically neutral system. In this chapter calculations with negatively charged biphenyldithiol monolayers are presented and compared with simulations of neutrally charged SAMs.

Although this approach is physically doubtful, it leads to almost identical angle distributions for full coverage SAMs. This is illustrated in Figure 11.1, where the tilt, twist and azimuthal angle distributions for electrically neutral and negative full coverage SAMs are shown.

In the case of low coverage monolayers $(90 \%)$ the results for the negative and neutral monolayer differ as it can be seen in Figure 11.2.

Especially the twist angle distribution shows considerable differences among negative and neutral SAM. While in the neutral system the two peaks are just broadened with respect to the full coverage case, in the negative system a distinguished third peak emerges at $0^{\circ}$ and $180^{\circ}$, respectively.

The azimuthal angle distribution is also significantly differing for the neutral and negative system. In the negative monolayer the distribution is considerably broadened compared to the neutral system. Furthermore, two peaks emerge in the angle distribution around $0^{\circ}$.

As mentioned above, leaving the molecules negatively charged is physically and computationally questionable. Thus no further investigations of such systems were conducted.


Figure 11.1.: Angle distributions of a neutral and negative biphenyldithiol SAM at full coverage.


Figure 11.2.: Angle distributions of a neutral and negative biphenyldithiol SAM at 90 \% coverage.
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## Appendix

## 1. Input files

A typical input file for a simulation of biphenylthiol on $\mathrm{Au}(111)$ is shown below.
\#thermalization of the Au - Bpt system
log log.run_au_bpt_bcc_run1
units
real
boundary p p p
atom_style full
pair_style hybrid buck $14.0 \mathrm{lj} /$ charmm/coul/long 14.016 .0
bond_style harmonic
angle_style harmonic
dihedral_style harmonic
special_bonds amber
kspace_style pppm 1.0e-4
lattice fcc 4.0782 orient $x-1-12$ orient y 1 -1 0 orient z 111 \& spacing 111
read_data data.layer_bpt_bcc_15x18_neutr
region au block INF INF INF INF -3.8-0.5
create_atoms 5 region au
pair_coeff 15 buck 1.5e6 0.22 6723.8 \# S-Au
pair_coeff 25 buck 10416.3 0.30 261.0 \# C-Au
pair_coeff 35 buck 6673.00 .2670 .3 \# H-Au
pair_coeff 45 buck 6673.00 .2670 .3 \# H-Au

```
Appendix
neighbor 2.0 bin
neigh_modify every 1 delay 0 check yes exclude type 5 5
group metal type 5
group layer type 1 2 3 4
group dock type 1
group layer_noh type 1 2
#---- restraining the Au atoms from moving
velocity metal set 0 0 0
fix m metal setforce 0 0 0
#---- fixing the docking atoms
velocity dock set 0 0 0
fix fdock dock setforce 0 0 0
compute Temp_layer layer temp
compute E_kin_layer layer ke
thermo_style custom step temp epair emol etotal press c_Temp_layer &
c_E_kin_layer
thermo 500
#---- minimization of the initial configuration
minimize 1e-8 1e-8 1000 1000
#---- heat to 900 K
fix fshake layer shake 1e-4 20 0 t 3 4
fix 2 layer temp/berendsen 0 900 1
fix 3 layer nve
fix_modify 2 temp Temp_layer
timestep 1
```

run 200000
write_restart rst.au_bpt_bcc_run1_heat
unfix 2
unfix 3
\#---- equlibrate at 900 K in NVT ensemble
fix 4 layer nvt 90090010
timestep 1
run 400000
write_restart rst.au_bpt_bcc_run1_eq_nvt_hot
unfix 4
unfix fdock
\#---- cooling the system to 300 K
fix 5 layer temp/berendsen 9003001
fix 6 layer nve
fix_modify 5 temp Temp_layer
timestep 1
run 1500000
write_restart rst.au_bpt_bcc_run1_cool_300
unfix 5
unfix 6
\# ---- Equlibration at 300 K in NVT ensemble
fix 7 layer nvt 30030010
fix s_coord dock coord/original

```
Appendix
fix msd_dock dock msd 1000 msd.dock_au_bpt_bcc_eq_nvt_300
compute sdpl dock displace/atom s_coord
dump s dock custom 1000 sdpl.au_bpt_bcc_eq_nvt_300 &
c_sdpl[1] c_sdpl[2] c_sdpl[3] c_sdpl[4]
dump catom layer_noh custom 1000 & 
layer.au_bpt_bcc_eq_nvt_300 id mol type x y z
timestep 1
run 100000
write_restart rst.au_bpt_bcc_run1_nvt_300
unfix 7
unfix s_coord
unfix msd_dock
uncompute sdpl
undump s
undump catom
#---- Eqilibration in NVE ensemble
fix 8 layer nve
fix s_coord dock coord/original
fix msd_dock dock msd 500 msd.dock_au_bpt_bcc_eq_nve_300
compute sdpl dock displace/atom s_coord
dump s dock custom 500 sdpl.au_bpt_bcc_eq_nve_300 &
c_sdpl[1] c_sdpl[2] c_sdpl[3] c_sdpl[4]
dump catom layer_noh custom 1000 & 
layer.au_bpt_bcc_eq_nve_300 id mol type x y z
```

```
timestep 1
run 100000
write_restart rst.au_bpt_bcc_run1_nve_300
unfix 8
unfix s_coord
unfix msd_dock
uncompute sdpl
undump s
undump catom
```


## 2. Data file

In the following a commented data file is presented. For the sake of clarity the sections 'Atoms', 'Bonds', 'Angles' and 'Dihedrals' were truncated after first molecule's data, respectively.

LAMMPS data file generated from data.bpt_bcc_neutr \# First line is ignored

5940 atoms \# number of atoms
6210 bonds \# number of bonds
9720 angles \# number of angles
17280 dihedrals \#number of dihedrals
0 impropers

5 atom types \# number of atom types
5 bond types \# number of bond types

## Appendix

7 angle types \# number of angle types
3 dihedral types \# number of dihedral types
074.9213 xlo xhi \# dimensions of the central cell in x-direction 077.8605 ylo yhi \# dimensions of the central cell in y-direction -50 150 zlo zhi \# dimensions of the central cell in z-direction

Masses
132.060000000000002 \# mass of atom type 1 (S)
212.01 \# mass of atom type 2 (C)
31.008 \# mass of atom type 3 (H)
41.008 \# mass of atom type 4 (H)
5196.96655 \# mass of atom type 5 ( Au )

Pair Coeffs
\#pair coeff. for the vdW interactions involving atom type 1:
$1 \mathrm{lj} /$ charmm/coul/long 0.253 .5635948725613571
\#pair coeff. for the vdW interactions involving atom type 2: 2 lj/charmm/coul/long 0.0860000001283588443 .3996695079448309
\#pair coeff. for the vdW interactions involving atom type 3: $3 \mathrm{lj} /$ charmm/coul/long 0.0150000000642206682 .5996424587350853
\#pair coeff. for the vdW interactions involving atom type 4: 4 lj/charmm/coul/long 0.0150000000642206682 .5996424587350853
\#pair coeff. for the vdW interactions involving atom type 5 \# (set to some arbitrary number because turned off or defined \#specifically in the input file):
$5 \mathrm{lj} /$ charmm/coul/long 00

Bond Coeffs

```
1 245.80000000000001 1.7869999999999999 # bond coeff. for bond type 1
2 478.399999999999998 1.387 # bond coeff. for bond type 2
3 344.30000000000001 1.087 # bond coeff. for bond type 3
4 466.10000000000002 1.395 # bond coeff. for bond type 4
5 346.5 1.49 # bond coeff. for bond type 5
Angle Coeffs
1 61.5 120.13005154209219 # angle-bending coeff. for type 1
2 67.200000000000003 119.97005135892852 # angle-bending coeff. for type 2
3 48.5 120.01005126147997 # angle-bending coeff. for type 3
4 67.200000000000003 119.07005097321041 # angle-bending coeff. for type 4
5 67.0999999999999944 118.75005117984087 # angle-bending coeff. for type 5
6 62.600000000000001 127.01005426150974 # angle-bending coeff. for type 6
7 48.0 121.0800516627602 # angle-bending coeff. for type 7
```

Dihedral Coeffs
$13.625-12.0$ \# dihedral coeff. for type 1
2 1.0 -1 2.0 \# dihedral coeff. for type 2
31.1000000000000001 -1 2.0 \# dihedral coeff. for type 3

Atoms

```
# atom number | molecule number | atom type | charge | x | y | z
10 1 -0.0589 0 0 0
2 0 2 0.0165 0.00542896 0.00255468 1.71
3 0 2 -0.1192 -1.08941-0.512638 2.414
4 0 2 -0.1028-1.08489 -0.510509 3.814
5 0 2 -0.0439 0.0135724 0.00638669 4.51
6 0 2 -0.101 1.10841 0.52158 3.806
7 0 2 -0.1459 1.10479 0.519877 2.406
```

Appendix

```
8 0 3 0.1445-1.94447-0.915 1.873
9 0 3 0.1392 -1.93723 -0.911593 4.362
10 0 2 -0.0379 0.0190014 0.00894137 5.96
11 0 3 0.1381 1.96438 0.924367 4.347
12 0 3 0.1306 1.95624 0.920535 1.858
13 0 2 -0.1191 1.11746 0.525837 6.656
140 2 -0.1301 1.12199 0.527966 8.056
15 0 2 -0.1269 0.0271448 0.0127734 8.76
16 0 2 -0.1301 -1.07222 -0.504548 8.064
17 0 2 -0.1186 -1.07674 -0.506677 6.664
18 0 3 0.1341 1.9689 0.926496 6.108
19 0 3 0.1323 1.97705 0.930328 8.597
20 0 3 0.1318 0.0307641 0.0144765 9.849
21 0 3 0.1324-1.92366-0.905207 8.612
22 0 4 0.1349-1.93181-0.909039 6.123
```

Bonds
\#bond number | bond type | atom numbers of involved atoms
1338
2349
33611
43712
$\begin{array}{llll}5 & 3 & 13 & 18\end{array}$
$\begin{array}{llll}6 & 3 & 14 & 19\end{array}$
731520
831621
931722
10112
11223
12227
13234

14445
15456
165510
17267
1841013
1941017
2021314
2121415
2221516
2321617

Angles
\#angle number | angle type | atom numbers of involved atoms
13238
232712
33349
43438
57549
675611
736712
837611
97101318
107101722
$\begin{array}{llll}11 & 3 & 13 & 14 \\ 19\end{array}$
$\begin{array}{llll}12 & 3 & 14 & 13\end{array} 18$
$\begin{array}{llll}13 & 3 & 1415120\end{array}$
$\begin{array}{llll}14 & 3 & 15 & 14 \\ 19\end{array}$
153151621
163161520

Appendix

173161722
183171621
191123
201127
212234
22276
232327
244345
255456
2664510
274567
28651013
29651017
3066510
314101314
324101716
$\begin{array}{llll}33 & 5 & 13 & 10\end{array} 17$
342131415
352141516
362151617

Dihedrals
\#dihedral number | dihedral type | atom numbers of involved atoms
111238
2112712
312349
4127611
5132712
6145611
715438
8156712
$\begin{array}{lllll}9 & 1 & 5 & 10 & 13 \\ 18\end{array}$
$\begin{array}{llllll}10 & 1 & 5 & 10 & 17 & 22\end{array}$
1116549
1217238
1318349
14194510
151105611
$\begin{array}{llllll}16 & 1 & 10 & 13 & 14 & 19\end{array}$
$\begin{array}{lllll}17 & 1 & 10 & 17 & 16 \\ 21\end{array}$
$\begin{array}{lllll}18 & 1 & 11 & 6 & 72\end{array}$
19113101722
$\begin{array}{llllll}20 & 1 & 13 & 14 & 15 & 20\end{array}$
$\begin{array}{llllll}21 & 1 & 14 & 15 & 16 & 21\end{array}$
$\begin{array}{llllll}22 & 1 & 15 & 14 & 13 & 18\end{array}$
$\begin{array}{lllll}23 & 1 & 15 & 16 & 17 \\ 22\end{array}$
$\begin{array}{llllll}24 & 1 & 16 & 15 & 14 & 19\end{array}$
$\begin{array}{llllll}25 & 1 & 17 & 10 & 13 & 18\end{array}$
$\begin{array}{lllll}26 & 1 & 17 & 1615 & 20\end{array}$
$\begin{array}{llllll}27 & 1 & 18 & 13 & 14 & 19\end{array}$
$\begin{array}{lllll}28 & 1 & 19 & 14 & 15 \\ 20\end{array}$
29120151621
$\begin{array}{lllll}30 & 1 & 21 & 16 & 17 \\ 22\end{array}$
3132438
3233549
33375611
34326712
$\begin{array}{llllll}35 & 3 & 14 & 10 & 13 & 18\end{array}$
$\begin{array}{llllll}36 & 3 & 13 & 15 & 14 & 19\end{array}$
$\begin{array}{llll}37 & 3 & 14 & 1615 \\ 20\end{array}$
$\begin{array}{llllll}38 & 3 & 15 & 17 & 16 & 21\end{array}$
$\begin{array}{llll}39 & 3 & 16 & 10 \\ 17 & 22\end{array}$
4011234
4111276
4212345
4312765
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4413276
4513456
46 1 3 4 5 10
4714327
4814567
49 2 4 5 10 13
502451017
51 1 5 10 13 14
52 1 5 10 17 16
5326510 13
5426510 17
55176510
56 1 10 13 14 15
57 1 10 17 16 15
58 1 13 10 17 16
59 1 13 14 15 16
60 1 14 13 10 17
61 1 14 15 16 17
623127 3
633465 10
64 3 1317 10 5
```


## 3. The build layer script

Source code of the 'build layer' shell script:
\#!/bin/bash
echo 'data file:'
read file;
echo 'how many molecules in x : '

```
read num_mol_x;
echo 'how many molecules in y: '
read num_mol_y;
echo 'lattice constant'
read latt_cnst;
echo 'cover rate (0 - 100 %)'
read cover;
echo 'name of new data file'
read newdata
echo '(1) randomly dstritbued
(2) randomly distributed (constant seed)
(3) herringbone'
read choice
```

num_atoms='grep atoms \$file | awk '\{print \$1\}'';
num_bonds='grep bonds \$file | awk '\{print \$1\}'';
num_angles='grep angles \$file | awk '\{print \$1\}'‘;
num_dihedrals='grep dihedrals \$file | awk '\{print \$1\}'';
num_impropers='grep impropers \$file | awk '\{print \$1\}'‘;
n_atom_types='grep -e 'atom types' \$file | awk '\{print \$1\}'';
n_bond_types='grep -e 'bond types' \$file | awk '\{print \$1\}'';
n_angle_types='grep -e 'angle types' \$file lawk '\{print \$1\}'';
n_dihedral_types='grep -e 'dihedral types' \$file | awk '\{print \$1\}'‘;
n_improper_types='grep -e 'improper types' \$file | awk '\{print \$1\}'‘;

```
atom_offset=`expr $num_atoms + 1';
grep Atoms $file -A$atom_offset| grep -v Atoms > section_atoms.dat;
bond_offset='expr $num_bonds + 1';
grep Bonds $file -A$bond_offset| grep -v Bonds > section_bonds.dat;
angle_offset='expr $num_angles + 1';
grep Angles $file -A$angle_offset | grep -v Angles > section_angles.dat
dihedral_offset='expr $num_dihedrals + 1';
grep Dihedrals $file -A$dihedral_offset | grep -v Dihedrals > section_dihedrals.c
if test $choice -eq 3;
    then
        /home/lukas/md_calc/utils/replicate_herringbone $num_atoms $num_bonds
        $num_angles $num_dihedrals $num_impropers $num_mol_x $num_mol_y
        $latt_cnst $cover ;
    else
        /home/lukas/md_calc/utils/replicate $num_atoms $num_bonds $num_angles
        $num_dihedrals $num_impropers $num_mol_x $num_mol_y $latt_cnst
        $cover $choice ;
fi
num_mol='cat number_of_molecules.dat';
let num_atoms_new=$num_atoms*$num_mol;
let num_bonds_new=$num_bonds*$num_mol;
let num_angles_new=$num_angles*$num_mol;
let num_dihedrals_new=$num_dihedrals*$num_mol;
let num_impropers_new=$num_impropers*$num_mol;
let mass_offset=$n_atom_types+1;
let bond_coeff_offset=$n_bond_types+1;
```

```
let angle_coeff_offset=$n_angle_types+1;
let dihedral_coeff_offset=$n_dihedral_types+1;
let improper_coeff_offset=$n_improper_types+1;
echo 'LAMMPS data file generated from '$file> data.$newdata;
echo >> data.$newdata;
echo $num_atoms_new 'atoms' >> data.$newdata;
echo $num_bonds_new 'bonds' >> data.$newdata;
echo $num_angles_new 'angles' >> data.$newdata;
echo $num_dihedrals_new 'dihedrals' >> data.$newdata;
echo $num_impropers_new 'impropers' >> data.$newdata;
echo >> data.$newdata;
grep types $file >> data.$newdata;
echo >> data.$newdata;
cat xy_lim.dat >> data.$newdata;
echo '-50 150 zlo zhi' >> data.$newdata;
echo >> data.$newdata;
grep Masses $file -A$mass_offset >> data.$newdata;
echo >> data.$newdata;
grep -e 'Pair Coeffs' $file -A$mass_offset >> data.$newdata;
echo >> data.$newdata;
grep -e 'Bond Coeffs' $file -A$bond_coeff_offset >> data.$newdata;
echo >> data.$newdata;
grep -e 'Angle Coeffs' $file -A$angle_coeff_offset >> data.$newdata;
echo >> data.$newdata;
grep -e 'Dihedral Coeffs' $file -A$dihedral_coeff_offset >> data.$newdata;
echo >> data.$newdata;
grep -e 'Improper Coeffs' $file -A$improper_coeff_offset >> data.$newdata;
echo >> data.$newdata;
echo 'Atoms' >> data.$newdata;
echo >> data.$newdata;
cat atoms_section_new.dat >> data.$newdata;
echo >> data.$newdata;
echo 'Bonds' >> data.$newdata;
echo >> data.$newdata;
```
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```
cat bonds_section_new.dat >> data.$newdata;
echo >> data.$newdata;
echo 'Angles' >> data.$newdata;
echo >> data.$newdata;
cat angles_section_new.dat >> data.$newdata;
echo >> data.$newdata;
echo 'Dihedrals' >> data.$newdata;
echo >> data.$newdata;
cat dihedrals_section_new.dat >> data.$newdata;
```

The script 'build layer' given above requires the following $C++$ script called replicate:

```
#include "types.cpp"
```

MatDbl layer(MatDbl atoms_init, MatDbl lattice, int number_mol, int atoms);
MatInt bonds(MatInt bonds_init, int n_bonds, int n_molecules, int n_atoms);
MatInt angles(MatInt angles_init, int n_angles, int n_molecules, int n_atoms);
MatInt dihedrals(MatInt dihedrals_init, int n_dihedrals, int n_molecules, int n_atoms);

MatInt impropers(MatInt impropers_init, int n_impropers, int n_molecules, int n_atoms);

```
/* \#\#\#\#\#\#\#\#\#\#\#\#\#\# MAIN \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#*) int main(int argc, char* argv[])\{
```

```
        /* 1st arg: number of atoms per molecule
```

            2nd arg: number of bonds within the molecule
            3rd arg: number of angles within the molecule
            4th arg: number of dihedrals
            5th arg: number of impropers
            6th arg: desired number of molecules in x direction
    ```
    7th arg: desired number of molecules in y direction
    8th arg: lattice constant
    9th arg: coverage
    10th arg: choice of randomness
*/
int num_atoms, num_bonds, num_angles, num_dihedrals, num_improper,
    rate, rat_x , rat_y, molecules, choice;
double lattice_const, x_low, x_high, y_low, y_high, cover,
    surf_lat_cnst, x_space, y_space;
num_atoms = atoi(argv[1]);
num_bonds = atoi(argv[2]);
num_angles = atoi(argv[3]);
num_dihedrals = atoi(argv[4]);
num_improper = atoi(argv[5]);
rat_x = atoi(argv[6]);
rat_y = atoi(argv[7]);
lattice_const = atof(argv[8]);
cover = atof(argv[9]);
choice = atoi(argv[10]);
MatDbl sec_atoms(num_atoms,7),lattice(rat_x*rat_y,3);
std::fstream e1;
e1.open("section_atoms.dat", std::ios::in);
for(int k=0; k<num_atoms;k++){
    for(int l=0; l<7;l++){
        e1 >> sec_atoms(k,l);
    }
}
e1.close();
/*------------------Lattice-------------------------------------------------*/
```

```
surf_lat_cnst = lattice_const*sqrt(2)/2.0;
x_space = sqrt(3)*surf_lat_cnst;
y_space = 1.5*surf_lat_cnst;
cout <<lattice_const <<" "<< surf_lat_cnst << endl;
cout << x_space << " "<< y_space <<endl;
std::vector<int> index;
if(choice == 1){
    srand(time(NULL));
}
else if(choice == 2){
    srand(1297845);
}
int x_cnt=0, y_cnt=0;
for(int i=0 ; i < rat_x*rat_y; i++){
    lattice(i,0) = x_cnt*x_space+(x_space/2)*((y_cnt)%2);
    lattice(i,1) = y_cnt*y_space;
    lattice(i,2) = 0;
    x_cnt++;
    if((i+1)%(rat_x) == 0){
        y_cnt++;
        x_cnt=0;
    }
    if((rand()%10000+1)/100.0 < cover) index.push_back(i);
}
molecules = (int) index.size();
cout << "molecules "<< molecules <<endl;
MatDbl lattice_final(molecules,3);
int w;
for(int k=0; k<molecules; k++){
        w = index[k];
    lattice_final(k,0) = lattice(w,0);
    lattice_final(k,1) = lattice(w,1);
    lattice_final(k,2) = lattice(w,2);
}
```

```
    std::fstream num;
    num.open("number_of_molecules.dat", std::ios::out);
    num << molecules << endl;
    num.close();
    /* ------------- Atoms
                */
    MatDbl sec_atoms_new(molecules*num_atoms,7);
    sec_atoms_new = layer(sec_atoms,lattice_final,molecules,num_atoms);
    std::fstream e2;
    e2.open("atoms_section_new.dat", std::ios::out);
    for (int g=0; g<molecules*num_atoms; g++){
        e2 << sec_atoms_new(g,0) << " "<< sec_atoms_new(g,1)<< " "<<
sec_atoms_new (g,2)
<< " "<< sec_atoms_new (g,3) << " "<< sec_atoms_new (g,4) <<
" "<< sec_atoms_new(g,5)
<< " "<< sec_atoms_new(g,6) <<endl;
    }
    e2.close();
    /* ---------------------------Bonds ---------------------------------------*/
    MatInt sec_bonds(num_bonds,4), sec_bonds_new(molecules*num_bonds,4);
    std::fstream f1;
    f1.open("section_bonds.dat", std::ios::in);
    for(int k=0; k<num_bonds; k++){
        for(int l=0; l<4; l++){
            f1 >> sec_bonds(k,l);
        }
    }
    f1.close();
    sec_bonds_new = bonds(sec_bonds, num_bonds, molecules, num_atoms);
    std::fstream f2;
```

```
f2.open("bonds_section_new.dat", std::ios::out);
for(int k=0; k<molecules*num_bonds; k++){
    f2 << sec_bonds_new(k,0) << " "<< sec_bonds_new(k,1) << " "<<
        sec_bonds_new(k,2) << " "<< sec_bonds_new(k,3) << " "<< endl;
}
f2.close();
```


MatInt sec_angles(num_angles,5), sec_angles_new(molecules*num_angles,5);
std::fstream an1;
an1.open("section_angles.dat", std::ios::in);
for (int k=0; k<num_angles; k++)\{
for (int l=0; l<5; l++) \{
an1 >> sec_angles(k,l);
\}
\}
an1.close();
sec_angles_new = angles(sec_angles, num_angles, molecules, num_atoms);
std::fstream an2;
an2.open("angles_section_new.dat", std::ios::out);
for (int k=0; k<molecules*num_angles; k++) \{
an2 << sec_angles_new (k,0) << " " << sec_angles_new (k,1) << " "
<< sec_angles_new (k,2) << " "<< sec_angles_new (k,3) << " "
<< sec_angles_new (k,4) << endl;
\}
an2.close();
/*--------------------Dihedrals-----------------------------------------*/

```
    MatInt sec_dihedrals(num_dihedrals,6),
        sec_dihedrals_new(molecules*num_dihedrals,6);
    std::fstream di1;
    di1.open("section_dihedrals.dat",std::ios::in);
    for(int k=0; k<num_dihedrals; k++){
        for(int l=0; l<6; l++){
            di1 >> sec_dihedrals(k,l);
        }
    }
    di1.close();
    sec_dihedrals_new = dihedrals(sec_dihedrals, num_dihedrals, molecules,
num_atoms);
    std::fstream di2;
    di2.open("dihedrals_section_new.dat",std::ios::out);
    for(int k=0; k<num_dihedrals*molecules; k++){
        di2 << sec_dihedrals_new(k,0) << " " << sec_dihedrals_new(k,1) << " "
<< sec_dihedrals_new(k,2) << " " << sec_dihedrals_new(k,3) << " "
<< sec_dihedrals_new(k,4) << " " << sec_dihedrals_new(k,5) << " "
<<endl;
    }
    di2.close();
    /*----------computing simulation box boundaries -----------------------------
    x_low = 0;
    x_high = rat_x*sqrt(6)/2*lattice_const;
    y_low = 0;
    y_high = rat_y*0.75*sqrt(2)*lattice_const;
```

    std::fstream lim;
    ```
    lim.open("xy_lim.dat", std::ios::out);
    lim << x_low << " " << x_high << " xlo xhi" << endl;
    lim << y_low << " " << y_high << " ylo yhi" << endl;
    lim.close();
    return 0;
}
/*####################END MAIN#############################*/
/*###########################################################
################ FUNCTIONS #################################
#############################################################
*/
```

MatDbl layer(MatDbl atoms_init, MatDbl lattice, int number_mol,
int atoms)\{
/* The function 'layer' reads the data from the 'Atoms' section
of the data file (atoms_init) and generates a new 'Atoms' section,
with number_mol molecules having randomized twist angles */
double phi;
double const pi=3.141592653589793;
int count=0;
MatDbl atoms_final(number_mol*atoms,7);
srand(13395);
for (int k=0; k<number_mol; k++) \{
phi $=(\operatorname{rand}() \% 100+1) / 100.0 * p i ;$
for(int l=0; l< atoms; l++)\{

```
    atoms_final(l+k*atoms,0) = atoms_init(l,0) + k*atoms;
    atoms_final(l+k*atoms,1) = k;
    atoms_final(l+k*atoms,2) = atoms_init(l,2);
    atoms_final(l+k*atoms,3) = atoms_init(l,3);
    atoms_final(l+k*atoms,4) = atoms_init(l,4)*cos(phi) -
atoms_init(l,5)*sin(phi)
+ lattice(k,0);
            atoms_final(l+k*atoms,5) = atoms_init(l,4)*sin(phi) +
atoms_init(l,5)*cos(phi)
+ lattice(k,1);
            atoms_final(l+k*atoms,6) = atoms_init(l,6) + lattice(k,2);
        }
    }
    return atoms_final;
}
/* ----------------------------------------------------------------------*/
MatInt bonds(MatInt bonds_init, int n_bonds, int n_molecules,
        int n_atoms){
    MatInt bonds_final(n_bonds*n_molecules,4);
    for(int j1=0; j1<n_bonds*n_molecules; j1++){
        for(int j2=0; j2<4; j2++){
            bonds_final(j1,j2) = 0;
        }
    }
    for(int k=0; k<n_molecules; k++){
        for(int l=0; l<n_bonds; l++){
            bonds_final(l+k*n_bonds,0) = bonds_init(l,0) + k*n_bonds;
            bonds_final(l+k*n_bonds,1) = bonds_init(l,1);
```

```
            bonds_final(l+k*n_bonds,2) = bonds_init(l,2) + k*n_atoms;
            bonds_final(l+k*n_bonds,3) = bonds_init(l,3) + k*n_atoms;
        }
    }
    return bonds_final;
}
```

```
/* -------------------------------------------------------------------------*/
```

/* -------------------------------------------------------------------------*/
MatInt angles(MatInt angles_init, int n_angles, int n_molecules,
int n_atoms){
MatInt angles_final(n_angles*n_molecules,5);
for(int k=0; k<n_molecules; k++){
for(int l=0; l<n_angles; l++){
angles_final(l+k*n_angles,0) = angles_init(l,0) + k*n_angles;
angles_final(l+k*n_angles,1) = angles_init(l,1);
angles_final(l+k*n_angles,2) = angles_init(l,2) + k*n_atoms;
angles_final(l+k*n_angles,3) = angles_init(l,3) + k*n_atoms;
angles_final(l+k*n_angles,4) = angles_init(l,4) + k*n_atoms;
}
}
return angles_final;
}
/* ---------------------------------------------------------------------*/
MatInt dihedrals(MatInt dihedrals_init, int n_dihedrals,
int n_molecules, int n_atoms){
MatInt dihedrals_final(n_dihedrals*n_molecules,6);
for(int k=0; k<n_molecules; k++){

```
```

            for(int l=0; l<n_dihedrals; l++){
            dihedrals_final(l+k*n_dihedrals,0) = dihedrals_init(l,0) + k*n_dihedrals;
            dihedrals_final(l+k*n_dihedrals,1) = dihedrals_init(l,1);
            dihedrals_final(l+k*n_dihedrals,2) = dihedrals_init(l,2) + k*n_atoms;
            dihedrals_final(l+k*n_dihedrals,3) = dihedrals_init(l,3) + k*n_atoms;
            dihedrals_final(l+k*n_dihedrals,4) = dihedrals_init(l,4) + k*n_atoms;
            dihedrals_final(l+k*n_dihedrals,5) = dihedrals_init(l,5) + k*n_atoms;
        }
    }
    return dihedrals_final;
    }

```
```

/*----------------------------------------------------------------------*/

```
/*----------------------------------------------------------------------*/
    MatInt impropers(MatInt impropers_init, int n_impropers,
    int n_molecules, int n_atoms){
    MatInt impropers_final(n_impropers*n_molecules,6);
    for(int k=0; k<n_molecules; k++){
        for(int l=0; l<n_impropers; l++){
                        impropers_final(l+k*n_impropers,0) = impropers_init(l,0) + k*n_impropers;
                        impropers_final(l+k*n_impropers,1) = impropers_init(l,1);
                        impropers_final(l+k*n_impropers,2) = impropers_init(l,2) + k*n_atoms;
                        impropers_final(l+k*n_impropers,3) = impropers_init(l,3) + k*n_atoms;
                        impropers_final(l+k*n_impropers,4) = impropers_init(l,4) + k*n_atoms;
                        impropers_final(l+k*n_impropers,5) = impropers_init(l,5) + k*n_atoms;
        }
    }
    return impropers_final;
}
```


## Appendix

## 4. MATLAB codes

### 4.1. Angles

The source code of the MATLAB script for computing the angles and angle distributions.
clear all
close all

```
x_max = 74.92;
y_max = 77.86;
num_steps =101; %number of recorded time steps
%load coordinate file of initial configuraion
coords = load('layer.au_bpt_run2_nve_300_0');
num_mol = max(coords(:,2)) + 1; % extract number of molecules
```

tilt_angle = zeros(num_steps,num_mol);
tw_angle = zeros(num_steps,num_mol);
az_angle = zeros(num_steps,num_mol);
tw_alt = zeros(num_steps,num_mol);
\%vectors for histograms
sp_twlt = 0:.1:90;
sp_tw = 0:0.5:180;
sp_az = 0:0.5:360;
S_dock_coords = zeros(num_mol,5,num_steps);
cn $=\operatorname{zeros}(4,3)$;
cn_p $=\operatorname{zeros}(4,3)$;
cn_pabs $=\operatorname{zeros}(1,4)$;
m_tw $=$ zeros (1,2*num_steps);
for 1 = 1:num_steps \%loop over all recorded timesteps
\%loading coordinate file for current timestep

```
coords = load(['layer.au_bpt_run2_nve_300_',num2str(l-1)]);
for k = 1:num_mol % loop over all molecules
```

\% extracting molecular coordinates for the currently considered molecule

```
mol_ind = find(coords(:,2)==k-1);
mol_coords = coords(mol_ind,:);
mol_coords = sortrows(mol_coords);
```

\%extracting the sulfur coordinates (here atom type 1)
S_dock_ind = find(mol_coords (: 3) ==1);
S_dock_coords(k,:,l) = mol_coords(S_dock_ind,2:6);
\%extracting the carbon coordinates (here atom type 2)
C_ind $=$ find (mol_coords $(:, 3)==2$ );
C_coords $=$ mol_coords (C_ind,2:6);
\%calculating connection vector between docking atom and the very top $C$ atom sc1 =connectpoint (C_coords (1, 3:5), S_dock_coords (k, 3:5,1), x_max,y_max) ; sc1_abs $=\operatorname{sqrt}\left(\operatorname{sum}\left(s c 1 .{ }^{\wedge} 2\right)\right)$;
\%calculating connection vector between $C$ atom ath the very bottom and the very top
$c=$ connectpoint (C_coords (4, 3:5), C_coords (1, 3:5), x_max, y_max) ;
c_abs $=\left(c(1)^{\wedge} 2+c(2) \wedge 2+c(3) \wedge 2\right) \wedge 0.5 ;$
\%computing an averaged vector of the two vectors above
$\mathrm{ax}=\operatorname{mean}([\mathrm{sc} 1 ; \mathrm{c}], 1)$;
ax_abs $=\operatorname{sqrt}\left(\operatorname{sum}\left(a x .{ }^{\wedge} 2\right)\right)$;

## \%TILT ANGLE

tilt_angle $(\mathrm{l}, \mathrm{k})=\operatorname{acos}\left(\mathrm{ax}(3) /\left(\mathrm{ax} \_\mathrm{abs}\right)\right) . /(\mathrm{pi}) * 180 ;$
\% TWIST ANGLE
\%calculating connection vector between several C atoms of a molecule
cl_1 = connectpoint (C_coords (1,3:5), C_coords (2, 3:5), x_max,y_max);
cl_2 = connectpoint (C_coords (1, 3:5), C_coords (3, 3:5), x_max,y_max);
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```
cl_3 = connectpoint(C_coords(1,3:5),C_coords(4,3:5),x_max,y_max);
cl_4 = connectpoint(C_coords(1,3:5),C_coords(5,3:5),x_max,y_max);
cl_5 = connectpoint(C_coords(1,3:5),C_coords(6,3:5),x_max,y_max);
cl = [cl_1;cl_2;cl_3;cl_4;cl_5];
```

\%calculating the normal vectors of the connection vectors
for $\mathrm{cr}=1: 4$
cn(cr,:) $=\operatorname{cross}(c l(1,:), c l(c r+1,:))$;
cn_p(cr,:) = [cn(cr,1:2), 0];
cn_pabs(cr) $=\operatorname{sqrt}($ sum(cn_p(cr,:). .^2));
end
\%averaging over the normal vectors
cn_pa $=$ mean( $\left.c n \_p, 1\right)$;
cn_pabsa=mean(cn_pabs);
tw_angle(l,k) = acos(cn_pa(2)/cn_pabsa)./(pi)*180;
if cn_pa(1) < 0 \&\& cn_pa(2) < 0
tw_angle(l,k) = 270 - tw_angle(l,k);
elseif cn_pa(1) >= 0 \&\& cn_pa(2) >= 0
tw_angle(l,k) = tw_angle(l,k) + 90;
elseif cn_pa(1) >= 0 \&\& cn_pa(2) < 0
tw_angle(l,k) = tw_angle(l,k) - 90;
elseif cn_pa(1) < 0 \&\& cn_pa(2) >= 0
tw_angle(l,k) = 90 - tw_angle(l,k);
end
\% AZIMUTHAL ANGLE
mpl = $[a x(1: 2), 0] ; \%$ projection of the molecular axis on $x-y$ plane

```
mpl_abs = sqrt(sum(mpl.^2));
az_angle(l,k) = acos(mpl(2)/mpl_abs)./pi*180;
if mpl(1) < 0 && mpl(2) < 0
        az_angle(l,k) = 360 - az_angle(l,k);
elseif mpl(1) >= 0 && mpl(2) >= 0
        az_angle(l,k) = az_angle(l,k) ;
elseif mpl(1) >= 0 && mpl(2) < 0
        az_angle(l,k) = az_angle(l,k);
elseif mpl(1) < 0 && mpl(2) >= 0
        az_angle(l,k) = -az_angle(l,k);
end
end
end
\%calculating the time averaged angles
T =repmat(1:num_steps,num_mol,1);
avc_tilt_angle = cumsum(tilt_angle,1)./T.';
avc_twist_angle = cumsum(tw_angle,1)./T.';
avc_az_angle = cumsum(az_angle,1)./T.';
mavc_tilt \(=\) mean(avc_tilt_angle,2);
[c_hi] = find(avc_twist_angle(1,:) >=90);
[c_lo] = find(avc_twist_angle(1,:) < 90);
[c_hi_a] = find(tw_alt(1,:) >=90);
[c_lo_a] = find(tw_alt(1,:) < 90);
```

```
avc_twist_lo = avc_twist_angle(:,c_lo);
avc_twist_hi = avc_twist_angle(:,c_hi);
mavc_twist_lo = mean(avc_twist_lo,2);
mavc_twist_hi = mean(avc_twist_hi,2);
tilt_angle_t = mean(tilt_angle(:,:),1);
az_angle_t = mean(az_angle(:,:),1);
tw_angle_t = mean(tw_angle(:,:),1);
```

```
tilt_angle_m = mean(tilt_angle(:,:),2);
az_angle_m = mean(az_angle(:,:),2);
tw_angle_m_lo = mean(tw_angle(:,c_lo),2);
tw_angle_m_hi = mean(tw_angle(:,c_hi),2);
```

```
std_tilt = std(tilt_angle(:,:),0,2);
std_tw_lo = std(tw_angle(:,c_lo),0,2);
std_tw_hi = std(tw_angle(:,c_hi),0,2);
std_az = std(az_angle(:,:),0,2);
```

\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%
\%\% graphic output

```
scrsz = get(0,'ScreenSize');
% distribution tilt angel
[d1,s1] = histc(tilt_angle',sp_twlt);
hd1 = mean(d1./num_mol./0.1,2);
options = optimset('TolFun',1e-8,'Display','off');
[tlt_fit] = ...
    lsqcurvefit(@mygf,[1 12 5],sp_twlt,hd1',[],[],options);
```

figure(1)
f1 = gcf;

```
set(f1,'Position',...
    [1 scrsz(4)/2 scrsz(3)/2 scrsz(4)/2],'Name','tilt angle')
hold on
bart1 = bar(sp_twlt,hd1);
set(bart1,'LineStyle','none','FaceColor','red')
plot(0:0.01:30,mygf(tlt_fit,0:0.01:30))
xlim([-1 90]);
hold off
xlabel('degrees','FontSize',20,'FontWeight','bold')
ylabel('p','FontSize', 20, 'FontWeight', 'bold');
ax1 = gca;
set(ax1,'LineWidth', 3, 'FontSize', 20, 'FontWeight', 'bold')
% distribution twist angle
[ae1,q1] = histc(tw_angle',sp_tw);
htw_av=mean(ae1./num_mol./.5,2);
htw1_av =zeros(size(htw_av));
htw1_av(sp_tw<90) = htw_av(sp_tw<90);
htw2_av = zeros(size(htw_av));
htw2_av(sp_tw>=90) = htw_av(sp_tw>=90);
[tw1_fit] = ...
    lsqcurvefit(@mygf,[1 50 10],sp_tw,htw1_av', [],[],options);
[tw2_fit] = ...
    lsqcurvefit(@mygf,[1 130 10],sp_tw,htw2_av',[],[],options);
figure(2)
f2 = gcf;
set(f2,'Position',[1 scrsz(4)/2 scrsz(3)/2 scrsz(4)/2],'Name','twist angle')
hold on
bara1 = bar(sp_tw,htw_av);
```

```
set(bara1,'LineStyle','none','FaceColor','red')
plot(0:0.01:90,mygf(tw1_fit,0:0.01:90))
plot(90:0.01:180,mygf(tw2_fit,90:0.01:180))
xlim([0 180]);
hold off
xlabel('degrees','FontSize',20,'FontWeight','bold')
ylabel('p','FontSize', 20,'FontWeight', 'bold');
ax1 = gca;
set(ax1,'LineWidth',3,'FontSize',20,'FontWeight','bold')
% distribution azimuthal angle
[az1,az2] = histc(az_angle',sp_az);
haz_av = mean(az1./num_mol./.5,2);
plv_az= 90:0.01:270;
[az_fit] = ...
    lsqcurvefit(@mygf,[1 180 5],sp_az,haz_av', [],[],options);
```

```
figure(3)
```

figure(3)
f3 = gcf;
f3 = gcf;
set(f3,'Position',[1 scrsz(4)/2 scrsz(3)/2 scrsz(4)/2],'Name','azimutangle')
set(f3,'Position',[1 scrsz(4)/2 scrsz(3)/2 scrsz(4)/2],'Name','azimutangle')
hold on
hold on
baraz1 = bar(sp_az,haz_av);
baraz1 = bar(sp_az,haz_av);
set(baraz1,'LineStyle','none','FaceColor','red')
set(baraz1,'LineStyle','none','FaceColor','red')
plot(plv_az,mygf(az_fit,plv_az))
plot(plv_az,mygf(az_fit,plv_az))
xlim([min(sp_az) max(sp_az)]);
xlim([min(sp_az) max(sp_az)]);
hold off
hold off
xlabel('degrees','FontSize',20, 'FontWeight','bold')
xlabel('degrees','FontSize',20, 'FontWeight','bold')
ylabel('p','FontSize',20,'FontWeight','bold');
ylabel('p','FontSize',20,'FontWeight','bold');
ax1 = gca;
ax1 = gca;
set(ax1,'LineWidth', 3,'FontSize', 20,'FontWeight','bold')
set(ax1,'LineWidth', 3,'FontSize', 20,'FontWeight','bold')
% write data

```
% write data
```

```
file1 = fopen('fit_parameters_bpt_r2_nve_300.dat','w');
fprintf(file1,...
    tlt_fit(1),tlt_fit(2),tlt_fit(3),tw1_fit(1), tw1_fit(2), tw1_fit(3), ...
    tw2_fit(1), tw2_fit(2), tw2_fit(3), az_fit(1), az_fit(2),az_fit(3));
fclose(file1);
%%
% evolution of the average angles in time
figure(4)
f4 = gcf;
set(f4,'Position',[1 scrsz(4)/2 scrsz(3)/2 scrsz(4)/2])
subplot(4, 1, 1)
hold on
plot(tilt_angle_m,'.')
ylim([0 25]);
hold off
subplot(4,1,2)
hold on
plot(tw_angle_m_hi,'.')
ylim([90 180]);
hold off
subplot(4, 1,3)
hold on
plot(tw_angle_m_lo,'.')
ylim([0 90]);
hold off
subplot(4, 1,4)
hold on
plot(az_angle_m,'.')
```

    , \(\% 6.4 f \quad \% 6.4 f \quad \% 6.4 f \backslash n \% 6.4 f \quad \% 6.4 f \quad \% 6.4 f \backslash n \quad \% 6.4 f \quad \% 6.4 f \quad \% 6.4 f \backslash n \quad \% 6.4 f \quad \% 6.4 f \quad \% 6.4 f \backslash n '\),
    Appendix

```
ylim([min(az_angle_m)-5 max(az_angle_m)+5]);
hold off
% standard deviations
figure(5)
f5 = gcf;
set(f5,'Position',[1 scrsz(4)/2 scrsz(3)/2 scrsz(4)/2])
subplot(4,1,1)
plot(std_tilt,'.');
subplot(4,1,2)
plot(std_tw_lo,'.');
subplot(4,1,3)
plot(std_tw_hi,'.');
subplot(4,1,4)
plot(std_az,'.');
```

\% cumulative averages
figure(6)
$\mathrm{f} 6=\mathrm{gcf}$;
set(f6,'Position',[1 scrsz(4)/2 scrsz(3)/2 scrsz(4)/2])
subplot $(4,1,1)$
hold on
plot(avc_tilt_angle)
hold off
subplot (4, 1, 2)
plot(avc_twist_hi)

```
subplot(4,1,3)
plot(avc_twist_lo)
subplot(4, 1,4)
plot(avc_az_angle);
```


### 4.2. Displacements

Source codes of the MATLAB script used for the displacement analysis. Files with coordinates of the fcc-hollow, hcp-hollow and top sites throughout the simulation cell, coordinate files of the monolayer molecules and a file with the mean square displacements are needed for input.
clear all;
close all;
num_mol=270;
num_steps=101;
$x_{\text {_max }}=74.92$;
$y \_\max =77.86$;
f1 = fopen('msd.dock_au_bpt_bcc_run2_eq_nve_300');
$\mathrm{m} 300=$ textscan(f1, '\%15.13f \%15.13f \%15.13f \%15.13f \%15.13f','CommentStyle','\#');
fclose(f1);
msd_300 $=$ [m300\{1\}, m300\{2\}, m300\{3\}, m300\{4\}, m300\{5\}];
t1=linspace (0,500,length(msd_300));
figure(1)
hold on
plot(t1, msd_300(:,5), '. -')
xlabel('t [ps]');
ylabel('msd');
hold off
lattice_const = 4.0782;
surf_lat_cnst = lattice_const*sqrt(2)/2.0;
\%loading files with fcc, hcp and top coordinates of the simulation cell f1 = fopen('fcc_sites.lammpstr');
fcc $=$ textscan(f1, $\% 12.8 f \% 12.8 f \% 12.8 f$ ', 'HeaderLines', 9 );
fclose(f1);
sites_fcc=[fcc\{1\},fcc\{2\}];
f1 = fopen('top_sites.lammpstr');
top $=$ textscan(f1, $\% 12.8 f \% 12.8 f \% 12.8 f$ ', 'HeaderLines', 9 );
fclose(f1);
sites_top=[top\{1\},top\{2\}];
f1 = fopen('hcp_sites.lammpstr');
hcp = textscan(f1,'\%12.8f \%12.8f \%12.8f','HeaderLines',9);
fclose(f1);
sites_hcp=[hcp\{1\},hcp\{2\}];
br=length (sites_fcc);
S_dock_coords = zeros(num_mol,6,num_steps);
S_d=zeros(num_mol,3,num_steps);

```
phi=linspace(0,2*pi,1000);
```

r1=sqrt(3)/6*surf_lat_cnst;
c_fcc=[.2 .2 .2];
c_hcp $=\left[\begin{array}{lll}.5 & \text {. } 5 \text {. }\end{array}\right]$;
c_top $=\left[\begin{array}{lll}.7 & .7 & .7\end{array}\right] ;$
\% calculating the displacements of the docking atoms
for l=1:num_steps
coords = load(['layer.au_bpt_run2_nve_300_',num2str(l-1)]);
for $\mathrm{k}=1$ :num_mol

```
mol_ind = find(coords(:,2)==k-1);
mol_coords = coords(mol_ind,:);
s_ind=find(mol_coords(:,3)==1);
```

```
S_dock_coords(k,:,l) = mol_coords(s_ind,:);
```

S_d (k,:, l$)=$ connectpoint $\left(S \_d o c k \_\operatorname{coords}(k, 4: 6,1), S \_d o c k \_c o o r d s(k, 4: 6,1), x \_m a x, y \_m a x\right) ;$ end
end
figure(6) \%illustration of the different docking sites
hold on
plot(0,0,'rp', 'Markersize', 15, 'MarkerFaceColor', 'r') ;
plot(-0.7209,-0.4164, 'rh', 'Markersize', 15, 'MarkerFaceColor', 'r')
plot(1.4419, 0.8325,'rd', 'Markersize', 15, 'MarkerFaceColor', 'r')
plot(-1.4419,-0.8325,'ro', 'Markersize',15,'MarkerFaceColor', 'r')
legend('fcc','bridge', 'top', 'hcp')
\%fcc
fill ( $\left.0+r 1 * \sin (p h i), 0+r 1 * \cos (p h i), c \_f c c, ' L i n e S t y l e ', ' n o n e '\right) ;$
fill (2.8837+r1*sin(phi), $\left.0+r 1 * \cos (p h i), c \_f c c, ' L i n e S t y l e ', ~ ' n o n e '\right) ; ~$
fill ( $\left.-2.8837+r 1 * \sin (p h i), 0+r 1 * \cos (p h i), c \_f c c, ' L i n e S t y l e ', ' n o n e '\right) ;$
fill (1.4419+r1*sin(phi), $\left.3 * 0.8325+r 1 * \cos (p h i), c \_f c c, ' L i n e S t y l e ', ~ ' n o n e '\right) ; ~$
fill (-1.4419+r1*sin(phi), $\left.3 * 0.8325+r 1 * \cos (p h i), c \_f c c, ' L i n e S t y l e ', ~ ' n o n e '\right) ; ~$
fill (-1.4419+r1*sin(phi), $\left.-3 * 0.8325+r 1 * \cos (p h i), c \_f c c, ' L i n e S t y l e ', ' n o n e '\right) ;$
fill(1.4419+r1*sin(phi), $3 * 0.8325+r 1 * \cos (p h i), c \_f c c$, 'LineStyle', 'none');
fill(1.4419+r1*sin(phi), $\left.-3 * 0.8325+r 1 * \cos (p h i), c \_f c c, ' L i n e S t y l e ', ~ ' n o n e '\right) ; ~$
\%hcp
fill (-1.4419+r1*sin(phi), $\left.-0.8325+r 1 * \cos (p h i), c \_h c p, ' L i n e S t y l e ', ~ ' n o n e '\right) ~$
fill (1.4419+r1*sin(phi), $\left.-0.8325+r 1 * \cos (p h i), c \_h c p, ' L i n e S t y l e ', ' n o n e '\right)$
fill (0+r1*sin(phi), 1.6649+r1*cos(phi), c_hcp,'LineStyle', 'none')
fill (-2.8837+r1*sin(phi), 1.6649+r1*cos(phi), c_hcp,'LineStyle', 'none');
fill(2.8837+r1*sin(phi), 1.6649+r1*cos(phi), c_hcp,'LineStyle', 'none');
\%top
fill(1.4419+r1*sin(phi), 0.8325+r1*cos(phi), c_top,'LineStyle', 'none')
fill (-1.4419+r1*sin(phi), 0.8325+r1*cos(phi), c_top, 'LineStyle', 'none')

fill (2.8837+r1*sin(phi), $-1.6649+r 1 * \cos (p h i), c_{\text {_ }}$ top, 'LineStyle', 'none');
fill (-2.8837+r1*sin(phi), $\left.-1.6649+r 1 * \cos (p h i), c_{-} t o p, ' L i n e S t y l e ', ' n o n e '\right) ;$

```
plot(0,0,'rp','Markersize',15,'MarkerFaceColor','r');
plot(-0.7209,-0.4164,'rh','Markersize',15,'MarkerFaceColor','r')
plot(1.4419,0.8325,'rd','Markersize',15,'MarkerFaceColor','r')
plot(-1.4419,-0.8325,'ro','Markersize',15,'MarkerFaceColor', 'r')
axis equal
axis off;
hold off
```

ts=[1,25,50,75,101]; \%considered time steps
pos_cnt=zeros(4,length(ts)); \%line1: fcc, line2: hcp, line3: top; line4: bridge
sw=1;
for ff=1:length(ts) \%loop over considered time steps
ti = ts(ff);
for $k=1:$ num_mol \%loop over all molecules
for $\mathrm{g} 1=1: \mathrm{br} \%$ loop over all fcc docking sites
ri1 = connectpoint(S_dock_coords(k,4:5,ti),sites_fcc(g1,:),x_max,y_ma
rd $=\operatorname{sqrt}\left(\right.$ sum(ri1. $\left.{ }^{\wedge} 2\right)$ );
if $r d<r 1$
pos_cnt(1,ff)=pos_cnt(1,ff)+1;
sw=0;
break
end
end
if $\mathrm{sw}=1$
for $\mathrm{g} 1=1: \mathrm{br} \%$ loop over all hcp docking sites
ri1 = connectpoint(S_dock_coords(k,4:5,ti), sites_hcp(g1,:),x_max,
rd $=\operatorname{sqrt}\left(\right.$ sum(ri1. ${ }^{\wedge}$ 2));
if $r d<r 1$
pos_cnt (2,ff)=pos_cnt(2,ff)+1;
sw=0;

```
                break
            end
                end
            if sw == 1
            for g1=1:br %loop over all top docking sites
                ri1 = connectpoint(S_dock_coords(k,4:5,ti),sites_top(g1,:),x_max,y_ma
                    rd = sqrt(sum(ri1.^2));
                if rd < r1
                    pos_cnt(3,ff)=pos_cnt(3,ff)+1;
                    sw=0;
                    break
                end
            end
            if sw == 1
                pos_cnt(4,ff)=pos_cnt(4,ff)+1;
            end
        end
            end
            sw=1;
        end
```

end

sp_dpl=0:0.05:5;
[h,r] = histc(dpl_s(:,:),sp_dpl);
h $=$ mean(h./241,2);
figure(3) \%histogram of the displacements
fh3=gcf;

Appendix

```
set(fh3,'Name','xy displacement')
hold on
bar(sp_dpl,h,'r','LineStyle','none')
line([.8325 .8325], [0 max(h)/2],'LineStyle',':')
line([1.6649 1.6649], [0, max(h)/2],'LineStyle',':')
line([0 0], [0, max(h)/2],'LineStyle',':')
text(-.1,max(h)/2,'fcc')
text(.78,max(h)/2,'bridge')
text(1.7,max(h)/2,'hcp')
hold off
```

figure(5) \%histogram of the population of the docking sites at the considered time st hold on
bar(pos_cnt(:,:)./num_mol)
set(gca,'XTick',[1 2 3 4],'XTickLabel',\{'fcc';'hcp';'top';'bridge'\});
legend('0 ps', '25 ps', '50 ps', '75 ps', '100 ps')
hold off


[^0]:    ${ }^{1}$ In later version of LAMMPS the command fix msd has been replaced by compute msd

