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Abstract

The Natural Museum of History in Vienna is currently working on assem-
bling digital image databases of their large insect collections. The purpose
of this thesis is to provide and evaluate a system that makes use of such
databases to ease the work of entomologists during the process of identi-
fying new specimens. The work is divided into two smaller projects each
concerning itself with the identification of butterflies. For the first project
microscope scans of male genital organs are used to compare owl moths.
Relational indices - measurements, that are currently determined manually
by entomologists - motivate a semi-automated shape based classification ap-
proach. Structural measurement descriptors or Shape Context are used to
describe certain parts of the genital organ, and a candidate list of species
is calculated according to the distance between the description of a query
and a groundtruth specimen. The second project concerns itself with the
classification of butterflies based on the inner appearance of their wings.
Color histograms and SIFT descriptors are used with a variety of region of
interest detectors to extract image features. The use of spatial pyramids is
proposed to incorporate spatial information and classification is done using
vocabulary trees.

Evaluation for both projects is based on two different datasets respec-
tively and recognition rates up to 90% are achieved, depending on the specific
task.
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Kurzfassung

Das Naturhistorische Museum in Wien arbeitet zurzeit an der Zusammen-
stellung von digitalen Bilddatenbanken ihrer reichhaltigen Sammlungen an
Insekten. Das Ziel der vorliegenden Arbeit ist es, ein System zu entwickeln
und zu evaluieren, das den Identifizierungsprozess neuer Insekten für Ento-
mologen erleichtert. Die Arbeit ist in zwei Teilprojekte aufgeteilt, wovon sich
jedes mit der Identifizierung von Schmetterlingen befasst. Für das erste Pro-
jekt werden mikroskopische Aufnahmen der Genitalorgane männlicher Eu-
lenfalter benutzt, um Exemplare miteinander zu vergleichen bzw. voneinan-
der zu unterscheiden. Relational Indices - Messverfahren, die von Entomolo-
gen üblicherweise zur Artunterscheidung verwendet werden - motivieren zu
einem formbasierten Ansatz der Klassifizierung. Structural measurement
Deskriptoren sowie Shape Context werden verwendet, um die Organe zu
beschreiben und anhand der Distanz von Deskriptoren wird für ein neues
Exemplar eine Liste für in Frage kommende Spezies erstellt. Das zweite
Projekt befasst sich mit der Klassifizierung von Schmetterlingen anhand der
Farbe und der Muster ihrer Flügel. Farbhistogramme und SIFT Deskrip-
toren werden zusammen mit einer Auswahl an Region of Interest Detektoren
verwendet, um lokale Bildregionen zu beschreiben. Zudem werden Spatial
Pyramids zur Einbindung von Ortsinformationen benutzt und Vocabulary
Trees werden für die Klassifizierung verwendet.

Die Evaluierung beider Projekte wird anhand von jeweils zwei Daten-
sätzen durchgeführt. Abhängig von der exakten Aufgabenstellung werden
dabei Erkennungsraten von bis zu 90% erreicht.

ii



Acknowledgments

First I would like to thank Univ.-Prof. Dipl.-Ing. Dr. techn. Horst Bischof,
as well as Dipl.-Ing. Hayko Riemenschneider for their scientific and reliable
advice during the work on my thesis.

Furthermore many thanks to Mag. Dr. Martin Lödl and his team at the
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Chapter 1

Introduction

The Museum of Natural History in Vienna has large and constantly growing
collections of all kind of insects, ranging from grasshoppers and bugs to flies.
Currently the museum is working in an ongoing process on digitalizing those
collections to obtain an image database, that represents the museum - the
Collection Austria. Such a database can be used for commercial purposes,
expositions and for comparisons with other collections. However, the ques-
tion arises if such a database can also be used to help experts, known as
entomologists, in their work. One of the typical tasks is the identification
of insects new to the collection or even new to science. Given a new speci-
men, an entomologist tries to determine what kind of insect he is examining.
For that purpose insects and organisms in general are grouped together to
form so called taxa. Figure 1.1 illustrates such a taxonomical hierarchy for
organisms in general, where insects would correspond to one specific class.
The criteria, that are used for grouping, typically depend on the rank in
the hierarchy and range from visual appearance to a specimens fecundity
with other samples. While it is even for non-experts easy to distinguish flies
from butterflies (those are in fact of different order) on first sight, it can be
a very hard task, even for an entomologist, to determine genus and species
of a specimen. Additionally sometimes the question arises, if a specimen is
of a yet unknown species, or a group, that once formed a genus, should be
partitioned further.

In a typical identification procedure, entomologists unsurprisingly make
use of literature, that offers illustrations and textual descriptions to step-
wise identify a specimen. This can be a very time-consuming kind of work,
depending on the underlying species and on the knowledge of the expert
with this particular group. With digital image databases for insects an op-
portunity arises to make use of computers to help entomologists in this
identification procedure. Given an image of an unknown specimen, then the
task is to automatically find those samples in a groundtruth database of
known specimens, that are the most similar. In this thesis we propose the

1
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Figure 1.1: Sketch of a taxonomical hierarchy for organisms, based on 8
major ranks. From left to right, each group of one rank is divided into several
groups of the next rank. E.g. the class of insects consist of approximately
30 different orders. One of those is the order of Lepidoptera (butterflies
and moths), which itself is divided into several families. Note, that there
might also exist ranks to further divide one major rank. E.g. a family can
be partitioned into subfamilies.

use of proven methods from computer vision to implement such a system.
For that reason we mainly concentrate on determining the species of but-
terflies and moths and ignore any other kind of insects. Two very common
ways to distinguish butterflies are based on their genital organs and their
wing patterns. Therefore, we divide our work into two smaller projects.

The first project concerns itself with the classification of male owl moths
based on microscope scans of their genital organs: Copulatory organs in
butterflies and moths turned out to be of primary systematic importance.
Male and female operate their genitalia as a sort of lock-and-key system.
The genital organs exhibit complex lock-and-key tools like valves, knobs and
spines and therefore prove to be of special diagnostic importance on specific
level. The main feature of those organs is their shape. This is why we propose
the use of proven shape based methods to describe and compare certain parts
of the genital organ. The second project concerns itself with the classification
of butterflies based on their wing patterns. In this case texture and color are
the dominant features, and we focus on typical appearance based methods to
compare samples. In Chapter 2 we discuss work from computer vision that
is related or similar to our work. In Chapter 3 and Chapter 4 we present
our solutions for the shape and the appearance based projects respectively.
Each of those two chapters also consists of individual sections of related work,
experimental results and a conclusion for the respective project. Finally, in
Chapter 6 we summarize the insight gained during our work and discuss
possible fields for future work.



Chapter 2

Related Work

The problem of automatically recognizing one or several objects in an image,
is well known in computer science. Depending on the task at hand, one might
e.g. be interested if an image contains a certain object. We then speak of an
object recognition problem in general. If one is also interested in the exact
location of the object in the image, we typically speak of object detection.
However, the problem of determining the species of a butterfly based on
an image, that shows that specimen, is a typical image classification or
categorization task. In image classification the goal is to assign an image to
a certain group of known objects, like cars or people. Assigning a butterfly to
a certain taxon, therefore exactly corresponds to such a problem statement.
In the following we discuss the basic principles of classification as well as
some typical approaches and work that is related to ours in one way or
another.

2.1 Image Classification Principles

Basically we distinguish between two models of classifiers: generative and
discriminative models. A generative model tries to estimate the probability
P (L|I) for the image I being of class L, by using training data of labelled
objects to determine the joint probability P (I, L) and the likelihood P (I|L).
P (I, L) and P (I|L) can then be used together with the Bayes’ rule to define
P (L|I). Discriminative models on the other hand directly learn P (L|I) or
a mapping function L = f(I) from the trainings data to assign a label to
an image. We like to note that one very important aspect in such a scheme
is how to represent the image I. A very simple possibility e.g. would be to
use raw pixel values of the entire image. More subtle approaches are based
on the detection of characteristic regions in the image and describing them
in a suitable mathematical manner. The representation of choice is highly
dependant on the task to be solved and there exists no general representa-
tion that is optimal for all kind of objects. We already mentioned that we

3



Chapter 2. Related Work 4

divided our work into two projects. This is done, because of exactly this
circumstance. Genital organs are best described in terms of their shape,
thus the representation of the organ part shown in an image I has to incor-
porate shape information, while the representation of wing pattern images
should incorporate texture and color information. Therefore we discuss pos-
sible representations in the related work sections of the respective projects
and concentrate in this chapter on important principles in general.

2.1.1 Nearest Neighbour and KD-Trees

The most basic discriminative classifier is called nearest neighbour classifier.
A new query image I is represented by a vector v of fixed length. Distances
to representations vi of labelled images in a groundtruth database are calcu-
lated according to a suitable distance measurement d. The mapping function,
that assigns a label to the query image is then given by f(v) = lm, where lm
is the label of the training image with index m := arg mini d(v, vi). Deter-
mining the minimum distance efficiently is therefore the main problem when
dealing with large training sets. Friedman et al. [29] proposed the use of a
kd-tree for efficient nearest neighbour search. A kd-tree is built by splitting
the trainings data into two parts according to the component medians of the
data. For each part this process is repeated until the final leaves hold the
representations of the training images. Such a tree can then be used for an
efficient nearest neighbour search. First the query vector travels along the
tree, until it reaches a leaf holding an approximate nearest neighbour in the
trainings data. Then, the path to the leaf is backtracked to find probably
better neighbours. Because large fractions of the tree have to be consid-
ered during backtracking, when the dimensionality of the trainings data is
high, kd-tree nearest neighbour search becomes rapidly time consuming for
increasing dimensions. In fact, it has been shown that for more than ten
dimensions an exhaustive nearest neighbour search would be as efficient.

A speedup can be achieved according to the best bin first strategy pro-
posed by Beis and Lowe [4]. This strategy is based on kd-trees, but instead of
searching for the nearest neighbour, they search for the approximate nearest
neighbour to limit the search time. Basically the backtracking step of the
kd-tree algorithm is done according to a priority queue based on closeness,
and only a fixed number (200 in [4]) of leaves are considered as nearest neigh-
bour candidates. As soon as that number has been reached, the algorithm
is stopped, and eventually the correct nearest neighbour is not one of the
considered leaves. However, in about 95% of the time this procedure finds
the correct nearest neighbour, and in the other cases at least finds a good
approximate to the nearest neighbour.
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2.1.2 Support Vector Machines

Another frequently used discriminative classifier is the support vector ma-
chine (SVM) [96]. Given labelled trainings data, the goal is to separate two
classes by the hyperplane that maximizes the margin between them. This is
stated as an optimization problem an the resulting hyperplane then serves
as decision boundary. Simply spoken query data is assigned a label, depend-
ing on which side of the hyperplane it belongs to. The decision function is
based on inner products � of the query vector x and the training vectors
xi. To incorporate more than two classes, an SVM is built for each class to
separate it from the rest and labels are assigned according to the highest
response of one SVM.

For SVMs to work out great, the data has to be linear separable. Unfor-
tunately this assumption doesn’t always hold true. However, there exists a
workaround to overcome this obstacle, by mapping the data to a higher di-
mensional space, where linear separation can be done. Given such a mapping
ϕ, the decision function is then based on inner products of ϕ(x) and ϕ(xi).
Instead of actually computing the mapping function for a query vector x,
the kernel trick can be applied. Therefore a kernel K is defined such that
K(xi, xj) = ϕ(xi) � ϕ(xi) for the trainings data, and K replaces the inner
product in the decision function [12].

The usage of SVMs is widespread in computer vision and pattern recog-
nition in general. E.g. Chapelle et al. use color histograms to describe images
by vectors and SVMs for classification tasks on Corel datasets of 7 and 14
categories [16]. Csurka et al. [18] use SVMs together with visual vocabu-
laries to recognize seven classes. They showed, that SVMs outperform a
Näıve Bayes approach. More recently Lin et al. [49] proposed a fast training
approach for SVMs to perform large scale image classification on the Ima-
geNet1000 dataset of 1000 classes and achieve state of the art recognition
rates.

2.1.3 Visual Vocabulary

In text retrieval, documents are represented by the frequency of words. In-
spired by that principle, Sivic and Zisserman proposed [86] the usage of so
called visual words. After image features, as we will discuss them in later
chapters, are extracted from training images, kmeans clustering is used to
determine a visual vocabulary. The visual words of such a vocabulary are
therefore the centres of the clusters, and then an image can be represented
by the frequency of occurring visual words in form of a histogram. Instead
of using raw frequencies, weights are applied to each component of the his-
togram. In [86] this is done according to its counterpart from text retrieval,
where so called ’term frequency-inverse document frequency’ (tf-idf) is used
as weighting scheme. Therefore weighted frequencies are products of two
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terms. The first term (term frequency) benefits words that are very com-
monly used in the text at hand, and are thus very representative for the
text. The purpose of the second term (inverse document frequency) on the
other hand is to weight words less, when they are common in general, like
e.g. noun markers.

Sivic and Zisserman [86] use the principle of visual words and tf-idf to
retrieve user marked objects in various frames of an entire movie. They
calculate about 200.000 features from a subset of all frames and use the
Mahalanobis distance for clustering to obtain the vocabulary. For object re-
trieval, they use stop list to suppress common visual words and additionally
evaluate the spatial consistency. An inverted file structure (ifs) is used to
speed up retrieval, where for each visual word the occurrences in each frame
are stored. A query object is given by a subpart of one frame and compared
to other frames, using the respective weighted frequency vectors and the
normalized scalar product between them. The ranking of the frames is then
given according to those products.

We would like to note that the principle of clustering features to obtain
a vocabulary is also often termed codebook generation or bag of features,
depending on the analogy that is desired. Also Leung and Malik [48] and
Malik et al. [58] use that principle together with filter responses to model
the atoms of human texture perception and refer to them as Textons.

2.1.4 Vocabulary Tree

In order to use large visual vocabularies, while still achieving fast recognition
times even for large image databases, Nister and Stewenius [71] proposed a
hierarchical structure together with visual words. Kmeans is used to cluster
the trainings data, and this step is repeated recursively for the resulting
clusters. The final result is the so called vocabulary tree with a fixed number
of levels, where each leaf/path corresponds to a visual word. The benefit of
such a tree is, that it serves as visual vocabulary as well as an efficient
search procedure simultaneously. Thus the tree allows for faster lookup of
visual words and therefore also for the use of larger and more discriminative
vocabularies. Recognition is basically a hierarchical version of the original
visual vocabulary. The importance of certain visual words are defined by
assigning weights to leafs and nodes in the tree, according to a tf-idf scheme.
For efficient scoring to classify new images, they also use inverted files for
every node.

Among their experiments in [71], they achieved realtime recognition for
CD covers when using an image database of 40000 CD covers. They also
tested their work for databases containing up to one million training images
and vocabulary trees with up to 16 million leafs and achieved sub-second
retrieval times in those experiments.
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2.1.5 Spatial Pyramid Matching

A drawback of the above discussed visual vocabularies is, that they don’t
incorporate the spatial relations between instances of visual words in an
image. A histogram only gives information how often features occur and
generally not where they can be found. Therefore, Lazebnik et al. [46] pro-
posed the use of pyramid matching along with visual vocabularies. An image
is partitioned into several rectangular subregions, where each can recursively
be subdivided again. This results in a spatial pyramid representation of the
image. Then for each subregion at each layer of the pyramid, visual word
frequencies are calculated, and an entire image is represented by all those
histograms, which are additionally weighted to define the importance of cer-
tain subregions.

In [46] they then use multiple SVMs for the actual classification task
on three different large-scale datasets. The results showed, that the spatial
pyramid representation gives an improvement over orderless image represen-
tations, when dealing with global scenes or non-cluttered and few deformable
objects in canonical positioning.

2.1.6 Random Forests

Random forests are a commonly used classification scheme based on decision
trees, see [2, 47, 69, 84] for some examples. The basic principle of such a
tree is to stepwise reduce the number of possible candidate classes based on
decisions made at every node of the tree. The term random forest is based on
how such trees are built. First, the trainings data is partitioned into several
subsets of randomly chosen samples, and for each subset a decision tree is
built independently. For each node in the tree, the features, that are used for
the splitting criteria, are pulled randomly too. The benefit of using several
smaller trees (a forest) instead of one large tree, is the decrease in runtime
and memory requirement. Each tree can then be seen as a classification
hypothesis on its own.

The possible fields of work for random forests in computer vision are
wide-ranging. Amit and Geman first used binary, randomized trees for digit
recognition in [2]. Later Lepetit et al. [47] make use of randomized trees for
recognizing keypoints. Therefore they state keypoint recognition as a clas-
sification task and use the support region of a keypoint to calculate simple
features for splitting. In a different, context Moosmann et al. [69] proposed
randomized trees instead of kmeans clustering to create visual vocabularies.
Shotton et al. [84] went even further and used them for codebook creation
and as classifier simultaneously. They propose similar features as Lepetit et
al. [47], but use them to recognize object categories instead of keypoints and
also to implement a semantic segmentation scheme.
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2.2 Fine-Grained Object Categories

There exist several popular image databases, that are commonly used to
evaluate object recognition and classification systems, such as Caltech 256
[32] or LabelMe [82]. However, most databases include all kind of differ-
ent objects, with varying difficulty, while we have to deal with very specific
object categories, namely butterfly species. Although, databases of butter-
flies have e.g. previously been used in [100] and [45], the species included in
those sets are very different in their appearance. We on the other hand also
like to be able to classify butterflies that eventually differ only a little bit
from each other. When dealing with such objects we speak of fine-grained
categories and classifying them is known to be a very challenging task. In
the following we like to summarize some work, that dedicated themselves to
such problems.

2.2.1 Identification of Insects

The eventually most similar project to ours has been worked on by O’Neill
in cooperation with the Natural History Museum in London [74]. Their tool
- the Digital Automated Identification SYstem (DAISY) - is very similar to
what we aim for. All variants require user interaction to mark character-
istic regions, which are used for classification. In its first version principal
component analysis, as done for face recognition [90], was used to deter-
mine the correlation between a query scan and known classes. However, this
approach has been shown to be too time consuming. To overcome this draw-
back, the second version used a nearest neighbour classifier and a specific
pattern correlation measurement - the normalized vector difference (NVD).

Daisy has been used for various identification tasks concerning insects,
like mosquitoes, wasps and also butterflies and moths. In most cases they
used wings as characteristic regions to be marked by user input. They
achieved very good results (>80% recognition rate according to [30]) for
a dataset containing 60 species of British butterflies. While this problem
setting is very similar to the one in our second project concerning wing pat-
terns, we use a different approach. We will explain the main differences in
Chapter 4.

The Automatic Bee Identification System (ABIS) has been proposed
by Arbuckle et al. [3] as a suite of software tools to identify bee species.
Identification of bees is done in a stepwise procedure based on high resolution
images of their wings. Basically wings are seen as fingerprints. First cells of
a wing are automatically extracted. Geometric features like lengths, angles
and areas are calculated as well as appearance based features. Classification
is then done either using a SVM or Kernel Discriminant Analysis (KDA).
They achieve recognition rates over 95%, even when including bees, that
are extremely hard to identify. There are however two drawbacks. First,
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capturing bee wings has to bee done very subtle and precise in order to
achieve good results. And second, during the phase of cell extraction, prior
expert knowledge is incorporated into the framework. Thus, the system is
very specialised on this exact task of bee identification and likely not suitable
for other insect classification tasks.

Martinez-Munoz et al. [60] worked in cooperation with experts on the
classification of stoneflies. Their dataset STONELFY9 consists of almost
4000 images of stonefly larvae from 9 different taxa. Their classification
scheme is a two step procedure. First they use random forests together with
local image features, based on keypoints and edges. But those random forests
are not used to make final class decisions. Instead they are used to collect
voting evidence. Each leaf therefore holds a histogram of the number of
training samples from each category, that reached that leaf. Histograms are
accumulated and in a second step forwarded to a second classifier to make the
final decision. They achieved an error rate of only 5.6%, which is a very good
result given the difficulty of the task. This also means a great improvement
over their first work in that field [42], where they use a standard visual
vocabulary approach and get an error rate of 16.1%.

2.2.2 Classification of Plants

Another fine-grained object category are plants. In [70] Nilsback and Zisser-
man worked on the automated classification of flowers. They use a dataset
of 103 different classes of flowers with large interclass similarities and large
variation within a class. Their classification procedure is based on four dif-
ferent aspects: local shape and appearance, shape of the boundary, overall
distribution of petals and color of the flower. To combine all those features,
they use a linear combination of Kernels, each corresponding to one feature
type, in a SVM classifier. Nilsback and Zisserman additionally introduce
weights for each Kernel and each class to define the importance of a feature
for a specific flower type. In their experiments it is shown, that using multiple
features give a great improvement over the single feature based classifica-
tion. While the best recognition rate for only a single feature was 55.1%, the
combination of all features improved the recognition rate to 72.8%.

LeafSnap is a popular iPhone and Android application to identify trees,
based on just a single leaf of that tree. Therefore the leaf has to be put in
a canonical position in front of white background, before being captured by
the camera. The groundwork of that application has been done by Agarwal
et al. [1] and Belhumeur et al. [5]. In [5] the proposal to match leafs is
as follows. The shape of a leaf is represented by the Inner Distance Shape
Context [51], which will be discussed in Chapter 3.2. A nearest neighbour
classifier is used together with χ2 statistic to determine the most similar
leafs in a groundtruth set of known trees. They evaluated their algorithm
on the Plummer Island and Baltimore Washington Woody Plants datasets,
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which all contain about 30 samples per species. For evaluation Belhumeur et
al. perform a leave-one-out test, where each leaf is removed from the dataset
and used as query image. The correct result has been found in the top ten
in about 90% of the time for the first dataset and in about 95%-97% of the
time for the second dataset.

2.2.3 Visipedia

The ultimate goal of Visipedia as proposed by Perona [76] is a visual in-
terface for Wikipedia, where queries are answered based on visual content
of images. The basic functionality of such a system is desired as follows. A
user captures an object of interest with a camera and sends it to Visipedia.
Visipedia responds by sending information about that object back and ad-
ditionally automatically segmenting it into its smaller contents. The user is
then able to click on specific content displayed in the image to retrieve further
information. However, such a system is still more in a theoretical stage and
needs various groups of workers for realisation. Experts on specific topics are
needed to provide necessary information and computer scientists are needed
to provide tools that automate processes like segmentation. Additionally
editors should enforce standards and annotators can help with naming and
segmentation of images.

Perona used bird identification as a possible field of work for Visipedia,
such that users are able to click on certain parts of a bird in their captured
image, after they send it to Visipedia and Visipedia responds to the upload.
Based on that example, Branson et al. [10] proposed a multi-class recog-
nition scheme for bird species, that combines user given information with
computer vision algorithms. The basic principle is the same as for the well
known 20 questions game. The user is asked several yes/no questions con-
cerning visual attributes of the bird at hand to stepwise reduce the number
of candidate species. The goal is to correctly classify the bird, while mini-
mizing the number of questions to be asked. Therefore they also incorporate
the possibility of additionally using any image classification scheme, that
produces a probabilistic output over classes.

In their experiments Branson et al. [10] use a dataset of around 6000 im-
ages containing 200 different bird species, that can usually not be identified
by non-experts. They use a set of 25 visual questions, such as ’HasBelly-
Color?’, together with local image features, spatial pyramids and SVMs as
well as other techniques to complement the questions. See [10] for imple-
mentation details. It has been shown that an average of 11.11 questions
are needed to correctly identify a specimen, when no computer vision al-
gorithms are used for support. Incorporating computer vision then reduces
that number to only 6.43 questions.

The purpose of Visipedia is to gather systems, like the above mentioned.
We’d like to think that incorporating different insect identification schemes,
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such as one to classify butterflies, would fit very well in the overall idea
of Visipedia. Experts would have easy access to such a system and could
share their knowledge. This would benefit computer scientists, that work on
systems for automated classification, which on the other hand even experts
can use to ease their work. Additionally, users of Visipedia and annotators
would help to gather large sets of trainings data.



Chapter 3

Classification based on Shape
of Genital Organs

3.1 Introduction

The first project concerns itself with the classification of butterflies from the
family known as Noctuidae (owl moths). The external appearance of most
owl moths is almost identical, and for that reason entomologists need to
look beneath the surface to identify a specimen. Instead of classifying by
comparison of wing patterns, they dissect owl moths and have a close look
at microscope scans of their genital regions. Shape and size of certain parts
of the genital, as well as their relations to each other, are then compared to
those of known species to determine the genus and species of a sample. Be-
cause the number of different species of the family of Noctuidae is estimated
to go beyond tens of thousands, identifying an owl moth is a hard task even
for experienced entomologists. Additionally in some cases the question may
arise, if a specimen might be of a yet unknown species. Understandably a
software solution that helps to narrow down the possible candidates of iden-
tity would be of great help for experts to quicken the assessment procedure.
Therefore the goal of this project was to determine which means of com-
puter vision prove to be most suitable to compare mentioned microscope
scans of genital organs. In the next section we give a brief overview of what
a dataset of such scans looks like and explain the biological relevant informa-
tion that can be obtained from them to motivate a shape based classification
approach.

3.1.1 Dataset and Biological State of the Art

Since the work on implementing their own database for the Collection Aus-
tria project is still ongoing, for the time being the Museum of Natural His-
tory provided scans of male genital organs from specialized literature [41]

12
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(a) Typical scan of the genital organ of an
male owl moth. In this case an Edessena
Hamada from the subfamily of the Hermini-
inae. Image taken from [41].

(b) Sketch of a genital organ explaining
the most important biological terms. Image
taken from [52].

Figure 3.1: The male genital organ consists of the genital corpus, with the
valves to the left and to the right of the middle and the uncus on top.
The tubelike aedeagus actually can be found in the middle, but is usually
separated from the main corpus. To determine the species, entomologists
e.g. calculate the ratio between the length of mentioned parts (ul, ael, vl)
and their widths (ub, aeb, vb), compare their sizes to the size of the whole
genital corpus and calculate the curvature of the aedeagus.

[35] additional to their own material. Those scans are the result of a very
careful carried out procedure of preparation, where the genital organ is ob-
tained from the gaster of the specimen, before it is stained and embedded in
a microscopical mountant and then acquired by a digital microscope. Fig-
ure 3.1 shows such a genital organ of an male owl moth with an additional
explanation of the most relevant regions.

Entomologists focus on certain parts of the male genital organ, especially
the uncus, the valves and the aedeagus. Besides observing their shapes, they
measure their length and width and calculate angles and ratios. Those so ob-
tained attributes (called relational indices) are currently the main criteria
for experts to determine the species of male owl moth. We therefore give an
overview of just a small subset of relational indices and measurements of a
much larger set, that is proposed by Lödl in [53].
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Notation.

• ub:ul is the ratio of the width of the uncus to its length.

• uh:ul is the ratio of the height of the uncus to its length.

• vb:vl is the ratio of the width of the valve to its length.

• aeb:ael is the ratio of the width of the aedeagus to its length.

• ul/vl/ael:hm is defined as the ratio between the length of one organ
part and the length of the main genital corpus.

• tel:hm:sao are the ratios between the length of the tegumen (upper
part of the genital corpus), the length of the entire main genital corpus
and the vinculum (lower part of the genital corpus).

• oa is the opening angle (the type of knee) of the aedeagus.

Those indices and measurements are illustrated in Figure 3.1(b) and will
later serve as motivation to use specific computer vision methods for an
automated classification procedure.

Although entomologists try to achieve a standardized position when dis-
secting a specimen, sometimes differences in position or damages to the
specimen cannot be avoided. Typical positional differences in the resulting
microscope scans, all of which are diagnostic irrelevant, are the orientation of
the uncus, the angles between the valves and the genital corpus, or the exact
position and orientation of the aedeagus. In most cases those uncertainties
still allow entomologists to identify a specimen correctly, but sometimes, e.g.
when the uncus is highly distorted, some parts of the genital organ become
unusable for the classification process. The same can be the case due to dam-
ages like torn valves or occlusions of characteristic regions by other parts of
the organ. Figure 3.2 gives examples of some obstacles of that kind.

Any software solution, with the goal to support experts during the clas-
sification procedure, needs to be robust to those factors or give the user the
possibility to address them manually. In the next section we give a brief
overview of our solution and explain the typical challenges that are part of
its realisation.

3.1.2 Overview of Approach and Challenges

As far as we know, classifying butterflies and moths using microscope scans
of their genital organs is a new territory for computer vision algorithms.
Monti et al. [68] analysed Elliptic Fourier approximations of genital organ
parts in microscope scans to investigate the anatomical incompatibilities of
two related species, but a general approach to (semi-)automated classifica-
tion based on genitals is not known. Therefore the most scientific challenges
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(a) Orientation: Specimen
with highly distorted un-
cus. As a consequence the
shape of it can not be recon-
structed. Image from [41].

(b) Damage: Specimen with
a torn valve, which might be
the result of an injury of the
original butterfly or of uncar-
efull dissection. Image from
[52].

(c) Noise: Specimen with un-
cleaned valves and therefore
a lot of hair presence. Image
from [35].

Figure 3.2: Three typical interference factors, that might occur in microscope
scans of genital organs and therefore harden the classification process.

are based on the lack of experience with such datasets. The in Section 3.1.1
mentioned obstacles like occlusions, damages and noise are obvious ones.
Others are a consequence of high similarities between specimens of a differ-
ent genus on the one hand and few similarities of specimens of the same genus
on the other hand. In such cases peculiar details are critical for entomologists
to determine the species. Unfortunately the details to look for often depend
on the species, and therefore identification results in an chicken-and-egg
problem. While experts overcome this with lots of experience and anticipa-
tion, computers don’t have that skill set yet. On the other hand, contrary to
humans, computers are able to calculate and measure features very quickly
and can store and access quickly a huge amount of data. Therefore the goal
of this work is to provide a software solution, that helps entomologists by
narrowing down the candidate-list of identity. Such a list is the result of
various steps, that are all well known in computer vision.

The first task is the extraction of regions of interest in the query scan.
This can be the result of an automatic segmentation or of experts manual
interaction. Typical regions of interest correspond to those parts of a genital
organ, which are mentioned in the previous section. In some other cases one
might only be interested in certain characteristic segments to address the
previous mentioned small details of high importance.

In the second stage, the task is to describe the previously gained regions
of interest in a mathematical manner. This part is where the main focus
of our work lies. Due to the lack of texture in microscope scans of genital
organs, and because shape is the most vital feature for entomologists also,
we decided to concentrate on shape based description methods from com-
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puter vision research. We use different proven shape descriptors to describe
enclosing contours and contour segments of regions of interest and evaluate
their capabilities on our dataset. Furthermore we adapt them and combine
them with each other to improve our results. We also study the qualities of
some entomological relational indices and how they can be implemented as
shape descriptors themselves.

In the last stage of our workflow, the calculated descriptors are compared
to those of already processed specimens in one of the following ways. For
contours, that enclose a complete region of interest, we compare their en-
tire corresponding descriptors. We then speak of global retrieval, because a
whole region has to be recognized. For contour segments the task is similar,
but instead of retrieving a whole region, we are interested in detecting the
segment of an unknown specimen as a part of a larger contour of a known
one. Hence we speak of partial retrieval in such a case. The end result then
is a list of specimens, with the highest similarities in shape to the one in the
query scan.

3.1.3 Outline

In Section 3.2 we give an overview of existing proven methods from computer
vision that use shape description for object detection and recognition.

Section 3.3 explains our system for Butterfly-Classification based on mi-
croscope scans in detail. We discuss several different approaches that address
the given problem setting differently. Section 3.4 then provides evaluation
of those systems. Therefore we arrange several experiments using datasets
retrieved from various literature and compare the classification results in
order to determine the most suitable solution.

Finally in Section 3.5 we summarize our procedure and discuss the expe-
rience gained from our experimental results. Furthermore we propose possi-
ble future work that addresses eventual shortcomings as well as additional
features, that might be interesting for entomologists.

3.2 Related Work

Nowadays recognition systems usually consist of the three steps we de-
scribed in Section 3.1.2: Region Extraction, Region Description and Match-
ing. Shape is the main criteria for entomologists when determining the
species of owl moths by their genital organs. Therefore in this section we
give an overview of State of the Art techniques, that can be used for recog-
nition systems by describing the shape of regions of interest.
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3.2.1 Region Extraction

Describing the content of an image can be done in two ways. Either by
describing the whole image at once, e.g. by its color values, or by determining
regions of interest first and describing those in an appropriate way later. A
region of interest is an area in an image that has to fullfill certain qualities
to ensure the reliability of the entire recognition system, as those regions
are fundamental for all following stages. They have to be distinctive for the
object that is shown in the image and must be able to be retrieved in different
acquisitions of the same object. Additionally detection of those regions may
have to be invariant to scale, rotation, illumination and other possible factors
depending on the specific task. In our case those regions have to be used to
describe the shape of an organ, and therefore we are often interested in
their outer contours. Those contours can be given as region boundaries from
manual or automatic segmentation of the image. Another option is to use
edge detection to find multiple, smaller contour fragments directly, instead
of partition the entire image. Either way the results are one or several lists
of image coordinates (X,Y ), each corresponding to an entire region or a
contour. In the following we give an overview of some methods that can
be used to extract regions and detect contours for shape description either
completely automatically or based on user input.

Edge Detection

One way to retrieve object contour fragments for shape description, is to
detect edges in an image and interpret them as such. A very common used
procedure in this field is the Canny edge detector [14]. The Canny edge
detector is a subtle designed method, that can be seen as the result of vari-
ous steps. A Gaussian kernel is used to reduce noise first. To detect intensity
changes Gaussian derivative responses are then calculated for each pixel, fol-
lowed by determination of orientation and magnitude of the so obtained gra-
dients. Non-maxima suppression is then used to remove weaker responses.
The final set of edges are then the result of a hysteresis thresholding, for
which two thresholds are necessary. The need to manually defining those is
one of the main reason for eventual shortcomings of this method, another is
the fact that not all detected edges necessarily correspond to object bound-
aries.

The state of the art method for edge detection is the Berkeley natu-
ral boundary detector [59] proposed by Martin et al. In order to detect
edges more likely to correspond to object boundaries, they look at local dis-
continuities at feature channels in regard to brightness, color and texture.
Supervised learning on a groundtruth dataset of human segmentations along
with several different classifiers is used to determine the optimal combination
of those features. This procedure especially outperforms a simple intensity
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based edge detector like Canny for natural images, where lots of texture and
color information is present. The Berkeley detector is e.g. used in [22] as the
base for building a contour segment network for shape matching.

Watershed

The basic principle of Watershed, which has been introduced to image
processing by [7], is to interpret a grayscale image (usually a gradient image)
as a topographical map, where small gray value regions represent basins and
higher values ridges, that divide those basins. By virtually flooding the basins
(by thresholding), they rise above the ridges and merge with other basins,
defining a watershed. Those watersheds are then used as region boundaries.
When used on gradient images the original Watershed principle tends to
over-segmentation, therefore various work engages itself with overcoming
this obstacle (e.g. [8, 31]).

Maximally Stable Extremal Regions

The detection of Maximally Stable Extremal Regions (MSER) [61] is
strongly related to the Watershed principle discussed above. For a grayscale
image all possible thresholds are successively used to segment the image. All
pixels below the threshold are set to 0 (black) and those above the threshold
are set to 1 (white), therefore defining several regions of connected pixels
of value 0. Increasing the threshold leads to more black pixels and growing
regions, but sometimes a region stays the same for consecutive thresholds. It
is then considered to be a MSER. Given some time MSERs also merge during
the thresholding procedure and might then again define a new, larger MSER,
nesting the previous ones. The whole procedure can be repeated with the
inverted image to retrieve a different set of MSERs. MSERs have very good
repeatability properties, are invariant to photometric changes and can be
calculated in linear time, as Nister and Stewenius showed in [72]. Therefore
it is a very commonly used region detector for various tasks. E.g. Forssen and
Lowe [26] as well as Donoser et al. [21] propose to use MSERs in combination
with shape descriptors in their respective work.

Active Contours

The idea of active contours (also known as snakes) [39] is to align a curve
C given by user interaction to the boundary of an object. Therefore the align-
ment problem is stated as a minimization problem of the sum of the internal
energy (measuring the smoothness of C) and the external energy (represent-
ing the distance of C to the actual contour). Over various iterations a snake
then approaches and eventually converges at the object contour. In [15]
Caselles et al. explore a link between active contours and geodesic curves in
Riemannian space - the geodesic active contours (GAC) - which they use
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to restate the minimization problem to further improve boundary detection
results. A main profit of snakes is, that they are able to deform themselves
to align onto an object and are even able to detect illusory contours. Draw-
backs are a strong dependence on the initial curve C and eventually slow
convergence rate.

Total Variation Segmentation

In [93] Unger et al. propose to minimize the GAC energy from [15] by using
the fast Total Variation minimization approach. The GAC energy is there-
fore stated as a weighted Total Variation problem, like in [11] and combined
with an additional term to incorporate local constraints. Those local con-
straints represent user input, corresponding to background and foreground
assignments and their reliabilities as such. The algorithm is implemented
on the GPU and therefore achieves good segmentation results almost in
realtime.

3.2.2 Shape Description

Once regions, contours or contour fragments have been retrieved from im-
ages, their shapes have to be described in a mathematical manner for the
computer to be able to compare them. Therefore one has to specify the
term shape and define when two shapes are similar first. Kendall [40] de-
fined shape as the geometrical information that remains the same under
certain transformations, namely translation, rotation and uniform scaling.
Two shapes are then considered to be the same if one can be mapped to
the other by those transformations. Based on this definition of shape, every
shape descriptor should be invariant in that regard and hold characteristic
geometrical information.

Basically shape descriptors can be divided into two groups. The first
group uses an entire region to describe its shape, while the second group
uses only its contour. In the second case we also often distinguish between
global and local description of the points lying on the contour. If one point
of the contour is described by its relative position to all other points, we
speak of a global shape descriptor. A local shape descriptor on the other
side only takes neighbouring points into account.

In the following we discuss some proven shape descriptors, that have
been used for several object detection and recognition tasks, as well as in
other fields of computer vision.

Moment methods

Image moments have been used to describes regions of interest in an image
for a long time [25]. The basic idea is to interpret an image I as a probability
density of a 2D random variable. For such a density function characteristic
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statistics, called moments, can be calculated. Given a region and its discrete
set of coordinates (X,Y ) the raw moments m(i,j) of order (i+ j) are defined
as

m(i,j) =
∑

(x,y)∈(X,Y )

xiyjI(x, y). (3.1)

Those moments then provide shape and gray level information of the
region of interest. If just the shape of the region has to be observed, instead
of using I one can simply use a binary function corresponding to the region.
Note that raw moments do not fullfill the necessary invariances to trans-
lation, rotation and scaling. In order to achieve those invariances Hu [36]
e.g. proposed to use a set of seven adapted moments - the Hu moments.
This is just one example from a large variety of different methods, that have
been proposed to make moments invariant to certain transformations. A
good summary of different moment approaches used for object recognition
is given in [24].

Fourier Descriptors

A boundary C of an object can be seen as a closed curve in the complex
plane. Travelling anti-clockwise along that curve can be represented by a
periodic, complex function z(t) with period 2π. The Fourier coefficients of
the Fourier representation of z(t) can then be used as shape descriptors
[87]. Fourier descriptors and its derivatives to address certain invariances
were introduced and especially used in the 1970s and 1980s for e.g. for digit
recognition tasks [85].

Curvature Reducing Methods

According to Hoffmann and Richards [34] humans psychologically segment
contours at negative local curvature minima and see the shape of the contour
as the combination of the so gained segments. Therefore Mokhtarian et al.
[67] make use of the curvature of a contour in the following way. They
parametrize a contour C and convolve the corresponding coordinate function
with Gaussian Kernels of different widths σ. Increasing σ results in smoothed
contours and a decreasing number of zero crossings. The positions of those
zero crossings move along the contour while σ is increased and finally meet
at some point and vanish. After all zero crossings are vanished the final
contour is convex. The description of the contour are then pairs of zero-
crossings vanishing positions and their corresponding scale σ.

The same psychological observation is used by Latecki and Lakämper
[43], but instead using the scale space, they use the tangent space to represent
the curvature properties of a contour.
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Shape Context and Relatives

In [6] Belongie et al. propose the Shape Context as a shape descriptor
for several recognition tasks like digit recognition and trademark retrieval.
Given a contour C containing m points, they use only a smaller subset Cs

of n points to describe its shape. Note that the choice of that subset does
not need to correspond to points with specific characteristics, but uniformly
distributed points are preferred. From one point there are (n − 1) vectors
to all other points. Instead of using those vectors directly to describe the
shape, Belongie et al. propose to calculate a histogram (the Shape Context)
for every point, representing the relative distribution (distance and orienta-
tion) of the remaining points. For pi ∈ Cs the distribution over the relative
position of the remaining n− 1 points on Cs is then given by the histogram

hi(k) = |{pj ∈ Cs : j 6= i ∧ (pj − pi) ∈ bin(k)}|. (3.2)

For the binning, they suggest to use 5 bins for log r and 12 bins for θ to
make the descriptor more sensitive to local information and to ignore points,
that are too far away from pi. See figure 3.3 for illustration. The so obtained
descriptor is by definition translation invariant. Scale invariance is achieved
by normalizing all radial distances by the mean distance of all possible point
pairs and rotation invariance by treating the tangent in pi as the positive
x-axis of the binning frame. The Shape Context is still commonly used for
describing shape (e.g. in [56, 102]), and several other methods are influenced
(e.g. [51, 57, 89]) by the work of Belongie et al.

Shape Context is sensitive to articulation, as illustrated in Figure 3.3.
Therefore Ling and Jacobs [51] e.g. adapted the original variant for the recog-
nition of objects, that can be affected by articulation, like hands or scissors.
To achieve robustness to articulation they use the inner distance measure
instead of the Euclidean distance when calculating the Shape Context his-
tograms. For two points pi, pj ∈ Cs the inner distance is defined as the length
of the shortest path from pi to pj within the inner region of C. They also
use the resulting Inner Distance Shape Context in combination with
appearance based information to recognize leafs.

Toshev et al. propose another shape descriptor that is inspired by the
Shape Context and use it for object detection and segmentation tasks [89].
They define a chord as a pair of boundary edges of a region of interest.
For each chord, length and orientation of the vector connecting the bound-
ary edges are calculated, as well as the orientations of the normals to those
boundaries. By using the normals, that point inwards the object, they also
get information about the inner structure of the object in addition to its
outer shape. The distribution of those chord features are then again sum-
marized in a histogram - the Chordiogram.
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(a) Left valve of a Eublemminae Oruza kun-
suki.

(b) Flipped right valve of the same Eublem-
minae Oruza kunsuki.

Figure 3.3: Left and right valve of the same specimen with a shape context
frame with 60 bins. Note that the right valve has been flipped to especially
illustrate the sensitivity to articulation. Original image from Kononenko [41].

Turning Angles and Distance across the Shape

In [17] Chen et al. propose the use of Turning Angles (TA) and Distance
across the Shape (DAS) as descriptor for partial shape matching. For a
point p on the outer object contour, they use its immediate neighbour points
to define the Turning Angle [88]. The bisector of that angle intersects the
contour at other points and the DAS is defined as the distance of the original
point p to the closest intersection point p′. A linear combination of those two
features is then used as descriptor. Invariance to rotation and translation is
given by the definition of the descriptor and scale invariance can easily be
achieved by normalizing the DAS. Note that contrary to Belongie et al. [6],
Chen et al. propose not to select the keypoints from the contour uniformly,
but according to two heuristics. They sample the contour in a manner, that
selects points with high curvature and simultaneously tries to maximize the
distance between selected points.

kAS

Ferrari et al. [22, 23] avoid describing each keypoint on a contour and instead
describe contour segments more directly. Those contour segments are usually
the result of a carefully taken out preprocessing procedure - the building of
a contour segment network (CSN) [23] across an image. Basically edgels are
detected, linked and finally partitioned into straight contour segments. A
kAS is then defined as a path of k such adjacent segments in the CSN. The
final feature descriptor of k adjacent segments is a linear combination of the
length and the orientation of the segments, as well as the vectors connecting
the midpoints of the segments. As k grows so do the descriptors and a kAS is
consequently able to represent more complex shape structures. For example,
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while 2AS can define L like shapes, but not Z like shapes, a 3AS is able to
do the latter. Ferrari et al. state that k should not be greater than 5, as
the resulting represented structures then may not be repeatable retrieved in
different acquisitions of the same objects. Instead they recommend k = 2 or
k = 3.

Structural Measurement Descriptors

When a contour C is given, it is a common procedure to sample n points to
obtain Cs and measure certain values between points pi, pj ∈ Cs. Riemen-
schneider propose Structural Measurement Descriptors [77] to store
those values in a matrix D ∈ Rn×n defined by

di,j = meas(pi, pj) (3.3)

with meas being a measurement of choice to describe structural information.
A natural choice for example would be the length of the chords pipj , but
basically every meaningful measurement can be used. Note that if points
on Cs are ordered clockwise or counter-clockwise along the contour it is a
useful quality of structural measurement descriptors, that by definition local
information is stored close to and global information farther away from the
main diagonal. Consequently submatrices of D represent contour fragments
of the entire contour. Those properties make this kind of descriptor suitable
for global as well as partial shape matching problems.

In [20] Donoser et al. propose a descriptor that is designed for shape
matching of closed, outer contours of objects, by using a structural measure-
ment matrix based on angles. Given two points pi and pj on the sampled
contour Cs, they select a certain third reference point pj−∆, ∆ ∈ N with
respect to pj and calculate the angle between the chords pipj and pjpj−∆.
The respective entry in a measurement matrix Θ is then given by

θi,j = ^(pipj , pjpj−∆) (3.4)

where ^ denotes the angle between two chords. A drawback is, that for
i > j −∆ the reference point pj−∆ is not in between pi and pj and there-
fore missing, when just a fragment of Cs is considered instead of the entire
closed contour. In later work [79] Riemenschneider et al. therefore adapt the
descriptor to achieve similar results for non-closed object contours. They
redefine the reference point to force it to lie between pi and pj and adapt
the measurement function in the following way

θi,j =


^(pipj , pjpj−∆) if i < j

^(pipj , pjpj+∆) if i > j

0 if | i− j |6 ∆.

(3.5)



Chapter 3. Classification based on Shape of Genital Organs 24

The resulting descriptor then has the main advantage to be self con-
taining, making it more suitable for partial matching of contour fragments.
Riemenschneider et al. use this quality for localization of objects in cluttered
images. Note that both descriptors are translation and rotation invariant
and for uniform sampled contours of fixed length also automatically scale
invariant.

3.3 System

The main goal of our work was to investigate, which proven algorithms
for Object Recognition based on shape are most suitable for datasets from
Section 3.1.1 and to implement them in a software solution, which can be
used by entomologists to ease the classification process. Therefore we provide
a Matlab framework, where certain parts, like e.g. used descriptors, are easy
to interchange and combine to be able to address diverse obstacles. The basic
workflow is sketched in Figure 3.4. In a first step contours of the organ have
to be provided. This are typically the outer contours of certain regions of
interest delivered by manual segmentation or just a contour fragment also
given by user input. From now on we will use the following notation for
closed contours and contour fragments:

Notation.

• C = (Xc, Yc) set of image coordinates of a closed contour as the bound-
ary of a region

• F = (Xf , Yf ) set of image coordinates of a contour fragment

In a second step various descriptors can be calculated, based on the spe-
cific needs of the user. Those descriptors are then used to measure similarities
between a query scan and scans in a groundtruth database. The final result
is then a list of specimens with similar shape properties, which entomologists
can use to further investigate the species of the underlying query scan. The
implementation of the above mentioned steps will be discussed in detail in
the following sections.

3.3.1 Manual Extraction of Regions of Interest

In most cases entomologists will be interested in the shape of the valves, the
uncus and the aedeagus of an owl moth. Due to their experience, they can
provide reliable segmentations of those regions, usually knowing which parts
of the whole genital organ belong to which subregion. To give them the op-
portunity to mark those regions we incorporate the Total Variation Segmen-
tation (TVSeg) tool [93] in our framework. TVSeg is a fast and comfortable
way to segment images by marking some foreground and background pixels.
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Region Extraction Region Description Results
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3.

Matching

Figure 3.4: A sketch of the workflow of our system. Regions and contours are
extracted, followed by the calculculation of various descriptors. Those are
then used to determine scans of similar shapes in a groundtruth database.

The segmentation problem is stated as a minimization problem of an energy
functional with the user input as local constraints. The result is the region
of interest as a binary mask and the boundary of that region C. Note that
we chose TVSeg, because it is able to provide good segmentation results in
almost no time, but any other interactive extraction method, that is able to
achieve similar results, can be used as well.

In some cases entomologists might be interested in just a fragment F of
C, because they suspect it to be very characteristic for the species of the
observed sample. Also due to a lot of noise, like e.g. hair, even experts may
not be able to mark an organ part exactly. To address those aspects, we
provide the possibility to define start and end points of contour fragments,
that are then used for matching instead of the region boundaries containing
them.

3.3.2 Describing Entire Organ Parts

In this section we focus on the description of closed contours C correspond-
ing to entire organ parts, namely the valves and the uncus. We first give
a few examples on how relational indices can be calculated automatically
from C and then illustrate their connections to commonly used shape de-
scriptors. Basically one can use the same methods for the aedeagus, but
unfortunately the aedeagus is rarely given in a standardized position, often
infiltrated with lots of noise or generally unusable because of preparation.
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In the latter cases entomologists ignore the aedeagus, and this is recom-
mended for our semi-automatic approach also. If the aedeagus is able to
provide useful information, we recommend to use the fragment containing
that information for partial matching as described in Section 3.3.3.

Implementation of Relational Indices

Given one or a few organ parts and their outer contours C, we incorporate
the possibility to automatically calculate some of the relational indices pro-
posed by Lödl [53], we mentioned in Section 3.1.1. The realisation is done
in the following way:

• For uh:ul we first detect the peak of the uncus as the point with the
highest curvature p1 ∈ C. ul is then given by the Euclidean distance
between p1 and its farthermost point p2 ∈ C. We obtain uh as the
maximum normal distance of the vector −−→p1p2 to a point p3 ∈ C. See
Figure 3.5(a) for a typical result of this procedure.

• To determine vb:vl we calculate the maximum distance of two points
p1, p2 ∈ C and define it as vl first. vb is then obtained as the distance
of the two intersection points where the bisector of −−→p1p2 meets C.
Note that in some cases it is recommended to calculate not only vb
but various widths, hence we split a valve into several sections and
obtain the width for each of them accordingly. See Figure 3.5(b) for a
typical result of this procedure.

• ul/vl:hm is calculated by determining ul or vl as described above
and hm as the distance between the top and the bottom of the main
genital corpus. Therefore two organ parts have to be extracted first.

• tel:hm:sao is calculated by intersecting valves with the main genital
corpus and recognizing the articulation points of the valves as the
topmost and lowest intersection points. See Figure 3.5(c) for a typical
result of this procedure.

• Although not described in [53], we additionally calculate us/vs/aes/hs:
us/vs/aes/hs as the ratio of numbers of pixels belonging to two organ
parts.

The benefit of automatically retrieved indices is, that the user has to
define the necessary regions of interest just once for a specimen, instead of
measuring the indices separately, which is an elaborate kind of work. Never-
theless there are obvious drawbacks. The precision of the automatic calcu-
lated indices heavily relies on a robust detection of specific points. While the
here implemented relational indices are in most cases robustly determined,
there are a lot for which automatic retrieval would be a hard task. Unfortu-
nately one specific index only contains a small amount of information and
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(a) Ratio between uncus
length and uncus height.

(b) Ratio between valve
length and valve widths.

(c) Ratio between length of
Tegumen, Vinculum and the
entire corpus.

Figure 3.5: Illustration of a few relational indices for the genital organ of a
male owl moth. Original image from [75].

for an accurate classification of a specimen there are more than just the five
indices, mentioned above, necessary. However the above explained calcula-
tion of relational indices motivates the use of certain shape descriptors as we
will explain in the following sections. We will also use them for comparison
during the evaluation in Section 3.4.

Extension of Relational Indices

Instead of trying to implement the automatic calculation of all relational
indices, we investigate proven shape descriptors and analyse their similarities
with some indices and measurements. But first we like to record how we
process a closed contour C before we describe it. The amount of points on C
is usually very high, and using them all for shape description would lead to
high computational effort with lots of redundant information. Therefore we
sample C first to obtain Cs. This is done by choosing exactly n uniformly
distributed points from C to get a fixed length feature vector for all contours.
Note that those points are ordered clockwise along a contour, starting at
a specific startpoint that is characteristic for the organ part and can be
detected robustly. This is done to ease the later matching procedure. For
the uncus we use its peak and for the valves we take the lower point of the
points that define vl (detection of both is already described at the beginning
of section 3.3.2).

Given Cs corresponding to an organ part, we propose to use a struc-
tural measurement descriptor D from Equation 3.3 instead of calculating
relational indices. We use D along with the Euclidean distance of two points
as measurement and normalize it by dividing it with the maximum distance
between two points to achieve scale invariance. Now it can be seen that e.g.
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(a) Euclidean distance of two points. (b) Inner distance of two points.

Figure 3.6: Specimen, where the sensitivity of the Euclidean distance to
articulation can be shown. The Euclidean distance of two peaks of the right
valve is about three times as long as the distance between corresponding
points on the left valve. On the other hand the inner distance is very similar.
Original image from [41].

the relational index vb:vl is incorporated in D if C is the outer contour of
a valve. As vl is calculated as the maximum distance of two points on C
and one or various valve widths are also just distances between two points,
the normalized distance matrix D holds the necessary relational index in-
formation. In fact it holds a lot more information about the shape of the
contour, including other relational indices, and there is no need to detect
certain points on C.

A drawback of the distance matrix as described above is, that the Eu-
clidean distance is sensitive to articulation. A more natural way to describe
objects, where articulation is irrelevant, is based on the inner distance. A
distance matrix D using the inner distance instead of the Euclidean distance
then is less sensitive to articulation. Figure 3.6 illustrates the sensitivity of
both distances to articulation. Depending on the species, the exact articu-
lation of certain organ parts can be a decisive feature when identifying a
specimen, while for other species it is diagnostic irrelevant. In the first case
the Euclidean distance is the measurement of choice, while for the second
case the inner distance would be more appropriate. We will evaluate the
importance of articulation sensitivity during the experiments in Section 3.4.

Although distance based relational indices similar to vb:vl are included,
there are some indices that are not incorporated in a distance matrix, like
e.g. uh:ul. At first this index may also seem as just another ratio between
two lengths, but in fact it describes the curvature of the uncus by using the
height instead of the width of the uncus. This is just one example, where an
entomologist measures the curvature or a single angle to retrieve information
about the specimen. Others are the curvature of the peak of the uncus or
the opening angle oa of the aedeagus. To extend this kind of angle based
information we propose to use a structural measurement matrix Θ as given
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(a) Valve with no evagina-
tions.

(b) Valve with one almost
straight evagination.

(c) Valve with a curved
evagination and an addi-
tional small one.

Figure 3.7: Three different kinds of valves. While the valve of the specimen
on the left has no evaginations, the other two specimens do. Original images
from [41].

by equation 3.4 or 3.5.
Distance based and angle based structural measurement descriptors can

be used together to cover as much entomological relational indices and mea-
surements as possible. But we also like to propose the use of descriptors
that already contain both kind of information in a more summarized way
to cover relational indices. Shape Context as proposed by Belongie et al.
[6] fits our needs therefore, as relative positions of points are described by
angles and distances. We calculate the Shape Context of every point pi ∈ Cs

and use all the corresponding histograms as description of an organ part by
concatenating them. This results in a global descriptor of size n ·m, where
m is the number of histogram bins (we use m = 60 as originally suggested
by Belongie et al. [6]). The binning frame is adapted according to the mean
distance between points on Cs to achieve scale invariance. Although this is
not a one-to-one realization of any relational index, it holds similar informa-
tion in a more compact way. As Shape Context uses the Euclidean distance,
it is also sensitive to articulation. We therefore also use the articulation
insensitive variant proposed by Ling and Jacobs in [51] for comparison.

Bag of Features

While above mentioned descriptors incorporate typical relational indices in
one way or another, we also propose the use of the bag of features principle
[86], that has already been used together with structural measurement de-
scriptors in [80]. This is motivated by the following example. Valves usually
have varying shapes. There exist valves that have e.g. three evaginations,
while others have none. Also those evaginations can be themselves shaped
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differently. They can e.g. be curved or straight. See Figure 3.7 for some ex-
amples. Our idea is to use the bag of words approach to address the existence
of certain fragments or points of Cs, when comparing two entire shapes.

Therefore we construct a codebook in one of the following two ways.
Given various outer contours Cs from a training set of N organ parts (e.g. N
left valves), we use submatrices of the corresponding structural measurement
descriptor to describe all possible overlapping fragments

Fs = {pj : j = i−m, ..., i, ...i+m} ⊆ Cs (3.6)

of fixed length 2m + 1 with pi ∈ Cs as their middle point. We then use
K-means clustering on all fragments of all outer contours in the training set
to obtain k cluster centres to represent our fragment codebook. The shape
of an entire organ part Cs is then given by the codebook distribution of its
fragments. It is important to note that the actual location of a fragment
as a part of the whole contour is not relevant, as only the distribution of
fragments is considered. Optimal value for k depending on N and n will be
discussed in Section 3.4.

While such a codebook is based on fragments and focuses on one spe-
cific measurement, we also propose the use of Shape Context for keypoint
description and construct a codebook, that incorporates angle and distance
information at once, accordingly. We therefore calculate the Shape Context
of every point pi ∈ Cs for every Cs in the training set, use again K-means for
clustering and the distribution of the Shape Contexts to describe an entire
organ part.

3.3.3 Describing Fragments of Organ Parts

The bag of features approach as described in the previous section already
takes into account the existence of fragments or keypoints depending on
the used codebook. But sometimes the question may arise, if just one spe-
cific fragment in a query scan, that seems to be very characteristic for the
specimen, can be retrieved in known specimens. Thus resulting in a slightly
different problem statement, than it would be the case when observing the
distribution of all possible fragments. The length of fragment F of a con-
tour, defined by a startpoint p1 and an endpoint pm, depends on user in-
put. Therefore there are some small sampling adjustments necessary. When
dealing with a closed contour C we can already address scale invariance by
uniformly sampling exactly n points for all contours. For a contour fragment
F on the other hand, the necessary number of sampled points depends on
the actual length of the fragment. Therefore instead of sampling an equal
number of points for every fragment, we define a sampled contour fragment
Fs ⊂ F as

Fs = {pi ∈ F : i = 1, 1 + d, 1 + 2d, ..., 1 + jd ≤ m} (3.7)
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where d is a parameter to define the index-distance between two points and
j = max{k|1 + kd ≤ m}. We then want to match the entire user selected
fragment Fs with fixed length as part of predetermined closed, outer con-
tours of organ parts in a groundtruth database. E.g. corresponding to a
problem statement like ”show me all unci with a similar peak as the one
marked in the query scan”. Therefore, additionally to the equidistant sam-
pling method, the used descriptors for fragments and entire contours need to
be comparable. This means two things. First, description of a fragment Fs

must be retrievable from the description of an entire contour Cs and second,
it should not depend on points on Cs, that are not part of Fs.

The angle matrix given by Equation 3.5 as proposed by Riemenschneider
et al. in [79] is self containing by design and already fits our needs. For com-
parison we also use Equation 3.4 as proposed by Donoser et al. in [20], but
ignore the first ∆ columns of the description of a fragment to achieve self
containment. This is possible, because the fragments are of fixed length and
will not partitioned further during the matching procedure. We also evalu-
ate the Shape Context for fragments, to see if relative point positions are
better suited for such a problem than angle matrices. Therefore Shape Con-
texts have to be calculated with a predefined scale for the binning frame, as
normalization would make fragments and entire contours otherwise incom-
parable. It is hereby noted, that such a description of Fs, when retrieved as
a part of an entire contour, is affected by points that are not part of Fs. This
can be seen as little influential noise and reduced by using a smaller scale
for the binning frame, but makes Shape Context less suitable especially for
description of small contour fragments.

We also like to note, that there are some additional benefits when re-
trieval of fragments is done, instead of a global comparison of entire closed
contours. For example in regions, where valves intersect with the main cor-
pus it can be hard to determine which pixels belong to which part. A wrongly
done segmentation of the regions then might lead to a deformed outer con-
tour, which is unsuited for a global comparison procedure. Parting the outer
contour into fragments, leaving those parts out, where someone is uncertain
where it belongs to, is a possible way to deal with that manner. Also e.g.
for an articulation sensitive descriptor one can address this issue manually
by parting the outer contour at points where articulation seems likely.

3.3.4 Matching

Once boundaries and contour fragments have been extracted from a query
image and descriptors for each have been calculated, they have to be matched
against a groundtruth database of labelled organs with pre-calculated de-
scriptors. Whether we deal with entire contours or with fragments this is
done differently. When given a new query scan, an entomologist is usually
interested in a matching problem corresponding to a question similar to the
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following:

• ”What are species with a similar valve?” (global matching of entire,
closed contours).

• ”What species have an uncus with a similar peak?” (partial matching
of selected fragments).

• ”What species have a similar valve and an uncus with a similar peak?”
(combination of the above).

We first discuss how we implement global matching for entire boundaries,
followed by the partial counterpart for fragments and a proposal on how to
combine more contours and descriptors for more precise results.

Global Matching

Given the segmentation of an organ part (a valve or an uncus) in an unknown
query scan, we want to retrieve a list of specimens, that have an organ part
of similar shape. Therefore we use its outer contour Cs of exactly n points
and match it against a database of organ parts, where the same parameters
have been used. As the sampled query contour and groundtruth contours
then contain the same number of points n, we can simply compare their
descriptors with a specific distance measurement and choose the nearest
neighbours as results. Usually, to be able to do so, point correspondences
have to be estimated first. As points on C are already ordered clockwise and
a certain startpoint has been calculated, that is characteristic for all organ
parts of the same type (uncus peak, lower maximum distance point of the
valve), we are able to avoid the correspondence problem. The descriptors
we use are either the ones, that are motivated by relational indices or the
distribution of fragments or Shape Contexts as described in Section 3.3.2.

Note, that in the latter case the actual index of a fragment or a point
holding shape information is irrelevant, as it is summarized in a histogram.
Thus wrong point correspondences, as a result of insufficient segmentation,
affects those description methods less than the direct descriptions, while on
the other hand losing some spatial information. Also, when comparing two
shapes, the distance measurement of choice varies, depending on the used
descriptor. We use the Euclidean distance for relational indices or struc-
tural measurement descriptors and the χ2 statistic for concatenated Shape
Contexts and the Bag of Words distribution descriptions.

Fragment Matching

In case of a partial matching problem, a fragment Fs (e.g. the peak of the
uncus) with fixed length of a contour is given, and one is interested in speci-
mens that contain a similar fragment in the respective organ part. Therefore
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descriptors, as proposed in Section 3.3.3 are calculated over various scales
(sampling parameter d and binning frame size s in case of Shape Contexts)
and matched in a nearest neighbour sense against every possible fragment of
same length in a groundtruth database of closed contours. This corresponds
to placing the query fragment along a groundtruth contour Cs and deter-
mining the best fit in terms of position and scale. Due to the properties of
the discussed descriptors, such a comparison of fragments as part of closed
contours is reasonable. It is redone for every contour Cs in the database,
and the final result is then a list containing fragments most similar to the
query fragment.

Combining Contours and Descriptors

Global and partial matching already allows to find specimens with certain
shape similarities. The most interesting species however, would be those,
that are similar in various aspects. E.g. for a query scan, we might be in-
terested in all species in the groundtruth database, that have a similar left
valve, a similar right valve and additionally a similar uncus peak and aedea-
gus curvature. Also it may be useful to use various descriptors to overcome
their shortcomings. E.g. using a distance matrix and an angle matrix to
compare two left valves and thus incorporating more relational indices as
one alone would do. We therefore provide a way to combine multiple outer
contours and fragments to measure the similarity between a query scan and
the groundtruth scan and additionally give the possibility to use various de-
scriptors for each. The overall distance between two scans is then given as
a weighted linear combination of the respective global and partial results.

In the next chapter we will evaluate the capabilities of the discussed
descriptors and matching procedures. We will also suggest on how to define
certain parameters and what kind of organ parts or organ part fragments
seem to hold the most distinctive information.

3.4 Experimental Results

In this section we present various experiments that are used to evaluate the
proposed global and partial matching framework and additionally give in-
sight on how it completes typical procedures of entomologists. Results not
only show, which methods work best, but also might motivate entomolo-
gists to take things into account, that have previously been treated as less
important.

The used scans of male genital organs for our experiments are taken from
reference literature on that topic. In all our experiments we have looked at
one to three subfamilies of Noctuidae, namely the Eublemminae, the Her-
miniinae and the Hypeninae. Each of those families are divided into several
genera, that are themselves divided into to the actual species. The focus on
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our experiments then lies on determination of the species of a query scan.
Same can be done for the genus or even the subfamily, but given the same
groundtruth set, those are just easier sub-problems of the former.

A main drawback for our experiments was, that most literature provides
only one scan for each species. Illustrations of single specimens is often due
to limited space in print matters like entomological books or journals. Addi-
tionally the illustrated specimen often represents the holotype (the so called
passport of a species), which has been originally used to describe the species.
For some species there exist several samples and different literature might
also provide different scans, but those cases are unfortunately the exception.
Thus creation of test and training sets based on scans from literature proved
to be difficult. To increase the significance of our evaluation we therefore gen-
erated additional an set to compare left and right valves, as will be seen in
Section 3.4.1.

3.4.1 Global Matching of Valves

For the first experiment, we use a set of 129 genital organs of male Eublem-
minae (40 samples), Herminiinae (58 samples) and Hypeninae (31 samples)
from [41], each corresponding to a different species. We use this original set
as a groundtruth and manually segment their valves. See Figure 3.8 for some
exemplary scans. Note that a valve contour in this dataset usually consists
of 1000 to 1500 points. We also generate a test set of the same 129 species
by flipping those scans horizontally, thus making it possible to evaluate the
matching of entire valves - right valves vs. left valves or vice versa. Table
3.1 shows the matching results for the global description methods discussed
in section 3.3.2, when using flipped left valves as a test set and matching
them against right valves as described in Section 3.3.4. If the left valve of a
query scan is matched to the right one of the same specimen, the matching
is interpreted to be done correctly. The percentage of correct matches are
summarized in the Best Match columns of Table 3.1. On the other hand,
the goal of our work is not necessarily to achieve perfect matching results,
but to help entomologists to narrow down the list of candidate species. For
that purpose, it is also sufficient if the correct specimen is among a few
best matches. Therefore the Top 3 columns indicate how often the correct
specimen is one of the three best matches.

The first 3 rows in Table 3.1 correspond to the automatically calculated
relational indices vb:vl using 1, 3 or 5 valve widths. Therefore all points
are used and no sampling is done. For the other methods, we sample 30,
100 or 200 points. ED corresponds to a distance matrix using the Euclidean
distance, while ID uses the inner distance. Θ 3.4 and Θ 3.5 are the an-
gle matrices corresponding to Equation 3.4 and 3.5 respectively. For those
matrices the parameter ∆ has to be adapted according to the number of
sampled points. We achieve the optimal results, displayed in table 3.1, when
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Figure 3.8: Some samples from the set, used for the experiment in Section
3.4.1. The first row corresponds to the subfamily of Eublemminae, second
row to the subfamily of Herminiinae and third row to the subfamily of
Hypeninae. Images taken from [41].

using ∆ = 15, 30, 65 for Equation 3.4 and ∆ = 3, 10, 15 for Equation 3.5.
The lower values for ∆ for the second matrix are due to the fact, that higher
values would lead to a higher amount of zeros in Θ, thus resulting in a less
discriminative description. To incorporate more relational indices into one
description, we also use angle matrices along with the Euclidean distance
matrix. The distance between two shapes is then defined as a linear combi-
nation of the individual distances. Shape Context and Inner Distance (ID)
Shape Context are used as described in Section 3.3.2, with 12 bins for θ and
5 bins for log r as proposed by Belongie et al. in [6] and the binning frames
are normalized according to the mean distance between points.

For the evaluation of the bag of features approach we use fragments
as defined by Equation 3.6 and submatrices of Θ 3.4 or Θ 3.5 to describe
them. Therefore in both cases, depending on the number of sampled points,
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Best Match Top 3
num points 30 100 200 30 100 200
vb1:vl 06.9% 17.1%
vb3:vl 34.1% 60.5%
vb5:vl 49.6% 62.1%
ED 55.8% 56.6% 57.4% 71.3% 71.3% 72.1%
ID 47.3% 52.7% 52.7% 64.3% 69.8% 70.5%
Θ 3.4 65.1% 65.1% 65.1% 74.4% 72.1% 72.1%
Θ 3.5 62.1% 63.6% 61.3% 71.3% 72.1% 72.1%
Θ 3.4 + ED 65.9% 65.1% 65.1% 73.6% 72.1% 72.1%
Θ 3.5 + ED 62.8% 65.1% 63.6% 72.9% 73.6% 72.9%
SC 73.6% 75.2% 75.9% 84.5% 87.6% 86.1%
ID SC 61.2% 58.9% 62.8% 77.5% 72.1% 77.5%
CB Θ 3.4 65.1% 81.4% 85.3% 80.6% 93.1% 91.5%
CB Θ 3.5 60.5% 82.2% 82.9% 73.6% 93.1% 92.2%
CB SC 63.6% 84.5% 86.1% 82.2% 94.6% 95.3%

Table 3.1: Recognition percentages when test set of flipped left valves are
matched against a groundtruth of right valves of the same specimens. Best
Match columns indicate how often the correct specimen was retrieved as the
one with the most similar right valve. Top 3 columns indicate how often the
correct specimen was among the 3 best matches.

∆ = 3, 5, 5 and the number of points defining a fragment is given by 2m+ 1
with m = 5, 15, 30. Using those values for m correspond to fragments, that
have length about 1/3 of the entire contour, which has proven to be the most
suitable choice to cover enough points to form a representative fragment. The
codebook is generated using K-means clustering on all overlapping fragments
of all right valves in the groundtruth. In the same manner K-means is used
to generate a codebook of Shape Contexts. For both (fragment codebooks,
as well as Shape Context codebooks) we use K = 1000, as increasing or
decreasing K resulted in a drop of recognition rate. The respective results
of the bag of features approaches are marked with CB in the last rows of
Table 3.1.

Based on those results, one already gets some useful insight. First of all, it
can be seen, that increasing the number of widths unsurprisingly drastically
improves the recognition rate for vb:vl and as expected, using a distance
matrix to complete these kind of relational indices further improves the
recognition rate. However, using more than 30 points (900 point pairs) gives
only slightly better results, while increasing the complexity and when using
more than 200 points recognition rates will stagnate or even drop. This is
the case, almost independent of the used description method and indicates
that a lot of redundant information is incorporated. Also, using the inner
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distance instead of the Euclidean one, leads to worse results. This strongly
indicates, that articulation is in fact a distinctive feature of valves more
often than not. More suprisingly is the fact that angle matrices outperform
distance matrices, although there exist more distance based relational indices
and measurements used by entomologists than angle based ones. However,
angles seem to be more prominent features in the shape of a valve, and
distance based relational indices are mainly used by entomologists, when
the shape appears rather smooth, which is the case less often. Additionally,
using a distance matrix along with an angle matrix also does not improve
recognition results significantly if at all, indicating that an angle matrix
already holds the most important information.

Shape Context outperforms structural measurement descriptors, most
likely because of its ability to use angle and distance information in a com-
pact manner, that eliminates redundant information, that can distort dis-
tance calculation. Shape Context is also less sensitive to point position uncer-
tainties and thus less affected by inaccurate segmentations. The main benefit
however results from the use of fragment or Shape Context codebooks when
at least 100 points are sampled. Interpreting the valve as a combination of its
components then proves to be the best choice. While relational indices and
structural measurement descriptors describe certain aspects of the shape of
a valve, the overall impression, that humans also get at first sight, is best
described using the bag of words principle. In such a case there is almost no
difference if an angle matrix is used to describe a fragment of Cs or Shape
Context is used to describe the keypoints on Cs. We use these three descrip-
tion methods for codebooks, as those were the most promising, when used
directly.

Figure 3.9 additionally illustrates the percentage of correct identification
splitted into the three subfamilies to show, which subfamily profits the most
from a certain method. It can be seen that the subfamily of Hypeninae has
the lowest recognition rate in almost all cases. This is the case, because this
family has the highest interspecies similarities concerning their valves. The
valves of Hypeninae are often ellipse shaped without characteristic evagina-
tions, which can e.g. be seen in figure 3.8 at the last two images. In such
cases the exact ratio of only a few widths to the length is used by entomolo-
gists for identification. Using too many point correspondences then distorts
the useful information, which is the reason for the lower recognition rate of
the distance matrices compared to vb5:vl. Also, the reason why this family
does not profit as much from Shape Context, is because Shape Context is
less sensitive to point position uncertainties, but exact point positions are
more important to distinguish very similar shapes. However it can also be
seen, that the correct species is likely to be found, when a few best matches
are taken into account, resulting in more similar results for all subfamilies,
when the three best matches are observed.
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Figure 3.9: Recognition percentages splitted according to the three subfam-
ilies Eublemminae, Herminiinae and Hypeninae. On the left, percentages of
correct matches are shown, whereas on the right, percentages of how often
the correct species was one of the three best matches are shown. Results are
retrieved when 100 points are sampled.

3.4.2 Matching of Valve Fragments

For the second experiment we use the same groundtruth and test sets (129
images respectively) as for the experiment in Section 3.4.1, but this time
match fragments of flipped, left valves against entire right valves. Therefore
we extract between one and three segments of each left valve and use the
fragment matching procedures from Section 3.3.3 and 3.3.4 to find right
valves, that contain similar fragments. Samples from the groundtruth are
ranked according to the sum of the distances of the query fragments and
their best fits in the sample. E.g. if two fragments F1, F2 are specified for a
query specimen, the best match in the groundtruth is the one, that contains
two fragments (the best fits), whose summed distances to F1 and F2 are
minimal. Additionally, only those groundtruth specimens are considered,
where the single fragment distances are below a threshold. This is done to
exclude specimens that might have a very similar fragment on the one hand,
but there is no sufficient fit for another fragment on the other hand.
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(a) Test: Herminia
grisealis

(b) 1st: Zanglog-
natha helva

(c) 2nd: Herminia
grisealis

(d) 3rd: Simplicia
caeneusalis

(e) Test: Polypogon
tarsicrinata

(f) 1st: Polypogon
tarsicrinata

(g) 2nd: Polypogon
tentacularia

(h) 3rd: Idia quadra

(i) Test: Edessena
hamada

(j) 1st: Edessena
hamada

(k) 2nd: Edessena
gentiusalis

(l) 3rd: Hadennia in-
congruens

Figure 3.10: In the left column fragments of valves in test scans are shown,
as defined by user input. The other columns show the corresponding 3 best
matches in the groundtruth dataset of closed valve contours. Blue circles
indicate start and end points of fragments. Θ 3.5 along with ∆ = 5 and
d = 10 has been used to achieve the shown results. Original images taken
from [41].

The fragments for the test scans are not chosen randomly, but according
to their seeming relevance. Also, we tried to avoid fragments, where one is
unsure if it contains noise or segments from other organ parts or where the
valve is damaged. See Figure 3.10 for illustration of chosen fragments as
well as matching results. The sampling of contours and fragments is done
in an equidistant manner, as given by Equation 3.7 with sampling distances
d = 5, 10, 15. Those values would result in about 300, 150 and 100 points
for an entire contour respectively. The recognition rates of the different ap-
proaches can be seen in Table 3.2. For angle matrices we use ∆ = 10, 5, 3.
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Best Match Top 3
d 15 10 5 15 10 5
Θ 3.4 70.5% 75.2% 77.5% 83.7% 86.1% 88.4%
Θ 3.5 72.1% 76.7% 77.5% 84.5% 87.6% 88.4%
SC 64.3% 63.6% 63.6% 74.4% 72.9% 70.5%

Table 3.2: Recognition percentages when test set of flipped left valve frag-
ments are matched against a groundtruth of entire right valves of the same
specimens. Best Match columns indicate how often the correct specimen was
retrieved as the one with the right valve containing the most similar frag-
ments. Top 3 columns indicate how often the correct specimen was among
the 3 best matches.

To take multiple possible scales into account, one can do the sampling of
query fragments with various di. E.g., if the groundtruth contours have been
sampled with d = 5, we can sample a query fragment with d = 4, 5, 6 and
choose the best fit in a groundtruth valve not only according to position but
also according to the best sampling distance. Note, that this is not neces-
sary for this experiment, as left and right valves of the same specimen have
usually the same size. However, we also tested matching over multiple scales
di ∈ {d− 2, d− 1, d, d+ 1, d+ 2}, which lead to similar results.

It can be seen, that the angle matrices are better suited for fragment
matching, which is the reason because of their self containment ability. The
Shape Context representation of a fragment in an entire closed contour on
the other hand is affected by points that are not part of the fragment, thus
leading to different descriptions, than for a similar query fragment. Also
matching of just a few segments outperforms matching of entire valves in case
of angle matrix description. This is explained by two circumstances. First,
global valve matching depend on start point calculation, while fragments
are positioned at every possible location on a groundtruth valve. In case
of global matching of very similar shapes (like simple ellipsoids) slightly
different start points can then lead to different results. Second, and more
important, test fragments are defined, so they do not contain parts of a
valve that are affected by noise, damages or distortions due to preparation,
while those parts are contained in a global representation of the entire valve.
However, using one to three explicitly defined fragments are themselves still
outperformed by all overlapping fragments in combination with codebook
representation.

3.4.3 Classification using multiple Organ Parts

The goal of the last experiment was to evaluate the importance of the indi-
vidual organ parts to correctly identify a new specimem rather than com-
paring different methods. For that purpose we use the same groundtruth
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Best Match Top 3
organ part U L R U L R
uh:ul 02.6% - - 05.2% - -
vb5:vl - 18.4% 23.7% - 39.5% 39.5%
CB Θ 3.4 28.9% 50.0% 63.2% 60.5% 68.4% 76.3%
CB Θ 3.5 26.3% 44.7% 60.5% 47.4% 65.8% 76.3%
CB SC 23.7% 39.5% 50.0% 47.4% 68.4% 68.4%

Table 3.3: Recognition percentages for matching based on one of three spe-
cific organ parts - the uncus (U), the left valve (L) and the right valve (R).
Best Match columns indicate how often the correct specimen was retrieved
as the one with the most similar organ part. Top 3 columns indicate how
often the correct specimen was among the 3 best matches. We use 100 points
for sampling and the same parameter values as for the experiment in Section
3.4.1.

dataset as in the first two experiments (129 specimens of different species),
but also manually segment the unci and aedeagi in the contained scans. The
test set however differs this time. We searched a set of scans, that are taken
from [75], and gathered those samples, for which also one sample exists in
the groundtruth dataset, that is of the same of the same species but not
the exactly same specimen. The resulting test set unfortunately consists of
only 38 scans, all of which are from the subfamily of Herminiinae. How-
ever, the following experiment illustrates, how multiple organ parts can be
used to determine the species of a new sample, instead of using only the
valves. Also, for the first experiments intraclass variability was less an issue,
as right and left valves of one and the same specimen usually won’t differ
much. This time, by using specimens in the test set, that are not exactly
the same as those in the groundtruth dataset, we are also able to see how
intraclass variability might affect recognition results. Table 3.3 shows those
recognition results for individual organ parts. For that purpose we use the
global matching procedures based on codebooks, that worked best for the
experiment in Section 3.4.1 and compare them to relational indices that can
be retrieved from those organ parts.

We have three observations. First the recognition rates drop significantly
for matching based on valves, compared to the experiment in Section 3.4.1.
This is most likely because of intraclass variability and the fact that only one
specimen represents an entire class in the groundtruth. Another reason is,
that for this test set it turned out to be harder to segment the boundaries
of organ parts correctly, as there was more noise and damages noticeable
in the scans. The second thing we notice is, that right valves lead to better
recognition rates than left valves. This is pure coincidence and in general left
and right valves hold the same kind of information. Again, this seems to be
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Best Match Top 3
organ part LR LRU LRUAf LR LRU LRUAf

rel. ind. 28.9% 36.8% - 50.0% 60.5% -
CB Θ 3.4 65.8% 76.3% 76.3% 78.9% 84.2% 84.2%
CB Θ 3.5 57.9% 68.4% 71.1% 81.6% 92.1% 92.1%
CB SC 57.9% 68.4% 68.4% 73.7% 86.8% 84.2%

Table 3.4: Recognition percentages for matching based on organ parts used
together. Best Match columns indicate how often the correct specimen was
retrieved as the one with the most similar organ part. Top 3 columns indicate
how often the correct specimen was among the 3 best matches. L and R stand
for left and right valve respectively and U and Af stand for uncus and an
optional aedeagus fragment. We use 100 points for sampling entire organ
parts and the same parameter values as for the experiment in Section 3.4.1.
For the aedeagus fragment we use the fragment matching procedure with
d = 10.

more of a test set issue and also shows, that the results for such a small test
set has to be interpreted cautiously. The third thing, that can be observed,
is that recognition rates based on the uncus are smaller than those based on
valves. This is rather unsurprising, as valves have a way more characteristic
shape than unci. In fact, species of the same genus will often have almost
identical unci. Also, the relational index based on the ratio of uncus height
and uncus length (uh:ul) is by far too few information to correctly identify
a specimen on its own.

A natural way to improve recognition rates, would be to add more scans
for each species in the groundtruth dataset to cover a larger variety of each
species. However, due to the fact that most of the time only one sample
is available at the moment, this is part of future work on dataset creation.
Another natural way to overcome possible variability within a class, is to
use more organ parts together to overcome the shortcomings of each indi-
vidual one. To do so, we simply sum the individual distances of each query
organ part to their counterparts in groundtruth scans, and rank the candi-
date species according to that summed distances. One can also weight each
organ part differently, but our experiments have shown that we achieve best
results when uncus and valves are weighted the same or at least very similar.
The recognition rates, when both valves are used together and the uncus is
also added, are shown in Table 3.4. The used relational indices for compar-
ison purposes are vb5:vl, vl:hm, tel:hm:sao and vs:hs, when both valves
are used and we add uh:ul, ul:hm and us:hs to incorporate the uncus.
Matching is the done by summing up the individual Euclidean distancen of
relational indices. Note that for some of those indices the main genital cor-
pus has to be extracted too, and those indices are therefore themselves not
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based on just one organ part. The results confirm, what we have expected.
The more organ parts can be used for classification, the better. In almost
all cases we see an increase after adding another organ part.

In a last step to further improve the recognition rate, we wanted to
incorporate the aedeagus. We already mentioned, that the entire aedeagus is
not well suited for matching, because it is harder to determine its boundary.
However it is sometimes possible to specify fragments that are part of the
aedeagus for sure, if the aedeagus is prepared proper. Therefore we extracted
such aedeagus fragments if possible, and considered it additionally to the
uncus and the valves for classification. To match the aedeagus fragments
we use various sampling scales di ∈ {5, 6, ..., 10} and the fragment matching
procedure, that corresponds to the descriptor that is used for the uncus and
the valves in their codebook representation. However, a simple sum of the
individual distances to take all organ parts into account is not reasonable, as
different measurements are used for fragment matching and global matching.
Therefore we divide the individual distances by a constant factor, so that
each is in the range [0, 1]. After that, it is again possible to weight the
individual distances and to add them up. For the methods involving angle
matrices we weight uncus, valves and the optional aedeagus fragment the
same, and for the Shape Context approaches it has proved to weigh the
influence of the aedeagus slightly less.

Unfortunately, as Table 3.4 shows, the additional aedeagus fragment
doesn’t really improve recognition results. This is not the reason, because
the aedeagus is unimportant generally. More likely the reason is, that the
shape of the aedeagi are often very similar and there basically are just a few
different types of aedeagi. Those types are further partitioned by entomol-
ogists observing small details, that seem not to be captured precise enough
by the used descriptors. However, those are just assumptions, and exact rea-
sons can only be given, if one can work on larger databases of sufficiently
segmented aedeagi.

3.5 Conclusion and Future Work

During our work on the presented project, we motivated the use of proven
shape concepts from computer vision by establishing a connection to mea-
surements, that are typically used by entomologists to identify a butterfly
by its genital organ. The whole project should be seen as a proof of concept
and illustrate how a software solution could aid entomologists at their work.
We already got some useful insights during our experiments, which we would
like to summarize now:

• Although most relational indices are based on distances, we have seen
that angle matrices seem to be more reliable than distance matrices.
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This might motivate entomologists to explore some new relational in-
dices based on angles.

• The Euclidean distance has proven to be a better choice than the inner
distance during our experiments, when distances between points are
measured. This strongly indicates, that articulation is an important
feature and should not be considered impertinent when valves with
evaginations are compared. But we also like to note, that this might
vary from subfamily to subfamily and that future experiments on other
datasets might therefore lead to the opposite conclusion.

• Entire organ parts should only be used, if one is able to sufficiently
segment their boundaries. Otherwise it is safer to use just fragments
of the boundary.

• Methods that are based on the existence of specific segments in an
entire contour (bag of feature approaches) seem to outperform methods
that are motivated by simple relational indices.

• Generally, the more organ parts or fragments can be used, the better.
Although the valves seem to be the most distinctive organ part, adding
the uncus further improves recognition rates. On the other hand, to
incorporate the aedeagus one has to be more carefully and specific
research seems necessary.

However, there still exists a large variety of possible fields of work for
the future. For one, automatic segmentation of certain organ parts would
make user input unnecessary and therefore would make the creation of
groundtruth databases a lot easier. Also, though this concerns another field
of work, the construction of a large collection containing scans of various
specimens of the same species, would make it possible to perform more mean-
ingful experiments. Such a collection could then also be used with learning
procedures, to determine which shape features are especially characteristic
for what kind of species. Future work might not necessarily have to consider
itself with the identification of the species of a sample. Reliable automatic
determination of the genus could already be of great help for entomologists.



Chapter 4

Classification based on
Appearance of Wings

4.1 Introduction

The second project concerns itself with the classification of butterflies based
on the color and the patterns of their wings, which is probably more easily
comprehensible for non-experts. But to be able to do so, the wings of the
observed species need to provide distinctive features, which is not the case for
the previous discussed family of Noctuidae. The species treated in the present
chapter are therefore rich of wing-texture. The difficulty in identifying those
species lies in the fact, that wings of some different species look similar for
the human eye at first sight, because of their repetitive patterns. It is a hard
task to keep track of how often a certain pattern appears, but unfortunately
the exact number of occurrences is the vital feature, that distinct one species
from the other. And again the high number of different species makes it hard
for experts to remember the exact pattern of a species. Thus identifying a
specimen results in a high amount of research time, comparing it to various
samples from literature. Therefore our goal was again to help experts by
narrowing down the list of candidate species as good as possible using proven
algorithms from computer vision, but this time the focus lies on appearance
based description methods. In the next section we give some examples of
butterfly wings from preserved specimens and use them to illustrate the
complexity of the problem and how our work differs from others.

4.1.1 Dataset and State of the Art

When identifying a specimen based on their appearance, entomologists can
use frontwings and hindwings as well as upper and underside of the wing. See
Figure 4.1 for illustration of the terminology. Some samples e.g. are almost
identical on the upperside of the wing, while the underside is just similar. An

45
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Upperside Underside
forewings forewings

hindwings hindwings

Figure 4.1: Upper and underside of a Melitaea didyma. Original images of
the specimen provided by the Museum of Natural History Vienna.

entomologist may be able to determine the genus of a specimen by a simple
look at the upperside, but to determine the correct species he has to analyse
the underside very carefully. Thus, depending on the given specimen, the
task itself and the knowledge of the expert, classification should be done
using one specific or both sides of the wing. Regardless which part of the
wing is observed, the main problems are interclass similarities and intraclass
variability again.

Figure 4.2 shows some samples of preserved specimens in a the standard-
ized view as used for our experiments and illustrates the challenge of such
a classification task. Patterns seem to be very similar overall and entomol-
ogists then look for certain details, like the existence of a specific circle at
a certain location of the entire pattern. If there exist various species with
the same circle, then entomologists e.g. look for another pattern at a specific
location and do so until they are certain of the underlying species. This step-
wise procedure is done, according to a so called key. An entomological key is
an instruction to stepwise reduce the number of candidate species. For each
step, a feature is described textually, and depending if such a feature exist
one or several times or even doesn’t exist at all in a specimen, certain species
are excluded and the following step may differ. A good key therefore, is a
key that leads to correct classification way more often than not. Sometimes
such keys are not described textually, but by images, exemplary showing a
feature, instead of describing it. Such keys are called pictorial keys.

This motivates the use of an automatic classification system based on
images of butterfly wings for various reasons. First, a pictorial key usually
is more describing than textual keys, thus it seems natural to automatically
compare images or certain parts of images with each other. Second, count-
ing features can be done very efficient by a computer. And third, the idea
behind keys and pictorials is very similar to hierarchical structures like vo-
cabulary and decision trees, that are widely used in computer vision, and
training algorithms could be used to determine optimal keys based on image
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(a) Melitaea didyma (b) Melitaea didyma (c) Melitaea phoebe (d) Mellicta athalia

(e) Melitaea didyma (f) Melitaea didyma (g) Melitaea phoebe (h) Mellicta athalia

Figure 4.2: Three different species of brush-footed butterflies (family of
Nymphalidae, subfamily Melitaeinae), where two specimens are shown of
the same class to demonstrate intraclass similarity compared to interclass
similarity. Images (a)-(d) show the respective upper sides, while images (e)-
(h) show their bottom sides. Different species seem to be very similar, due to
the repetitive occurrence of certain patterns, making it hard for the human
eye to focus on the decisive features. Images are provided by the Museum
of Natural History Vienna.

features. In our work we mostly concentrate on the evaluation of typical im-
age features in terms of their suitability to describe wing patterns. We also
make a proposal on how to use those features for classification, motivated
by the principle of entomological keys. In the next section we give a brief
overview of our solution. The basic principle is similar to the one for micro-
scope scans of genital organs, but this time a specimen is not described by
its shape, but by its appearance. Therefore the related work Section 4.2 will
give an overview of methods to detect and describe regions of interest, that
contain patterns.

As wings of butterflies can be very rich of texture, it is without surprise,
that such datasets already have been used to evaluate several recognition
systems. Wang et al. e.g. use a dataset of ten different butterfly species in
[100], where each image shows a butterfly in its natural environment with no
standardized view. The same is the case for the dataset of 7 different species
used by Lazebnik et al. in [45]. While the challenges for those datasets occur
as a result of the natural environment and the limited and changing view,
the contained species have very different wing patterns. We, on the other
hand, also want to distinguish species that have similar wing patterns, but
therefore make use of the fact that an entomologist can record images of
preserved specimens in a standardized view.

We also mentioned the insect identification system DAISY [74] in Section
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2.2.1 and noted, that this system has already been used to identify British
butterflies with success. However, their system needs the user to mark the
boundary of a butterfly wing to work properly. We on the other hand want
to give the user the opportunity to decide how much effort he wants to put
in and aim for a system, that is able to do classification based on none to
very small interaction. Also, while DAISY is based on measuring correlation
between a query wing and a groundtruth wing, entomologists concentrate
on the occurrence of certain local features. Given the success of local image
features in various classification tasks, this inspires us to base our approach
mostly also on the occurrences of features.

4.1.2 Outline

In Section 4.2 we give a brief overview of different techniques commonly
used for recognition tasks, based on region of interest detection and appear-
ance description. Then, in Section 4.3 we explain our system for butterfly
identification in more detail. Therefore, we propose the use spatial pyramid
representations and various local image features together with visual vocab-
ularies, as well as a simple global approach based on global color histograms.

Evaluation of the proposed system is done in Section 4.4 and based on
two different datasets of butterfly wings. We evaluate color histograms and
a variety of SIFT variants as well as different region of interest detectors by
comparing the resulting recognition rates.

Finally in Section 4.5 we summarize our procedure and discuss the expe-
rience gained from our experimental results. Furthermore we propose possi-
ble future work that addresses eventual shortcomings as well as additional
features, that might be interesting for entomologists.

4.2 Related Work

The principle of a classification system based on local appearances, is the
same than its shape counterpart. Regions of interest have to be extracted
and described and are then used to classify a query image. However, this
time we are not interested in outer contours of objects, but in patterns in
the inner regions of a butterfly wing. For that purpose a large variety of
proven methods exist to detect and describe such regions. A good discussion
on this topic is given in [81]. In the following sections we give an overview
of a variety of methods, some of which we will use as features to describe
butterfly wings.

4.2.1 Region of Interest Detectors

The fundament of most appearance based recognition systems is the auto-
matic detection of local regions of interest in an image, that hold appearance
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information. Detection of such regions has been proven to be more reliable
detected automatically, than contours, which often need some user guidance
to give similar results. This is probably the main reason, why appearance
based methods in general are more popular than shape based ones, although
this is of course task dependant. The reliability of a detector is given by a
hand full of properties that are desired [28]:

• Repeatability: Regions of interest should be able to be detected in
different acquisitions of the same scene. Therefore, the detector has to
be invariant to geometric transformations and to illumination changes.

• Accuracy: Location and shape of regions of interest should be esti-
mated accurate.

• Completeness: Detected regions should cover as much structural in-
formation as possible to represent the object or scene.

• Interpretability: More of an optional property of a region of interest
is its interpretability. Meaning, that regions, that represent well known
structures (e.g. regions around corners and circles) should be favoured.

A very simple method to extract regions of interest, is to simply use ev-
ery other point in the image and a fixed scale to define squared or circular
image patches. This method is called dense sampling and in its basic im-
plementation has no invariance properties. We already discussed the MSER
detector in Section 3.2. This detection method is in fact frequently used for
appearance based recognition also (e.g. in [78]). Therefore the center of a
MSER represents its location and an ellipse is fitted into it to approximate
its shape.

Because of the importance of the reliability of detectors, there exist sev-
eral papers, that evaluate the strengths and shortcomings of different detec-
tion methods. Among those, the work of Mikolajczyk and Schmid [63] and
Mikolajczyk et al. [65] is highly recommended. In the following we discuss
some detectors in little more detail.

Harris Corner based Detectors

The probably most popular point of interest detector is based on the cor-
nereness of points in an image - the Harris Corner Detector proposed
by Harris and Stephens in [33]. Points are considered to be corners in the
following way. The second moment matrix (structure tensor) T is calculated
for every point p in the image I:

T (p) =
(
I2
x(p) IxIy(p)

IxIy(p) I2
y (p)

)
(4.1)
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where Ix(p) and Iy(p) are first intensity derivatives of I at the point p.
Analysing the eigenvalues of the structure tensor gives then insight on the
cornerness of p. If both eigenvalues are high an the ratio between them is low,
p is likely a corner. However, eigenvalue calculation can be circumvented.
Harris and Stephens therefore propose to use the function c(p) = det(T (p))−
k(trace(T (p)))2, with k usually being around 0.05. If that value is a local
maximum and greater than a certain threshold, p is considered a corner.
While corners can be detected very fast in that way, are rotationally invariant
and have good repeatability properties, they don’t give insight on scale and
shape of the structure around them.

To provide a characteristic scale of a structure, one can combine the
Harris detector with automatic scale selection methods, which are mostly
inspired by the work of Lindeberg on scale-space representation [50]. Miko-
lajczyk and Schmid [63] e.g. use the Laplacian of Gaussian (LoG) as a scale
selection criterion along with a scale adapted version of the Harris cornerness
measurement c(p) to detect points of interest and automatically determine
their characteristic scale. It is given by

|LoG(p, σn)| = σ2
n|Ixx(p, σn) + Iyy(p, σn)| (4.2)

where σn denotes the standard deviation of the Gaussian kernel used for
scale space representation. Extrema over scale then correspond to blog like
structures of the same scale. The overall procedure of detection and scale
estimation is then basically divided into two steps. Keypoint detection using
the scale adapted Harris measurement is done first, followed by characteristic
scale estimation and location refinement through additional consideration of
equation 4.2. The resulting detector (Harris-Laplace Detector) is then
scale and rotation invariant.

However, the estimated scale has uniform size in all directions. To further
improve the capabilities of a Harris based detection method, Mikolajczyk
and Schmid [63] propose another extension to achieve invariance to affine
transformations, that are commonly caused by viewpoint distortions. Con-
sequently, in addition to keypoint location and scale, the affine shape of the
surrounding region has to be estimated. This is done by iteratively approx-
imating the transformation matrix U , that maps the image patch around a
point p to an isotropic patch around the normalized point p∗ and is usually
represented by an ellipse. The overall procedure of the entire detection can
then be seen as the result of various steps [65]:

• Scale adapted Harris detection delivers initial regions.

• Shape of a region is estimated by using the corresponding second mo-
ment matrix.

• The affine region is normalized to a circular region, for which location
and scale are updated.
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• Step 2 and 3 are redone until eigenvalues of the current second moment
matrix are almost equal.

The resulting Harris-Affine Detector gives excellent results [65], but
has the disadvantage of increased runtime in comparison to its scale invariant
counterpart.

Hessian based Detectors

While first derivatives are used to detect corners, second derivatives can be
used in a similar manner to detect blob an ridge like structures. For this
purpose, the Hessian Matrix H is given by

H(p) =
(
Ixx(p) Ixy(p)
Ixy(p) Iyy(p)

)
(4.3)

where Ixx, Iyy and Ixy denote second, partial derivatives of the image inten-
sity I. Local maxima of the determinant of H(p) indicate blob like structures
while additionally penalizing longer structures with small second derivatives
in one direction. Like the basic Harris corner detector, a Hessian matrix
based detector is also rotationally invariant, with the same drawbacks, but
can be made scale and affine invariant in the same manner as its Harris
counterpart [65].

Difference of Gaussian Detector (DoG)

Very similar to the Harris and Hessian based scale invariant approaches is
the Difference of Gaussian (DoG) Detector proposed by Lowe [54, 55].
It is part of a well and subtle designed approach for feature detection and
description - the Scale Invariant Feature Transform (SIFT). Therefore
Lowe uses the difference of Gaussian filtered images to approximate the
Laplacian of Gaussian

D(p, σn) = (G(p, σn+1)−G(p, σn)) ∗ I(p) (4.4)

where G(p, σn) G(p, σn+1) are Gaussian kernels, corresponding to two ad-
jacent scales σn and σn+1. Initial points of interest are then retrieved as
local extrema over location and scale of D(p, σn). To ensure stability and
repeatability, points with low contrast are discarded and edge responses are
detected with the help of the Hessian matrix of D. Additionally orientations
for each keypoint are assigned, based on the local image gradients. Thus, the
detector is invariant to scale and rotation and gives similar results to the
Hessian-Laplace detector, but the Difference of Gaussian can be computed
faster than the Laplacian of Gaussian.
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Edge and Intensity based Regions

While most detection methods try to estimate the scale or affine shape
around an interest point and use that estimation to define a frame for further
calculations, Tuytelaars et al. [91, 92] proposed to retrieve the frame more
directly. In [91] they first detect corners and edges. Then, for every corner
p they select the two nearest edges and walk along those edges and stop
at points p1 and p2 respectively, according to a stopping criterion based on
photometric quantities. A parallelogram is defined by pp1 and pp2 and serves
as an affine frame of the region of interest.

The basic idea of the approach in [92] is similar, though not based on
corners and edges. Instead, an initial point p is retrieved as a local intensity
extrema and the algorithm studies the intensities along radially symmetric
rays starting at p. Based on a specific intensity function, a stopping criterion
is defined, leading to end points pi for each ray. Finally an ellipse is fitted
around those points to approximate the region of interest. While this method
is faster than the edge based variant, both have rather long runtime.

Scale Invariant Feature OPerator (SFOP)

Two main problems may arise when dealing with low textured images. Ei-
ther just a few keypoints can be detected or/and the detected regions of
interest are hard to interpret. Therefore, unsatisfied with the results of the
above discussed state-of-the-art region detectors in that regard, Förstner et
al. [28] designed a method that is able to detect keypoints of different types
and simultaneously classifying them. They extended a scale-space adapted
version of Förstners previous work [27] on junction like keypoints to a variant
that is able to detect additional types of spiral features, especially stars and
circular structures. The main idea is to find points, where the consistency
of an image region is locally optimal with respect to a spiral model. Thus,
they are able to not only determine location and scale, but also the type of
detected regions. The repeatability of the so called Scale Invariant Fea-
ture OPerator (SFOP) is similar to Lowe’s detector [55], but it is able to
retrieve more stable keypoints in images with low texture content. Runtime
on the other hand is noticeable longer than in case of Lowes detector.

4.2.2 Description of Regions of Interest

While we already discussed how to proper describe the shape of object con-
tours in Section 3.2, in this section we give an overview of state-of-the-art
methods that describe the visual appearance of inner object regions. Detec-
tion and description are strongly related, as not every description method is
suited to describe all kinds of regions of interest. Therefore work in that field
often doesn’t concern itself with just one of those two tasks, but with the
combination of both. The overall process of detection and description is then
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referred to feature extraction. However detection and description methods
can be interchangeable, in which cases the descriptor often inherits proper-
ties of the used detector. In the following we explain some appearance based
descriptors, independent of the used detector, in a little more detail.

Grayvalue and Color Statistics

A simple way to describe the image region around an interest point, is to use
the intensity or color values of each pixel in the region and to concatenate
them into one vector. The statistical measurement cross-correlation can then
be used to determine the similarity between two descriptors. However, such
a simple representation is not invariant to any image transformations. For
that purpose the used detector has to estimate the transformation and the
corresponding region must be transformed into a normalized shape.

Another way to describe an image region, is to use normalized, intensity
or color histograms instead of raw values. To achieve additional invariance to
specific illumination changes, different color models (e.g. RGB, Opponent,
HSV) have to be considered. Burghouts and Geusebroek [13] as well as van
de Sande et al. [94] discuss a variety of different color models and their
properties in their respective work. Van de Sande et al. [94] also evaluate
the corresponding color histograms in terms of their quality as descriptors.

We already mentioned image moments in Section 3.2 for shape descrip-
tion when used with a binary mask, corresponding to a region of interest.
However, they also incorporate gray level information, when used with a
gray level image. Also, so called color moments and color moment invariants
can be used to extend the image moment theory for color models [66].

Spin Images

Johnson and Hebert originally proposed the use of so called Spin Images
in a 3D shape based framework for multiple object recognition [37]. This
idea has been adapted for 2d images by Lazebnik et al. for texture matching
in [44]. They create a 2D histogram for a region of interest according to the
intensities of pixels and their distance from the region center. They use 10
bins for the gray value binning and five bins for the radial distances. The
resulting descriptor has size 5 · 10 = 50. Spin Images are by design invariant
to rotation, and affine illumination changes can be addressed by histogram
smoothing and normalization.

SIFT and Color-SIFT Descriptors

Along with the DoG detector, discussed in Section 4.2.1, Lowe also proposes
[54, 55] the usage of a SIFT descriptor to represent the detected regions of
interest. For a keypoint, its scale is used to determine a window around the
point, which is then used for description. Image gradients and orientations
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are calculated inside that window and weighted according to a Gaussian
weighting function. Those values are then accumulated in 16 orientation
histograms, each corresponding to one of 4 × 4 subregions of the window.
Therefore the coordinates of the points inside the window and their gradient
orientations are rotated relative to the previously estimated keypoint orien-
tation to achieve rotation invariance. For the orientation histograms 8 bins
are used, thus the final descriptor has a size of 4×4×8 = 128. To reduce the
effect of linear illumination changes, the vector is finally normalized to unit
length and thresholding is done to handle non-linear illumination changes.
Its descriptive power makes SIFT one of the most popular descriptors and
has been used for a large variety of tasks (e.g. in [10, 60, 70]). It is scale and,
if wanted, rotation invariant, but not invariant to affine transformations.
This obstacle can be overcome when using the SIFT descriptor together
with affine invariant detectors like e.g. Harris-Affine.

Strongly related to SIFT is the Gradient Location-Orientation His-
togram (GLOH), which is therefore also called Extended SIFT. The
overall principle is the same, but Mikolajczyk and Schmid [64] use a radial
and angular grid to divide an image region into 17 subregions instead of
the original proposed 4 × 4 grid. For binning local gradients, they use 16
orientations, which results in a 17 × 16 = 272 descriptor, that is reduced
in dimension to 128 by using Principal Component Analysis (PCA). It is
shown in [64] that GLOH slightly outperforms SIFT.

However, those methods use only the intensity in a region, although
there is no doubt, that color has high discriminative power. The challenge is
to incorporate color, while remaining invariant to illumination changes. For
that purpose different color models have been investigated by Burghouts and
Geusebroek [13] as well as van de Sande et al. [94] and combined with SIFT
descriptors. Basically they define various channels for a color model and
calculate SIFT descriptors on each channel. E.g. the RGB-SIFT detects
keypoints in the intensity image and then calculates the SIFT descriptor on
each RGB channel around those keypoint positions. Consequently, the final
descriptor for one keypoint has size 128× 3 = 384. It is shown in [94], that
RGB-SIFT is invariant to the most important illumination changes. How-
ever, depending on the desired invariance properties, different color models
can be used.

Textons

Inspired by the work of Julesz [38] on human texture perception, Leung and
Malik [48, 58] propose to use a filterbank to model the receptive fields of
simple cells in the visual cortex. The filterbank consists of 48 [48] or 40 [58]
respectively, and is able to detect edges, ridges and blobs at different scales
and orientations. Textons are then defined in the following way. Filtere-
sponses are usually calculated for every pixel in all intensity images of a
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Figure 4.3: A sketch of the workflow of our system. Given images of the
upper- and/or underside of the query specimen, subsystems based on differ-
ent image regions and computer vision methods are used to collect voting
evidence in form of scores, represented by bar diagrams. Those are then
summed up to get an overall hypothesis. Original images of the butterflies
provided by the Museum of Natural History Vienna.

training set. Kmeans is used to cluster the 48/40-dimensional filter response
vectors and the resulting cluster centres are termed Textons, as they repre-
sent the atoms of texture perception. Such a codebook of Textons can then
be used for recognition and detection purposes.

In other work, different filterbanks have been proposed to model recep-
tive fields and to reduce dimensionality (e.g. [19, 83, 98]). However, in [97]
Varma and Zisserman discuss if filterbanks are necessary for texture repre-
sentation and come to the conclusion that in some cases intensities in the
neighbourhood of a pixel are sufficient.

4.3 System

A drawback of a typical entomological key is the fact, that once an incorrect
decision has been made, it will lead to the wrong species name. In most
cases an entomologist realizes sooner or later that he probably made an
incorrect decision at one point and backtracks the (pictorial) key to find
its cause. Depending on the experts knowledge, processing a key already
can be a work of hours and additional backtracking would even add to
that. We therefore propose to avoid early decisions, that completely exclude



Chapter 4. Classification based on Appearance of Wings 56

some species. In our framework we want to collect voting evidence instead of
making voting decisions and use that evidence to create a list of candidate
species, similar to the idea behind the work on stonefly identification by
Martinez-Munoz [60].

Given a number of certain features xi in a query image and a particular
classifier, that models the probability P (yj |xi), that the query image belongs
to class yj , can be seen as voting evidence. Therefore classes with a higher
probability get a higher score sj , than those with low. Using different features
and different classifiers lead to various voting evidence, which can be summed
up to give one overall hypothesis. Also evidence can be collected according
to different parts of the wings, like forewing and hindwing and if images of
both, the upperside and the underside, are available, they can both be used
too. This basic principle is illustrated in Figure 4.3. It differs from the work
of Martinez-Munoz [60], as they use a second stage classifier, while we simply
sum up the individual results, mostly because of the current lack of data to
train such a classifier. In the following we discuss the different techniques
we incorporate in our framework to collect evidence.

4.3.1 Preprocessing

For all of the following procedures, the butterfly has to lie in a canonical
pose and in front of a homogeneous background. Most of them also need the
bounding box, containing the specimen as a reference frame to incorporate
spatial information. In some cases, we even like the exact binary mask repre-
senting the butterfly regions. Therefore the background has to be removed.
As we assume, that the background is always a homogeneous region, we use
region growing to extract it. From the binary mask, corresponding to the
butterfly, we are then also able to retrieve its bounding box. Alternatively
we also incorporate the TV Segmentation tool [93] in case a homogeneous
background, for whatever reason, can not be guaranteed.

4.3.2 Scoring based on Global Color Histograms

Looking at images of butterfly wings, probably the first thing that is recog-
nized by humans, are their colors. We would then say e.g. the butterfly is
orange although there might be parts that are not. The overall impression
is, what leads to such absolute statements. To model such an impression
we propose the use of color histograms. Loosely spoken, such histograms
count how often a color occurs. However, interpretation of such a histogram
depends on the color space of the image. We use some of the histograms
discussed in [94] for comparison. The RGB histogram e.g. combines the 1D
histograms of each RGB channel, but the RGB space is not similar to our
sensation of colors. Closer to the human way of seeing is the HSV space, for
which histogram binning is done according to the hue channel and weighted
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Figure 4.4: Scoring block of an overall classification scheme. Scoring is based
on simple comparison of RGB color histograms. Original images of the but-
terflies provided by the Museum of Natural History Vienna.

by the corresponding saturation.
Other models we investigate are the opponent and transformed color

histograms, each providing different invariances to illumination changes. See
[94] for details. Observing the influence of illumination invariances is not
only interesting, because images might not be acquired under the same light
conditions all the time, but also because the wings of a specimen usually
lightens in color after the specimens death. Also there exist species with
a certain grade of intraclass variability in that regard, often depending on
the gender of a specimen (e.g. males of a certain species might always be
darker than their female counterpart). After a color histogram is calculated
and normalized to uniform length, we use histogram intersection hint to
compare the color histogram to the ones of the specimens in a groundtruth
database. The actual scores are then given by

sj =
hint(h, hj)

maxj(hint(h, hj)
(4.5)

where h is the color histogram of the query image and hj the histograms
of the groundtruth images. In that way, the groundtruth image with the
most similar color histogram gets a score of one and all the other images
get a score according to their ratio to the best match. See Figure 4.4 for
illustration. However, looking at the initial examples for a wing dataset in
Figure 4.2, even color as understood by humans is generally not sufficient to
determine the species of a specimen and can at best give a rough indication.
Consequently the results given by global color histograms are unsurprisingly
very poor, as can be seen in Section 4.4. This motivates to a more subtle
approach, which will be discussed in the next section.
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4.3.3 Scoring based on Visual Vocabularies

The subtle entomological procedure of identifying a specimens species is
rather based on the occurrence of certain patterns on the wings, than on
color alone. Therefore we propose to use region of interest detectors and de-
scriptors to extract and describe those patterns together with visual vocab-
ularies as an alternative to the simple color histogram approach. Therefore
image features are detected and described first, spatial pyramids are used
to incorporate spatial information and vocabulary trees are used to define
visual words, which are then used in two different manners for scoring.

Local Image Features

We use a variety of different detectors and descriptors, for one to evaluate
them in terms of their suitability to capture the essential parts in a butterfly
wing, and for second to combine their corresponding voting evidence to get
an overall result. As images are acquired in an standard canonical view, we
do not need affine or even rotational invariance. In fact, exact orientation
is a discriminative property of the patterns, that should not be ignored.
However, scale invariance is necessary.

The first method we use to extract local image regions, is simple dense
sampling. In order to select the sampling distance and the support regions
around the resulting points, the scale of the butterfly has to be estimated.
For that purpose we use the wingspan of the butterfly and define sampling
distance and support region scale dependent on that value. Another detector
we incorporate is the MSER detector[61], but instead of the ellipse, that is
usually used to define the shape of the support region, we use the enclosing
circle of a MSER. This is sufficient as we do not need any additional infor-
mation about the region besides scale. Also we apply Harris Laplace [63],
DoG [55] and SFOP [28] detectors without estimating orientation. Figure
4.5 shows the results of the various detectors applied to the underside of a
butterfly.

Once regions of interest are detected, they have to be described in a
suitable manner. We basically use two different kinds of features, that are
both motivated by how humans distinguish butterflies: colors and patterns.
For the first, we use local color histograms, which are similar to their global
counterpart, but are only calculated for the support region of a keypoint. To
represent patterns, we compare a variety of the gradient based SIFT descrip-
tors. The first one is the original one, based on pixel intensities, as proposed
by Lowe [54, 55]. However, the original SIFT descriptor makes only use of
image intensities. Therefore, we also use different color SIFT variants, that
already have been discussed in various work, to eventually achieve higher
discriminative descriptors, by calculating gradients on each color channel
independently. In case of the RGB-SIFT [94], the SIFT descriptors are cal-
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(a) Original Image (b) Dense Sampling (c) MSER

(d) DoG (e) Harris Laplace (f) SFOP

Figure 4.5: An overview of the used detectors applied to the underside of
a Melitaea didyma. Original image provided by the Museum of Natural
History Vienna.

culated for each RGB channel, and concatenating them results in a 384
dimensional vector. The same is done for the HSV-SIFT [9], the Opponent-
SIFT [94] and C-SIFT [13] according to their corresponding channels.

It is hereby noted, that though all those variants make use of color
channels in one way or another, they are mainly designed to achieve higher
discriminability, while remaining invariant to most important illumination
changes, rather than incorporating color as humans perceive color. A good
comparison of their invariances is given in [94]. However, the need for in-
variances to intensity changes is of course task dependant, and we will see
in Section 4.4, which will work best for our problem setting.

A simple way to design a descriptor, that contains gradient information
as well as color information, is by concatenating a SIFT descriptor with a
local color histogram. The variant we use in that regard is the Hue-SIFT
[95], that concatenates the original SIFT with the local Hue histogram as
described above.

Spatial Pyramid Refinement

Usually, when local image features are detected, they are used together with
the bag of features principle to build codebooks, that can then be used for
classification. However, the basic bag of features approach does not incorpo-
rate any kind of spatial information, as only the distribution of features are
used. While the occurrence of certain patterns in general is a very important
indication, that a specimen might belong to a certain species, it is also very
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(a) Original image, corre-
sponding to spatial pyramid
level 0.

(b) Spatial pyramid level 1,
dividing the image into 2× 2
subregions.

(c) Spatial pyramid level 2,
dividing the image into 4× 4
subregions.

Figure 4.6: Spatial pyramid partition of the underside of a Melitaea didyma.
Especially level 1 is interesting, as it roughly divides the butterfly into left
and right fore- and hindwing. Original image provided by the Museum of
Natural History Vienna.

important, where the patterns occur. A butterfly with two points on the left
forewing e.g. might not be of the same species as a specimen that has similar
points on the right hindwing.

To incorporate spatial information, while not being dependant on precise
user input, we make use of spatial pyramid representations [46]. Therefore
the bounding box, containing the specimen is successive divided uniformly
into subframes as illustrated in Figure 4.6. At each level of the pyramid,
the features are then assigned to the subframe, containing them. Thus we
obtain representations of parts of a butterfly wing independently. At level 1
of the spatial pyramid, where the frame is subdivided into 2×2 regions, this
corresponds to a rough partition into left and right fore- and hindwings. The
Spatial pyramid also gives the user the possibility to interact by defining
which frames he wants to base his identification on, without subtle and
precise outlining of wing parts. The following steps of codebook creation and
classification are then based on the subregions individually, thus leading to
different voting evidence.

Visual Vocabulary

Based on trainings data, we build our visual vocabularies independently for
each level and subframe of a spatial pyramid. Therefore we make use of the
hierarchical kmeans as proposed by Nister and Stewenius in [71]. A vocab-
ulary tree is built in the following way. Features derived from the trainings
data are clustered using kmeans, and the resulting clusters correspond to a
node in a vocabulary tree and are then further partitioned until a certain
level in the hierarchy is reached. At each node the cluster center is stored
and the leaves hold the final visual words. See Figure 4.7 for illustration.

For one, the vocabulary tree serves as an efficient manner to search for ap-
proximate nearest neighbour visual words. Therefore a feature travels along
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Figure 4.7: Illustration of hierarchical kmeans as used for vocabulary trees.
At each step the data is partitioned into three clusters, represented by its
center, and the procedure is repeated until the final tree has depth of four.
Image taken from [71].

the tree according to its nearest center at each level of the tree, until it stops
at a final leaf, respectively visual word. In that manner we can create visual
word histograms for trainings specimens as well as query ones and can then
compare those histograms using the χ2 statistic. We then define the score
as:

sj =
s̃j

maxj(s̃j)
(4.6)

with

s̃j = 1− χ2(h, hj)
maxj(χ2(h, hj))

(4.7)

where h is the visual word histogram of the query image and hj are the
histograms of the groundtruth images. In that way, again the groundtruth
image with the most similar histogram gets a score of one and all the other
images get a score according to their ratio to the best match. Due to the fact,
that not always the same amount of features are extracted, the histograms
are normalized to uniform length to make comparison reasonable.

However, using the tree in that manner, it only serves as an approximate
nearest neighbour search scheme for a visual vocabulary. In the original work
of Nister and Stewenius [71], they simultaneously use the vocabulary tree
for scoring by using inverted file lists at each node and leaf. Such a list holds
the indices of those training samples that have descriptors that belong to
the corresponding node or leaf. Basically, for each feature in a query image,
that passes certain nodes and reaches a specific leaf, points are distributed
to the training images, depending on how often their features pass the same
nodes and leaves. Using inverted file lists implements that kind of scoring
very efficient and fast.

For our purposes, we only distribute scores according to reached leaves
in the vocabulary tree. This is called flat scoring, contrary to scoring that
incorporates all nodes, which is called hierarchical scoring. Therefore, during
training phase, we assign each pair (i, j) of leaf index i and training image
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label j weights in the following manner. For each descriptor, that belongs
to j and arrives at leaf i we adapt the weight matrix W , which initially is a
null matrix, according to

W (i, j) = W (i, j) +
1
wj

(4.8)

where wj is the overall number of descriptors, that belong to j. This normal-
ization is important, because training images can hold different numbers of
features. On a side note, one can also see, that column j then represents the
visual word distribution of training image j, normalized according to the L1

norm. In a second step W is entropy weighted and the final scoring matrix
S is then given by

S(i, j) = W (i, j) log
(
N

ni

)
(4.9)

where ni is the total number of labels that reach leaf i at least once, and N
is the overall number of labels in the training dataset. In the same way the
scoring can be expanded to be based on all nodes and not just the leaves,
by doing the same procedure for each level of the vocabulary tree. However,
to benefit from hierarchical scoring, that incorporates the nodes, a more
subtle approach is needed and nodes have to be weighted differently than
leaves. Nister and Stewenius discuss and evaluate several voting strategies
based on leaves and nodes in [71]. They concluded, that weighing the nodes
becomes more important, when the needed visual vocabulary would grow too
large, in order to give the necessary distinctiveness. We tried using scoring
nodes too, in the same manner as leaves, but it did not have a recognizable
impact on our experiments. Most likely because of the rather small dataset
we use, where we have only one training sample per class and thus also a
different scheme for evaluation. Therefore we leave that kind of hierarchical
scoring open for future work, when datasets become large and bigger visual
vocabularies become necessary.

For a query image I the scoring is then done according to the matrix
S. Let L be the number of visual words and Di be the set of descriptors
retrieved from I that reach leaf i. The score of label j is then given by

sj =
s̃j

maxj(s̃j)
(4.10)

with

s̃j =
L∑

i=1

|Di|S(i, j). (4.11)

We again use the maximum norm to force the label with the highest score
to get one point and all the other labels a value according to their ratio
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Figure 4.8: Scoring block of an overall classification scheme. First, MSERs
are detected on the underside of the right hindwing and described (e.g. using
the SIFT descriptor). Then a vocabulary tree is used to provide scoring evi-
dence. Original images of the butterflies provided by the Museum of Natural
History Vienna.

to the best score. The resulting scores serve as voting evidence. Figure 4.8
illustrates the here described workflow, which serves as one block of the
overall framework as described in Figure 4.3. Note, that in the illustration
only the underside of the right hindwing has been used together with MSER
detection and the scoring matrix S. Based on other features and e.g. both
forewings we can also use another block, that uses the χ2 statistic along with
visual word histograms, to get different voting evidence.

We also like to point out the main differences between using the vocabu-
lary tree for scoring and the χ2 statistic on visual words histograms. Though
both are based on the occurrences of features, the former only rewards la-
bels, that have similar features as the query image. However it does not
explicitly punish those, that have features, that don’t occur in the query im-
age, though this circumstance is attenuated by the weighting procedure. On
the other hand, the χ2 statistic of two histograms is directly influenced by
discrepancy between occurrences, but the main drawback is that distances
to all the training histograms have to be calculated, which leads to higher
computational effort during runtime when the training dataset is very large.

4.3.4 Final Score

Once voting evidence has been collected by using different combinations of
color histograms, detectors, descriptors and/or by using different regions of
the spatial pyramid of upper- and underside of a specimen, an overall score
can be established. Let sj,k be the score of label j according to a scoring
scheme k, the final score is simply a weighted sum of the individual ones:
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sj =
∑

k

wksj,k. (4.12)

Weights wk are introduced to control the importance of a specific scheme,
e.g. to weigh results based on the hindwings more than those of forewings.
In the next section we will evaluate different score schematics on two dataset
of butterflies individually as well as in combination with each other.

4.4 Experimental Results

We tested our framework on two different datasets. The first dataset con-
sists of various species of Austrian butterflies, and during implementation
our framework was mainly tested on this dataset, as we believe that a frame-
work that correctly identifies a specimen of the Austrian fauna would be a
good illustration to show the benefits of an automated classification system
for butterflies. However, we also evaluated our framework on a dataset of
American butterflies of the family of Hesperiidae to see if it can be used on
a completely different set of butterflies also.

4.4.1 Austrian Butterflies

For the first experiments we used a training set of 134 species provided
from the Natural Museum of History in Vienna, originally produced for the
Austria Forum [62], where each species is represented by one image of the
upper and one image of the underside of a specimen in canonical pose. Thus
the training set consists of only one sample for each species. The Natural
Museum of History Vienna additionally provided us images of specimens,
for which a sample of the same species is given in the training set. This
set consists of 113 specimens of 17 different species from 3 (sub-)families
(Heliconiinae, Melitaeinae, Satyrinae). We already gave some examples in
Section 4.1.1 in Figure 4.2. We use that set as the test set for our experi-
ments. We like to note, that only one sample per species in the training set is
obviously not optimal to capture the variety of a species. Due to the current
lack of data, we could have only expanded the training set by moving test
samples to the training set. However, we choose not to, because we prefer a
larger test set, and we could have expanded the training set only for a few
classes, while others would still have been limited to only one sample. We
evaluate the discussed techniques by comparing recognition rates, represent-
ing how often the correct species is the one with the highest overall score,
and rates of how often the corrects species was among the Top X.

As the underside of the wing is more characteristic for most species, the
first experiments, that compare classifiers based on different detectors and
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descriptors, are based on images of the underside only. However, in the last
experiment we use the most promising techniques on both sides of the wings.

Comparing Image Representations

In the first experiment we compare classifiers that are based on visual vo-
cabularies using sift descriptors or local color histograms and classification
based on global color histogram intersection. Therefore we use only images
of the underside of the wings. We use the Harris Laplace detector for key-
point detection and spatial pyramids to incorporate spatial information. We
also compare scoring using the χ2 statistic of two visual word histograms
and flat scoring based on inverted file lists as given by Equation 4.10. For
the global and local RGB, Opponent (OPNT) and transformed color (TC)
histograms, we use 15 bins per channel and for the Hue histogram we use
36 bins for the Hue channel, with each pixel belonging to a certain bin is
additionally weighted by its saturation.

For building the vocabularies we use a tree depth of 4 levels, with 10
cluster centres at each level, which results in 10000 leaves/visual words. We
also tested a tree depth of 5, which resulted in better recognition rates,
when no spatial pyramid is used. However, using pyramids with a larger
vocabulary then did not improve recognition rates, which is the reason why
we recommend the smaller trees together with spatial pyramids.

We tested spatial pyramids at 3 levels. Level 0 corresponds to classifi-
cation based on the entire image only. Level 1 is based on the entire image
and on its subdivision into 2 × 2 rectangles. Level 2 further divides those
rectangles into 4 × 4 image regions. The classification for level 2 is then
e.g. given by the individual scores based on the entire image, the 2× 2 and
the 4 × 4 sub-rectangles. Those scores are simply summed up, without ad-
ditional weighting or normalisation. We also tried out to weigh each level
of the pyramid differently (e.g. 1/4, 1/4, 1/2 as in [46]), but generally best
results in automated tests have been achieved with no additional weight-
ing. However, when an entomologist has a feeling, that e.g. the forewings
of a specimen might not be very characteristic compared to the hindwings,
weighing the corresponding regions in the spatial pyramid representation
differently might further increase the chance of identifying the specimen
correctly. We also made use of spatial pyramids together with global color
histograms. Therefore a global color histogram is simply calculated for every
region in the spatial pyramid representation and histogram intersection is
done for each region independently, and individual scores are later summed
up to give the overall score.

The results of our experiments are shown in Table 4.1 and 4.2. We recog-
nize that color histograms, global as well as local ones, perform very poorly.
While it is understandable, that they do not achieve the high discrimina-
tive power of SIFT descriptors, it is surprising, that the results are not
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Global Histogram Intersection
pyramid levels 0 1 2
RGB Hist 02.65% 05.31% 05.31%
HUE Hist 03.54% 03.54% 07.08%
OPNT Hist 05.31% 06.19% 08.85%
TC Hist 09.73% 08.85% 10.62%

Table 4.1: Recognition rates according to how often a query image was as-
signed to the specimen of the same species in the training set using global
color histogram intersection and spatial pyramids up to level 2.

Figure 4.9: The undersides of two different specimens of the species Eurebia
ligea. The images illustrate the variability in terms of brightness and color
that can occur within a species. Images provided by the Museum of Natural
History Vienna.

better. There are various reasons, that could explain those results. First of
all, though the images in the training set have originally also been made
by the Natural Museum of History in Vienna, they could not guarantee the
same acquisition conditions for the later made images in the test set. Also,
there exists intraclass variability concerning colors (e.g. a female specimen
might be lighter than a male one) and the color of a specimen might addi-
tionally fade over time. See Figure 4.9 for illustration. As HUE histograms
and transformed color histograms have the most invariances to intensity and
color changes [94], this would also explain, why they perform slightly better.
The fact that only one training sample is available per species further affects
this circumstance.

We recognize a similar effect for SIFT descriptor variants. The variants,
that achieve best results (original SIFT, Opponent-SIFT, RGB-SIFT), are
those with most invariances to light intensity and/or color changes. The
greatest benefit in recognition rates either way results from incorporating
more levels of the spatial pyramid. We also see, that the χ2 statistic outper-
forms the flat scoring given by the vocabulary tree. This can be explained
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Local TF-IDF Flat Scoring χ2-Statistic
pyramid levels 0 1 2 0 1 2
RGB Hist 05.3% 07.1% 09.7% 04.4% 05.3% 07.1%
HUE Hist 10.6% 12.3% 17.7% 07.1% 10.6% 15.9%
OPNT Hist 05.3% 09.7% 10.6% 05.3% 07.1% 09.7%
TC Hist 10.6% 14.2% 17.7% 14.2% 18.6% 21.2%

SIFT 44.3% 69.1% 81.4% 58.4% 74.3% 79.7%
HUE-SIFT 16.8% 31.9% 39.8% 30.9% 35.4% 45.1%
HSV-SIFT 21.2% 41.6% 52.2% 20.4% 44.3% 53.9%
OPNT-SIFT 49.6% 58.4% 69.9% 53.9% 65.5% 73.5%
C-SIFT 36.3% 47.8% 65.5% 31.9% 45.1% 66.4%
RGB-SIFT 49.6% 69.1% 81.4% 61.9% 77.9% 79.7%

All SIFT 53.9% 69.1% 76.9% 62.8% 76.1% 79.7%

Table 4.2: Recognition rates, according to how often a query image was
assigned to the specimen of the same species in the training set based on
local features. In all cases the Harris Laplace detector was used for keypoint
extraction, as well as spatial pyramids up to level 2. Additionally TF-IDF
scoring and χ2 statistic based classification was compared. ’All SIFT’ cor-
responds to the sum of the individual scores given by each SIFT descriptor.

by the fact, that missing features are not explicitly punished by the second.
However, this advantage of the χ2 statistic vanishes, when more levels of the
spatial pyramid are used. Therefore we recommend TF-IDF scoring, which is
faster (though for the current small datasets time benefit was not a concern)
and gives similar results when used with spatial pyramid representation of
level 2.

In order to combine all SIFT variants we simply summed up the normal-
ized individual scores given by each descriptor. Again, this slightly improves
recognition rates, when no subdivision of the image is done and the benefit
vanishes in most cases when using spatial pyramids. Therefore SIFT or RGB-
SIFT alone already achieve best performances and other variants do not
give additional insight. We noticed that in case of no spatial pyramids being
used, every single SIFT descriptor was necessary to achieve an improvement.
Even by ignoring the poorly performing HUE-SIFT, the combination of all
the others would lead to a small drop from 53.9% to 51.5%. However, the
overall conclusion is, that using the right descriptor with spatial information
improves recognition rates more than using different descriptors together.

As it would already help an entomologist, if the list of candidate species
of a specimen is narrowed down to a reasonable size, we also tested how
often the correct species of a query sample is among the Top 10 in terms
of their score. Figure 4.10 gives an illustration in that regard. Therefore the
x-axis corresponds to the position in the candidate list, ranging from place
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(a) Results based on TF-IDF flat scoring.
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(b) Results based on the χ2 statistic.

Figure 4.10: Illustration of how often the correct training image was at a
certain rank or outside the Top 10 according to their score. Scoring was
done using spatial pyramid level 2.

1 to 10 and > 10 if the species was outside of the Top 10. The y-axis then
represents how often the correct species occupied a certain position in the
candidate list. Consequently good curves have high values at position 1 and
flatten as they approach > 10. Ideally the value at > 10 is 0%, in which
case the correct species was among the Top 10 for all test images. For the
illustration in Figure 4.10 we used spatial pyramid levels up to 2 and ignored
the lesser performing color histograms for clarity reasons. The results show,
that SIFT and RGB-SIFT were able to place the correct species in the Top
10 for all test images.

In the original work of Nister and Stewenius [71], they had four images
per class in the training set and evaluated how many of the correct class
were among the Top 4. We would have liked to rebuild that setup, but as
only one specimen per class is given in the training set, we choose the above
described additional evaluation variant.

Comparing Detectors

An essential part for describing a butterfly is to capture those patterns on
the wings, that are characteristic. Different keypoint detectors deliver dif-
ferent regions of interest, and the purpose of the following experiment was
to determine which detectors lead to the best recognition rates. Again this
is done on just the underside of the butterfly wing, as they deliver the most
characteristic features for our dataset, according to entomologists. The de-
tectors we use are dense sampling, MSER, Harris-Laplace, DoG and SFOP.
For description we use the RGB-SIFT method and otherwise the same setup
for pyramid representations and vocabulary building as in the experiment
concerning descriptors.

The results can be seen in Table 4.3. We make similar observations as for
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the first experiment. The usage of spatial pyramids is important to achieve
good results and combining the results given by each detector separately
improves recognition rate, when no spatial refinement is done. The bene-
fit however is recognisable greater than in case of combining different SIFT
descriptors. Different detectors deliver different regions of interest and there-
fore are more likely to complement each other. However this benefit again
vanishes, when using more levels of the spatial pyramid. We therefore be-
lieve that recognition rate of 81.4% given by the Harris-Laplace detector
together with the RGB-SIFT description, can only be improved by adding
more training images per class.

We make two additional observations concerning dense sampling and
MSERs. First, dense sampling doesn’t benefit from spatial pyramid repre-
sentations and is generally less qualified for our task. This illustrates the
importance of detecting characteristic regions on a butterfly wing, instead
of more or less randomly sampling them. Second, we notice a significant
drop of recognition rate, when MSERs are used together with spatial pyra-
mid level 2 and the χ2 statistic for classification. We believe this is related
to the fact, that MSERs detectors deliver a rather small amount of regions
of interest compared to most other detectors. Therefore it is more impor-
tant, that those regions lie in the correct subrectangle and it seems that a
subdivision into 4× 4 regions is too specific in this case and the χ2 statistic
additionally punishes then missing features in a rectangle. Figure 4.11 again
additionally illustrates how often the correct species was among the Top 10
matches.

RGB-SIFT TF-IDF Flat Scoring χ2-Statistic
pyramid levels 0 1 2 0 1 2
Dense 37.2% 36.3% 37.2% 29.2% 34.5% 35.4%
MSER 46.1% 56.6% 65.5% 55.7% 67.3% 25.7%
Harris-LP 49.6% 69.1% 81.4% 61.9% 75.2% 79.7%
DoG 52.2% 63.7% 76.9% 60.2% 68.1% 73.5%
SFOP 41.6% 68.1% 75.2% 50.4% 68.1% 68.1%
All 65.5% 69.1% 76.9% 69.1% 71.7% 73.5%

Table 4.3: Recognition rates according to how often a query image was as-
signed to the specimen of the same species in the training set based on local
features. In all cases the RGB-SIFT descriptor was used for descrription, ,
as well as spatial pyramids up to level 2. Additionally TF-IDF scoring and
χ2 statistic based classification was compared. ’All’ corresponds to the sum
of the individual scores given by each detector individually.
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Figure 4.11: Illustration of how often the correct training image was at a
certain rank or outside the Top 10 according to their score. Scoring was
done using spatial pyramid level 2 and RGB-SIFT was used for description.

Using Upper- and Underside

In most cases butterflies that have similar uppersides, differ on their under-
side, if they are not of the same species. On the other hand, if they are very
similar on the underside, they will also be very similar on the upperside.
However, as this observation is based on the human perception of butterfly
wings, we investigated, if this also holds true for our framework or if the
uppersides can complement the undersides.

We use TF-IDF scoring, spatial pyramids of level 2 and the RGB-SIFT
descriptor as this setup gave best results for undersides of butterfly wings.
However we tested three different detectors (Harris-Laplace, SFOP, MSER)
to see if uppersides of wings need different detectors to extract relevant re-
gions of interest. Additionally we summed up the scores of results based on
upper- and underside in such a setup to see if they complement each other.
The results can be seen in Table 4.4 and Figure 4.12. We notice a smaller
discrepancy regarding the results based on different detectors when used on
the uppersides and also a benefit when using all three detectors together.
We finally also get a small improvement by using upper- and underside,
instead of only one side, but as expected the underside turns out to hold
more characteristics and the gain from incorporating the upperside is rather
small. We also like to note a general observation, which holds true indepen-
dently of the used method or if classification is based on upper- or underside
of the wings: recognition rate for specimens of the subfamily of Satyrinae
(like the specimen in Figure 4.9) was smaller than recognition rates for the
other two families. This is due to the fact, that those butterflies have lit-
tle amount of pattern compared to other families. The experiments on the
second dataset therefore concerned themselves with more species with small
amount of wing-patterns.
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RGB-SIFT Under Upper Upper + Under
MSER 65.5% 59.3% 79.7%
Harris-LP 81.4% 59.3% 82.3%
SFOP 75.2% 60.2% 77.9%
All 75.2% 73.5% 83.2%

Table 4.4: Recognition rates according to how often a query image was as-
signed to the specimen of the same species in the training set based on local
features. Spatial pyramid representation of level 2 was used together with
RGB-SIFT descriptors and TF-IDF flat scoring. Classification based on all
three detectors combined (’All’ ) and classification based on both wing sides
were achieved by summing up the individual scores.
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Figure 4.12: Illustration of how often the correct training image was at a
certain rank or outside the Top 10 according to their score. Scoring was
done using spatial pyramid level 2 and TF-IDF flat scoring. RGB-SIFT was
used for description.

4.4.2 Hesperiidae of America

Though during our work we mainly experimented on Austrian butterflies,
we made an additional experiment with a complete different set of butter-
flies. This should be seen as a side project, as we did not specifically tune our
framework for this dataset, but were interested, if our framework might give
good results anyway. According to experts specimens of the family of Hes-
periidae are considered to be hard to identify their species. A lot of species
e.g. are simply brown or dark orange and hold just a few, small geometric
forms. Those species are then distinguished by the exact amount, position,
shape or orientation of those forms. See Figure 4.13 for some examples. The
Natural Museum of History in Vienna selected a variety of different species
from that family from the large collection of Butterflies of America [101].
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(a) Quas. fieldi (b) Quas. nayana (c) Thesp. dalman (d) Nyct. nyctelius

(e) Quas. fieldi (f) Quas. nayana (g) Thesp. dalman (h) Nyct. nyctelius

Figure 4.13: Four different specimens of American Hesperiidae. Top row
corresponds to their uppersides, while bottom row corresponds to their un-
dersides. Images taken from Butterflies of America [101].

Out of those, we then used those species for which more than three images
in canonical pose were available, to build a training and a test set. The
resulting training set consists of three images respectively for upper- and
underside per species and 48 different classes. We therefore chose the six
training images, such that the intra class variability is captured as good as
possible. The test set then contained the remaining images, resulting in one
to four test specimens per class and 103 specimens overall.

As we were able to obtain 3 training images this time, we again investi-
gated some color descriptors that didn’t perform as good as RGB-SIFT or
SIFT for the Austrian butterflies. Therefore we chose the Opponent-SIFT
variant as an additional color SIFT variant to RGB-SIFT and local trans-
formed color histograms for comparison. All our results were achieved by
using MSER, Harris-Laplace, DoG and SFOP detectors. We noticed that
using all four detectors together outperformed any variant using just a sub-
set. Again different detectors are combined by summing up their resulting
individual scores. For the scoring we use only flat TF-IDF scoring and spa-
tial pyramids of level 2 (1 × 1 − 2 × 2 − 4 × 4 rectangles). The recognition
rates can be seen in Table 4.5. Also Figure 4.14 shows how many training
images of the correct species were among the Top 3 matches on average.

We notice, that local transformed color histograms have significant better
recognition rates as for the first experiments and seem to benefit from the
fact, that more training images are available. This confirms our assumption,
that to make use of color, the variability of a species in that regard has to
be captured by various training images. We also see that Opponent-SIFT
outperforms RGB-SIFT for this dataset, which also indicates that we are
able to achieve higher discriminability when we use a descriptor with fewer
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Under Upper Upper + Under
TC Hist 66.9% 63.1% 79.6%
OPNT-SIFT 87.4% 77.7% 84.5%
RGB-SIFT 86.4% 73.8% 83.5%
All 91.3% 78.6% 89.3%

Table 4.5: Recognition rates according to how often a query image was as-
signed to the specimen of the same species in the training set based on local
features. Classification is done by TF-IDF flat scoring and by using spatial
pyramid representation of level 2. In all cases we use MSER, Harris Laplace,
DoG and SFOP detectors combined. We compare three different descrip-
tors and also combine their results by summing up the individual scores,
indicated by ’All’.

color change invariances, as long as the intra-class variability of color is
captured by the training images. We also get an improvement when using the
three mentioned descriptors together The final observation is, that results
based on the upper sides doesn’t necessarily improve the results that are
given by the underside alone. Again it seems, that using both sides only
improves recognition rates if there is room for improvement. Loosely spoken
if the underside already gives enough information, as it is the case for the
SIFT variants, using the upperside additionally likely results in a small drop
in recognition rate.

Considering the fact, that this group of butterflies is considered to be
hard to classify, the results look very promising. However, the dataset is still
very small and the overall number of different species of the family Hesperi-
idae goes beyond 4000. Thus it will be interesting to see, if recognition rates
can be remained, while the number of species in the dataset increases.

4.5 Conclusion

We presented a framework for butterfly identification based on the appear-
ance of their wings. Therefore we proposed to collect voting evidence in
terms of scores and to rank training specimens according to one or several
scores combined. We compared individual results based on a simple global
approach, as well as different visual vocabularies [86] based on various de-
tectors and descriptors. An essential part of our system is the use of spatial
pyramids [46] to incorporate spatial information, that is necessary to im-
prove recognition rates. We made several observations, that are summarized
in the following.

Unsurprisingly, any classification scheme based on local image features
outperformed classification based on global color histograms. Additionally,
even local color histograms performed poorly, especially compared to the in-
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Figure 4.14: Illustration of how many out of three correct training samples
were among the Top 3 on average. Additionally the colored parts indicate
the relative value of how often a correct training sample was at a certain
rank (blue = 1, red = 2, green = 3). TF-IDF was used together with spa-
tial pyramids of level 2. All results are based on four detectors (MSER,
Harris Laplace, DoG, SFOP) and separated by the used descriptor. ’All De-
scriptors’ represents the results based on the sum of the scores of the three
individual ones.

vestigated SIFT variants. The main reason therefore is the variability within
a class in terms of color compared with the current lack of trainings data.
This is confirmed by the tests on American Hesperiidae, where three train-
ing images per species were available, which resulted in higher recognition
rates for local transformed color histograms. Using the χ2 statistic to com-
pare visual word frequencies gives better recognition rates than flat TF-IDF
scoring, if few spatial pyramid levels are used. This is the case, because the
χ2 statistic punishes missing features.

However, this benefit vanishes, when the image is parted into 4× 4 rect-
angles, as local uncertainties then affect the χ2 statistic more because of the
same reason. Therefore, we propose flat TF-IDF scoring together with spa-
tial pyramid representations of level 2. When only one training image was
available SIFT and RGB-SIFT gave the best recognition rates, due to their
invariance to intensity changes. However, the second experiment indicated,
that when the training set becomes larger, other color SIFT variants or even
local color histograms might become interesting again. Harris Laplace, DoG
and SFOP detectors seem to be a better choice to extract characteristic wing
patterns than MSER detectors. Most likely this is the case, because those
detectors generally deliver more keypoints and loosely spoken, the more fea-
tures, the better the wing pattern can be described. However, results based
on uppersides showed smaller discrepancy in recognition rates and improve-
ment when detectors are combined with each other. This indicates that
different kind of wings respond differently to certain detectors and they can
complement each other. We therefore believe, that any identification system
based on butterfly wings should incorporate a variety of detectors.
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Collecting scoring evidence by using various detectors, descriptors and
images of both sides of the wings often improves recognitions rates, that are
achieved by only one individual classifier. However, if one method already
gives very good results, it becomes more likely that it is dragged down by
other results. Therefore, when in usage, we propose to use our framework
in the following way. First get results based on the best method (e.g. for
Austrian butterflies this would be Harris Laplace detector and RGB SIFT
description). If those results already make it possible for the user to identify
the specimen, the goal has been achieved. If not, he can collect scoring
evidence based on the next best method, and the scores are added to the
previous ones, and so on.

The above proposal is suitable for the current framework, where it is
easy to incorporate various classifiers and combine their results by a late
fusion process. Due to lack of trainings data, we were not able to make
use of well known learning algorithms. Those can be designed to make the
above mentioned stepwise procedure obsolete by learning which features
are characteristic for which species. We think, that once training databases
grow to a suitable size, this would greatly benefit our system. Especially
classification based on random forests [2] seem to be a natural choice, as
textual and pictorial keys, that are currently used by entomologists, are
themselves decision trees.

Another possible field of work, which we believe could be interesting for
the future, is the implementation of regions of interest detectors, that are
especially designed to extract typical wing patterns. In this thesis we used
well known detectors, but it would also be interesting to see, if more complex
wing structures could be captured by specialized detectors. We also like to
note how the current visual vocabulary trees could be optimized. As our
trainings data was rather small, we were able to design large enough visual
vocabularies to describe butterfly wings. However, the larger the training
database would become, the more it would benefit from larger vocabularies,
resulting in increasing runtime. The alternative is to incorporate the nodes
for scoring, as suggested in [71], instead of using simple flat scoring. Also it
would be interesting to incorporate a punishing term into scoring for missing
features, such that the score for training species, that have certain features,
that the query specimen has not, is additionally decreased. In any case,
the most important field of work for the future is to build a large training
database, that would allow us to become more reliable experimental results
as well as would make us able to make our system more robust.



Chapter 5

Remarks on Implementation

Implementation of both projects was done using Matlab. Because of the
explorative nature of this thesis Matlab seemed to be a good choice, as lots
of code already exists for Matlab, evaluation can be done very easily, and it
allowed us to simultaneously build a small GUI, for which evaluated methods
were incorporated with small effort necessary. As our datasets were rather
small, runtime was not an issue, and we evaluated our systems only in terms
of their recognition rates. We hereby like to note, that depending on the
project and the used algorithms, matching/classification needed between five
and 20 seconds on a Quad Core @2.87GHz with 8GB RAM using Windows
Vista. However, as soon as datasets will become larger, the framework should
be adapted to be stand alone.

We made use of publicly available code and binaries in addition to our
own code. For both projects the highly recommended VLFeat tools [99] of
Andrea Vedaldi were used. For the first project we additionally used imple-
mentations of TVSeg [93], Pacem [79], Shape Context [6] and Inner Distance
Shape Context [51] and eventually adapted them to our needs. For the sec-
ond project we additionally made use of the binaries of the color descriptor
tool [94] of Koen van de Sande and the SFOP Matlab implementation [28]
by Wolfgang Förstner.
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Chapter 6

Summary

The goal of the thesis at hand, was to investigate the possibility of imple-
menting a butterfly classification system, as well as providing a first version
of a framework, that does so. The framework was designed to show ento-
mologists the benefit of an (semi-)automated classification system, and how
it can be used to ease their work. Therefore the thesis was parted into two
smaller projects. The first one concerned itself with matching user marked
contours of butterfly genital organs by their shape, and the second project
concerned itself with classifying butterflies based on the appearance of their
wings. The main part of the work was explorative, while simultaneously
building a system, that can already be used by entomologists. We therefore
compared a variety of computer vision techniques and evaluated them on
butterfly datasets given by literature and the Natural Museum of History
Vienna. Results of both projects look promising and showed, that the task
at hand certainly seems to be manageable. However, there is a need for more
training and test data for both projects to continue work on that system.

We already proposed possible fields of future work for each project in
the respective chapter, but we would also like to note, that there is a variety
of other tasks that can be investigated together with the Natural Museum
of History in Vienna, as they own large collections of all kind of insects. Of
special interest would be e.g. the identification of flies based on head struc-
tures or the identification of beetles based on their surface. Once research
is done for a variety of different tasks, it will also become interesting if the
respective work can be assembled to implement one universal tool for insect
identification, similar to DAISY [73].
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