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PA Attacks on the MCcore iMDPL

After obtaining reference values by attacking the CMOS cores, we performed the
same attacks on the MCcore and AEScore implemented in iMDPL. Again, we
first performed a PA attack on a MOV operation within the MCcore iMDPL.
We performed 40000 measurements and analyzed the power traces using the
HW power model of the moved byte value. Figure 5.14 shows the result of the
attack: a correlation peak around the time marker 2 us can clearly be seen. The
maximum correlation value of 0.0407 corresponds to a number of required power
traces of approximately 17 000, which means that compared to CMOS we require
70 times more power traces to perform a successful PA attack on the iMDPL
core.
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Figure 5.13: Result of the PA attacks on the GRANDESCA AEScore CMOS, 50 000
traces, HD power model; left: correlation traces for key byte 2; right:
evolution of the maxima of the correlation traces over the number of
traces; the trace for the correct key hypothesis is plotted in black.

Figure 5.14: Result of the PA attacks on the GRANDESCA MCcore iMDPL: internal
MOV operation in the IRAM, 40000 traces, HW power model; left:
40 correlation traces, 39 traces represent randomly chosen byte values;
right: evolution of the maxima of the correlation traces over the number
of traces; the trace for the correct hypothesis is plotted in black.
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PA Attacks on the AEScore iMDPL

We further performed a PA attack on the AEScore iMDPL. Contrary to CMOS,
the power hypotheses are based on the HW of single bytes of the S-box output
due to the precharge phase in iMDPL. Hence, the space for each key guess was by
nature 28. Similar to AEScore CMOS, we defined a PA attack on the AEScore
to be successful it at least 9 of the 16 key bytes can be distinctly revealed
by the attack. Figure 5.15 (left) shows the correlation results of the attack
using 5100 000 measurements of key byte 15 in the AEScore iMDPL. Similar to
the attack on the MCcore iMDPL, we can identify a distinct correlation peak.
The obtained correlation value of 0.003 corresponds to 3 000000 required power
traces. In case of AEScore iMDPL we required approximately 120 times more
power traces to perform a successful PA attack compared to AEScore CMOS.
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Figure 5.15: Result of the PA attacks on the GRANDESCA AEScore iMDPL,
5100000 traces, HW power model; left: correlation traces for key byte
15; right: evolution of the maxima of the correlation traces over the
number of traces; the trace for the correct key hypothesis is plotted in
black.

5.5.2 Summary of the Performed PA Attacks

Our evaluations have shown that the iMDPL style is able to significantly in-
crease the PA resistance of a device. A comparison between MDPL and iMDPL
shows that the remarkable leakage in MDPL caused by early propagation is
considerably reduced in iMDPL. A comparison of the PA attack results on the
CMOS cores and the iMDPL cores leads to an increase of the PA resistance by a
factor of approximately 100 (70 to 120). Certainly, this factor depends on vari-
ous influences such as the structure of the implemented hardware module or the
amount of noise produced by adjacent modules. The PA resistance of iMDPL
is increased at the expense of area and speed: an iMDPL implementation takes
approximately 18 times the area of a corresponding implementation in CMOS
logic and the maximum clock frequency of an iMDPL implementation is about
a fifth compared to CMOS logic.



5.5. Ewval. of the iMDPL Style Impl. on the GRANDESCA Chip 73

Table 5.4: Summary of the results of the performed PA attacks on the GRANDESCA
chip. The evaluations are based on the correlation value p and the num-
ber of required power traces n to perform a successful attack; N/A means
that the corresponding attack was not applied; N/S means that the cor-
responding attack was not successful, i.e. possibly more power traces are
required to perform a successful attack.

Logic — CMOS iMDPL

Core | HW [ HD HW \ HD

MCeore MOV | #0334 N/S p ~ 0.0407 N/S

na230 | n>10000| na17000 | n > 40000
N/S p~0.0334 | p=~0.00305 N/S
AEScore

n>50000 | n 25100 | n~ 3000000 | n > 5100000

MCoore AES N/S p ~ 0.0331 N/S N/S
n>50000 | n~ 25600 | n> 6200000 | n > 6200000

The results of the implemented PA attacks on the GRANDESCA chip are sum-
marized in Table 5.4. Besides the previously discussed PA attacks on the internal
MOV operation in both MCcores and the attacks on both AEScores, we also per-
formed attacks on the AES coprocessor in both MCcores, attacks on the iMDPL
cores with deactivated PRNG, as well as attacks using different power models.

As mentioned in Section 5.4.1, we also implemented AES modules working
as coprocessors attached to the microcontroller modules in the MCcores. The
results of the PA attack on the AES coprocessor in the MCcore CMOS are
comparable to the results obtained from AEScore CMOS: all key bytes could
be revealed by the attack, approximately 25600 power traces are required to
distinctly reveal the ninth-highest correlation value among them. In contrast,
we were not able to distinctly reveal any key byte with an attack on the AES
coprocessor in the MCcore iMDPL using up to 6200000 power measurements.
We assume that the main reason for the failed attack is a high amount of noise
caused by the rather huge implementation of the 8051-compatible microcon-
troller in iMDPL. This assumption is supported by the fact that the attack on
the identically implemented AES module in the standalone AEScore iMDPL
was successful using approximately 3 000000 power traces. The only difference
between the two AES modules is the active 8051-compatible microcontroller in
the MCcore implemented in iMDPL which has a complexity of approximately
410kGEs. Contrary, the microcontroller implemented in CMOS logic is much
smaller (around 22kGEs) and thus produces a significantly lower amount of
noise.

As can be seen in Table 5.4, switching the power model for the attacks on the
AES modules did not lead to any convincing results. In case of the attacks on
the CMOS AES modules we were not able to reveal any of the key bytes by using
a HW power model. This is not surprising considering the power consumption
behavior of basic CMOS gates: signal changes consume significantly more power
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than signals keeping their state (cf. Section 2.1). The execution of a MOV
operation in a microcontroller usually requires several clock cycles but only in
one of the clock cycles the moved byte value propagates over the internal data
buses, which causes a data leakage. In the following clock cycle the byte value
is removed from the internal buses which causes a second data leakage. In case
of the microcontroller implemented in the MCcore CMOS the internal buses are
zero before and after the moved byte value is valid, which results in a leakage
depending on the HW of the moved byte value: HW (v) = HD(0,v). However,
this is not the case in the AES modules. In each clock cycle the internal buses
(mostly fed by registers) process different byte values as illustrated in Figure 5.9
on page 63. In most cases the internal buses do not switch back to zero between
the processing of consecutive data values, i.e. the number of changing bits when
switching from the actual data value A to the new value B determines the
required amount of power to set the internal bus to its new state. Hence, the
circuit leaks information about HD(A, B) = HW(A @ B).

This observations do not hold true in case of iMDPL circuits, as all internal
buses are precharged in every clock cycle, i.e. each bus switches back to zero
between processing two consecutive data values. Hence, the HD of two consecu-
tively processed byte values is not a suitable power model for attacks on iMDPL,
and thus, it is not surprising that the attacks using a HD-based power model for
attacking the AES modules implemented in iMDPL were not successful.

By means of power measurements we were able to discover the existence of
a leakage in the iMDPL style. On the basis of bare measurements we were not
able to retrieve any further information about the actual source of the leak-
age: are there flaws in the design of the evaluation-precharge detection units
attached to each MDPL gate? Does early propagation still occur in iMDPL
in a reduced form? Does the leakage originate from a completely different and
so far undiscovered phenomenon in digital circuits? In order to answer these
questions we performed a thorough investigation of the leakage in iMDPL which
was published in [MKEP]. The results of our investigations are presented in the
following section.

5.5.3 Exploring the Leakage of iMDPL

The PA attacks on the iMDPL cores on the GRANDESCA chip revealed that
there is still a leakage in the logic style that enables the execution of successful
PA attacks if a sufficiently large number of power measurements is performed.
We pinpointed the source of the leakage in iMDPL by utilizing low level infor-
mation obtained from simulations and the layout of the GRANDESCA chip. In
this section, we provide a thorough investigation of the leakage in iMDPL by
means of back-annotated logic simulations, PA attacks on toggle-count traces,
and detailed layout information. Due to the complexity and the long simula-
tion time of several encryption runs in an AES module of the GRANDESCA
chip, we decided to base our investigations on a MOV instruction in the MCcore
iMDPL. Each simulation run of an AES operation would require more than 100
clock cycles in the GRANDESCA design. According to the results of our PA at-
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tacks on the GRANDESCA chip we would require a significantly larger number
of toggle-count traces in order to obtain reasonable attack results on an AES
module compared to the MOV operation in the MCcore. In contrast, one MOV
operation requires only 3 clock cycles in the microcontroller which allowed us to
perform a sufficient amount of simulations to carry out reasonable investigations.

Isolation of the Leakage in the Time Domain

In a first step we isolated the leakage in the time domain. Based on attacks
on measured power traces we identified the clock cycles where the leakage dur-
ing the execution of a MOV operation in the MCcore iMDPL occurs. As our
power measurements with the BAT41 Schottky diode were slightly blurred over
time, we also performed EM measurements of the GRANDESCA chip. EM
measurements are able to reduce the switching noise, which increases the SNR.
Furthermore, EM measurements result in a better resolution over time, as sig-
nificant inductive and capacitive influences are mostly canceled out.

Figure 5.16 (left) presents the results of the attacks on 30 000 measured power
and EM traces. The correlation result obtained from the power traces (plotted in
gray) shows a significant blurring over time, whereas the EM correlation (plotted
in black) shows two distinct correlation peaks in the sixth clock cycle after the
trigger signal trg goes HIGH, one peak in the evaluation and one smaller peak
in the precharge phase. Figure 5.16 (right) shows the correlation result obtained
from 256 toggle-count traces. The correlation trace matches the result obtained
from EM measurements very well: we can also see two distinct correlation peaks
in the evaluation and in the precharge phase in the sixth clock cycle.
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Figure 5.16: Results of PA/EMA attacks on the MCcore iMDPL, MOV operation;
left: 30,000 measured power/EM samples, correlation trace obtained
from power measurement is plotted in gray, correlation trace obtained
from EM measurement is plotted in black; right: 256 simulation runs,
correlation trace obtained from toggle count traces is plotted in black;
the clock and trigger signals are indicated on top of both figures in gray.
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Isolation of the Leaking Submodules

In a second step, we started to investigate the simulation results in more detail
in order to isolate the leaking submodules. Our VCD analyzing technique (cf.
Section 4.2.2) allowed us to focus our evaluations on specific modules within
the whole GRANDESCA design. In order to rule out the existence of a general
flaw in our hardware design, we analyzed all signals within the GRANDESCA
chip excluding the suspected MCcore iMDPL. The correlation results did not
show any sign of a data dependency in the toggle-count traces, i.e. the leakage
solely originates from one or more modules within the MCcore iMDPL. With
further evaluations on different parts in the MCcore iMDPL design we were
able to narrow down the number of suspicious modules to 3: (1) the memory
module containing an address decoder and the registers, (2) the arithmetic logic
unit (ALU) of the microcontroller, and (3) the memory controller containing
the main data multiplexer (MUX). We also tracked the data flow during the
execution of a MOV operation within the MCcore: the byte value is read from
the source register in the RAM module and is fed to the main data MUX in the
memory control unit and to a MUX in the ALU. The data is not further processed
after the MUX in the ALU, but multiplexing the data in a combinational circuit
already causes a distinct leakage as our evaluations showed. The data MUX in
the memory control unit is significantly larger as it controls all read and write
operations from and to different registers and memories. After passing this huge
MUX the data byte leaves the memory control unit and is fed back into the
RAM module where the data byte has to pass a last address MUX before it
reaches its destination register. In our following investigations we focused on
the major leakage caused by the main data MUX in the memory control unit.

Pinpointing the Leakage in iMDPL

In a third step we thoroughly investigated the data signals propagating through
the main memory MUX by comparing different simulations with different mask
values where different byte values were processed. First, we focused on two
simulations with mask m = 0 and investigated the data bus between the memory
control unit and the RAM module. The data bus showed a data dependent
timing in the output signals do<0..7> coming from the memory control unit. We
picked one of the data bits for a detailed investigation. The data signal do<6>
consists of two complementary wires do,,<6> and do,,<6>. In one simulation
we moved byte value Ox F'F in the other one the inverted byte value 0200, in both
cases mask m = 0. In the first case do,,,<6> goes HIGH in the evaluation phase
and in the second case do,,<6> goes HIGH in the evaluation phase. Between the
two cases we discovered a timing difference of 0.267 ns, i.e. do,, <6> goes earlier to
HIGH than do,,,<6>. The two complementary wires originate from buffers and
each one is routed to approximately 9 widely distributed combinational iMDPL
cells. Figure 5.17 depicts the routing of the wires do,,<6> (red) and do,,<6>
(blue). The sources of both wires (outputs of the buffers) are located bottom
left, marked with O, each destination gate is marked with X. The dimensions of
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the depicted area on the chip die is approximately 1 x 2mm, which represents
quite long distances for these two wires. The fact that iMDPL does not demand
balanced routing results in significant differences in the length and the electrical
characteristics of complementary wires. Such differences cause a data dependent
signal timing, which results in a data dependent switching behavior of following
combinational cells and thus causes a leakage in the iMDPL circuit. We further

[pm]

[um]

Figure 5.17: Routing of two complementary wires do,,<6> (red) and do,<6> (blue)
in the GRANDESCA MCcore iMDPL. Both wires originate from buffers
located bottom left, marked with an O; the signal destinations at logic
gates are marked with an X.

added the simulations with mask m = 1 to our comparison and extended our
evaluation to all 8 data bits. It turned out that each complementary wire pair
shows slight data dependent differences in the signal timing. In case of MDPL the
early propagation effect was very similar for each wire, i.e. the signal delays were
approximately the same for a whole data bus. However, in case of iMDPL each
wire pair shows a different timing behavior, depending on the specific routing
properties of each single wire. For each wire pair do,,<0..7> and do,,<0..7> the
delay time t40m —t75,, can be positive, negative, or even very close to zero when
the data value changes. The data signals also show a severe timing dependency
on the mask value. The signal delays of the 8-bit output signal of the memory
multiplexer in the MCcore iMDPL are shown in Table 5.5. The table shows the
relative delays of the data bus do,,,<0..7> / do,,<0..7> as well as the select signal
sely, / sely, of the MUX in all combinations of do = 0xFF, do = 0200, m = 0,
and m = 1. Note that the value of sel was constantly 1 as we always performed
a MOV operation. The delay values in the table show that a change of the data
value do has an inconsistent effect on the single data bits: some of the data bits
almost show no delay at all (e.g. do<5>) and some show a significant positive
or negative delay (e.g. do<4>, do<6>). The results also show the following: the
select signal sel of the MUX is not affected by changes in the data value do, but
there is a massive dependency on the mask value m. A mask value of m = 1
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causes sel,, to switch to HIGH 2.417 ns earlier than sel,, in case m = 0, which
consequently affects the delays of the data signals do.

Table 5.5: Relative signal delays of the data bits do<0..7> the the select signal sel of
the main memory MUX in the GRANDESCA MCcore iMDPL depending
on the mask value data value do and the mask m.

m =20 m=20 m=1 m=1
do = 0xFF | do = 0x00 | do = 0xFF | do = 0x00
(reference)

do<0> Ons —0.061ns | —1.833ns | —1.901ns
do<1> Ons —0.229ns | —2.406ns | —2.506ns
do<2> 0ns —0.232ns | —1.553ns | —1.555ns
do<3> Ons +0.215ns | —1.908ns | —2.269ns
do<4> Ons 4+0.379ns | —1.550ns | —2.012ns
do<b> Ons 4+0.004ns | —1.406ns | —1.489ns
do<6> Ons —0.267ns | —1.257ns | —0.961 ns
do<T7> 0ns 4+0.234ns | —1.221ns | —1.441ns

sely, =1 sely, =0

sely, =0 sely, =1

sel 0ns —2.417ns

Mask-Dependent Switching of iMDPL Cells

Based on our simulation we were able to track down the reason for the depen-
dency of the signal timings on the mask value. It turned out that significant
timing differences between the two mask trees m and ™ occur in the circuit.
Figure 5.18 depicts the timing conditions of the masked signals processed by the
data MUX: input bus di,,<0..7> / di,,<0..7>, select signal sel,,, / sel,,, and out-
put bus do,,,<0..7> / d0,,<0..7>. A MUX in an iMDPL circuit mainly consists
of iMDPL NAND cells, i.e. the combinational circuit realizing the MUX starts
evaluating with the last signal reaching its differential state. Our simulations
showed that the input data di,,<0..7> / di,,<0..7> originating from a register
in the RAM module arrives at the MUX shortly after the falling clock edge %,
i.e. the beginning of the evaluation phase. In contrast, the select signal sel,, /
sel,y, arrives considerably later at the MUX and shows a timing dependency on
the mask value. As the select signal arrives later than the input data, the MUX
starts evaluating depending on arrival of the select signal, and hence, the MUX
passes the mask dependency on to the output data do,,<0..7> / do,,<0..7>. We
were also able to track down the source of the mask dependent timing behavior
of the MUX select signal. The select signal itself originates from another MUX
processing the actual command of the microcontroller. The command signal
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Figure 5.18: Timing relations of the data signals on a symbolic iMDPL multiplexer

cmd originating from a register in the memory control unit propagates through
a combinational circuit, of course, together with the masks m and m. The signal
cmd arrives shortly after the falling clock edge ty at the combinational circuit,
but the masks only arrive some time after ¢ty due to the fact that the mask unit
in an iMDPL circuit provides new masks m/m with the falling clock edge and
the mask signals first need to propagate through the considerably large mask
trees. More important, the complementary mask signals show a significant tim-
ing difference as iMDPL does not dictate special constraints for synchronizing
the mask trees, which causes significant differences in the electrical characteris-
tics of the two signal distribution networks. These differences result in a data
dependent arrival time of the mask values at the combinational circuit process-
ing cmd: tp2 in case m = 0 and t¢,,; in case m = 1, i.e. the combinational
circuit passes the mask dependency on to the select signal. It is also proba-
ble that the different electrical characteristics of the two mask trees results in
mask-dependent differences in the power consumption of an iMDPL circuit.

Another important fact we discovered in the simulation results is the follow-
ing: in the precharge phase the investigated iMDPL cells related to the MUX
show a mask-dependent precharge timing. The data signals show a relatively
high logic depth compared to the mask signals: we discovered that the mask
values arriving at the iMDPL cells have a logic depth of approximately 8, i.e.
the mask values propagate through 8 cells (mostly buffers) before they arrive at
the iMDPL cells. The data signals di,,,<0..7> / di,,<0..7> however propagate
through more than 24 iMDPL cells, which in turn have a minimum logic depth
of 4 (not counting more complex gates like XOR/XNOR). This results in a total
logic depth of more than 96, and hence, the mask signal is the first signal that
arrives at the iMDPL cells in the MUX. In the precharge phase, this results in
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a mask dependent precharge timing of many iMDPL cells. On the one hand,
this explains why there is almost no leakage in the precharge phase: the data-
dependent evaluation of iMDPL cells does not occur to the same extent because
most of the iMDPL cells are precharged with the mask signal. Furthermore, the
precharging of a major part of the iMDPL circuit with the mask signal happens
within a very short period of time, which causes huge amounts of switching noise
that disguises the switching activities of the internal data buses. On the other
hand, due to the fact that the mask signals m /M arrive at slightly different times
at the iIMDPL cells (similar to the evaluation phase), a large part of an iMDPL
circuit gets precharged at mask-dependent moments in time. This may result in
detectable mask dependencies in the power consumption.

Our investigations have shown that the data dependent timing differences be-
tween single bits of a data bus are inconsistent and deviate case-by-case: some
complementary wires show significant timing differences but some wires show
almost no data dependent behavior at all. This is the reason why the leak-
age in an iMDPL circuit in a typical case is smaller compared to MDPL: the
early propagation effect that occurred in MDPL caused higher timing differences
(approximately 1ns) and, more important, the differences were consistent for a
whole data bus.

5.5.4 Detectability of the Mask Value in iMDPL

The exploration of the leakage in iMDPL in the previous section has shown that
the mask value has a significant influence on the overall timing of the iMDPL
circuit: the data signals propagating through the memory multiplexer show a
clear dependency on the mask: a mask value of m = 0 introduces a signal delay
of approximately 2ns compared to m = 1. Such an influence on the switching
behavior of an internal signal bus suggests that also the instantaneous power
consumption of an iMDPL circuit shows a dependency on the actual mask value.
By means of extracting information about the mask value from power traces an
attacker could weaken or even completely disable the effect of masking in an
iMDPL circuit. Tiri and Schaumont have addressed this special vulnerability of
masked logic styles [T'S07, ST07]. In [TS07] the authors evaluated the random
switching logic (RSL) style, a masking logic style that randomizes the data
processed within a device. Based on a test circuit consisting of an AES S-box
and an XOR operation the RSL style was analyzed. The results revealed that the
toggle counts in each cycle are related to the mask value. In [ST07] the authors
extended their investigations and evaluated toggle count traces from an MDPL
test circuit. Their results based on the probability density function (PDF) and
showed that the toggle counts have a significant relation to the mask value in the
simulated MDPL circuit. Mulder et al. also performed experiments based on the
PDF on an MDPL prototype chip [MGPV09]. They generated PDF histograms
from real measurements of an MDPL circuit supplied with a random mask bit the
authors separated the power traces into subsets. Correlation-based PA attacks
on these subsets showed that the effect of masking can be significantly reduced.
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Gathering Mask Information in iMDPL

The GRANDESCA chip provides the feature to observe the mask bit during
operation (cf. Section 5.4.1). Furthermore, the 8051-compatible microcontroller
in combination with our PRNG functions allows a cycle accurate control of the
mask bit in the iMDPL circuit. This way we were able to perform a thorough
investigation of the masking technique in iMDPL based on real measurements
and to verify our findings by the comprehensive knowledge of the actual mask
value active in the circuit.

Although we took additional measures to minimize the effect of the activated
mask observation feature, we exercised caution during our experiments and per-
formed the collection of mask data and the actual power measurements in two
separated steps. First, we executed MOV operations in the MCcore iMDPL
with randomly chosen byte values and measured the instantaneous power con-
sumption as well as the mask output. In a second step we performed MOV
operations with exactly the same byte values but with a deactivated mask ob-
server. With this approach we obtained unaffected power traces besides having
total knowledge about the active mask values in the iMDPL circuit from the
first measurement we performed.

In order to demonstrate the effect of the mask observer on the power con-
sumption, in a first experiment we compared the power traces obtained from
the GRANDESCA chip in two cases: (1) activated mask observer and (2) de-
activated mask observer. We extracted the information about the mask value
directly from the observed data and compared the power traces. In order to
improve the visibility of the differences we reduced the noise in the traces by av-
eraging 100 traces for the two cases (activated and deactivated mask observer),
in each of the cases we averaged m = 0 and m = 1 traces. Figure 5.19 (left)
shows a small section of the power traces recorded with deactivated mask ob-
server, the two traces corresponding to m = 0 (gray) and m = 1 (black) can
barely be distinguished. On the other hand, Figure 5.19 (right) shows the same
section of power traces recorded with activated mask observer. In this case the
power traces show significant differences depending on the mask value m.
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Figure 5.19: Comparison of averaged traces, each generated from 100 power traces;
left: deactivated mask observer; right: activated mask observer; the
power traces in case mask m = 0 are plotted in gray, traces for m = 1
are plotted in black.
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Based on these findings we completely discarded the power measurements re-
corded during the mask observer was active. Analyzing these traces would def-
initely have resulted in severely falsified results of our following experiments.
These results indicated that the usage of the mask reader module would also
most probably have significant influences on the power measurements, and hence,
we did not perform any experiments with the module.

Extracting Mask Information Directly from Power Traces

In the following experiment we tried to verify that the single mask bit in an
iMDPL circuit has a traceable effect on the power consumption of our chip as
stated in [TS07, ST07, MGPV09]. It is assumed that the power consumption
depends on the mask value to a certain degree: a mask value of m = 0 causes a
power consumption 7y, a mask value of m = 1 causes a power consumption §, and
it is further assumed that v # §. Based on this assumption we tried to extract
information about the mask value directly from the measured power traces. In
order to verify the success rate of the information extraction we compared the
extracted mask values to the actually observed mask values obtained from the
mask observer measurement. We published practical results dealing with this
topic in [KP09]. During the work for this thesis we revised our techniques and
evaluations of extracting information about the mask value directly from power
traces. The results of our work are presented in the following.

The first step for extracting mask information was to profile the power con-
sumption in the time range where the correlation peak occurred. We performed
the profiling by generating histograms of several different sections in the traces
averaged over many different window lengths, i.e. for each recorded trace we
calculated the mean value of several sequential data points over the measure-
ment time. Several window lengths resulted in promising histograms, in the end
we chose a window length of 1.6 ns and averaged the data points starting from
2.86 s, as depicted in Figure 5.20. The result of the profiling based on 40 000
averaged power traces is shown in Figure 5.21.

In a next step we separated the 40000 traces based on the averaged values
in the histogram into two groups: traces having an average value v <= 0.0457
and traces having an average value v > 0.0457. We then assumed that these two
groups are related to the actual mask value that was active in the iMDPL circuit.
We then checked the accordance of the two groups with the mask information
obtained from the mask observer and obtained astonishing results: 39073 out
of 40 000 traces matched, i.e. the extraction of mask information on the MCcore
iMDPL has a success rate of > 97%. It also turned out that an average value
v <= 0.0457 corresponds to a mask value m = 1 and v > 0.0457 corresponds to
m = 0.

This experiment shows that the mask value in an iMDPL circuit can be
revealed by analyzing averaged power traces. Hence, the effect of masking can
almost be completely neutralized, or we can at least introduce a significant mask
bias by separating the traces. We further examined the impact of a bias in the
mask value by performing PA attacks on defined subsets of the power traces.
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Figure 5.20: 100 power traces of the MOV operation in the MCcore iMDPL, the
zoomed area depicts the averaged part of the traces to generate the
histogram shown in Figure 5.21.
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Figure 5.21: Histogram of 40000 averaged power traces using a window length of
1.6ns, starting at 2.86 us as shown in Figure 5.20.
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Exploiting Mask Information to Improve PA Attacks

In a first step we showed that the knowledge of the mask value can be used to
improve an attack on an iMDPL implementation. In one case we used a standard
set of 10 000 mixed traces, in the other case we selected a subset of power traces
for the attack according to a mask value m = 0 in the clock cycle where the
correlation peak occurs. Figure 5.22 (left) shows the result of a correlation
attack on the standard set of 10000 mixed traces. The correlation value is
0.0386, which corresponds to 19000 required power traces, i.e. the attack was
not successful. We can see that the correct hypothesis cannot be distinguished
from the incorrect ones. Figure 5.22 (right) shows the result on a subset of traces
where m = 0: the correlation peak of 0.0624 is significantly higher, resulting in
7200 required traces. As we can see, in this case the correct hypothesis is clearly
distinguishable, the attack was successful.

o 0.05) . . 005 ,,
S 8
= =
2 0 £
[} @]
@] @)
-0.05 - ‘ -0.05 '
0 2 4 0 2 4

Time [pus] Time [us]

Figure 5.22: Result of the PA attacks on the GRANDESCA MCcore iMDPL: internal
MOV operation in the IRAM, 10000 traces, HW power model; left:
standard set of traces with mixed mask value; right: subset of traces
with mask m = 0; 40 correlation traces, 39 traces represent randomly
chosen byte values; the trace for the correct hypothesis is plotted in
black.

We performed further PA attacks on various subsets of power traces having a
different mask bias. Figure 5.22 (left) corresponds to a mask bias of 0.5, i.e.
50% of the mask values in the traces were 0 and the other 50% were 1. For
example: Figure 5.22 (right) corresponds to a mask bias of 1: 100% of the mask
values were 0. We performed the attacks using a constant amount of 10000
power traces, manually introducing different mask biases of 0.7, 0.8, 0.9, and
0.97. The results of our attacks based on the obtained correlation values are
summarized in Table 5.6. A mask bias of > 0.7 already significantly reduces
the required power traces to perform a successful attack. Approximately 7 600
traces were required in case the mask bias is 0.97, which represents our mask
extraction success rate of 97%. Hence, a measurement of 15200 traces and the
separation of the traces in two subsets according to the generated histograms
results in a subset containing 7370 traces where m = 0 and 230 traces where
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m = 1. Based on this subset we can perform a successful PA attack as our
results showed. A comparison to an attack based on non-preprocessed traces
which required approximately 19 000 traces, the 15200 required traces represent
a reduction in measurement effort of 20%.

Table 5.6: Results of PA attacks on the internal MOV operation in the MCcore
iMDPL with different mask biases: 10000 traces in each case; traces with
mask m = 0 represent the majority in case of mask bias > 0.50.

mask bias | 0.50 | 070 | 080 | 0.90 | 097 | 10

Pck,ct 0.0386 | 0.0502 | 0.0497 | 0.0565 | 0.0602 | 0.0624
Nymin 19000 | 11100 | 11300 | 8800 7600 7200

This experiment has shown that the filtering of power traces based on the gen-
eration of histograms may introduce a significant mask bias in an iMDPL im-
plementation. The generation and the evaluation of countless histograms was
quite an expensive task, compared to the only slight reduction of required power
traces. However, the results clearly show that the unbalanced mask trees rep-
resent a major source of the leakage in iMDPL and that the mask values in an
iMDPL circuit can be extracted directly from the measured power traces with
a rather high confidence of 97%.

Conclusions

Starting from evaluations of the original MDPL style we presented an improved
version called iMDPL that significantly reduced the effect of early propagation.
The number of required power traces to perform a successful PA attack is a
good measure to determine the effectiveness of a logic style. As a reference we
used an unprotected microcontroller implementation in CMOS logic, where we
required approximately 230 traces. The same microcontroller implementation
in the original MDPL style increased the number of required traces only to 700
(factor 2-3), due to the occurrence of early propagation in the logic style. The
evaluation of our proposed iMDPL style showed that the effect of early propa-
gation could be significantly reduced, resulting in a number of required power
traces of approximately 17000 (factor > 70 compared to CMOS, 25 compared to
MDPL). Certainly, the increase in security against PA attacks comes at a price:
a significant increase in area requirement (MDPL 5x, iMDPL 20x compared to
CMOS) and a reduced maximum clock frequency.

Our detailed evaluations of the iMDPL style revealed that imbalances be-
tween complementary wires are the source of the leakage in iMDPL. Also the
mask signal trees show significant differences in the electrical characteristics,
which results in the detectability of the mask value directly from the measured
power traces. The results presented in this chapter also showed that a combi-
nation of different evaluation techniques is a very powerful tool to completely
reveal weaknesses in a PA-resistant logic style.






Integration of PA-Resistant Logic Styles
in an Embedded Processor

In case of the GRANDESCA chip presented in the previous chapter we imple-
mented a whole microcontroller and an AES module in a secure logic style. The
main drawbacks of this approach are a significant increase of the required area
and a lack of flexibility. In this chapter we present a different approach: a com-
bination of cryptographic instruction-set extensions (ISEs), a secure logic style,
and an architectural masking technique. This approach provides a certain level
of resistance against PA attacks for modern processor platforms and limits the
area overhead by implementing only a small part of the processor in a costly se-
cure logic style. Furthermore, this approach provides a high degree of flexibility
when implementing a cryptographic algorithm due to the employment of ISEs.

In this chapter, we first give an introduction to ISEs and point out the
advantages compared to both pure hardware approaches and pure software ap-
proaches. Then, we present the secure-zone approach, where all critical opera-
tions are executed within a single module in a processor. The so-called secure
zone is implemented in a secure logic style and all data outside of the secure
zone is strictly masked.

Subsequently, we present the implementation of the secure-zone approach
in a 32-bit SPARC V8 Leon3 processor which was a joint work together with
Stefan Tillich and Alexander Szekely and which was published in [TKS10] and
in [TKS11]. We present our prototype chip which was designed in the course of
the POWER-TRUST [POW10] project. The chip contains three secure zones
implemented in different logic styles. We discuss the architecture of the chip and
the implemented AES ISEs and present the implemented logic styles (CMOS
logic, IMDPL, and DWDDL) in the secure zones. In doing so, we first introduce
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the original WDDL style and justify our decision for implementing an advanced
version of WDDL, called double WDDL (DWDDL), on the POWER-TRUST
chip. Further, we provide details for implementing the DWDDL style on an ASIC
and present the results of the fabricated chip. It turns out that the secure-zone
approach is able to significantly reduce the overall area overhead compared to a
pure hardware implementation realized in a secure logic style.

We further present a security evaluation of different AES implementations on
the POWER-TRUST chip by comparing different AES implementations: (1) a
pure software AES implementation, (2) an implementation based on basic AES
ISEs (without a secure logic style and architectural masking), and (3) an AES
implementation in each of the three secure zones. The results show that the
secure-zone approach significantly increases the resistance against PA attacks
even if the secure zone itself is implemented in plain CMOS logic. Further, it
turns out that this approach reduces the area overhead caused by a secure logic
style.

In the last part of this chapter we elaborate on the results obtained from the
executed PA attacks on the different AES implementations. As the evaluation of
the POWER-TRUST chip is ongoing research, we also discuss remaining open
questions and planned future work.

6.1 Instruction-Set Extensions

Contrary to a pure AES hardware module working as a coprocessor attached to
a microcontroller, a cryptographic algorithm can also be implemented purely in
software and executed on a processor. The main advantage of a software imple-
mentation is flexibility: once the design of an AES hardware module is fixed and
the module is fabricated in real silicon, there is no chance to execute any new op-
eration or to change anything in the sequence of the performed operations. The
hardwired combinational blocks implementing core operations of the algorithm
(e.g. an S-box or a MixColumns transformation) and the fixed state machine do
not allow any variations. Hence, in case of a hardware module it is impossible
to extend the functionality of the module afterwards, e.g. add support of differ-
ent key sizes or a new mode of operation [TGO06]. In contrast, a pure software
implementation can easily be adapted in order to fulfill changed or additionally
introduced requirements, it is only a matter of adding some additional lines of
code.

The code size, the amount of memory required, and the associated compu-
tation time represent major disadvantages of a pure software implementation,
especially when destined for constrained devices like cell phones or sensor nodes.
Limited computational power may further increase the computation time of a
cryptographic algorithm implemented in software, which results in a significantly
decreased total operating time due to a limited amount of energy. In a worst
case, memory limitations may even completely inhibit the computation of more
complex operations. Actually, there were proposed quite fast software AES en-
cryptions based on high-end NVIDIA GTX 295 architectures achieving up to
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30 Gbps [OBSC10], which is very fast but also tremendously far away from the
computational power of embedded processors. However, a software implemen-
tation running on a processor can never outrun a matching pure hardware im-
plementation: in [HV04] an AES processor capable of up to 70 Gbps throughput
was presented. Note the significant difference in the process technologies: the
AES processor is only based on 180 nm whereas the GTX 295 is based on a 55 nm
CMOS technology, i.e. implementing the AES hardware module from [HV04] in
a 55 nm technology would result in a further significant increase in throughput.

Hence, a hardware module seems more appropriate for adding cryptographic
functionality to an embedded system. The lack of flexibility could be com-
pensated by implementing a cryptographic hardware module capable of many
additional kinds of features like different key sizes. Unfortunately, this would
significantly increase the required chip area and the associated production costs,
which is intolerable in case of systems produced in extremely high volumes.

The implementation of ISEs combines the advantages of both pure hardware
and pure software approaches. On the one hand, individual core operations of
a cryptographic algorithm can efficiently be implemented in terms of area or
speed. Different implementations of each operation favoring either high speed
or low area can be implemented, thus leaving space for adaption to the respec-
tive overall requirements of the system. On the other hand, the flexibility of
a software approach persists as the custom instructions utilizing the operations
implemented in hardware can be executed in an arbitrary order. The program
flow can easily be adapted, and the elimination of implementing complex core
operations in software significantly reduces the code size.

With regard to implementing hardware countermeasures like PA-resistant
logic styles, the only option to protect a pure software implementation is to
implement the whole processor in a secure logic style, similar to the imple-
mentation presented in the previous chapter where we implemented the whole
8051-compatible microcontroller in the iMDPL style. In case of rather complex
processors this approach would result in tremendous area requirements due to
the increased area demands of most secure logic styles. The usage of ISEs en-
ables us to implement only small parts of the processor, namely the hardware
modules implementing the core operations of a cryptographic algorithm, in a
costly secure logic style. During the last years, Tillich and Grofischddl were
working on several proposals of optimized AES ISEs, also with regards to PA
attacks. In the next section we present a combined approach for implementing
AES ISEs protected by a secure logic style.

6.2 The Secure-Zone Approach

The secure-zone approach was first introduced by Tillich and Grofischadl [TGOT].
Detailed work on the implementation of the secure-zone approach in a 32-bit
SPARC V8 Leon3 processor was published by Tillich et al. in [TKS10]. In the
following we introduce the implementation of this approach in combination with
secure logic styles.
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A secure-zone module is integrated into a processor as conventional functional
unit (FU), which enables the execution of additional cryptographic instructions.
Cryptographic operations actually transforming critical data (i.e. data that is
related to a secret key) is confined to the secure zone, outside of the secure
zone the data is just forwarded and stored. In order to ensure a certain level of
resistance against PA attacks, the secure zone itself needs to be implemented in a
secure logic style. All critical data values outside of the secure zone are protected
by architectural masking. The architecture of the secure zone is depicted in
Figure 6.1: the secure zone receives the masked operands opl,, /op2,, and their
register addresses addrop1/addrops. Based on the register addresses the mask
unit identifies the corresponding masks mgp1/mop2 in the mask storage and
removes the mask from the operands by an XOR operation. All operations in
the FU are performed on the unmasked operands opl/op2, which yield the result
res. The mask generator generates a new mask for the result m,..s, the mask
unit stores information about the mask using the register address of the result
addr,.s, and the masked result res,, leaves the secure zone.

The overall security of the secure-zone approach is primarily based on the
PA resistance of the secure logic style. First, each operation on the unmasked
values within the secure zone is protected by the secure logic style in order to
impede or even completely prevent PA attacks. Second, the handling and the
storage of the masks is also protected by the secure logic style. Third, each
particular architectural mask is only used once, which protects the masks from
being attacked outside of the secure zone by higher-order PA attacks. The main
advantage of the secure-zone approach is that only a relatively small part of the
whole processor has to be implemented in a costly (in terms of area requirement
and energy consumption) secure logic style.

6.3 Implementation of the Secure-Zone
Approach in a SPARC V8 Leon3 Processor

In the course of the POWER-TRUST project [POW10] we implemented the
secure-zone approach in a 32-bit SPARC V8 Leon3 embedded processor [Gail0],
combined with secure logic styles as well as architectural masking. The main
purpose of the project was the realization of a PA-resistant modern processor
platform and to prove the practicality and the advantages of the secure-zone
approach, namely an economical approach for implementing secure logic styles
besides providing a certain level of security against PA attacks. In the follow-
ing we present the main features of the POWER-TRUST chip as well as the
implemented secure logic styles.

6.3.1 Architecture of the Secure Processor

In order to provide increased comparability, we implemented AES using different
approaches. First of all, the 32-bit processor itself provides the possibility to
execute a pure software implementation of AES. The software implementation
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Figure 6.1: Architecture of the secure zone; the mask is removed from the input
data, critical operations are performed in the functional unit protected
by a secure logic style, and the masked result leaves the secure zone.

we used for evaluations and for comparison with the instruction-set approaches
is based only on native SPARC V8 instructions and uses lookup tables for the
S-box operation. Further, we implemented basic ISEs according to [TGO06] in
a standalone FU called AESREF, i.e. without combining the FU with a secure
logic style or architectural masking. The ISEs eliminate the need of lookup tables
for the S-box operation. As shown in [Man03a], the utilization of S-box lookup
tables poses a significant threat with regard to PA attacks. The approach based
on basic ISEs shall demonstrate that the elimination of table lookups already
has a positive effect on the PA resistance of an implementation.
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The third and main part of our secure processor is represented by three secure-
zone modules implemented in different logic styles: CMOS logic, iMDPL, and
DWDDL. Details on the implemented logic styles will be given in Section 6.3.2.
The three secure zones are contained in a single wrapper module which provides
additional custom instructions to select the active secure zone (by writing to
a particular configuration register) and to control the PRNG (load seed, start,
stop) that provides one mask bit per cycle for the secure zone implemented in
iMDPL. At most one secure zone can be active at a time, while the other two
secure zones are deactivated: the clock signal is gated and all inputs are kept at
zero in order to prevent any interference. It is also possible to deselect/deactivate
all secure zones to be able to solely investigate the Leon3 processor.

Implemented Instruction-Set Extensions

We implemented the following AES ISEs in the FUs of AESREF and the three
secure zones according to the “Advanced Word-Oriented AES Extensions with
Implicit ShiftRows” proposed in [TGO6|: sbox4s, mizcolls, sboxir, isbox4s, and
imizcol4s. We also implemented some additional instructions in the FU (XOR,
OR, AND, NOT) in order to provide additional functionality. Thus, our in-
struction set provides all necessary functions to securely implement the AES
algorithm.

Mask Generation in the Secure Zone

For the generation of a fresh 32-bit mask per cycle for masking the result of
the secure-zone instructions we implemented a maximum-length LFSR with an
internal state of 128 bit. The single mask bit per cycle for the secure zone
implemented in iMDPL is provided by an additional 64-bit maximum-length
LFSR according to [Alf96].

6.3.2 Implemented Logic Styles

One of the secure zones was implemented in static complementary CMOS logic
and serves as a reference. Although this secure zone is implemented in CMOS
logic, which is well known to be highly vulnerable to PA attacks, we expected
to encounter already a significant increase in resistance against first-order PA
attacks due to the confinement of critical operations to the relatively small FU
within the secure zone. Furthermore, the architectural masking approach re-
duces the leakage of data values outside of the secure zone.

Based on our first experiments with the GRANDESCA chip we knew that
iMDPL increases the resistance against PA attacks to a certain degree compared
to unprotected CMOS logic. Furthermore, iMDPL can easily be implemented
using our netlist converter (cf. Section 3.3) and standard cell libraries. Hence, we
decided to implement one of the secure zones in iMDPL. As the implementation
of the POWER-TRUST chip was performed before we finished our detailed
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evaluation of the GRANDESCA chip (cf. Section 5.5.3), we did not implement
any further improved version of iMDPL.

The third logic style we chose for implementation is double wave-dynamic dif-
ferential logic (DWDDL) proposed by Yu and Schaumont [YS07]. The DWDDL
style is an enhancement of the WDDL style proposed by Tiri et al. [TV04a]
with the goal of solving its inherent wire balancing issues, especially when im-
plemented on an FPGA.

6.3.3 Wave Dynamic Differential Logic

The WDDL style proposed by Tiri et al. [TV04a] follows the dual-rail precharge
(DRP) principle and tries to keep the power consumption of a circuit constant
in each clock cycle. A basic WDDL AND cell consists of one CMOS AND gate
and one CMOS OR gate as shown in Figure 6.2. If all inputs a, b, @, and b of
the compound cell are 0 (i.e. the inputs of the AND or OR gate are 0), also the
outputs ¢ and g of the cell are 0. As these outputs represent the inputs to the
next combinational stage in the circuit, a so-called precharge wave automatically
propagates through the whole WDDL circuit and ensures that every compound
WDDL cell in the circuit has exactly one switching event in the precharge phase
and one switching event in the evaluation phase. This way the occurrence of
glitches is prevented in WDDL. Furthermore, the PA resistance of WDDL relies
on balancing the electrical characteristics of the complementary wires.

SR
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Figure 6.2: Schematic of a WDDL AND cell: it consists of one AND and one OR
gate.

T

ol o

The evaluation of a prototype chip implemented in WDDL [THH'05] showed
a significant increase of the resistance against PA attacks compared to an un-
protected CMOS implementation (consider cautionary notes about such com-
parisons in Section 4.4). Certainly, the resistance against PA attacks comes at
a price: the required area of a hardware implementation is increased approxi-
mately by a factor of 3 and the maximum clock frequency is around one half
compared to an implementation in CMOS logic. Furthermore, in order to achieve
the same data rate in a WDDL circuit as in a plain CMOS circuit the clock fre-
quency has to be doubled due to the master-slave flip-flop structure in WDDL,
which is necessary to achieve a reset of the WDDL compound register structure
in every clock cycle. This circumstance increases the effort of implementing a
WDDL circuit if only some sensitive parts of a design shall be secured against
PA attacks. In this case, two clock domains are needed: one clock domain for
the WDDL circuit and another clock domain running at half frequency (e.g.



94 Chapter 6. Integration of PA-Res. Logic Styles in an Embedded Proc.

derived from the faster domain) for the surrounding plain CMOS part of the
design. Evaluations of Suzuki et al. showed that WDDL also suffers from early
propagation [SS06]. Like in MDPL, different arrival times of the input signals
at the compound WDDL cells result in a temporary data-dependent switching
behavior of the circuit, which results in a significant reduction of the resistance
against PA attacks. Table 6.1 shows an example of early propagation by means
of a basic WDDL AND cell. If one of the input signals a/@ and b/b arrives early
(E), the evaluation time of the outputs ¢/q (F ...early, L ...late) correlates
with the timing of the early input signal: if inputs a and @ arrive earlier than
b and b, § evaluates early in both cases where a = 0. In case a = 1, ¢ and g
evaluate late with signal b/b. The same conditions apply in case the signals b/b
arrive early at the WDDL cell.

Table 6.1: Transition times of the outputs g and G of a basic WDDL AND cell in case
of different arrival times (E ...early, L ...late) of the input signals a and

b.

a: E b: B
albvlalb]ala]ala
O|{O0O|1|1 O |1g| O |1g
O|1|1|0| 0 |1g] O | 1f
110[0 1| 0|1 0 | 1g
111]0(0]|1,1] O 1. | O

6.3.4 Double Wave Dynamic Differential Logic

One important requirement of WDDL is the balancing of complementary wires,
which represents a significant effort in current VLSI design flows. Yu et al.
have proposed an idea called double WDDL (DWDDL) [YS07] to overcome
placement and routing issues when implementing WDDL on an FPGA in the
first place. DWDDL basically duplicates the layout of a conventionally routed
WDDL circuit and inverts the input signals of the duplicated WDDL block.
Furthermore, the logic gates within the compound WDDL cells in the duplicated
WDDL circuit are exchanged.

We adapted this idea to implement DWDDL on an ASIC and hence to min-
imize the overhead for meeting the placement and routing requirements. Fur-
thermore, a first closer look revealed that a DWDDL circuit also counteracts
the existing early propagation problem in WDDL. Unfortunately, at this point
we made a mistake that remained undetected for a long time. We performed
a theoretical investigation based on an incorrectly designed DWDDL AND cell
as shown in Figure 6.3. We correctly inverted the input signals of the comple-
mentary WDDL cell (a, = —a, b. = =b, @, = —a, and b, = —b), but we missed
to exchange the logic gates AND and OR of the complementary WDDL cell.
Our mistake disguised the vulnerability of DWDDL to early propagation and
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resulted in an incorrect behavior of the complementary WDDL circuit: the cir-
cuit does not compute the complementary values as intended. Actually, a secure
zone implemented this way would still have functioned correctly, as the global
outputs of the complementary WDDL circuit are discarded during the transition
from the secure logic domain back to the single rail CMOS domain.

Direct Complementary
WDDL WDDL
a | ac |
a - a |
b1 Td 5 %

Figure 6.3: Schematic of an incorrectly designed DWDDL AND cell: the logic gates
in the complementary WDDL cell are not exchanged.

Table 6.2 shows the transition times of the logic gates within each WDDL cell in
case the input signals a and b arrive at different moments in time. Regardless of
whether a arrives earlier than b or vice versa, one of the logic gates switches its
output early (F) and one late (L), independent of the input signals. In this case
early propagation is prevented, but the power consumption may show a data
dependency due to the non-complementary signal transitions in the duplicated
WDDL cell.

Table 6.2: Transition times of the outputs ¢, g, q., and g of an incorrect DWDDL
AND cell in case of different arrival times (E ...early, L ...late) of the
input signals a and b.

a: B b: E
a/a; | b/bc |ajac |b/bc | g | 7 | a | T || a] 7|l
0 0 1 1 0 l1gl1,] o ol1gl1,] 0
0 1 1 0 0 |1g | O | 1 0|1, ] 0 | 1g
1 0 0 1 01,0 1] o0 l1]0]1;
1 1 0 0 1, 0 0 |1g || 1| O 0| 1g

The correct version of a DWDDL AND cell is shown in Figure 6.4, where the
AND and OR gates in the complementary WDDL cell are swapped. The theo-
retical investigation based on the correct version of a DWDDL AND cell clearly
shows that early propagation occurs in the cell: depending on the input signals
of the cell the logic gates switch at different moments in time, which potentially
decreases the resistance against PA attacks. Table 6.3 shows the transition times
of the outputs ¢, G, q., and g; of a DWDDL AND cell in case one of the input
signals a or b arrives earlier at the cell. In case a =0 (i.e. ac =0, @ = a. = 1)
and a arrives earlier than b (a:F), the outputs of the OR gates g and ¢, eval-
uate early on arrival of a. If @ = 1 the outputs of the OR gates and the AND
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gates evaluate only on arrival of b (late). The same observations apply to the
case where b arrives earlier than a (b:E). Similar to MDPL (cf. Section 5.2),
the data-dependent evaluation times of the logic gates may cause a significant
information leakage in a DWDDL circuit.

We recognized our mistake very shortly before the tape-out date, we still had
the time to exchange the logic gates in the complementary WDDL circuit on our
chip, but we did neither have enough time to implement an improved version
of DWDDL to prevent early propagation nor to switch to another secure logic
style.

Direct Complementary
WDDL WDDL
a - | ac |
D s
a - A |
b l9 bl

Figure 6.4: Schematic of a correctly designed DWDDL AND gate: the logic gates
in the complementary WDDL cell are exchanged.

Table 6.3: Transition times of the outputs ¢, G, g, and . of a correct DWDDL
AND cell in case of different arrival times (E ...early, L ...late) of the
input signals a and b.

a: E b: E
a/a; | b/be | @/ac |B/oc | ¢ | 7 e |T | ¢ | 7] a|®
0 0 1 1 O |1g|1g | O 0 |1g | 1g
0 1 1 0 0O |1g |1 | O 0 |1, | 1
1 0 0 1 O |1z |1 ] O 0 |1g | 1g | O
1 1 0 0 1, 1 O 0 |1 || 1| O 0 | 1

In fact, we produced a prototype chip containing two not perfectly secure logic
styles. Our PA attacks on the GRANDESCA chip showed a leakage in iMDPL
and the theoretical investigation of the correct DWDDL gates has revealed the
occurrence of early propagation. However, our primary goal in the POWER-
TRUST project was the implementation of the secure-zone approach in an em-
bedded processor. We expected that the utilization of the AES ISEs in a secure
zone would already increase the PA resistance to a certain degree compared to
an equivalent AES software implementation, even if no secure logic style would
have been applied at all. Our second goal was to investigate the practicality
and the economy (in terms of area requirements) when actually implementing
the secure-zone approach with a secure logic style compared to a naive approach
where the whole processor would have to be implemented in a secure logic style.
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Special DWDDL Cells

In the following we discuss some special issues we encountered during the im-
plementation of the DWDDL style on our ASIC prototype. We first address the
master-slave flip-flop structure proposed by Tiri et al. [TV04a] and the imple-
mentation of the consequently required two clock domains in our design. Further,
we present our solution for converting the input signals from non-precharged
single-rail CMOS to precharged WDDL signals and back to CMOS.

Master-slave flip-flop structure: In our WDDL implementations we fol-
lowed the approach proposed by Tiri et al. using master-slave flip-flops. During
operation, one of the flip-flop stages stores the precharge value and the other
stage stores the actual complementary values. In order to achieve the same
data rate of a comparable CMOS circuit, the flip-flops have to be clocked with
a doubled clock frequency. While the conventional CMOS and iMDPL circuits
outside the WDDL secure zone run through one clock cycle (in iMDPL one pre-
charge and one evaluation phase), a WDDL circuit completes two clock cycles:
one precharge cycle and one evaluation cycle. Hence, we implemented two clock
domains in the whole design:

1. The chip is only fed with one double-speed clock signal clk2x which runs
through a flip-flop producing the standard speed clock signal clk. The
clk signal is used in all CMOS circuits and in the iMDPL secure zone,
additionally it serves as a precharge/evaluation signal for the inputs to the
WDDL circuit.

2. The WDDL secure zones are solely operated with the double-speed clock
in order to provide the same data rate as the CMOS and iMDPL circuits.

Single rail to dual rail conversion: Ina DWDDL circuit the input signals to
both WDDL sub-circuits need to have identical timings. Differences between the
input signals would counteract the fundamental idea of implementing duplicated
WDDL circuits. We realized this requirement by clocking the conversion modules
from single-rail CMOS to dual-rail WDDL as shown in Figure 6.5: the single
rail data signal d is converted to the dual rail complementary signals by the
inverter and the NOR stage introduces the precharge and evaluation phase. The
clk signal controls the beginning of each phase, hence the timing of the input
signals depends on the clock skew. During the synthesis of the clock tree it has
to be taken care that the clock signals have as little skew as possible. The same
conversion cell is used for the complementary WDDL circuit, where the input
signal d is simply inverted.

Dual rail to single rail conversion: When leaving the WDDL domain, the
precharge phase has to be removed from the data signals as shown in Figure 6.6
(left): the NOR latch removes the precharge phase.
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Furthermore, we need to combine the complementary outputs d and d. of the
two WDDL circuits to one single CMOS signal ¢ as shown in Figure 6.6 (right):
the data signal d, from the complementary WDDL circuit is simply discarded.

d q

cIk7® |

Figure 6.5: Schematic of a CMOS to WDDL conversion cell; the precharge and the
evaluation phase is introduced by the clock signal.

:%q jw}q

Figure 6.6: Schematics of (D)WDDL to CMOS conversion cells; left: WDDL to
CMOS, the NOR latch removes the precharge phase; right: DWDDL
to CMOS, the data signal from the complementary WDDL circuit d. is
simply discarded.

Flawless Exchange of Logic Functions and Duplication of the WDDL
Circuit

In order to implement DWDDL correctly, the logic functions of the complemen-
tary WDDL circuit need to be exchanged, e.g. swapping an AND and an OR
gate. The implementation of DWDDL on an FPGA can be performed rather
easily by substituting each standard cell in a gate-level netlist with two lookup
tables (LUTs). One of the LUTSs implements the functionality of the substituted
standard cell and the other LUT implements the complementary function, e.g.
an AND cell is replaced by a LUT implementing the AND function and by a
second LUT implementing the OR function.

After synthesizing, placing, and routing the netlist to the target FPGA ar-
chitecture, the resulting direct WDDL circuit is copied. The coordinates of
all LUTs of the copied complementary circuit are consistently moved, i.e. the
relative placement and the electrical routes between all LUTs persist. Then,
the LUTs are logically modified (exchanged) to implement the complementary
function of their counterpart in the direct circuit. Finally, special care has to
be taken when connecting the inputs and outputs of the two WDDL circuits.
Timing differences or imbalances between the signals going to the two WDDL
circuits would significantly reduce the resistance against PA attacks due to a
temporal offset in the performed operations.
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In case of an ASIC implementation the exchange of gates can not be performed
that easily, because of structural differences between CMOS gates. The logic
gates available in many standard cell libraries have the input and output pins
of the gates located at different coordinates, i.e. a simple exchange of the logic
gates most probably results in faulty contacts and hence in a non-functioning
integrated circuit. Re-routing the affected wires would result in significant differ-
ences between the two WDDL circuits, which would be counter-productive. We
have developed a technique to overcome this issue: most standard cell libraries
contain a logic gate that implements the majority (MAJ) function. The output
of a MAJ gate is 1 if at least two of the three inputs are 1, otherwise the output
remains 0. The truth table of a MAJ gate shown in Table 6.4 reveals that a
three-input MAJ gate can be used as programmable two-input AND/OR gate.
The input ¢ determines the functionality of the MAJ gate: if ¢ = 0 the output ¢
follows the rules of an AND function of the inputs a and b, if ¢ = 1 the output
q is produced according to an OR function.

Table 6.4: Using a MAJ gate as configurable AND / OR gate.

AND | ORr

— = O O
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q
0
1
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We utilized this fact for implementing DWDDL on an ASIC: instead of using
AND and OR gates we used MAJ gates and statically connected one of the
three inputs (used as configuration signal) either to 1 or to 0, depending on
the target function. Similar to implementing DWDDL on an FPGA, in a first
step each conventional logic gate (AND, OR) in a netlist has to be replaced by
two MAJ gates: one MAJ gate implements the direct functionality and the other
one implements the complementary functionality. The configuration signals of all
MAJ gates in the WDDL circuit were connected to the respective signal net, and
the WDDL circuit was equipped with two additional configuration ports. The
basic conversion steps from conventional CMOS logic to WDDL were performed
using a netlist converter introduced in Section 3.3. After the conversion process,
we had a fully functional netlist containing three secure zones: one implemented
in CMOS logic, one in iMDPL, and one in WDDL.

The next important step was the duplication of the WDDL circuit. After
we performed the netlist conversion of the secure zone we created a second in-
stance of the direct WDDL circuit. In this step also the conversion cells between
CMOS and DWDDL were integrated: the inputs to the complementary circuit
were inverted, and the outputs of both WDDL circuits were combined in a way
that the final output of the DWDDL circuit corresponds to the output of the
direct WDDL circuit. Furthermore, the configuration ports of the complemen-
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tary WDDL circuit were inverted in order to realize the exchange of the logic
functions: this way the MAJ gates in the WDDL cells simply switched their
functionality from AND to OR and vice versa. Note, at this point two instances
of one physical WDDL circuit were present in the gate-level netlist. In the course
of a conventional design phase the physical circuit would have been duplicated
and bound to the second instance. This way the placement and routing of the
two WDDL circuits would have been performed independently of each other,
which would have resulted in different placement and routing results. In order
to achieve an identical placement and routing of the two WDDL circuits, we
used the partitioning feature of Cadence SoC Encounter (cf. Section 3.3.2) to
physically duplicate the WDDL circuit. After defining bounding boxes for both
module instances in the floorplan we defined one of the instances as master par-
tition, the other instance was automatically defined as slave partition. In the
following, a rough placement of the cells within the partition was performed in
order to determine the coordinates of the partition pins. Then the partition
information was saved and we obtained two partitions: (1) the WDDL partition
and (2) the top level partition containing the rest of the chip. The next step
was the conventional placement and routing of the WDDL partition, followed by
the placement and routing of the remaining modules of the chip in the top level
partition. In the end the WDDL partition blocks and the top level partition
were assembled and the final chip data was created. This way we obtained two
identically placed and routed WDDL circuits.

We are aware that such a regional separation of two WDDL circuits on a
chip might increase the vulnerability to localized EM attacks. However, in the
POWER-TRUST project we focussed on the design and the implementation of
the secure-zone approach to determine the practicality and the impact of such
a method on the overall performance of an embedded processor. The vulnera-
bility to EM attacks could be reduced by utilizing a more advanced approach to
implement balanced complementary wires.

6.3.5 Production of the POWER-TRUST Chip

The POWER-TRUST chip was produced in a 180nm CMOS process technology
from UMC [Uni, using standard cell libraries from Faraday [Far04]. Originally,
we wanted to insert memory macros for the register file and the cache memories,
but despite our best efforts we were unable to flawlessly integrate the memory
macros in our automated design flow within a reasonable period of time. Hence
we synthesized the memory structures using conventional flip-flops. The overall
area of the chip die including the 1/O pads is approximately 21 mm?. The
floorplan of the POWER-TRUST chip is shown in Figure 6.7. The secure zone
CMOS (sz_-CMOS) is located in the bottom right corner, the secure zone iMDPL
(sziMDPL) occupies the left side of the floorplan, and the two rectangularly
shaped secure-zone modules implemented in WDDL are located near the center.
The integer unit (IU) of the Leon3, the memory management unit (MMU), the
debug support unit, the register file, and the cache memories occupy the rest of
the area on the die.
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Figure 6.7: Floorplan of the POWER-TRUST chip.

Table 6.5 (upper part) shows the circuit complexity of the main modules on
our prototype chip. The secure zone implemented in CMOS logic has a com-
plexity of 19kGEs. The complexity of an iMDPL implementation is usually
increased by a factor around 20 (cf. Section 5.4.3), in our case the secure zone
iMDPL has 406 kGEs, which corresponds to a factor of 21 compared to CMOS.
A single WDDL secure zone has 130 kGEs (equals a factor of 7), the DWDDL
implementation (260kGEs) thus requires approximately 14 times the area of
a corresponding CMOS implementation. The bare Leon3 processor excluding
memories (488 kGEs), the secure zones (692kGEs), and the conventional AES
ISEs (6 kGEs) has 88 kGEs.

Based on the size of the Leon3 processor including memories and a secure
zone implemented in CMOS (in total 595kGEs) we evaluated the benefit of
the secure-zone approach in terms of area overhead compared to a processor
completely implemented in a secure logic style. The results are summarized in
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Table 6.5 (lower part). A Leon3 processor including a secure zone implemented
in iMDPL requires 982 kGEs which corresponds to an overhead of only 65%.
In case of DWDDL the overhead even shrinks to 40%. These values represent
a moderate increase in area in return for a possibly significantly increased re-
sistance against PA attacks. Contrary, implementing the bare Leon3 processor
(with insecure memories) in iMDPL or DWDDL would result in an area overhead
of approximately 400% and 290%, respectively.

Table 6.5: The main components and their complexity of the Leon3 processor (upper
part); the complexity of the Leon3 processor in case of different secure-zone
configurations and the overhead caused by the logic styles (lower part).

Module kGEs

sz_CMOS 19

sz_iMDPL 406

sz_WDDL (single instance) 130

sz_ DWDDL 260

Convent. AES extensions 6

Leon3 processor 88

Memories 488

Secure-zone configuration H Total kGEs | Overhead
Leon3 + memories + sz_CMOS 595 0%
Leon3 + memories + sz iMDPL 982 65%
Leon3 + memories + sz_DWDDL 836 40%
Leon3_iMDPL + memories 2400 400%
Leon3_DWDDL + memories 1700 290%

6.3.6 Identifying a Bug on the POWER-TRUST Chip

During the first functionality tests of the POWER-TRUST chip we encountered
a strange behavior when operating the secure zones implemented in iMDPL and
in DWDDL. In some cases the instructions performed in one of the secure zones
yielded incorrect results. By means of executing several elaborated test routines
and investigating the processes at the interface between the secure zones and
the Leon3 IU by means of logic simulations, we figured out that the secure
zones behave incorrectly in case of cache misses. If a cache miss occurs either in
the instruction cache or the data cache of the Leon3 processor the secure zones
should be put on hold, i.e. the secure zones should maintain their current register
contents. Unfortunately, during the implementation of the secure zones and the
logic styles we missed to check the correct functionality of this feature.
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However, we discovered a workaround that enables us to fully use each of the
secure zones: if we execute the same instruction a few times in a row, the
cache misses do not occur during the last execution of the instructions and
the secure zones yield the correct results. More important, this workaround
does not influence the security of the secure zones, because at the time the
hold signal is missed the data coming out of the secure zone is already masked.
Furthermore, the consecutive execution of identical operations with identical
data has no influence, as both secure zones are based on precharging logic styles,
and hence, no data remains stored anywhere in the secure zones. The operations
performed within the secure zones are protected by the logic styles anyway.

6.4 Evaluation of the Secure-Zone Approach on
a Prototype Chip

We performed correlation-based PA attacks on various AES implementations on
the POWER-TRUST chip in the order of their expected PA resistance. First,
we evaluated a standard software AES implementation that uses only native
SPARC V8 instructions and that is based on a lookup table for the S-box trans-
formation (SWAES). The second AES implementation uses the basic AES ISEs
we integrated in the Leon3 processor, which eliminate the need for table lookups
(AESREF). We also implemented AES in each of the secure zones (sz_CMOS,
sz_iIMDPL, and sz_DWDDL). The practical results of our PA attacks were pub-
lished in [TKS11]. The results are presented and discussed in the section after
next.

6.4.1 POWER-TRUST Evaluation Board

In the course of the POWER-TRUST project we designed a versatile evalua-
tion board in order to provide various application possibilities of the POWER-
TRUST chip. The board was built with respect to performing power measure-
ments of the chip in the first place. We integrated adjustable voltage regulators
for both the I/O and the core power supply of the chip as well as the possibility
to easily measure the chip’s power consumption by inserting measurement shunts
in the Vpp and GND lines of both power supplies. For the basic operation of the
Leon3 processor we added Flash, SRAM, and SDRAM modules on the board as
well as two RS232 interfaces and an Ethernet microcontroller that is operated
memory mapped in the Leon3 processor. Figure 6.8 depicts the layout of the
evaluation board. In the right part of the board layout it can be seen that we
expended major effort on carefully routing the address and the data bus to and
from the external memory modules. The board and the chip were also success-
fully utilized in the System-on-Chip Architectures and Modelling course [Insll1]
at our institute.
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Figure 6.8: Layout of the POWER-TRUST evaluation board.

The power measurements of the POWER-TRUST chip were performed using
a 2.2 resistor in the Vpp line of the core supply, and we utilized a highly
optimized measurement setup using a LeCroy WP725Zi oscilloscope. Table 6.6
summarizes the most important parameters of our power measurements.

Table 6.6: Summary of the parameters for the measurements
of the POWER-TRUST chip.

Oscilloscope LeCroy WPT725Zi

Probe LeCroy D320

Probe Coupling 1MQ AC

Clock frequency 11.0592 MHz
Measurement shunt || 2.2 resistor in Vpp line
Sampling rate 5GS/s

6.4.2 PA Attack Results

For the evaluation of the PA attacks on the different AES implementations
executed on the POWER-TRUST chip we used the same attack success metrics
as in case of the GRANDESCA chip: we defined a PA attack as succeeded if at
least 9 of the 16 key bytes could be distinctly revealed by an attack. We also used
the rule of thumb [MOPOT7] (Chapter 6.4.1) to calculate the number of required
power traces based on the correlation value of the correct key hypothesis.

In a first step we performed a correlation-based PA attack on the software
AES (SWAES) implementation. The attack was performed using the HW of the
S-box output to generate the power hypothesis. We performed 10000 measure-
ments of SWAES and the ninth-highest correlation value we obtained is 0.315,
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which corresponds to a number of required traces n = 263. In case of the SWAES
implementation we omitted attacks based on the HD of two consecutive inter-
mediate values due to the involvement of the MixColumns operation. The HD
attacks would hence have resulted in expensive attacks based on 4 key bytes.

The AESREF implementation we evaluated was based on basic AES ISEs.
It turns out that the avoidance of S-box lookup tables already has a significant
effect on the PA resistance of an implementation. We first used the HW of the S-
box output to generate the power hypotheses, and the ninth-highest correlation
value we obtained is 0.0319, which corresponds to a number of required power
traces of 27 200. In case of the AESREF implementation the PA attacks based on
the HD power model resulted in significantly higher correlation values around
0.2, which corresponds to 700 required power traces. The HD leakage most
probably originates from storing the unmasked values in the register file of the
Leon3 processor.

We received very interesting results from the sz_CMOS, on which we per-
formed 2000000 measurements. It turned out that the utilization of a secure
zone already has a significant effect on the PA resistance, even if the secure zone
is not implemented in a secure logic style. Due to the strict masking of the values
outside of the secure zone, the HD leakage is almost completely defeated, except
for two byte transitions which require 30000 and 70000 traces for disclosure.
The PA attacks based on the HW resulted in a correlation coefficient of 0.0146,
which corresponds to 130000 required traces.

The PA attacks on the sziMDPL showed a further increase in the PA re-
sistance. We performed 5000000 measurements and obtained a ninth-highest
correlation value of 0.0103 (for HW based hypotheses), which corresponds to
260000 traces. Similar to the results obtained from the GRANDESCA chip (cf.
Section 5.5.2), we were not able to perform any successful attack using up to
5000000 traces using HD based hypotheses.

On the sz DWDDL we performed 10000000 measurements. It turned out
that the lower 16 bits of each of the four 32-bit words processed could not be
clearly distinguished in a HW based attack. The detailed investigation of this
circumstance is a topic of our current research work. We were able to reveal 8 of
the 16 key bytes. In this case, the eighth-highest correlation value we obtained
was 0.0064, which corresponds to 675 000 required traces. By means of HD based
hypotheses we were able to reveal all 16 key bytes in the sz DWDDL at a high
price: between 5200000 and 8000000 power traces were required to distinctly
reveal the correlation traces of the correct key hypothesis.

6.4.3 Summary of the Performed PA Attacks

The correlation results of all HW based PA attacks are summarized in Table 6.7,
the results of the HD based PA attacks are summarized in Table 6.8.

The iMDPL and the DWDDL style are precharging logic styles, i.e. all in-
ternal buses are precharged in every clock cycle. Hence, the HD of two consec-
utively processed byte values is not a suitable power model for sz.iMDPL and
sz_DWDDL. In case of sz_CMOS, no intermediate value remains stored in the se-



106 Chapter 6. Integration of PA-Res. Logic Styles in an Embedded Proc.

cure zone: after an instruction was executed, the internal buses of the sz_CMOS
also return to zero. Hence, the very low HD leakage in case of the three secure
zones makes sense, except for two byte transitions 11 — 15 and 16 — 4 in case of
sz_CMOS, which keeps unclear at this stage but is marked for future work. An-
other point that remains unclear is the regularity in the HW correlation results
of the secure zones: in case of sz_CMOS and sz_DWDDL every second byte-pair
(3,4,7,8,11,12,15,16) yielded a significantly higher correlation value than the oth-
ers (1,2,5,6,9,10,13,14). A similarly strange behavior can be observed in case of
sz iIMDPL where every second byte (2,4,6,8,10,12,14,16) yielded a significantly
higher correlation value than the other bytes (1,3,5,7,9,11,13,15).

Table 6.7: Summary of the correlation-based PA attacks performed on different AES
implementations on the POWER-TRUST chip; Hamming weight power
model; correlation values marked with an asterisk indicate unsuccessful
attacks; correlation values in bold represent the ninth-highest value, in
case of sz DWDDL the eighth-highest value.

Target H SWAES | AESREF | sz.CMOS | sz iMPDL | sz DWDDL

Byte 1 0.227 0.0164* 0.0111 0.0066 0.0028*
Byte 2 0.298 0.162 <0.003* 0.0177 0.0025*
Byte 3 0.574 0.0244 0.0264 0.0103 0.0121
Byte 4 0.135 0.177 0.0177 0.0289 0.0243
Byte 5 0.230 0.0334 0.0146 0.0067 0.0024*
Byte 6 0.697 0.0162* 0.0074 0.0195 0.0018*
Byte 7 0.672 0.0878 0.0261 0.0080 0.0064
Byte 8 0.178 0.0294 0.0213 0.0289 0.0120
Byte 9 0.315 0.0222 0.0085 0.0059 0.0026*
Byte 10 || 0.564 0.0355 0.0067 0.0166 0.0018*
Byte 11 || 0.511 0.0240 0.0228 0.0078 0.0091
Byte 12 || 0.556 0.1296 0.0192 0.0268 0.0114
Byte 13 || 0.409 0.145 0.0050 0.0062 0.0028*
Byte 14 || 0.294 0.0201 0.0045* 0.0181 0.0019*
Byte 15 || 0.452 0.168 0.0237 0.0084 0.0155
Byte 16 || 0.113 0.0319 0.0240 0.0279 0.0098

The AES ISEs in the FU of the AESREF implementation are identical to the
ISEs in the FU of the sz_CMOS, and hence, no intermediate values remain stored
in the AESREF module neither. As a consequence, the relatively high HD
leakage in case of AESREF is most probably caused by storing the unmasked
results in the register file of the processor and by overwriting the previously
computed results, which were also unmasked. We assume that the lower HW
leakage of the AESREF implementation (compared to HD AESREF) mostly
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originates from the relatively small hardware modules realizing the basic AES
ISEs in the AESREF FU.

Table 6.8: Summary of the correlation-based PA attacks performed on different AES
implementations on the POWER-TRUST chip; Hamming distance power
model; correlation values marked with an asterisk indicate unsuccessful

attacks.
Target | AESREF | s2.CMOS | sz.iMPDL | sz DWDDL
Bytel »5 | 0.184 <0.003* | <0.002* | 0.0019
Byte 3 — 7 | 0.211 <0.003* | <0.002* | 0.0019
Byte 5 — 9 | 0.184 <0.003* | <0.002% | 0.0020
Byte 6 — 10 || 0.200 <0.003* | <0.002* | 0.0023
Byte 7 — 11 || 0.212 <0.003* | <0.002* | 0.0021
Byte 8 — 12 || 0.221 <0.003* | <0.002* | 0.0023
Byte 9 — 13 || 0.184 <0.003* | <0.002* | 0.0017
Byte 10 — 14 || 0.201 <0.003* | <0.002* | 0.0019
Byte 11 — 15 || 0.214 0.0314 <0.002* | 0.0021
Byte 12 — 16 || 0.221 <0.003* | <0.002* | 0.0021
Byte 14 — 2 || 0.201 <0.003* | <0.002* | 0.0017
Byte 16 — 4 || 0.222 0.0239 <0.002* | 0.0021

Our evaluations on the POWER-TRUST chip showed that we cannot resolve ev-
ery open question solely by means of PA attacks on the prototype chip. Similar
to iMDPL implemented on the GRANDESCA chip presented in the previous
chapter, we need to further investigate the POWER-TRUST chip by means
of simulations and PA attacks on toggle-count traces in order to pinpoint the
remaining issues in our implementation. The results of the prototype chip il-
lustrated that the secure-zone concept enables an economic implementation of
secure logic styles in modern processor platforms in terms of the required area
overhead. Furthermore, the technique of utilizing configurable logic gates to
implement a secure logic style seems promising. More complex gates could be
utilized, for example, to realize advanced masking techniques working with more
than one mask value.






Conclusions and Future Work

In this thesis, we presented methods and techniques to design, to implement,
and to evaluate PA-resistant logic styles. Further, we presented two different
approaches to implement hardware modules in a secure logic style and provided
practical results based on two prototype chips for both approaches.

Before we presented details on our evaluation techniques and the imple-
mented prototype chips, we gave an introduction to the power-consumption
behavior and the vulnerability to PA attacks of modern digital integrated cir-
cuits based on CMOS logic in Chapter 2. We further discussed countermeasure
approaches against PA attacks that emerged during the last decades. In the last
part of this chapter we presented practical examples of PA and EMA attacks
on different hardware devices. The examples demonstrated the vulnerability of
modern sensor nodes as well as the impact of an imperfectly implemented coun-
termeasure on the security of a cryptographic device. Further, we presented a
powerful technique to investigate digital circuits in every detail based on EM
measurements combined with surface scanning.

In Chapter 3 we focused on cell-level countermeasures against PA attacks
and presented a brief overview of logic styles that were proposed during the last
decades. We pointed out the two categories of full-custom based and standard-
cell based logic styles. Further, we discussed the implementation of PA-resistant
logic styles with a semi-custom VLSI design flow and pointed out the main steps
necessary to realize such logic styles on an ASIC.

Chapter 4 discussed various methods to investigate the effectiveness of PA-
resistant logic styles on different levels. We elaborated on the theoretical in-
vestigation, the practical verification by means of simulations, as well as the
verification by means of implementing hardware circuits on FPGAs and ASICs.
Regarding the latter, we also discussed the necessity of a fast and reliable mea-
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surement and evaluation environment and presented techniques we developed
and optimized during our work. In the last part of this chapter we discussed
exemplary applications of the presented evaluation methods in order to point
out the effectiveness and the significance of these approaches.

In Chapter 5 we started with a brief summary of the effect of early propaga-
tion on PA-resistant logic styles and presented evaluation results of an MDPL
prototype chip. Based on these findings we presented an improved version of
the MDPL style, called iMDPL, and performed a theoretical investigation of the
improvements. Then, we discussed the architecture of our iMDPL prototype
chip which contains a microcontroller core with an AES coprocessor as well as
a standalone AES core; each of the cores was implemented in both CMOS logic
and in iMDPL. Following, we presented a comprehensive security evaluation of
the iMDPL style based on PA attacks on measurements and on back-annotated
logic-level simulations. It turned out that iMDPL significantly reduces the ef-
fect of early propagation, which comes at the price of a significantly increased
complexity. Compared to CMOS logic, an iMDPL implementation requires ap-
proximately 18-20 times the area and the maximum clock frequency is reduced
by 80%. Further investigations showed that iMDPL suffers from imbalanced
complementary wires, which results in a remaining data leakage as well as in
the detectability of the mask value in an iMDPL circuit. We showed that infor-
mation about the active mask value can directly be extracted from the power
traces. This way, PA attacks on an iMDPL implementation can be simplified to
a certain degree.

In Chapter 6 we introduced the secure zone approach where AES ISEs are
combined with secure logic styles. All operations on critical data are performed
within the secure zone module, i.e. all transformations of the data are pro-
tected by the secure logic style. Outside of the secure zone the data is just
forwarded /stored and protected by architectural masking. We presented our
implementation of this approach in a Leon3 processor combined with two dif-
ferent secure logic styles: iMDPL and DWDDL. Subsequently, we evaluated the
area overhead compared to a secure zone implemented in CMOS logic and to a
processor implemented entirely in one of the secure logic styles. It turned out
that the overall area overhead is only 65% in case of a secure zone implemented
in iMDPL and 40% in case of DWDDL, which represents quite moderate values.
The security evaluation of the prototype chip showed that the secure zone ap-
proach is able to significantly increase the resistance against PA attacks. Unfor-
tunately, at this stage there are several questions unanswered which are marked
for future work. During our evaluations it turned out that we are not able to
fully resolve the open questions solely by means of measurements. It further
turned out that we cannot perform logic simulations of the whole Leon3 proces-
sor within a reasonable time. Hence, we plan to perform simpler simulations of
individual submodules in order to be able to investigate the processes within the
Leon3 processor and the secure zones in more detail.

In general it turned out that many countermeasure proposals are not perfect
and suffer from various shortcomings. Most countermeasures are not able to
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completely prevent but to significantly complicate PA and EMA attacks. It is
likely that the effectiveness of many countermeasures, especially of some propos-
als on the cell level, is strictly narrowed due to physical limitations that arise
from the fabrication processes.

It also turned out that a fair comparison of various countermeasure propos-
als is almost impossible to perform as the investigation of most countermeasures
proposed so far was based on significantly different hardware structures and
on different evaluation metrics. The joint implementation of a few prototype
chips that contain identical hardware structures and that are fabricated using
different process technologies, e.g. 180nm and 40 nm, would represent a great
opportunity to perform a thorough comparison of different countermeasure tech-
niques. Further, this would also resolve the uncertainties about the impact of
steadily shrinking process technologies on the vulnerability of digital circuits to
PA attacks.
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