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Preface

Comments of the supervisor

The goal of the Thesis is to apply fixed-point methods to partial differential equa-
tions of elliptic type. The background of this method is the reduction of the initial
value problem

y′ = f (x,y)

y(x0) = y0

for ordinary differential equations to a fixed-point problem for the operator

Y(x) = y0+

x∫

x0

f (ξ ,y(ξ ))dξ

(model equation). In caseE(x,ξ ) is a fundamental solution of the linear differential
operatorL, the boundary value problem

Lu = F(x,u) in Ω
u = g on ∂Ω

can be reduced to a fixed-point problem for the operator

U(x) = u0(x)+ ũ(x)+
∫

Ω

E(x,ξ )F(ξ ,u(ξ ))dξ , (∗)

whereu0 is a solution of the boundary value problem for the homogeneous equation
Lu= 0 andũ compensates the boundary values of the domain integral to zero.

In case the right-hand sideF(x,u) depends only on the desired functionu (and not
on its derivatives), the corresponding fixed-point problemcan be solved in the space
of continuous functions. The necessary estimates of the (weakly singular) integral
operator are more complicated if the right-hand sideF depends not only on the
function u itself but also on its (first-order) derivatives∂iu, that is, we consider a
partial differential equation of the form

Lu= F(x,u,∂iu).

Of course, in this case a suitable function space is the spaceof continuously differ-
entiable functions. The auxiliary solutionsu0 andũ are to be estimated by Schauder
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estimates, and therefore the underlying function space is the space of Hölder con-
tinuously differentiable functions.

The author of the Thesis has not only to find the correspondingestimates for singu-
lar integrals and the necessary estimates of Schauder type in the literature, but also
he has to adapt the proofs to the special situation of the operator (∗). The author
should be in a position to realize complete proofs of all tools which exceed the basic
knowledge of Mathematical Analysis. An Appendix of the Thesis should contain
at least the sketches of the proofs of all advanced tools which are to be applied. The
generality of the basic material should be as high as necessary so that the author is
in a position – if desired – to teach a corresponding course inhis home university
with complete proofs.

The starting point of the thesis is a lecture on "Partial differential equations 2" given
by the supervisor. This lecture considers the much simpler case that the right-hand
side does not depend on the first-order derivatives, that is,the right-hand side has
the formF(x,u). The author is allowed to use some arguments of that lecture and
of related lectures of supervoisor without quoting those passages.



List of Symbols and Abbreviation

Symbol Description

Ω always is an open subset (domain) in Euclidean space
R

n, n≥ 2

mΩ the finite measure of the domain

L is general linear second order elliptic differential op-
erator of divergence type

L∗ Adjoint to the linear second order elliptic differential
operatorL

∂i =
∂

∂xi
first order derivative with respect to theith compo-
nent

E(x,ξ ) fundamental solution of a linear elliptic partial differ-
ential equation with singularity atξ

Ck Space of functions of which derivatives up to the or-
derk are continuous

Ck,α and 0< α < 1 Space of functions of which derivatives up to the or-
derk are Hölder continuous

ℓ differential operator acting on the boundary

U Image ofu

‖ · ‖Ck,α Hölder norm of the function of which derivative up to
orderk are Hölder continuous defined in (4.7) Chap-
ter 4

‖ · ‖∗Ck,α Weighted Hölder norm

R The radius of the ball (a closed and convex subset of
Banach space)
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10 Table of Symbols

Symbol/Abbr. Description

PDE Partial differential equation

ODE Ordinary differential equation

BVP Boundary value problem

IVP Initial value problem

ωn surface measure of unit ball inRn

τn volume of unit ball inRn

φ a twice continuously differentiable function vanish-
ing at neighborhood of the boundary∂Ω or simply a
test function

F The right hand side of a non-linear partial differential
equation mainly a function depending on space like
variablex, functionu(x) and∂iu(x)

Schauder (I) First version of Schauder Fixed Point Theorem

Schauder (II) Second version of Schauder Fixed Point Theorem
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Abstract

We solve the boundary value problems for non-linear second order elliptic partial
differential equations when the right hand side depends on the space like variable
x, not only on the desired solutionu but also on its first order derivatives∂iu. We
show the existence and uniqueness by Schauder Fixed Point Theorem and Con-
traction Mapping Principle. We consider theC1,α function space for our research
work because in our boundary value problems the right hand side involves the first
order derivatives generally. First we give the detailed proof of the result by which
one can reduce the boundary value problem to a fixed point operator. The corre-
sponding fixed point operator is defined by the fundamental solution of the linear
homogeneous equation.

Next we discuss the necessary background material for the existence and unique-
ness of the solution. For a special boundary value problem for the Laplace operator
in unit disk the Schauder estimates has be proved. Since the corresponding fixed
point operators involve the weakly singular kernels so we give also the necessary re-
sults on the computation of such integrals. The important result on the estimates of
the singular integrals with two weak singularities have been included in Appendix
B. Mapping properties of the corresponding fixed point operators are of fundamen-
tal importance which we need during the evaluation ofC1,α-norm. The Chapter 3
deals with these properties of the fixed point operators where one learns to which
Banach space the operators belong.

Then the existence and uniqueness of the solution of the boundary value problems
have been formulated and various situations and restrictions have been discussed.
In order to apply Schauder Fixed Point Theorem, certain restrictions and relatively
compactness of the operators is also the part of this thesis.Contraction Mapping
Principle put additional restrictions.

At the end we give the optimization results where we state a number of examples
dealing with the different situations. We also give the largest possible boundC
for C1,α-norms of the admissible boundary values. Then we determinethe radius
which leads to the largestC.
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Introduction

The main objective of the present thesis is to solve the boundary value problems for
the non-linear second order elliptic partial differentialequations.

To understand the basics of partial differential equation we refer [26]. Also [12]
gives good information on partial differential equations in finite and even in infinite
dimensions.

Our goal is confined to find the existence and uniqueness of thesolutions of the
Dirichlet problem:

Lu = F (·,u,∂iu) in Ω (0.1)

u = ϕ on ∂Ω (0.2)

whereL is linear second order differential operator of the form

Lu=
n

∑
i, j=1

∂i
(
ai j (x)∂ ju

)
+

n

∑
i=1

bi(x)∂iu+cu. (0.3)

From now on we shall consider the case of elliptic partial differential operator, i.e,

n

∑
i, j=1

ai j (x)γiγ j ≥ λ‖γ‖2 for all x,γ ∈ R
n. (0.4)

Fixed point methods are great tools to solve the partial differential equations spe-
cially the boundary value problem for non-linear partial differential equation (0.1)
and (0.2). In the framework of analytical solutions of elliptic partial differential
equation, often, the existence and uniqueness is shown by one of fixed point results.
Already in the existing literature, there are a number of such fixed point theorems
have been proved. Brouwer Fixed Point Theorem is a fundamental result in this re-
gards in finite dimensions. Since we work in infinite dimensional function spaces,
we here present the existence and uniqueness results for thesolutions of bound-
ary value problems of the form (0.1) and (0.2) by using the fixed point methods
like Schauder Fixed Point Theorem and Contraction Mapping Principle. This will
be done even for differential equations where right hand sides depend not only on
the desired solutions but also on their first order derivatives. Further discussion
on fixed point method is given in the chapter four. The explicit proof of Schauder
Fixed Point Theorem is presented in the appendix C.

The first chapter of this thesis deals all the necessary aspects of reducing the bound-
ary value problems (0.1) and (0.2) to the corresponding fixedpoint operator where
we necessarily require the fundamental solution of the linear differential equation

17
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Lu= 0. That is, we must need enough results on the existence of fundamental solu-
tions of the homogeneous partial differential equations which we consider. In [35]
W. Littman, G. Stampaccia and H. F. Weinberger give all necessary details on the
existence of fundamental solutions for the (self adjoint) divergence type linear dif-
ferential operators with measurable coefficients and foremost these fundamental
solutions can be estimated by the fundamental solution of the Laplace equation.
Similar result on the existence of fundamental solution hasbeen given by C. Mi-
randa in [38] but here the coefficients are required to be Hölder continuously differ-
entiable. Luis Escauriaza [15] extend the results from [35]to the case of elliptic and
parabolic partial differential equations when they are in non-divergence form and
gives the estimate for the bound of the fundamental solutionagain with the weaker
assumptions on the coefficients, that is, they need to be onlymeasurable. All above
results on the existence of fundamental solution are carried out for the domains in
R

n for n ≥ 3 but for two dimensional case the existence has been shown byC.E.
Kenig and W. M. Ni in [29] and is estimated by

|E(x,ξ )| ≤ C
|x−ξ |n−2 for n≤ 3 (0.5)

|E(x,ξ )| ≤ C(1+ log|x−ξ |) for n= 2. (0.6)

M. Grüter and K.O. Widman [24] has provided the discussion onthe fundamental
solution of the non-self adjoint elliptic operator.

Chapter two is about the function spaces and other back ground material which
is required to solve the boundary value problems by the fixed point techniques.
We consider the boundary value problems with right hand sidedepending on the
derivatives of the desired solution. So a natural demand is to consider the Ba-
nach space of continuously differentiable functions. But alot of work has been
done on the Schauder type estimates which give the bound of solutions of elliptic
partial differential equations by its boundary values in the Hölder spaces. So we
consider theC1,α as Banach space. The first major article on Schauder estimates
were carried out by S. Agmon, A. Douglis and L. Nirenberg in [2] where a com-
prehensive discussion is given and the Schauder type estimates for elliptic partial
differential equations have been established in Hölder andLp norms. Very similar
estimates are found for the systems of elliptic partial differential equations in [3].
More over the Schauder estimates on both the interior and up to the boundary in the
last two articles are given. E.A. Baderko has also wrote downa number of papers
on the Schauder type estimates for elliptic and parabolic partial differential equa-
tions. Schauder estimates in Hölder spaces for oblique derivative problems have
been found in [6]. Baderko uses her previous result [8] on Schauder estimates in
C1,α-norm for parabolic partial differential equation to show [7] page(22-24) the
Schauder estimates for partial differential equation of elliptic type in C1,α -norm
which is an important estimate. For further information on Schauder type estimates
in Hölder and Sobolev spaces we refer to [18] and [38].

Our fixed point operator is defined by an integral having the fundamental solution in
its integrand which is singular but has a weak singularity. So an important consider-
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ation is to deal with the singular integrals. Since we shall carry out our constructions
in the Hölder spaces so we have also to deal the singular integral with two weak sin-
gularities. E. M. Stein, in [47] and [46], has given a number of estimates for such
integrals. S. G. Mikhlin, [37], [36] also deals with the singular integrals. We too
prove the explicit estimates of the integrals with two weak singularities for a do-
main inRn. This result has been added in the appendix B. Another very important
book of S. G. Mikhlin, N. F.Morozov, and M.V. Paukshto,The integral equations
of the theory of elasticity, covers a number of properties on the theory of integral
equations and also covers the singular integrals. As long asthe fixed point operator
(1.9) discussed in the Chapter 1 is not differentiated two times, we stay with weak
singularity and then the integrals can be estimated comparatively easily. But if we
differentiate two times, the order of the singularity becomes equal to the dimen-
tions of the space and then this integral exists only in the sense of Cauchy principal
value. Although these Cauchy type integrals are beyond the scope of the present
thesis, but [48] is a good article to understand the facts on such integral due to their
importance for future work.

Maximum principles are very important tools in the theory ofpartial differential
equations and we are frequently use them to estimate the solution of linear elliptic
equations. These maximum principles give the estimates of solutions by its bound-
ary values. In literature there are a number of such maximum principle are already
available. A fundamental result is the Hopf Maximum Principle which says the
following

Let u= u(x),x∈R
n be a C2 solution ofLu≥ 0 whereL is elliptic linear differential

operator (3) with c≡ 0 in an open domainΩ and coefficients are locally bounded
and if u takes maximum value M inΩ then u≡ M.

D. Gilbarg, N. S. Trudinger in [18] and C. Miranda [38] respectively have given
various maximum principles for the elliptic type second order partial differential
equations which we use in our approach. For non-uniformly elliptic operator with
measurable coefficients, maximum principles have been formulated in [49]. K.
O. Widman, in [55] gives a quantitative form of maximum principle for elliptic
equations. Another important book which covers most of the areas of elliptic partial
differential equation is [42], where the authors give various maximum principles.

The third chapter is about the mapping and regularity properties of singular integral
operators where we show that our fixed point operator (1.9) belongs to the spaces of
continuously differentiable and Hölder continuously differentiable functions which
also shows that the solutionU (1.9) defined see in Chapter 1, maps these function
spaces into themselves. We also prove an important propertyof the fixed point op-
erator that is we prove its relative compactness in the spaceof Hölder continuously
differentiable functions. This property is essential to show the existence results by
Schauder Fixed Point Theorem. At the end of third chapter we show that operator
(1.9) of Chapter 1, is contractive under certain conditions. Later on the contractivity
of the operator leads to the additional restrictions to function spaces in some sense.
For more regularity properties we refer to [40] where authorgives the different sit-
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uations for classical solutions of non-linear elliptic second order partial differential
equations in the plane. X. Cabré, and L. A. Caffarelli, [10] use the Krylov-Safonov
Harnack inequality and show the situations where the viscosity solution of fully
non-linear second order elliptic Partial differential equation are inC1,α , C2,α . In
our consideration due to the application of the Schauder estimates in the Hölder
spaces, we need the boundary of the domain to be sufficiently smooth. For the do-
mains with non-smooth boundaries one has to consider the Sobolev spaces to work
in. Many cases of non-smooth domains or domains with edges have been discussed
by V. A. Kondrat’ev, and O. A. Olĕınik, [30]. Here authors provide a long survey on
the solutions of non-linear elliptic and other types of differential equations mainly
in non-smooth domains. Most of the work of O. A. Oleı̆nik, covers the non-smooth
domains and very useful references are given in her above article.

Fourth chapter is an important one where we present the existence and uniqueness
results by Schauder Fixed point Theorem and Contraction Mapping Principle. We
also give the explicit condition for mapping the balls (closed and convex subsets) of
the Banach space into itself which then gives the conditionson the radii of the balls.
That is we have to find the best balls. Moreover the estimates that we obtain help
us also to show the maximum norm of the boundary values that can be considered.
OnlyC1,α is a Banach space that we have considered there. We use then the relative
compactness to show the existence of solutions by Schauder Theorem. The second
part of the Chapter 4 is about the the existence and uniqueness of the solution of the
Dirichlet boundary value problems for non-linear partial differential equation. We
show the contractivity and additional condition on the radius of the ball discussed
in the fifth chapter. W. Tutschke [53], [54] has proved the results for the spaces of
continuous function. S. Graubner, in [21], [22] has also proved such results. He
replaces balls by poly-cylinders.

The Chapter 5 is the consequence of the chapter four. And in this we establish
the optimization results. These optimizations provide thenecessary information on
the choice of largest possible interval in which we choose the radii of the balls.
Moreover in certain cases we give also the largest possible bound for the boundary
values that we can consider. We also give the largest possible boundC for C1,α-
norms of the admissible boundary values. Then we determine the radius of the ball
which leads to the largestC.

At the end we shall give the summary and planned work for the future.



1. REDUCTION OF BOUNDARY VALUE PROBLEMS FOR
NON-LINEAR PDES TO FIXED-POINT PROBLEMS

Mainly, the present dissertation revolves around the solutions of the boundary value
problems (BVPs) for non-linear partial differential equations (PDEs) by the fixed-
point theorems1. We shall be considering the boundary value problems in case
when the right hand side depends on the desired solution as well as on its first order
derivatives. Naturally, it is most important that we must talk about the reduction of
the boundary value problems to the fixed-point operator together with the necessary
assumptions on the right hand side and coefficients of the differential operator and
boundary values. The current chapter covers all the necessary steps and details
required for the reduction. First section scales down the boundary value problem
for non-linear partial differential equations to fixed point operator. So the goal of the
chapter is that the solution of the boundary value problem isnothing but equivalent
to find the fixed-point of the corresponding fixed-point operator.

We shall assume that the boundary value problem is invertible by the integral where
the integrand contains a fundamental solution of the homogeneous partial differen-
tial equations, so it is obvious that we give a brief note on the fundamental solutions
and their existence. So the second section deals the fundamental solutions of the
homogeneous partial differential equations. Moreover, the fundamental solution of
the Laplace equation for domains inRn has been presented which gives good idea
about the topic.

1.1. Reduction of boundary value problems for non-linear
elliptic PDEs to fixed point operator equations

LetL be a differential operator defined in a domainΩ of Rn, and letℓ be an operator
acting on the boundary∂Ω of Ω. We focus on the reduction of the boundary value
problems of the type

Lu = F (·,u,∂iu) in Ω, i = 1,2,3, · · · (1.1)

ℓu = ϕ on ∂Ω (1.2)

to a fixed-point problem. Where the right hand sideF of (1.1) is a given function
depending on a point of domainΩ, the desired solutionu and also on the first
derivatives ofu with respect to any of the components of the arbitrary point of the
domain ofRn.

1Contraction Mapping Principle and Schauder Fixed Point Theorem

21



22 1. Reduction of boundary value problems to fixed-point problems

We are going to solve the boundary value problem (1.1),(1.2)under the following
assumptions:

(i) SupposeΩ is a bounded domain inRn with sufficiently smooth boundary

(ii) Let L be a linear differential operator of divergence type, that is

Lu = ∑
i, j

∂
∂xi

(

ai j
∂u
∂x j

)

+∑
i

bi
∂u
∂xi

+cu

= ∑
i, j

∂i
(
ai j ∂ ju

)
+∑

i
bi∂iu+cu.

(iii) Suppose that the homogeneous differential equationLu = 0 possesses the
fundamental solution represented byE(·,ξ ) .

(iv) ℓ is a linear operator acting on the boundary∂Ω such as the restriction of a
certain function defined inΩ to the boundary.

(v) Finally, we assume that the boundary value problem

Lu = 0 in Ω
ℓu = ϕ on ∂Ω

is uniquely solvable.

It is important to note that the last assumption (v) above restricts not only the ad-
missible boundary operatorℓ but also to the admissible domainsΩ, i.e, only those
domains can be considered which are bounded by sufficiently smooth boundaries.

All above assumptions are satisfied for the following Dirichlet boundary value prob-
lem:

∆u = 0 in Ω
u = ϕ on ∂Ω

in sufficiently smoothly bounded domains. Here operatorℓ is only a certain restric-
tion of desired solution to the boundary. It is well known that the Dirichlet problem
for Laplace equation in the balls inRn can be solved explicitly by the Poisson Inte-
gral Formula and of course is uniquely solvable.

Moreover, the unique solution of Dirichlet problem for the bi-potential operator∆2

requires not only the restriction of the desired solutionu on the boundary itself but
also its normal derivatives∂u/∂N (so-called Neumann condition) on the boundary
∂Ω.

Let u be a given solution of the following differential equation

Lu = F (·,u,∂iu) in Ω.
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We define the following operator,

V :=
∫

Ω

E(·,ξ )F (ξ ,u(ξ ),∂iu(ξ ))dξ , (1.3)

whereF is the given right hand side of differential equation (1.1).

A property of fundamental solutions implies that

LV = F (·,u,∂iu) . (1.4)

Before proving a lemma on distributional solution of equations of type (1.4), we
give the definition of the distributional solutions of the inhomogeneous partial dif-
ferential equations

Definition (Distributional Solution) SupposeL∗ is adjoint to the linear differen-
tial operatorL andu is an integrable function satisfying the relation

∫

Ω

(

φh+(−1)k+1uL∗φ
)

dx= 0 (1.5)

for any choice of a test functionφ . Thenu is called a weak solution of the differ-
ential equationLu= h in the distributional sense. Additionally, a weak solutionin
distributional sense is necessarily a solution in the classical sense provided thatu is
k-times continuously differentiable.

Weak solutionu of the homogeneous equationLu= 0, consequently, are character-
ized by the relation.

∫

Ω

uL∗φdx= 0

Now we come to a very nice result which gives assurance of the existence of distri-
butional solutions of partial differential equation.

Lemma 1.1 Suppose E(x,ξ ) is a fundamental solution ofLu= 0 with singular-
ity at ξ . WhereL is k-th order differential operator of divergence type. Then the
function u defined by

u(x) =
∫

Ω

E(x,ξ )h(ξ )dξ

turns out to be a distributional solution of the inhomogeneous differential equation
Lu= h.

Proof Let us denoteΩ as domain ofx−space and theξ−space byΩx and Ωξ
respectively. Ifϕ is a k-times continuously differentiable test function then one
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has

∫

Ω

uL∗ϕdx =
∫

Ωx






∫

Ωξ

E(x,ξ )h(ξ )dξ




L∗ϕdx

Fubini theorem⇒ =

∫

Ωξ

h(ξ )





∫

Ωx

E(x,ξ )L∗ϕdx



dξ

(1.5)⇒ = (−1)k
∫

Ωξ

h(ξ )ϕ(ξ )dξ . �

In order to reduce the boundary value problem (1.1), (1.2) toa fixed-point problem,
we first assume thatu∗ is a given solution of the differential equation (1.1), that
is,

Lu∗ = F (·,u∗,∂iu∗) . (1.6)

Let

V∗ =
∫

Ω

E(·,ξ )F (ξ ,u∗(ξ ),∂iu∗(ξ ))dξ ,

Here we define av∗ as follows,

v∗ =: u∗−V∗, (1.7)

Then by the lemma (1.1) we have,

LV∗ = F (·,u∗,∂iu∗) ,

Consequently,

Lv∗ = L(u∗−V∗) ,

= F (·,u∗,∂iu∗)−F (·,u∗,∂iu∗) ,

= 0,

that is, v∗ = u∗ −V∗, turns out to be the solution of the homogeneous equation
Lv∗ = 0. In view of (1.7), we obtain for a given solutionu∗ of the equation (1.6)
the representation

u∗ = v∗+V∗ = v∗+
∫

Ω

E(·,ξ )F (ξ ,u∗(ξ ),∂iu∗(ξ ))dξ , (1.8)

wherev∗ is a solution of the homogeneous equationLv∗ = 0.

Starting from the representation (1.8) of a given solution,we introduce an operator
in order to construct solutions. Letu be any function belonging to a subset of
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the underlying function space. Further, letv be any solution of the homogeneous
equationLv= 0 Then define an image ofu by

U = v+V = v+
∫

Ω

E(·,ξ )F (ξ ,u(ξ ),∂iu(ξ ))dξ . (1.9)

If u is a fixed point of this operator, that is,

LU = Lv+LV = 0+F (·,u,∂iu) , (1.10)

and so each fixed point turns out to be a solution of the non-linear differential equa-
tion

Lu= F (·,u,∂iu) , (1.11)

therefore each fixed-pointu is a solution of the differential equation (1.1).

Formula (1.8) shows that especially a given solutionu∗ is a fixed point of the oper-
ator (1.9) providedv∗ is defined by (1.7). However, formula (1.9) demonstrates that
not only this specialu∗ but also each fixed point of the operator (1.9) is a solution
of the differential equation (1.1) where v is any solution ofthe the homogeneous
differential equationLv= 0.

This fact can be used in order to construct a solution of the boundary value problem
(1.1), (1.2). This is possible by a suitable choice of the solution v of the homoge-
neous equationLv= 0. Of course, we assume thatu belongs to a given subset of
the function space under consideration. Now we choose,

v= u0+ ũ,

whereu0 is the solution of the given boundary value problem for the homogeneous
partial differential equation while ˜u is a solution of homogeneous partial differential
equation also which compensates the boundary values ofℓV to zero. In other words,
u0 is a solution of

Lu0 = 0 in Ω
ℓu0 = ϕ on ∂Ω

andũ solves the boundary value problem

Lũ0 = 0 in Ω
ℓũ = −ℓV on ∂Ω.

Now let u be the fixed point of the operator

U = u0+ ũ+V

= u0+ ũ+
∫

Ω

E(·,ξ )F (ξ ,u(ξ ),∂iu(ξ ))dξ ,
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Clearly we obtain

LU = Lu0+Lũ+LV

= 0+0+F (·,u,∂iu) in Ω

and

ℓU = ℓu0+ ℓũ+ ℓV

= ϕ − ℓV + ℓV = ϕ on ∂Ω

that is the boundary value problem (1.1), (1.2) is completely satisfied, hence the
fixed pointU = u is a solution of the BVP (1.1), (1.2).

To sum up, we terms the theorem:

Theorem 1.1 The solution of boundary value problem (1.1), (1.2) is the fixed-
point of the operator

U = u0+ ũ+
∫

Ω

E(·,ξ )F (ξ ,u(ξ ),∂iu(ξ ))dξ , (1.12)

and vice versa

where u0 andũ are the solutions of the following boundary value problems

Lu0 = 0 in Ω
ℓu0 = ϕ on ∂Ω

and

Lũ = 0 in Ω

ℓu = −ℓ





∫

Ω

E(·,ξ )F (ξ ,u(ξ ),∂iu(ξ ))dξ



 on ∂Ω

respectively.

Example 1.1 Let u0 andũ are the solutions of Dirichlet problems with,

u0 = g(x) and ũ=
1

4π

∫∫

Ω

∫ F (ξ ,u(ξ ),∂iu(ξ ))
|x−ξ | dξ on ∂Ω (1.13)

for Laplace equations∆u0 = 0 and∆ũ = 0 respectively in the bounded domainΩ
in R

3. Then each fixed-point of the operator

U(x) = u0(x)+ ũ(x)− 1
4π

∫∫

Ω

∫ F (ξ ,u(ξ ),∂iu(ξ ))
|x−ξ | dξ (1.14)
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is a solution of of the Dirichlet problem

∆u = F (·,u,∂iu) in Ω (1.15)

u = g on ∂Ω. (1.16)

Indeed, since

E(x,ξ ) =
1

4π
· 1
|x−ξ |

is a fundamental solution of the Laplace equation.

Thus in order to find solutions of the boundary value problem of the form (1.1),
(1.2), one has only to apply fixed-point theorems. Of course,a number of such
theorems are available in literature but we shall only consider the Schauder Fixed
Point Theorem and the Contraction Mapping Principle. In this regards, chapters 4
and 5 of the current manuscript discuss the existence results by fixed point meth-
ods. Further, the operator (1.12) must satisfies the necessary conditions. Since the
operator (1.12) is defined with the help of fundamental solution E(x,ξ ) and since
a fundamental solution is weakly singular atξ , one has to estimate weakly singu-
lar integrals. Moreover, if one needs to have considerations in Hölder spaces then
integrals with two singularities are of immense importance. The next chapters deal
with such integrals in details and their mapping properties.

Before proceeding to next chapter we give a short note on the fundamental solu-
tions. It is important because we shall always assume that the homogeneous equa-
tion occurring in our boundary value problem possesses a fundamental solution.

1.2. Fundamental solutions

Solutionsu of a partial differential equationLu = 0 with an isolated singularity
sayξ are called fundamental solutions in case thatu has a special behavior at the
isolated singularityξ . This special behavior can be described with the help of a
boundary integral occurring in the Green integral formula.

In order to apply the Green’s Integral Formula to functions having a singularity at a
point in the interior of a domainΩ, one has to omit a neighborhood of the singular
point ξ . Now the domain of integration is then confined toΩε = Ω−Uε whereUε
is theε-neighborhood ofξ . See on next page.
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Ωε

ε
ξ

Uε

Here the boundary ofΩε consists of two parts, first∂Ω of the given domainΩ and
second theε-sphere centered atξ .

Let E(x,ξ ) be the solution ofLu= 0 having an isolated singularity atξ , while v is
anyk-times continuously differentiable function. Then the Green integral formula
applied tou= E(x,ξ ) andv in Ωε implies the relation

(−1)k+1
∫

Ωε
E(x,ξ )L∗vdx=

∫

∂Ω
P[E(x,ξ ),v]dµ +

∫

|x−ξ |=ε
P[E(x,ξ ),v]dµ

(1.17)
where ∫

∂Ω
P[u,v]dµ =

∫

Ω

(

vLu+(−1)k+1uL∗v
)

dx. (1.18)

The relation (1.17) leads to the following definition of a fundamental solutions

Definition 1.1 (Fundamental Solution) The function u= E(x,ξ ) is said to be a
“fundamental solution” of the equationLu= 0 with singularity atξ if the following
three conditions are satisfied:

(1) u= E(x,ξ ) is the solution ofLu= 0 for x 6= ξ

(2) The boundary integral over theε-sphere in (1.17) tends to−v(ξ ) asε tends
to zero, that is,

lim
ε→0

∫

|x−ξ |=ε
P[E(x,ξ ),v]dµ =−v(ξ ) (1.19)

where v is any k−times continuously differentiable function.

(3) the function u= E(x,ξ ) is weakly singular atξ , i.e, it can be estimated by

|E(x,ξ )| ≤ const.
|x−ξ |α (1.20)

whereα < n (the dimension of the space).

Following lemma gives the proof of the fundamental solutionof Laplace equa-
tion.

Lemma 1.2 If ωn means the surface measure of the unit sphere inR
n, then

− 1
(n−2)ωn|x−ξ |n−2
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is a fundamental solution of the Laplace equation inR
n, n≥ 3, whose singularity

is located atξ .

Proof . Since the Laplace operator∆ is self adjoint, so by Green’s integral formula
we have,

∫

Ω
(v∆u−u∆v)dx=

∫

∂Ω

(

v
∂u
∂N

−u
∂v
∂N

)

dµ =:
∫

∂Ω
P[u,v]dµ

On theε-sphere centered atξ , we have,

∂
∂N

=− ∂
∂ r

wherer = |x−ξ |. For the solution of Laplace equationu=
c

rn−2 (c is constant), it

follows that

P[u,v] = v(x) · c(n−2)
εn−1 +

c
εn−2 ·

∂v
∂ r

on the spherer = ε. This expression can be written in the form

(v(x)−v(ξ )) · c(n−2)
εn−1 +v(ξ )

c(n−2)
εn−1 +

c
εn−2 ·

∂v
∂ r

. (1.21)

Now we have to integrate these three terms over theε-spherer = ε. Clearly, the
surface measure ofε-sphere is equal toεn−1ωn where theωn is the surface measure
of the unit sphere. Therefore absolute value of the integralof the first term can be
estimated by

∣
∣
∣
∣

∫

|x−ξ |=ε

(
v(x)−v(ξ )

)
· c(n−2)

εn−1 dµ
∣
∣
∣
∣
≤ c(n−2)

εn−1 · sup
|x−ξ |=ε

|v(x)−v(ξ )|.

Sincev is continuous, the supremum tends to zero asε tends to zero. Consequently,
the limit of the integral of the first term equals zero.

The integral of the second term in (1.21) can be estimated by using the Schmidt
inequality

∣
∣
∣
∣

∫

|x−ξ |=ε
v(ξ )

c(n−2)
εn−1 dµ

∣
∣
∣
∣

≤ |v(ξ )|c(n−2)
εn−1 · εn−1ωn

≤ c(n−2)ωn|v(ξ )|.

Since∂v/∂ r is bounded (because v is continuous), so the integral over the third
term in (1.21) can be estimated as,

∣
∣
∣
∣

∫

|x−ξ |=ε

c
εn−2 ·

∂v
∂ r

ddµ
∣
∣
∣
∣
≤ |c| ·const·ωn · ε.

So the integral tends to zero asε → 0.
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To sum up
∫

|x−ξ |=ε
P[u,v]dµ = c(n−2)ωn ·v(ξ ).

Therefore the limit is equal to−v(ξ ) if we choose

c=− 1
(n−2)ωn

.

Which is the desired choice ofc that leads to the final result.�

1.3. Existence of fundamental solutions for more general elliptic
differential operator

In analysis, an important question is the existence of a fundamental solution in case
of a general second or higher order elliptic differential operator of the form,

L = ∑
i, j

∂
∂xi

(

ai j
∂

∂x j

)

+∑
i

bi
∂

∂xi
+c,

C. Miranda [38] says that for a domain inRn and Hölder continuously differentiable
coefficients, not only that the fundamental solutionE(x,ξ ) exists but it also satisfies
following estimates:

• E(x,ξ )≤ const.

|x−ξ |n−2

• ∂iE(x,ξ )≤
const.

|x−ξ |n−1
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We consider the boundary value problems for non-linear second order elliptic par-
tial differential equations with variable coefficients of the form:

Lu = F (·,u,∂iu) in Ω (2.1)

u = ϕ on ∂Ω (2.2)

whereΩ is a bounded domain inRn with finite measuremΩ, the boundary data
is assumed to be of classC1,α while the right hand side satisfies the following
Lipschitz condition:

|F(·,u1,∂iu1)−F(·,u2,∂iu2)| ≤ L1|u1−u2|+∑
j

L2, j |∂iu1−∂iu2| (2.3)

andF(·,0,0) is bounded byM, that is|F(·,0,0)| ≤ M.

Note : The above Lipschitz condition (2.3) is only required to show the unique ex-
istence of solution but for the existence results by Schauder’s Fixed Point Theorem,
we only require the boundedness of the right hand side.

Where the operatorL is given by

Lu=
n

∑
i, j=1

∂i
(
ai j (·)∂ ju

)
+

n

∑
i=1

(bi(·)∂iu)+cu. (2.4)

We shall require the coefficientsai j (·) andbi(·) to be continuously differentiable or
Hölder continuously differentiable.

Our goal is to show the existence and uniqueness of the solution of the bound-
ary value problem (2.1),(2.2) by theSchauderandBanachFixed Point Theorems.
Clearly, the right hand side depends on the first order derivative of the desired solu-
tion u so we have to choose a suitable Banach space. Due to an availability of the
Schauder type estimates, we have the advantage to use the Hölder spaces as required
Banach spaces to have investigations in. Also we will need various maximum prin-
ciples for estimation of solutionsu0 andũ of homogeneous problemLu0 = 0 and
Lũ= 0 respectively.

Before going towards the behavior of the singular integrals, in the first section,
we give a short introduction about the function spaces whichwe shall consider
throughout this dissertation.

31
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2.1. Hölder space C1,α

As we have hinted that we shall deal the non-linear second order partial differential
equations of elliptic type when the right hand side depends on the desired solu-
tion and its derivatives so in general, this leads to the consideration of either space
of continuously differentiable functions or space of functions which have Hölder
continuous derivatives up to first order.

Since we possess enough literature on the Schauder type estimates so we shall give
preference to consider theC1,α function space. In the last section of this chapter,
we discuss the Schauder estimates in details.

2.2. Singular integrals

We are going to discuss the two types of singular integrals

i Integral with one weak singularity

ii Integral with two weak singularities

2.2.1. Integral with one weak singularity

It is clear from the first chapter that under certain assumptions the boundary value
problem can be reduced to the following fixed point operator

U = u0+ ũ+
∫

Ω
E(·,ξ )F (ξ ,u(ξ ),∂iu(ξ ))dξ (2.5)

where we have to deal with the integrals whose kernels have weak singularities. For
example with the fundamental solutions of the partial differential equations. Natu-
rally, we must evaluate the behavior of such singular integrals (near the singularity)
and their mapping properties see Chapter 3. In [2] Agmon, Douglis and Nirenberg
narrate about such kernels with weak singularities very nicely.

The functionF involved in the above integral equation, is assumed to satisfy the
Lipschitz condition or is only bounded, so its norm can be taken out of integral and
we are then left with a weakly singular integral having one weak singularity of the
form,

K ·
∫

Ω

dξ
|x−ξ |α , with α < n. (2.6)

To investigate such type of integrals, one need certain results, one of them is well
known as Schmidt inequality stated as:

Lemma 2.1 (Schmidt Inequality) SupposeΩ is a domain inRn, with finite
measure mΩ not necessarily bounded. Denote the volume of a unit ball inR

n byτn,
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while the measure of surface of unit ball isωn then for0≤ α < n

∫

Ω

dξ
|x−ξ |α ≤ ωn

n−α

(
mΩ
τn

)1−α
n

(2.7)

for each x ofRn., 1

That means, the use of Schmidt inequality will always be an important step to es-
timate such types of integrals. But importantly, Schmidt inequality provides the
result for one weak singularity.

Since our main considerations are to investigate the derivatives of these integrals
under the sign of integration because we are going to work in space of Hölder con-
tinuously differentiable functions. The first order derivatives leads to the increase
in the order of singularity but even then we are staying with weak singularity with
α +1< n (the dimensions of the space) and estimation of integral canbe performed
by Schmidt inequality. But if one wants to work in spaces likeC2 or C2,α then the
situation is more complicated and tricky because integration involves the strong sin-
gularity. Then the integral is understood as a Cauchy principal value in literature.
One has to be more careful that case.

2.2.2. Integral with two weak singularities

An important result about the estimates of integrals havingintegrand with two weak
singularities say atx

′
andx

′′
is the following theorem. This result is even true for

an unbounded domain having finite measuremΩ . It is important that the following
result is also a counter example and correction to the resultused in the book of S.
G. Mikhlin see Appendix B.

Theorem 2.1 SupposeΩ is a domain inRn, with finite measure mΩ , suppose
further thatλ and µ are real numbers satisfying the inequalities0 ≤ λ < n and
0≤ µ < n then there exist constants C1, C2 and C3 depending only onΩ , λ andµ
such that

∫

Ω

dξ
|x′ −ξ |λ · |x′′ −ξ |µ ≤

{

C1|x
′ −x

′′ |n−λ−µ
+C2, for λ +µ 6= n

C3−4π ln |x′ −x
′′ |, for λ +µ = n

(2.8)

is true for any 2 points x
′

and x
′′

not necessarily belonging toΩ but having a
positive distance less than 2. Hereξ is an element inRn and dξ is the volume

1Proof of Schmidt Inequality is available in literature so itis not included here.
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element in n-space . Where C1, C2 and C3 are given explicitly by:

C1 =
2π

2n−λ−µ ·M
{

1
n−λ

+
1

n−µ
+

2π
n−λ −µ

}

C2 = 2πM

{
1

n−λ
+

1
n−µ

+
2π

n−λ −µ

}

+mΩ

C3 = M

{

2π
(

1
n−λ

+
1

n−µ

)

+ ln2+
mΩ
M

}

.

Proof : This has been proved in Appendix B.

Remark 2.1 The estimate is also true if the distances of the two points are even
greater than 2 but then we get other constants. This situation is discussed in next
chapter under title mapping properties.

2.2.3. Integral in the sense of Cauchy principal value

When one has to work in different function spaces then various mapping properties
of singular integral operators are to be dealt with. In the previous subsections we
have discussed the more easy cases concerning the weak singularities which are
rather easy to handle. Here we deal with singular integrals having the strong sin-
gularities and those unbounded integrals which don’t existas proper or improper
integrals. In a broader sense these integrals exist in the sense of Cauchy Principal
Value, briefly either CPV. or PV. integrals. A detail note on Cauchy type integrals
both in univariate and multivariate cases has been described by A. R. Krommer and
C. W. Ueberhuber in [33] p14.

The existence of Cauchy Principal Value Integrals for various classes of integral
equations has been discussed by M. A. Golberg [20]. Similarly, these integrals
occur in the integral transforms, for instance, in Hilbert and Riesz transforms which
have been mentioned by A. J. Jerri in [25].

We now examine the Cauchy type integrals with an example. C. Miranda [38] has
dealt such integrals. Here we consider a bounded domainΩ in R

n. Suppose the
functionk : Ω → R is unbounded in an arbitrary neighborhood of a pointξ of Ω.
Let Bε(ξ ) be the sphere with respect to the Euclidean norm inR

n andε ∈ (0,∞)
and let the functionk be Riemann integrable over the regionΩ\Bε(ξ ). Then the
CPV integral is defined by

∫ ∗

Ω
k(x,ξ )dξ := lim

ε→0

∫

Ω\Bε (ξ )
k(x,ξ )dξ (2.9)

provided that the limit exists.

G. Monegato [39] stated that if the order of the singularity is at most equal to the
dimension of the space of which our domainΩ is taken as subset, the above limit is
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independent of the particular norm otherwise it depends on the a certain norm. An
important example of the CPV integral is given by,

J(x) =:
∫ ∗

Ω

F(ξ )
|x−ξ |ndξ (2.10)

We encounter this type of integral during the solutions of boundary value prob-
lems for inhomogeneous partial differential equations. A sufficient condition for
the existence of above integral defined in (2.10) is that the functionF is Hölder
continuous atξ that is for for 0< α < 1 there is a constantC such that

|F(x)−F(ξ )| ≤C|x−ξ |α (2.11)

that means, the the functionF having the property of Hölder continuity leads to the
reduction in the order of the singularity of the kernel appearing in the integrand and
we stay with a weak singularity and then simplifications can be done similar to the
previous sections.

2.3. Schauder estimates

Schauder estimates play a very important role in the theory of elliptic Partial Dif-
ferential Equations. In view of wikipedia these estimates are based on the existence
theory of Juliusz Schauder so they are named after him. Not only that Schauder es-
timates are of worth importance in existence theory of linear but also for non-linear
elliptic PDEs. These estimates guarantee that the Hölder bound for the solutions
of PDEs, in general, is controlled by the Hölder norm of the boundary data, i.e,
they are very critical in solving the boundary value problems. A lot of literature is
already available on these estimates.

In the articles of Agmon, Douglis and Nirenberg [2] and [3], acomprehensive dis-
cussion on Schauder estimates is already given. In this regards mostly the‖ · ‖C2,α

bound for the solutions of PDEs is estimated. E. A. Baderko [7] proves the case
‖ · ‖C1,α explicitly which is very important for our considerations,since our main
focus is on boundary value problems for non linear second order elliptic PDEs.
We will mainly focus on the function spaceC1,α , hence it would be a natural de-
mand to have Schauder estimates for this case at our disposal. D. Gilbarg and N.
S. Trudinger [18] has also presented various results on Schauder estimates with
applications in the framework of boundary value problems.

Foremost, there are two kinds of Schauder estimates:

• Interior Schauder Estimates

• Estimates near the boundary

The “Interior Estimates”, provide us the bounds for the derivatives up to the second
order of the solution and their Hölder continuity in any compact subset of the do-
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main that is, for the solution of a boundary value problem (2.1),(2.2), we have the
following bound,

‖u‖∗C2,α(Ω) ≤C
(

‖F‖C0,α(Ω)+‖u‖C0(Ω)

)

(2.12)

Here the norm depends on the behavior of source term and the continuity of the
solutionu. Sign “*” represents the weighted norm inside the domain that is at a
positive distance from the boundary. ConstantC depends on the Hölder exponentα,
dimension on the spacen, ellipticity constantγ and theC0,α bound of the constants
appearing in the elliptic operator.

In the later situation we get the same type of estimates as we have in (2.12) but here
the Hölder norm depends additionally on the regularity of boundary terms and we
have the following Schauder estimates up to the boundary.

‖u‖C2,α(Ω) ≤C
(

‖F‖C0,α(Ω)+‖u‖C0(Ω)+‖ϕ‖C2,α (∂Ω)

)

(2.13)

whereC additionally depending on domainΩ.

In general setting, for the regularity ofCk+2,α of solutions, Gilbarg [19] has proved
the lemma as:

Lemma 2.2 Let Ω be a Ck,α domain, k≥ 0, and assume u∈ Ck+2,α(Ω), the
boundary valesϕ ∈Ck+2,α(Ω), the right hand side f∈Ck,α(Ω) and the coefficients
of ai j ,bi,c are in Ck,α(Ω). Then the following Schauder estimate is true

‖u‖Ck+2,α(Ω) ≤C
(

‖ f‖Ck,α(Ω)+‖u‖C0(Ω)+‖ϕ‖Ck+2,α (∂Ω)

)

(2.14)

The Schauder estimates for the Hölder continuity of the firstderivative of the solu-
tion up to the boundary is given in [8] and [7]

‖u‖C1,α(Ω) ≤C
(

‖F‖C0,α(Ω)+‖u‖C0(Ω)+‖ϕ‖C1,α (∂Ω)

)

(2.15)

When the solution satisfies a certain maximum principle, themiddle term can be
dropped or one can estimate it by the Hölder norm of the boundary data.

We also prove the Schauder estimates inC1,α-norm inR2 and in this case we eval-
uate the constants explicitly. For this see Appendix A.

Of course for the differential equations with variable coefficients, additional
smoothness properties are required for the variables. Schauder estimates near the
boundary for the elliptic partial differential equations of an arbitrary order are pre-
sented in [2] where the authors give both the cases of equations with constant and
variable coefficients and interior estimates. Moreover, a comprehensive discussion
about the boundary conditions and their smoothness is done.Similar estimates for
the systems of partial differential equations were given in[3]. Regarding the interior
estimates for systems of elliptic PDEs we refer to [14].
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2.4. Maximum minimum principles

The maximum principle is an important property of the solutions of certain partial
differential equations which can be of elliptic or parabolic type. The maximum
principle, in general, says that a maximum value of a function (which is the so-
lution of partial differential equation) in a domain existson the boundary of the
domain. To illustrate more, a solution of elliptic PDE is said to satisfy the strong
maximum principle if it attains its maximum value inside thedomain then it is
uniformly constant in the closure of the domain. Moreover, the strong maximum
principle is very useful to find the a priori estimates of the solutions of linear partial
differential equations and specially of boundary value problems for non-linear par-
tial differential equations. We investigate boundary value problems for non-linear
PDEs where these maximum principles play essential part. C.Miranda [38] p7,
gives the maximum principle for the general linear second order PDE of the type
Lu= f :

Lemma 2.3 LetΩ be a bounded domain and u be a regular solution of homoge-
neous equationLu= 0 in Ω. Suppose further that u is non-constant and continuous
in Ω. If c ≤ 0 then throughoutΩ:

max
Ω

|u|< max
∂Ω

|u| (2.16)

more precisely if c= 0 then throughoutΩ we have the two sided estimate:

min
Ω

u< u< max
∂Ω

u (2.17)

More results on the strong and weak maximum principles are given by D. Gilbarg
[19].

The weak maximum principle, on the other hand, says that if wehave the maximum
on the boundary even then this maximum value may exist insideor interior of the
domain, for instance a weak maximum principle has been mentioned in [19] where
it says that,

Lemma 2.4 LetL be a general linear second order elliptic operator defined in
section 1.1, in a bounded domainΩ. Suppose that if

Lu≥ 0 and c= 0 in Ω

with u∈C2(Ω)∩C0(Ω) then the maximum of u is given by,

sup
Ω

u= sup
∂Ω

u (2.18)

and if
Lu≤ 0 and c= 0 in Ω

then minimum of u is given by
inf
Ω

u= inf
∂Ω

u (2.19)
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The last equation gives the minimum principle.

The maximum principles are the basis of proving the Harnack inequality in the
framework of partial differential equations. We shall be frequently using the maxi-
mum principle in our existence results for the a priori estimates of the solutions of
non-linear partial differential equations.



3. MAPPING PROPERTIES OF RELATED OPERATORS

The chapter one reduces the boundary value problems to the fixed point operator in-
volving the singular integrals. In general these singular integrals are of the form,

∫

Ω

E(·,ξ )F (ξ ,u(ξ ),∂iu(ξ ))dξ , (3.1)

whereE(·,ξ ) is a fundamental solution of the linear homogeneous elliptic partial
differential equationLu = 0 and by definition a fundamental solution is weakly
singular.

Our main focus will be on solving the class of the boundary value problems for non-
linear partial differential equations with variable coefficients having the principal
part as Laplace operator when the right hand side depends notonly on the desired
solution but also on its first order derivatives. Moreover weshall apply Schauder
and Banach Fixed Point Theorems to obtain our existence results. Hence it will be
mandatory to choose the suitable function spaces or Banach spaces to work in.

Since the right hand side depends on the derivatives of the solution of the boundary
value problem, it is natural to consider the space of continuously differentiable func-
tionsC1. But as mentioned before, we want to utilize the presence of the Schauder
estimates which are developed mainly for the Hölder spaces.So we shall work
with C1,α function space. The next important chapter gives details onthe existence
results, where we prove the existence and uniqueness of the solution of BVPs for
non-linear PDEs. These existence results demands to have certain mapping proper-
ties of the fixed-point operator in our hand first.

Now we shall confine ourselves to the non linear partial differential equations which
have the Laplace operator as a principal part and right hand side is a function of
the solutionu and its first order derivatives. Here we can bring the terms from
differential operator with first order derivatives of the solution and the rest lower
order terms to the right hand side and we stay with the Laplaceoperator on the
left hand side. The reason is that we can now work with the explicit fundamental
solution of the Laplace operator which we have already proved in the Section 1.2
in Chapter 1. We shall consider a bounded domainΩ in R

n and the corresponding
fundamental solution for the Laplace operator is given by

E(x,ξ ) =− 1
(n−2)ωn|x−ξ |n−2 , n≥ 3.

The Dirichlet boundary value problem, considered is

∆u = F (·,u,∂iu) in Ω
u = ϕ on ∂Ω

39
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i.e, we have∆ instead of the general second order elliptic differential operatorL.

By the Theorem (1.1), the above BVP is reduced to,

U = u0+ ũ+
∫

Ω

F (ξ ,u(ξ ),∂iu(ξ ))
(n−2)ωn|x−ξ |n−2dξ ,

or briefly,

U = u0+ ũ+V, (3.2)

whereV is given by

V =− 1
(n−2)ωn

∫

Ω

F (ξ ,u(ξ ),∂iu(ξ ))
|x−ξ |n−2 dξ (3.3)

while u0 andũ are the solutions of the Laplace equation with boundary values asϕ
and−V respectively.

Clearly the singular integralV in (3.3) is a significant component of the fixed point
operator (3.2), so we shall be discussing the mapping properties of this integral
operatorV then we carry these properties toU . It will be important to note that
throughout the investigation we shall assume the density functionF to be Lipschitz
continuous or bounded.

3.1. Continuity of V

We again considerV

V(x) =− 1
(n−2)ωn

∫

Ω

F (ξ ,u(ξ ),∂iu(ξ ))
|x−ξ |n−2 dξ .

The continuity ofV can easily be checked as follows

V
(
x
)

− V
(
x
′)

=
1

(n−2)ωn

∫

Ω

F (ξ ,u(ξ ),∂iu(ξ ))
(

1

|x′ −ξ |n−2
− 1

|x−ξ |n−2

)

dξ

=
1

(n−2)ωn

∫

Ω

F
(
ξ ,u(ξ ),∂iu(ξ )

)

(

|x−ξ |n−2−|x′ −ξ |n−2

|x′ −ξ |n−2 · |x−ξ |n−2

)

dξ

=
1

(n−2)ωn

∫

Ω

F
(
ξ ,u(ξ ),∂iu(ξ )

)(

|x−ξ |− |x′ −ξ |
)

Wdξ (3.4)

where

W =
|x−ξ |n−3+ |x−ξ |n−4|x′ −ξ |+ |x−ξ |n−5|x′ −ξ |2+ ...+ |x′ −ξ |n−3

|x′ −ξ |n−2 · |x−ξ |n−2
.
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That implies,

∣
∣
∣V(x)−V(x

′
)
∣
∣
∣≤ ‖F‖

(n−2)ωn
|x−x

′ | ·Y,

where

Y =

∫

Ω

dξ
|x′ −ξ |n−2 · |x−ξ |1+

∫

Ω

dξ
|x′ −ξ |n−3 · |x−ξ |2+ ...+

∫

Ω

dξ
|x′ −ξ |1 · |x−ξ |n−2

(3.5)

In (3.5) each integral with two singularities is bounded by Theorem (2.1) and we
have (n-2) total terms. Moreover, we have an explicit value for the integral estimate
and so the absolute value of left hand side of (3.4) can be madeas small as possible
when x → x

′
. But notice that theorem (2.1) is only true for the domain having

diameter less than 2. i.e,|x−x
′ |< 2. The constants occurring during the estimates

of each of above (n−2) number of integrals are the same so one can write down the
above inequality:

∣
∣
∣V(x)−V(x

′
)
∣
∣
∣≤ ‖F‖

(n−2)ωn
|x−x

′ | · (n−2) ·
∫

Ω

dξ
|x′ −ξ |n−2 · |x−ξ |1 .

For |x−x
′ | ≥ 1 we can consider again equation (3.4)

V
(
x
)

− V
(
x
′)

(3.6)

=
1

(n−2)ωn

∫

Ω

F
(
ξ ,u(ξ ),∂iu(ξ )

)
(

1

|x′ −ξ |n−2
− 1

|x−ξ |n−2

)

dξ

∣
∣V
(
x
)

− V
(
x
′)∣
∣

≤ ‖F‖
(n−2)ωn

∫

Ω




1

|x′ −ξ |n−2
+

∫

Ω

1
|x−ξ |n−2



dξ (3.7)

≤ ‖F‖
(n−2)ωn

·
∣
∣
∣x−x

′
∣
∣
∣

∫

Ω




1

|x′ −ξ |n−2
+
∫

Ω

1
|x−ξ |n−2



dξ (3.8)

here using the Schmidt inequality two times we get the bound for the integrals that
means

∣
∣
∣V(x)−V(x

′
)
∣
∣
∣ ≤ ‖F‖

(n−2)|

(
mΩ
τn

)2/3

· |x−x
′ | (3.9)

which shows finally thatV(x) is continuous.
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3.2. V(x) ∈C1(Ω)

For sup|∂iV| we differentiate under the sign of integration, so we get

∂iV =− 1
(n−2)ωn

∫

Ω

∂i
F (ξ ,u(ξ ),∂iu(ξ ))

|x−ξ |n−2 dξ (3.10)

and

‖∂iV‖ ≤ ‖F‖
(n−2)ωn

∫

Ω

1
|x−ξ |n−1 ·

|xi −ξi |
|x−ξ | dξ

again Schmidt inequality leads to the following

‖∂iV‖ ≤ ‖F‖
(n−2)

·
(

mΩ
τn

)1
n

(3.11)

∂iV(x
′
) − ∂iV(x

′′
)

= − 1
(n−2)ωn

∫

Ω

F (ξ ,u(ξ ),∂iu(ξ ))

(

x
′
i −ξi

|x′ −ξ |n −
x
′′
i −ξi

|x′′ −ξ |n

)

dξ

this implies that

∣
∣
∣∂iV(x

′
)−∂iV(x

′′
)
∣
∣
∣≤ ‖F‖

(n−2)ωn
·
∫

Ω

Idξ (3.12)

by the same arguments as previous we have,

I ≤ 2(n−1)|x′ −x
′′ |
(

1

|x′ −ξ |n− 1
2 · |x′′ −ξ |1/2

)

,

from (3.12) we get,

∣
∣
∣∂iV(x

′
)−∂iV(x

′′
)
∣
∣
∣≤ 2(n−1)‖F‖

(n−2)ωn
|x′ −x

′′ |
∫

Ω

dξ
|x′ −ξ |n− 1

2 · |x′′ −ξ |1/2
,

here we apply the following estimate for the integral over a domain with finite
measure, saymΩ , in R

n of the function with two weak singularities lying atx
′
and

x
′′

∫

Ω

1

|x′ −ξ |µ · |x′′ −ξ |ν dξ ≤ 8nπτn

2n−1
+ τn ln2+mΩ −4π

∣
∣
∣ln
∣
∣x

′ −x
′′∣
∣

∣
∣
∣

where 0≤ µ < n, 0≤ ν < n andµ +ν = n
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we get

∣
∣
∣∂iV(x

′
)−∂iV(x

′′
)
∣
∣
∣≤ 2(n−1)‖F‖

(n−2)ωn
· |x′ −x

′′ | ·
(

C−8π
∣
∣
∣ln
∣
∣x

′ −x
′′∣
∣

∣
∣
∣

)

where C is given by

C=
8nπτn

2n−1
+ τn ln2+mΩ .

Thus we have

∣
∣
∣∂iV(x

′
)−∂iV(x

′′
)
∣
∣
∣≤ 2(n−1)‖F‖

(n−2)ωn

∣
∣
∣x

′ −x
′′
∣
∣
∣

α (
Ct1−α +8πt1−α

∣
∣
∣ln
∣
∣x

′ −x
′′∣
∣

∣
∣
∣

)

(3.13)

wheret :=
∣
∣
∣x

′ −x
′′
∣
∣
∣

The last expression shows that the first order derivatives ofV(x) are continuous.
Hence one can easily find the‖V‖C1 norm. ThusV(x) ∈C1(Ω) which is very nice
property ofV(x).

3.3. V(x) ∈C1,α(Ω)

Now another important mapping property of the singular integral operatorV(x) is
discussed that is whether it is a member of the Banach spaceC1,α(Ω) or not. Again
the last inequality (3.13) implies

sup

∣
∣
∣∂iV(x

′
)−∂iV(x

′′
)
∣
∣
∣

|x′ −x′′ |α ≤ 2(n−1)‖F‖
(n−2)ωn

·max
(
Ct1−α +8πt1−α ln t

)
(3.14)

suppose max
(
Ct1−α +8πt1−α ln t

)
= m

′

sup

∣
∣
∣∂iV(x

′
)−∂iV(x

′′
)
∣
∣
∣

|x′ −x′′ |α ≤ 2(n−1)‖F‖
(n−2)ωn

·m′
(3.15)

Now for t = |x′ −x
′′ | ≥ 1, from the previous arguments we have

∣
∣
∣∂iV(x

′
)−∂iV(x

′′
)
∣
∣
∣ ≤ ‖F‖

(n−2)ωn

∫

Ω

{
1

|x′ −ξ |n−1
+

1

|x′′ −ξ |n−1

}

dξ

(3.16)
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using Schmidt inequality 2 times, we get

∣
∣
∣∂iV(x

′
)−∂iV(x

′′
)
∣
∣
∣ ≤ 2‖F‖

n−2
·
(

mΩ
τn

)1/n

≤ 2‖F‖
n−2

·
(

mΩ
τn

)1/n

·1

≤ 2‖F‖
n−2

·
(

mΩ
τn

)1/n

· |x′ −x
′′ |

and

sup
|∂iV(x′)−∂iV(x′′)|

|x′−x′′|α ≤ 2‖F‖
n−2

·
(

mΩ
τn

)1/n

·maxt1−α = m· ‖F‖
n−2

wheret1−α is monotonically increasing function andt ≥ 1 so we have the maximum
for each t. Now ifd ≥ 1 is the diameter of the domain thend1−α is the maximum
for eachα ∈ (0,1). So ultimately we get

sup

∣
∣
∣∂iV(x

′
)−∂iV(x

′′
)
∣
∣
∣

|x′ −x′′ |α ≤
[

2(n−1)
ωn

,

(
mΩ
τn

)1/n
]

‖F‖
n−2

= m′(d) · ‖F‖
n−2

Clearly the Hölder constant is finite

So now form′′ = max
(
m,m′), ‖V‖C1,α is given by

‖V‖C1,α ≤ max

[(
mΩ
τn

)2/n

,

(
mΩ
τn

)1/n

, m′′
]

‖F‖
n−2

(3.17)

Hence theV ∈C1,α .

3.4. Relative compactness of the operatorV(x)

To show that the operatorV is relatively compact inC1,α−norm, we considerVk as
the image sequence ofuk defined in the ballBR

BR(0) := {u∈C1,α : ‖u‖C1,α ≤R}

and then later on we will take this result toUk, where we required to show that the
fixed point operatorU is relatively compact.

Suppose foruk, there areVk the arbitrary sequence in images.

Vk(x) =− 1
(n−2)ωn

∫

Ω

F (ξ ,uk(ξ ),∂iuk(ξ ))
|x−ξ |n−2 dξ
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Let x
′
be any arbitrary point in the domainΩ, so we have

Vk(x)−Vk(x
′
)=

1
(n−2)ωn

∫

Ω

F (ξ ,uk(ξ ),∂iuk(ξ ))
{

1

|x′ −ξ |n−2
− 1

|x−ξ |n−2

}

dξ

∣
∣
∣Vk(x)−Vk(x

′
)
∣
∣
∣≤ (n−3)‖F‖

(n−2)ωn
|x−x

′ | ·
∫

Ω

dξ
|x−ξ ||̇x′ −ξ |n−2

.

The integral in the right hand side of the last inequality is finite, see for example
the result on two weak singularities in appendix or Chapter 2, so the left hand side
of the last inequality tends to 0 as|x−x

′ | is arbitrarily small and the bound is inde-
pendent of the indexk, which shows that the sequenceVk are Lipschitz continuous
(consequently equi-continuous too) in the sup-norm. Hencewe are in a position of
application of the well known Arzelà-Ascoli theorem. Note that in view of Arzelà-
Ascoli theorem, we have now a uniformly convergent sub-sequenceVkl of Vk which
converges uniformly in the sup-norm.

This is very important to note that up to now, we have found thesub-sequence which
converges in the sup norm but it is not sufficient for us because we are in theC1,α

function space and we require the convergence in the norm‖ · ‖C1,α .

SinceC1,α is a Banach space, so it is enough for us to show that the sequenceVkl

or its sub sequence is a fundamental (Cauchy) sequence in thenorm ‖ · ‖C1,α and
then we can take into consideration the definition of a Banachspace to show con-
vergence. Now our main goal in this section, in one sense, is to find a fundamental
sub-sequence ofVk in C1,α−space. According to the definition of the norm‖·‖C1,α ,
for Vkl

to be a fundamental sequence, we have to show for arbitrary two elements of
the sequenceVkl , Vkm, ‖Vkl −Vkm‖C1,α is arbitrarily small, i.e,‖Vkl −Vkm‖C1,α < ε for
sufficiently largel andm. The crucial step will be to show that the Hölder constant
is not only finite but it is arbitrarily small as well.

S. G. Krĕın, Y. Ī. Petun̄ın and E. M. Semënov in [31] give a very nice result of such
compact embedding. Here authors explain their result for Hölder scale. In essential,
the necessary steps for the existence of a fundamental sequence for Hölder (scale)
constant are discussed. We use the similar construction forthe proof of an important
lemma prior to the proof of the existence of a fundamental sequence inC1,α space.
An important requirement for the proof of the lemma is the need of a bounded and
equi-continuous subsequence in the sup−norm.

Now for the derivatives we have already found a result and we have,

∣
∣
∣∂iVk(x)−∂iVk(x

′
)
∣
∣
∣ ≤ ‖F‖

(n−2)ωn

∫

Ω

∣
∣
∣
∣
∣

(xi −ξi)|x
′ −ξ |n− (x

′
i −ξi)|x−ξ |n

|x−ξ |n · |x′ −ξ |n

∣
∣
∣
∣
∣
dξ ,

≤ 2(n−1)‖F‖
(n−2)ωn

· |x−x
′ | ·
(

C−8π
∣
∣
∣ln |x−x

′ |
∣
∣
∣

)

,
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which again are equi-continuous, that means, by Arzela-Ascoli1 theorem, we
have found a subsequenceVℓ1,Vℓ2,Vℓ1, · · · which itself not only is convergent but
also the sequence of its first order derivatives with respectto the first argument
∂1Vℓ1,∂1Vℓ2,∂1Vℓ3, · · · are convergent.

Similarly, we can find a subsequencem1,m2,m3, · · · of ℓ1, ℓ2, ℓ3, · · · such that
∂2Vm1,∂2Vm2,∂2Vm3, · · · is convergent,and also this sequence, at the same time is
convergent for∂1Vm1,∂1Vm2,∂1Vm3, · · ·.
By carrying on this procedure we are able to find a sub sequencesayVn1,Vn2,Vn3, · · ·
which not only itself is convergent but for which the first order derivatives with
respect to all arguments converge too.

Finally, since theVn1,Vn2,Vn3, · · · and its first order derivatives with respect to all
arguments are bounded we can prove an easy but important result.

Lemma 3.1 Let 0< α < β ≤ 1, suppose further that fn be uniformly bounded
sequence of functions in C0,β and equi-continuous insupnorm. Moreover, suppose
that fn′ be a uniformly convergent subsequence of fn then the Hölder constant;

sup

∣
∣
∣

[
fn′ − fm′

](

x
′
)

−
[

fn′ − fm′
](

x
′′
)∣
∣
∣

∣
∣x′ −x′′∣∣α

is arbitrarily small for sufficiently large n and m for allα < β .

Proof Of course we can write,
∣
∣
∣

[
fn′ − fm′

](

x
′
)

−
[

fn′ − fm′
](

x
′′
)∣
∣
∣

∣
∣x′ −x′′∣∣α

=

∣
∣
∣

[

fn′
(

x
′
)

− fn′
(

x
′′
)]

−
[

fm′
(

x
′
)

− fm′
(

x
′′
)]∣
∣
∣

∣
∣x′ −x′′∣∣α

=

∣
∣
∣

[

fn′
(

x
′
)

− fn′
(

x
′′
)]

−
[

fm′
(

x
′
)

− fm′
(

x
′′
)]∣
∣
∣

∣
∣x′ −x′′ ∣∣β

·
∣
∣
∣x

′ −x
′′
∣
∣
∣

β−α

≤





∣
∣
∣ fn′
(

x
′
)

− fn′
(

x
′′
)∣
∣
∣

∣
∣x′ −x′′∣∣β

+

∣
∣
∣ fm′

(

x
′
)

− fm′
(

x
′′
)∣
∣
∣

∣
∣x′ −x′′∣∣β



 ·
∣
∣
∣x

′ −x
′′
∣
∣
∣

β−α
(3.18)

Since, by hypothesis, we know thatfn is uniformly bounded sequence inC0,β so
we have ∣

∣
∣ fn′
(

x
′
)

− fn′
(

x
′′
)∣
∣
∣

∣
∣x′ −x′′∣∣β

≤ ‖ fn′‖C0,β . (3.19)

1Arzela-Ascoli theorem guarantees the existence of a uniformly convergent subsequence.
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Using (3.19) in (3.18), for sufficiently largem′, n′, we get

sup

∣
∣
∣

[
fn′ − fm′

](

x
′
)

−
[

fn′ − fm′
](

x
′′
)∣
∣
∣

∣
∣x′ −x′′∣∣α

≤ 2 ·max
n

(
‖ fn‖C0,β

)
·
∣
∣
∣x

′ −x
′′
∣
∣
∣

β−α
(3.20)

for
∣
∣
∣x

′ −x
′′
∣
∣
∣<

[

ε
2 ·max

n
‖ fn‖C0,β

] 1
β−α

︸ ︷︷ ︸

=h

we get

∣
∣
∣

[
fn′ − fm′

](

x
′
)

−
[

fn′ − fm′
](

x
′′
)∣
∣
∣

∣
∣x′ −x′′∣∣α

< ε (3.21)

and now when ∣
∣
∣x

′ −x
′′
∣
∣
∣≥ h,

due to the fact from hypothesis thatfn′ is uniformly convergent in sup-norm, so we
have

∣
∣ fn′ (x)− fm′ (x)

∣
∣<

ε ′

2
·hα .

for sufficiently largem′, n′.

Finally, the inequality (3.18) leads to the desired result,

∣
∣
∣

[
fn′ − fm′

](

x
′)−

[
fn′ − fm′

](

x
′′)
∣
∣
∣ ≤

∣
∣
∣

[
fn′ − fm′

](

x
′)
∣
∣
∣+
∣
∣
∣

[
fn′ − fm′

](

x
′′)
∣
∣
∣

<
ε ′

2
hα +

ε ′

2
hα

< ε ·hα

for sufficiently largem′, n′.

Now since
∣
∣
∣x

′ −x
′′
∣
∣
∣

α
is monotonically increasing function,

so for ∣
∣
∣x

′ −x
′′
∣
∣
∣≥ h

we have ∣
∣
∣x

′ −x
′′
∣
∣
∣

α
≥ hα

or we can write
1

∣
∣x′ −x′′∣∣α

≤ 1
hα
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ultimately we get

sup

∣
∣
∣

[
fn′ − fm′

](

x
′
)

−
[

fn′ − fm′
](

x
′′
)∣
∣
∣

∣
∣x′ −x′′∣∣α

< ε ·hα · 1
hα

< ε

Remark Although Lemma (3.1) is an important result for our consideration but it
provides us a basis to establish the important embedding results for example Adams
[1] p(11-12) has given such embedding results where author also discuss that if the
domain is bounded then the embeddings turn out be compact andso on. We have
the following embedding result:

If n is nonnegative integer and for0 < α < β ≤ 1 the embedding Cn,β (Ω) →
Cn,α(Ω) exists. And moreover, if,Ω is a bounded domain then this embedding
is compact. This implies that the Hölder space with larger Hölder exponent is em-
bedded in a Hölder space with a smaller Hölder exponent. Clearly, in our case, the
domain is bounded and if we start with a larger Hölder exponent β than compact-
ness in C1,α is obvious by the embedding result we just discussed.

Now we carry on our considerations for the proof that the fixedpoint operatorU
defined above is relatively compact in the ballB in the Banach spaceC1,α .

Up to now we have prove the existence of a convergent sub-sequenceVkl
of Vk in

the sup-norm. SinceVkl is a convergent sequence in sup−norm this implies thatVkl

is fundamental sequence. Consequently, we have
∣
∣Vkl −Vkm

∣
∣< ε, for l andm large enough

so is true for every subsequence.

Next, we are going to show that theVkl is also convergent in the‖ · ‖C1,α -norm.
Clearly the subsequenceVkl can be written as follows

∂iVkl
(x) =

‖F‖
(n−2)ωn

∫

Ω

1
|x−ξ |n−1 ·

|xi −ξi |
|x−ξ | dξ

For equi-continuity, we use the result, that for the singular integral with two weak
singularities we have

∣
∣
∣∂iVkl (x)−∂iVkl (x

′
)
∣
∣
∣ ≤ 2(n−1)‖F‖

(n−2)ωn
max

(
Ct1−α +8πt1−α lnt

)
∣
∣
∣x−x

′
∣
∣
∣ .

The last inequality shows that the sequence∂iVkl
is equi-continuous and in view of

Arzelà-Ascoli theorem we have a uniformly convergent subsequence, say∂iVk
′
l
. As

∂iVk
′
l

is convergent and obviously is a fundamental sequence, so for arbitrary small

ε > 0, we get ∣
∣
∣∂iVk

′
l
−∂iVk′m

∣
∣
∣< ε. (3.22)
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At the end, we give the final step of the section, i.e, the Hölder constant to be
arbitrarily small, and already from the previous sections it is clear that it is finite. To
show that the Hölder constant is arbitrarily small we first take into consideration the
fact that the sequence∂iVk

′
l
is bounded in the spaceC0,β with larger exponent which

can be easily checked with arguments discussed above. Then we apply Lemma (1)
proved in this section to get arbitrarily small Hölder constant
i.e,

sup

∣
∣
∣
∣
∣
∣

∣
∣
∣

(

∂iVk
′
l
−∂iVk′m

)(

x
′
)

−
(

∂iVk
′
l
−∂iVk′m

)(

x
′′
)∣
∣
∣

∣
∣x′ −x′′∣∣α

∣
∣
∣
∣
∣
∣

< ε (3.23)

that leads to the desired result concerning the existence ofa convergent subsequence
of Vk in C1,α .

Hence, we have proved the relative compactness of the the operatorV(x).

3.5. Contractivity of V(x)

To check the that fixed-point operatorU is contractive, we shall, first, check thatV
is contractive in the‖ · ‖C1,α -norm. So, let us consider again the operatorV

V =−
∫

Ω

F (ξ ,u(ξ ),∂iu(ξ ))
|x−ξ |n−2 dξ (3.24)

whereF satisfies the Lipschitz condition (2.3) in Chapter 2.

Let for arbitraryui in the ball defined at the beginning of the Section 3.2 there is
an arbitrary imageVi in the same ball then to eachu1 andu2, images areV1 andV2,
equation (3.24) leads to the following,

V1−V2 =
1

(n−2)ωn

∫

Ω

F (ξ ,u2(ξ ),∂iu2(ξ ))−F (ξ ,u1(ξ ),∂iu1(ξ ))
|x−ξ |n−2 dξ
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And the absolute value is estimated as

|V1−V2| ≤ 1
(n−2)ωn

·
∣
∣F(x,u1, p

1
i )−F(c,u2, p

2
i )
∣
∣ ·
∫

Ω

1
|x−ξ |n−2 dξ

≤
(

L1 · |u1−u2|+∑
j

L2, j · |∂iu1−∂iu2|
)
∫

Ω

1
|x−ξ |n−2 dξ

≤ 1
(n−2)ωn

(

L1‖u1−u2‖+∑
j

L2, j‖u1−u2‖C1,α

)

ωn

2

(
mΩ
τn

)2/n

≤ 1
2(n−2)

·
(

L1‖u1−u2‖C1,α +∑
j

L2, j‖u1−u2‖C1,α

)(
mΩ
τn

)2/n

≤ 1
2(n−2)

(
mΩ
τn

)2/n
(

L1+∑
j

L2, j

)

‖u1−u2‖C1,α .

Hence we get

‖V1−V2‖ ≤
1

2(n−2)

(
mΩ
τn

)2/n
(

L1+∑
j

L2, j

)

‖u1−u2‖C1,α . (3.25)

Next for the derivatives, we have

∂iV1 − ∂iV2 =
1

(n−2)ωn

∫

Ω

χ ·
(
xi −ξi

)

|x−ξ |n dξ

where
χ =: F

(
ξ ,u1(xi),∂iu1(ξ )

)
−F

(
ξ ,u2(xi),∂iu2(ξ )

)

Then

|∂iV1−∂iV2| ≤ 1
(n−2)ωn

|F (x,u1,∂iu1)−F (x,u2,∂iu2)| ·
∫

Ω

1
|x−ξ |n−1 dξ

≤ 1
(n−2)ωn

(

L1|u1−u2|+∑
j

L2, j |∂iu1−∂iu2|
)
∫

Ω

1
|x−ξ |n−1 dξ

≤ 1
(n−2)ωn

(

L1‖u1−u2‖+∑
j

L2, j · ‖u1−u2‖C1,α

)

·4π
(

mΩ
τn

)1/n

≤ 1
(n−2)

(

L1‖u1−u2‖C1,α +∑
j

L2, j · ‖u1−u2‖C1,α

)(
mΩ
τn

)1/n

≤ 1
(n−2)

(
mΩ
τn

)1/n
(

L1+∑
j

L2, j

)

‖u1−u2‖C1,α
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and we get

‖∂iV1−∂iV2‖ ≤
1

(n−2)

(
mΩ
τn

)1/n
(

L1+∑
j

L2, j

)

· ‖u1−u2‖C1,α . (3.26)

Now for Hölder constant we have

∂iV1(x
′
)−∂iV2(x

′
)−∂iV1)(x

′′
)−∂iV2(x

′′
)

=
1

(n−2)ωn

∫

Ω

χ

(

x
′
i −ξi

|x′ −ξ |n −
x
′′
i −ξi

|x′′ −ξ |n

)

dξ

and further
∣
∣
∣∂iV1(x

′
)−∂iV2(x

′
)−∂iV1(x

′′
)−∂iV2(x

′′
)
∣
∣
∣

≤ 1
(n−2)ωn

(

L1+∑
j

L2, j

)

· ‖u1−u2‖C1,α ·
∫

Ω

∣
∣
∣
∣
∣

x
′
i −ξi

|x′ −ξ |n −
x
′′
i −ξi

|x′′ −ξ |n

∣
∣
∣
∣
∣

dξ

≤ 2(n−1)
(n−2)ωn

(

L1+∑
j

L2, j

)

· |x′ −x
′′ | · (C−8π

∣
∣
∣ln |x′ −x

′′ |
∣
∣
∣) · ‖u1−u2‖C1,α ,

For |x′ −x
′′ |= t < 1 we get

sup

∣
∣
∣∂iV1(x

′
)−∂iV2(x

′
)−∂iV1)(x

′′
)−∂iV2(x

′′
)
∣
∣
∣

|x′ −x′′ |α

≤ 2(n−1)
(n−2)ωn

(

L1+∑
j

L2, j

)

·O · ‖u1−u2‖C1,α (3.27)

where,O =
[
max

(
Ct1−α −8πt1−α |lnt|

)]
.

and for|x′ −x
′′ |= t ≥ 1 we have

sup

∣
∣
∣∂iV1(x

′
)−∂iV2(x

′
)−∂iV1)(x

′′
)−∂iV2(x

′′
)
∣
∣
∣

|x′ −x′′ |α

≤ n−3
n−2

(

L1+∑
j

L2, j

)(
mΩ
τn

)1/n

max(t1−α) · ‖u1−u2‖C1,α . (3.28)

Now ‖V1−V2‖C1,α is estimated

‖V1−V2‖C1,α ≤ m·
(

L1+∑
j

L2, j

)

· ‖u1−u2‖C1,α (3.29)
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with

m= max

[

1
2

(
1
2

mΩ
τn

)2/n

,

(
mΩ
τn

)1/n

,
2(n−1)

ωn
m

′
]

wherem
′
is the maximum of two in equations (3.27) and (3.28) for whichthe con-

struction is done above.
Now for the fixed point operatorU = u0+ ũ+V by triangle inequality we have

‖U1−U2‖C1,α ≤ ‖ũ1− ũ2‖C1,α +‖V1−V2‖C1,α . (3.30)

Applying the maximum principle for Laplace equation and theSchauder estimate
to ũ having boundary values−V, we have

‖U1−U2‖C1,α ≤ C1(‖V1−V2‖C1,α +‖ũ1− ũ2‖)+‖V1−V2‖C1,α

≤ C1(‖V1−V2‖C1,α +‖ũ1− ũ2‖C(∂Ω)

)
+‖V1−V2‖C1,α

≤ C1(‖V1−V2‖C1,α +‖ũ1− ũ2‖C(∂Ω)

)
+‖V1−V2‖C1,α

≤ C1(‖V1−V2‖C1,α +‖V1−V2‖C1,α )+‖V1−V2‖C1,α

≤ (2C1+1)‖V1−V2‖C1,α .

So we get,

‖U1−U2‖C1,α ≤ (2C1+1) ·m·
(

L1+∑
j

L2, j

)

‖u1−u2‖C1,α . (3.31)

So finally forU to be contractive the following condition is to be satisfied

(2C1+1) ·m·
(

L1+∑
j

L2, j

)

< 1. (3.32)

Hence under the conditions (3.32) the operatorU(x) is contractive.

All above mapping properties are of worth importance. Sincethis thesis deals the
existence results by Schauder Fixed Point Theorem and Contraction Mapping Prin-
ciple which we shall carry out in the next chapters.



4. EXISTENCE AND UNIQUENESS THEOREMS

The goal of the current chapter is to solve the boundary valueproblems for non-
linear differential equations where the the right hand sideis a function of a point in
the domain, the desired solutionu and its first order derivative∂iu, by the Contrac-
tion Mapping Principle1 and Schauder Fixed Point Theorem in the Banach spaces.
Here we considerC0 andC1,α spaces and we solve the boundary value problems
for the non-linear Partial differential equations. This chapter is based on the re-
sults dealing the existence and uniqueness of solutions in the function spaces by
Schauder Fixed Point Theorem and Contraction Mapping Principle respectively.

Mainly, we solve the non-linear partial differential equations by fixed-point tech-
niques. But initially, for motivation, a simple example of an ordinary differential
equation is discussed. Here to understand the fundamentals, we consider the space
of continuous functions. Then this procedure is extended tothe more general PDEs
in the Hölder spaces (of course, other Banach spaces can alsobe considered).

Since the right hand sides of a given non-linear differential equations, generally, are
not defined for the whole function space so it will be obvious that we shall apply
both fixed point theorems in a ballB (a closed and convex subset of the Banach
space) with a certain radiusR. More precisely, we will solve our problems in the
balls in the Banach space. Optimization of the function space and balls is discussed
in the next chapter.

We shall start with the non-linear Poisson equation with theboundary valueϕ(x) ∈
C1,α(∂Ω). Optimality condition in the function spaceC1,α for the application of
Schauder and Banach Fixed-Point Theorems will be investigated. In the nutshell,
the current chapter investigates two important results namely:

• Restriction on the radiusR of the ball when the fixed point operator maps the
ball into itself.

• Restriction on the radiusR of the ball if the contractive condition is satisfied
by the image of the ball under the fixed point operator.

The contractive condition will lead to the unique existenceof the solution of the
non-linear elliptic partial differential equations. The first part of the chapter explains
the relative compactness of the operators under consideration for the existence of
the solutions by Schauder Fixed Point Theorem.

During the investigations, we apply the well known Schauderestimates which are
very important tools to prove our results. Since, these Schauder type estimates give

1Banach Fixed Point Theorem

53
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the estimates of the solutions of elliptic PDEs in terms of boundary values in the
Hölder spaces, is the reasons to consider the Hölder spaces for our work.

This chapter contains the following sections:

• Section 4.1 is about the basic fixed point theorems which we are considering.

• In Section 4.2, first we give the model case ordinary differential Equation
(Application fixed point theorem defined in section(4.1).

• Section 4.3 deals with the condition on the radius of the ball in Banach space
for which our fixed-point operator maps the ballB into itself. We give the
estimate for the restriction toR in this case. This section is necessary for the
application of both the fixed point theorems.

• In the section 4.4, we prove the relative compactness of theoperator which
gives rise to state a theorem for the existence of solution for the given problem
by Schauder Fixed Point Theorem (II).

• Section 4.5 narrates an additional condition for uniqueness of the solution,
that the fixed-point operator is contractive in the Hölder norm and an explicit
result for the estimate is proved.

As we have discussed already our main focus is to solve non-linear partial differen-
tial equations so the sections (4.3)-(4.5) are all about thePDEs. The consideration
of a model problem of an ordinary differential equations in section (4.2) is to carry
through the idea of the fixed-point approach to non-linear PDEs.

The whole chapter deals with the various aspects of the existence and uniqueness
of solutions by applying the the Schauder Fixed Point Theorem and Contraction
Mapping Principle, so it will be better to recall the definitions of the well known
fixed point theorems we are going to use.

4.1. Basic fixed-point theorems

In the following definitions, we are recalling the theorems we shall apply for the
proofs of the existence and uniqueness of solutions of non-linear PDEs in general
and to ODEs in particular.

Definition 4.1 (Contraction Mapping Principle). Let A be a closed subset of a
Banach space on a domainΩ in R

n with certain norm. Suppose, further thatτ is
a contractive operator (under the norm of the Banach space) mappingA into itself.
Thenτ possesses a uniquely determined fixed-point inA.

Clearly the Contraction Mapping Principle guarantees the unique existence, so it
will be an important tool for us to show the uniqueness e of thesolution in case of
our boundary value problems.

Now we give the definitions of two versions of Schauder Fixed Point Theorems:
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Two versions of Schauder Fixed-Point Theorem

Definition 4.2 (Schauder I).Let M be a compact and convex subset of a Banach
space, and letf be a continuous mapping ofM into itself. Thenf has at least one
fixed point inM.

And second version of the Schauder theorem is

Definition 4.3 (Schauder II). Let M be a closed and convex subset of a Banach
space, letf be a continuous mapping ofM into itself, and suppose thatf (M) is
relatively compact, thenf has at least one fixed point inM.

As in our case we will apply the above fixed point theorems to the balls in Banach
spaces but these are closed and convex subset. That is why, wewill apply only the
second version of Schauder Fixed Point Theorem which requires only the subsets
to be closed and convex.

Since both the theorems defined above are well known results in literature so we
are not including their proofs here. For Contraction Mapping Principle (Banach
Fixed Point Theorem) see E. Kreyszig [34] where in detail, its proof is given. To
know about the construction of proving the Schauder Theorem, we refer [34] where
author gives necessary details of the proof. In appendix C, the second version of
Schauder Fixed Point Theorem has been proved.

Also, it is clear from above definitions that we require, for the application of both
theorems, the condition that the operator maps the ball (closed and convex subset
of Banach space) into itself must have to be satisfied. So the results of Section
4.3 will appear to be necessary for both theorems for their application in the balls.
Our main focus will be to solve the boundary problems in general domains for
non-linear equations of the following types:

∆u = F (·,u,∂iu) in Ω (4.1)

u = ϕ on ,∂Ω (4.2)

by fixed point theorems stated above.

Before going to the main Sections 4.3-4.5 which deals with the boundary value
problem above, we start with the initial value problem underthe following head-
line:

4.2. The Model case of ordinary differential equation

We have the following initial value problem

y
′

= y2 (4.3)

y(0) = 1. (4.4)

We are going to solve the above initial value problem by the Contraction Mapping
Principle and Schauder Fixed Point Theorem.
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For the above initial value problem, we assume:

• The right hand side is Lipschitz continuous iny (at least locally Lipschitz
continuous).

• x is point of the real axis.

• We apply the Schauder Fixed Point Theorem and Contraction Mapping Prin-
ciple to the balls in a Banach space.

Then the above problem is equivalent to the integral equation

y(x) = 1+
∫ x

0
y2(ξ )dξ .

In view of Chapter 1, the initial value problem can be reducedto the following fixed
point-operator:

Y(x) = 1+
∫ x

0
y2(ξ )dξ (4.5)

and the ballB centered at the initial value with radiusr in the Banach spaceC0[a,b]
is given by

Br(1) := {y∈C0[0,ρ ] : ‖y−1‖≤r}
which clearly is closed and convex subset ofC0

⇒‖y‖ ≤ 1+ r

so we get

‖Y(x)−1‖ ≤
∫ x

0
|y2(ξ )|dξ

≤
∫ x

0
dξ · ‖y2‖

≤ ρ(1+ r)2.

whereρ is the length of the interval and we want the largest intervalon x-axis in
which solution is continuous.

Hence operatorY maps the ballBr(1) into itself if the following condition is satis-
fied:

‖Y(x)−1‖ ≤ ρ(1+ r)2 ≤ r

ρ(1+ r)2 ≤ r

ρ ≤ r
(1+ r)2 (4.6)

is the first condition forρ whenY maps the ball into itself.

Here we can apply the Schauder II provided the operator defined in (4.5) is relatively
compact in the ball. So we assume that for an arbitrary sequence of the solutions
yk, there exists an arbitrary sequence of imagesYk so we have from (4.5)

Yk(x) = 1+
∫ x

0
y2

k(ξ )dξ ,
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this implies

Yk(x)−Yk(x
′
) =

∫ x

x′
y2

k(ξ )dξ ,

wherex
′
is an arbitrary point in[0,x], we get,

∥
∥
∥Yk(x)−Yk(x

′
)
∥
∥
∥ ≤ ‖y‖2

∣
∣
∣x−x

′
∣
∣
∣ ,

≤ (1+ρ)2
∣
∣
∣x−x

′
∣
∣
∣ ,

which shows that the image sequenceYk is equi-continuous and by Arzelà-Ascoli
theorem there exists a uniformly convergent subsequenceYk′ of Yk that converges in
sup norm. So the imageY is relatively compact in the ball.

Here we can apply the Schauder Fixed Point Theorem (SchauderII), and the fixed
point is the the solution of the above IVP.

Note: To use Schauder Theorem, we do not need the Lipschitz condition on the
right hand side necessarily, rather only local boundednessis enough.

Now for the application of contraction mapping principle, we require additionally
that the operator Y not only maps the ball into itself but is contractive too.
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Contractivity of the fixed point operator Y:

As Y is depending ony, so, for arbitrarily choseny1 andy2 we have the imagesY1

andY2 respectively then we can write,

Y1(x)−Y2(x) =
∫ x

0

(
y2

1(ξ )− y2
2(ξ )

)
dξ

‖Y1(x)−Y2(x)‖ ≤
∫ x

0
|
(

y2
1(ξ )− y2

2(ξ )
)
|dξ

≤
∫ x

0
|( y1(ξ )− y2(ξ ))(y1(ξ )+y2(ξ )) |dξ

≤ (‖y1‖+‖y2‖) ·
∫ x

0
dξ · ‖y1−y2‖

since by the definition of the ball‖y‖ ≤ 1+ r

‖Y1−Y2‖ ≤ 2ρ(1+ r)
︸ ︷︷ ︸

<1

‖ y1− y2‖.

Of course the operator will be contractive if the following condition holds,

2ρ(1+ r)< 1

ρ <
1

2(1+ r)

which is the 2nd condition forρ .

Now by Contraction Mapping Principle we have unique fixed point of the operator
Y and the above initial value problem has a unique solution that is a fixed point of
the above operator. Also now, we are in a position to get an appropriate value of the
ρ , i.e the length of the interval in which the functiony is continuous. The estimate,
for the bestρ is given by

ρ <
1
4

both conditions are shown below

r
(1+r2)2

ρ−axis

r−axis

1
2(1+r)

1
4

1
2
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Hence the given initial value problem is solvable by Schauder (II) and the contrac-
tion mapping principle.
The above example gives an idea about the way we will develop our constructions
for BVPs in the other function (Banach) spaces.

Now we consider the boundary value problems (4.1),(4.2) together with the follow-
ing assumptions.

From now on we will assume:

1 Ω will be an open bounded domain inRn with measure(mΩ)

2 ϕ(x) ∈C1,α(∂Ω)

3 |F(·,u1,∂iu1)−F(·,u2,∂iu2)| ≤ L1|u1−u2|+∑
j

L2, j |∂iu1−∂iu2|

for i, j = 1,2,3 · ·· that is Lipschitz condition holds.

4 |F(·,0,0)| ≤ M is given.

We will apply the theorem Schauder (II) instead of Schauder (I) in section 4.3 be-
cause in this case we need a weaker condition on the subset of the Banach space, i.e,
relatively compactness of the operator. But Section 4.5 deals with the Contraction
Mapping Principle as discussed earlier.

Remark to the assumptions on the right hand sidesThe Lipschitz condition on
F(x,u,∂iu) is ncessary for the application of the Contraction Mapping Principle
in order to show that the corresonding operator is contractive (provided the Lips-
chitz constants are small enough). For the application of the second version of the
Schauder Fixed-Point Theorem, however, this Lipschitz condition is not necessary.
In this case it is enough to assume that the right-hand sideF(x,u,∂iu) is continu-
ous (in order to prove the boundedness of|F(x,u,∂iu)| in balls of the underlying
function space), see also Remark 4.3 in Subsection 4.4.2.

Since for the application of both theorems, we have to show that the fixed point
operator maps the Banach space into itself and then we will show the condition
under which the operator maps a ball into itself. Here we consider theC1,α as a
Banach space for the solution of boundary value problem (4.1),(4.2) and the norm
for anyu∈C1,α is defined as follows.

‖u‖C1,α := max



sup|u|,sup

∣
∣
∣
∣

∂u
∂xi

∣
∣
∣
∣
,sup

∣
∣
∣∂iu(x

′
)−∂iu(x

′′
)
∣
∣
∣

|x′ −x′′ |α



 (4.7)

Since we know from Theorem 1, in Chapter 1 that the solution ofthe boundary
value problem (4.1),(4.2) is a fixed point of the operator equation

U(x) = u0+ ũ+
∫

Ω

F (ξ ,u(ξ ),∂iu(ξ ))
(n−2)ωn|x−ξ |n−2dξ (4.8)
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or

U = u0+ ũ+V (4.9)

where

V(x) =
1

(n−2)ωn

∫

Ω

F (ξ ,u(ξ ),∂iu(ξ ))
|x−ξ |n−2 dξ (4.10)

u0 is the solution of the following problem

∆u0 = 0 inΩ
u0 = ϕ on∂Ω

andũ is solution of the homogeneous problem

∆ũ = 0 inΩ

ũ = − 1
(n−2)ωn

∫

Ω

F (ξ ,u(ξ ),∂iu(ξ ))
|x−ξ |n−2 dξ =−V(x) on ∂Ω (4.11)

4.3. Fixed point operator maps a ballB in C1,α , into itself

In this section as mentioned earlier we will construct the balls in which both Con-
traction Mapping Principle and Schauder Fixed Point Theorem are applicable. Also
we are going to show that the operators maps the function spaceC1,α into itself. In
other words, we find the restriction to the radius of the ball to apply the Contraction
Mapping Principle and Schauder Fixed Point Theorem. The same Dirichlet prob-
lem for a non-linear Poisson equation when the right hand side depends only on the
desired solutionu has been investigated by W. Tutschke in [53], whereC0 space has
been considered and the boundary data is supposed to be only continuous and the
right hand side involve only the solutionu but not its first order derivatives.

Define to anyu∈C1,α(Ω) an imageU by,

U(x) = u0+ ũ+
1

(n−2)ωn

∫

Ω

F (ξ ,u(ξ ),∂iu(ξ ))
|x−ξ |n−2 dξ (4.12)

or

U = u0+ ũ+V (4.13)

Now we will show that the operatorU maps the spaceC1,α and a ball inC1,α into
itself. First, it is enough to show thatV(x) as defined in (4.10) is inC1,α . Since
the objective of this section is to find the condition under which the fixed point
operator (4.12) maps certain balls (closed and convex subsets) of the Banach space
C1,α into itself and then to find the explicit formulation in this regards, we define
such a ball.
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Let the ballB in C1,α is defined as,

BR(0) := {u∈C1,α : ‖u‖C1,α ≤R}. (4.14)

Again consideringV

V(x) =
1

(n−2)ωn

∫

Ω

F (ξ ,u(ξ ),∂iu(ξ ))
|x−ξ |n−2 dξ (4.15)

now for sup|V(x)|, using Schmidt inequality, we have

‖V(x)‖ ≤ 1
(n−2)ωn

‖F‖
∫

Ω

1
|x−ξ |n−2 dξ

≤ ‖F‖
(n−2)ωn

· ωn

2

(
mΩ
τn

)2
n

≤ ‖F‖
2(n−2)

·
(

mΩ
τn

)2
n

(4.16)

and for sup|∂iV| we apply the estimate (3.11) already constructed in Chapter3, so
we get

‖∂iV‖ ≤ ‖F‖
(n−2)

·
(

mΩ
τn

)1
n

. (4.17)

Now, finally, for the Hölder constant, sup

∣
∣
∣∂iV(x

′
)−∂iV(x

′′
)
∣
∣
∣

|x′ −x′′ |α , we again apply the

mapping property of Section 3.3 from to get.

For t = |x′ −x
′′ | ≤ 1,

sup

∣
∣
∣∂iV(x

′
)−∂iV(x

′′
)
∣
∣
∣

|x′ −x′′ |α ≤ 2(n−1)‖F‖
(n−2)ωn

·m′
, (4.18)

and fort = |x′ −x
′′ | ≥ 1, from the previous arguments we have

sup

∣
∣
∣∂iV(x

′
)−∂iV(x

′′
)
∣
∣
∣

|x′ −x′′ |α ≤ 2‖F‖
n−2

·
(

mΩ
τn

)1/n

·maxt1−α

wheret1−α is monotonically increasing function andt ≥ 1 so we have a maximum
for each t. Now ifd ≥ 1 is the diameter of the domain thend1−α is the maximum
for eachα ∈ (0,1). So ultimately we get

sup

∣
∣
∣∂iV(x

′
)−∂iV(x

′′
)
∣
∣
∣

|x′ −x′′ |α ≤ max

[

2(n−1)
ωn

m
′
,

(
mΩ
τn

)1/n
]

‖F‖
n−2

≤ m
′′
(d) · ‖F‖

n−2
. (4.19)



62 4. Existence and uniqueness theorems

where max
(
Ct1−α +8πt1−α lnt

)
= m

′

Clearly the Hölder constant is finite.

So now by combining (4.16),(4.17) and (4.19), the norm‖V(x)‖C1,α is given by

‖V(x)‖C1,α ≤ max

[

1
2
·
(

mΩ
τn

)2/n

,

(
mΩ
τn

)1/n

, m
′′
]

‖F‖
n−2

(4.20)

HenceV ∈C1,α .

For an estimation ofF we consider

F
(

x,u,
∂u
∂xi

)

= F
(

x,u,
∂u
∂xi

)

−F(x,0,0)+F(x,0,0)
∣
∣
∣
∣
F
(

x,u,
∂u
∂xi

)∣
∣
∣
∣
≤
∣
∣
∣
∣
F
(

x,u,
∂u
∂xi

)

−F(x,0,0)

∣
∣
∣
∣
+ |F(x,0,0)|

∣
∣
∣
∣
F
(

x,u,
∂u
∂xi

)∣
∣
∣
∣
≤ L1|u1−0|+∑

j
L2, j .

∣
∣
∣
∣

∂u1

∂xi
−0

∣
∣
∣
∣
+M

∥
∥
∥
∥
F
(

x,u,
∂u
∂xi

)∥
∥
∥
∥
≤ L1‖u‖C1,α +∑

j
L2, j .‖u‖C1,α +M

hence
∥
∥
∥
∥
F
(

x,u,
∂u
∂xi

)∥
∥
∥
∥
≤R ·L1+R ·∑

j
L2, j +M (4.21)

Now (4.20) takes the form

‖V‖C1,α ≤
max

[

1
2 ·
(

mΩ
τn

)2/n
,
(

mΩ
τn

)1/n
, m

′′
]

n−2

(

R ·L1+R ·∑
j

L2, j +M

)

(4.22)

Now we are to show thatU in (4.10) belongs toC1,α also.

Again from (4.10)

U = u0+ ũ+V

due to the fact thatC1,α is a Banach space, the triangle inequality implies,

‖U‖C1,α(Ω) ≤ ‖u0‖C1,α(Ω)+‖ũ‖C1,α (Ω)+‖V‖C1,α(Ω).

Applying the Schauder estimate from Section 2.3 of Chapter 2.

‖ũ‖C1,α(Ω) ≤ K
(

‖F‖Cα +‖ϕ‖C1,α (∂Ω)+‖ũ‖
)
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whereK is constant of the Schauder estimate. Also using the maximumprinciple
for Laplace equation leads to the following calculations:

‖U‖C1,α(Ω) ≤ K
(

‖ϕ‖C1,α (∂Ω)+‖u0‖
)

+K (‖V‖C1,α +‖ũ‖)+‖V‖C1,α (Ω)

≤ K
(

‖ϕ‖C1,α (∂Ω)+‖ϕ‖
)

+K (‖V‖C1,α +‖V‖)+‖V‖C1,α(Ω)

≤ K
(

‖ϕ‖C1,α (∂Ω)+‖ϕ‖C1,α

)

+K (‖V‖C1,α +‖V‖)+‖V‖C1,α(Ω)

≤ K
(

‖ϕ‖C1,α (∂Ω)+‖ϕ‖C1,α

)

+K (‖V‖C1,α +‖V‖C1,α )+‖V‖C1,α(Ω)

≤ 2K‖ϕ‖C1,α +2K‖V‖C1,α +‖V‖C1,α(Ω)

≤ 2K‖ϕ‖C1,α +(2K +1)‖V‖C1,α

Using equation (4.22) we have

‖U‖C1,α(Ω) ≤ 2K‖ϕ‖C1,α (2K+1)) ·m·
(

R ·L1+R ·∑
j

L2, j +M

)

wherem is given by,

max

[

1
2
·
(

mΩ
τn

)2/n

,

(
mΩ
τn

)1/n

, m
′′
]

= m (4.23)

Hence the operatorU maps the function spaceC1,α into itself. And the condition
on the radius of ball, under whichU maps the ball into itself as follows

2K‖ϕ‖C1,α +(2K +1) ·m
(

R ·L1+R ·∑
j

L2, j +M

)

≤R (4.24)

or

R≥ 2K‖ϕ‖C1,α +m(2K +1)

(

R ·L1+R ·∑
j

L2, j +M

)

. (4.25)

To sum up, we have the following statement:

Theorem 4.1 LetΩ be a bounded domain inRn with boundary∂Ω of class C1,α

then, provided that the right hand side is Lipschitz continuous (at least locally), the
boundary value problem (4.1),(4.2) is solvable, in the ballB with radiusR defined
in (4.14), by Contraction Mapping Principle and Schauder Fixed Point Theorem,
only if the inequality (4.24) is satisfied.

It is important that the above theorem is not enough for the application of fixed point
result but it provides us the necessary condition to be satisfied for the application of
the both fixed point results while the additional conditionsare yet to be discussed.

From (4.25), following immediate consequence can be drawn.
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Corollary 4.1 An admissible bound for the boundary values is given by

‖ϕ‖C1,α ≤ 1
2K

max

[

R−m(2K+1)

(

R ·L1(R)+R ·∑
j

L2, j(R)+M

)]

(4.26)

Remark 4.1Clearly the corollary above gives us the restriction to the range of the
boundary values that can be considered to solve the BVPs for non-linear PDEs.

Remark 4.2The following section deals with the more necessary requirements for
Schauder (II) and we are going to discuss an important development for the appli-
cation of Schauder Fixed Point Theorem, i.e, we will show therelative compactness
of the operator.

4.4. Application of Schauder Fixed-Point Theorem

In this section we are going to prove that the operatorU defined according to (4.9) is
relatively compact in the ballB which is a closed and convex subset of the Banach
spaceC1,α . Since the main goal of the present section is to apply the Schauder (II).
During the construction of relative compactness of the fixedpoint operatorU in the
ball in the Banach space, so we will adapt procedure as follows:

i - We assume that for an arbitrary sequence of solutionuk there exists a se-
quence of imagesUk.

ii - We will show that theUk are equi-continuous in the supremum norm.

iii - In the 3rd step we apply the Arzelà Ascoli theorem that guarantees the
existence of convergent subsequence (convergence is againin sup norm).

iv - Finally we will show the existence of subsequence ofUk that converges not
only in the sup norm but also in the respective Hölder norm.

v - Using the information from the above steps, we shall applySchauder Theo-
rem for the existence of the solutions.

Numbers (i) to (iv) will be discussed in subsection (4.4.1),i.e, we will show the
relative compactness of our fixed point operator. Subsection (4.4.2) covers the final
stage of the section that is we apply the Schauder II.

4.4.1. Relative compactness of the operator

We again consider only V and show that theVk as the image sequence of theuk are
relatively compact in the ballB defined above inC1,α , and then later on we will
take this result toUk, which we require.

In Section 3.4 of chapter 3, we have already found the relative compactness of the
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operator V. There we have found a subsequence ofVk which converges in theC1,α

and we are not reproducing it again here.

We start with the assumption of having a subsequence ofVk sayVk
′
l

which is a

fundamental (Cauchy) sequence inC1,α-norm and hence convergent.

‖Vk′l
−Vk′m‖C1,α < ε for large k′l ,k

′
m (4.27)

So the triangle inequality confirms the existence of fundamental subsequence of the
imagesUk.

Since,

U = u0+ ũ+V

implies,

Uk
′
l
= u0+ ũk

′
l
+Vk

′
l

using again the triangle inequality, Schauder estimate andmaximum principle

‖Uk′l
−Uk′m‖C1,α ≤ ‖ũk′l

− ũk′m‖C1,α +‖Vk′l
−Vk′m‖C1,α .

Since the boundary values of the ˜uk′l
are given by−Vk′l

, the Schauder
estimates and lemma 3.1 show that also the ˜uk′l

are a fundamental se-

quence in theC1,α-norm. Therefore
∥
∥
∥Uk′l

−Uk′m

∥
∥
∥

C1,α
≤ ε for large k′l ,k

′
m. (4.28)

4.4.2. Application of Schauder II in the balls

We have given the existence of a fundamental sequence by (4.28), in the Banach
spaceC1,α under the respective norm, so the operatorU is relatively compact.
Hence by the second version of the Schauder theorem there exist at least one so-
lution of the boundary value problem (4.1),(4.2). To show thatU has a fixed point
(not necessarily unique) in the ballB (the closed and convex subset of Banach space
C1,α) defined by (4.14), both the conditions that the operator maps the ball into it-
self by (4.24) and images are relatively compact in the ball by (4.28) are already
satisfied. Hence we have the existence of solution in the ballB.

We prove the following theorem,

Theorem 4.2 Let assumptions numbered (1)-(4) from page (59) are satisfied,
suppose further that the non-linear boundary value problem(4.1),(4.2) is reduced
to fixed point operator U in (4.9). Let U maps the ballB into itself by (4.25).
Moreover, U is relatively compact in the ball then the BVP is solvable by Schauder
(II).
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Remark 4.3For existence by Schauder Fixed Point Theorem, we require right hand
side to be only continuous or bounded by a constantB(R) whereR is the radius
of the ball. If the right hand side is not Lipschitz continuous but is only bounded
then

(
R ·L1+R ·∑ j L2, j +M

)
is replaced by either a constant or byB(R) accord-

ingly.

For example:

F(x,y,u,∂xu,∂yu) = u2+ |∂yu|
1
2

clearly the above function is bounded locally byB(R) = R2 + (R)
1
2 in the ball

defined in (4.14). But it is not Lipschitz continuous so only the Schauder Fixed
Point Theorem is applicable.

See also the Remark to the assumptions on the right-hand sides in Sec-
tion 4.3 (page 59).

4.4.3. Application of Schauder Fixed-Point Theorem in the whole Banach
space

Regarding the application of Schauder Fixed Point Theorem in the Whole Banach
space, we refer to the results proved in [9], where the authorgives the existence
results by the Schauder theorem in the whole Banach space as follows:

Theorem 4.3 Let X be a Banach space. If f is a completely continuous mapping
(not necessarily linear) of X into itself and f(X) is bounded then f has a fixed point
in X.

4.5. Application of Contraction Mapping Principle

In the first subsection we shall give the existence and uniqueness of solution by
Contraction Mapping Principle in the closed and convex subsets (balls) of a Ba-
nach space while in the subsection 4.5.2, we shall give a noteon the existence and
uniqueness in the whole Banach space, i.e,C1,α .

4.5.1. Existence and uniqueness in a Ball

Since we have to apply the Contraction Mapping Principle, sowe require that the
operatorU , defined in (4.9) is contractive. We find the explicit result for the operator
to be contractive that leads to the unique existence of the solution of the boundary
value problem (4.1),(4.2)

To verify that the fixed point operatorU is contractive, we shall, first, check thatV
is contractive in the‖ · ‖C1,α -norm.
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From inequality (3.29) in Chapter 3, we have found the following estimate

‖V1−V2‖C1,α ≤ m·
(

L1+∑
j

L2, j

)

· ‖u1−u2‖C1,α (4.29)

and

m= max

[

1
2

(
mΩ
τn

)2/n

,

(
mΩ
τn

)1/n

,
2(n−1)

ωn
m

′
]

wherem′ is explained in Section (3.5).

Now sinceU = u0+ ũ+V so by triangle inequality again we have

‖U1−U2‖C1,α ≤ ‖ũ1− ũ2‖C1,α +‖V1−V2‖C1,α . (4.30)

Applying maximum principle for Laplace equation and Schauder estimate to ˜u hav-
ing boundary values−V, we have

‖U1−U2‖C1,α ≤ K (‖V1−V2‖C1,α +‖ũ1− ũ2‖)+‖V1−V2‖C1,α

≤ K
(
‖V1−V2‖C1,α +‖ũ1− ũ2‖C(∂Ω)

)
+‖V1−V2‖C1,α

≤ K
(
‖V1−V2‖C1,α +‖ũ1− ũ2‖C(∂Ω)

)
+‖V1−V2‖C1,α

≤ K (‖V1−V2‖C1,α +‖V1−V2‖C1,α )+‖V1−V2‖C1,α

≤ (2K +1)‖V1−V2‖C1,α .

Using the results, we get

‖U1−U2‖C1,α ≤ (2K+1) ·m·
(

L1+∑
j

L2, j

)

‖u1−u2‖C1,α (4.31)

so finally forU to be contractive the following condition is to be satisfied

(2K+1) ·m·
(

L1+∑
j

L2, j

)

< 1. (4.32)

Hence if the condition in last inequality is satisfied then theV(x) is contractive.

To sum up the following theorem has been proved:

Theorem 4.4 Let Ω be the bounded domain with finite measure mΩ , suppose
further that non-linear boundary value problem (4.1),(4.2) is reduced to the fixed
point operator U in (4.9). If U, maps a ballB in C1,α into itself with estimate
(4.24), moreover, if the operator is contractive with,

(2K+1) ·max

[

1
2

(
mΩ
τn

)2/n

,

(
mΩ
τn

)1/n

,
2(n−1)

ωn
m

′
]

·
(

L1+∑
j

L2, j

)

< 1

then the boundary value problem (4.1),(4.2) is uniquely solvable (by Contraction
Mapping Principle). Where K is a Constant from the Schauder estimate.
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Remark 4.4 The condition for contractivity (4.32) put an additional restriction on
R together with one we obtained from the self map so that possible bound for the
boundary values is restricted additionally.

Remark 4.5The result which we have in (4.32) for contractivity demandsto choose
Lipschitz constant sufficiently small for operator to be contractive. And so the
boundary value problem in (4.1) and (4.2) is uniquely solvable.

4.5.2. Applications to the whole Banach space

The local Lipschitz condition with respect to the desired solutionu and its first order
derivatives on the right hand side of (4.1) is necessary for the application of Con-
traction Mapping Principle in a closed subset of Banach space. But additionally, if
the right hand side satisfies the global Lipschitz condition, we can apply the Con-
traction Theorem in the whole Banach space i.e, the existence and uniqueness can
be easily shown in the whole Banach space. For example the right hand side is the

function
1
2
· 1
1+u2 which, of course, is global Lipschitz continuous so in this case

we can show the existence and uniqueness by Contraction Mapping Principle in the
whole Banach space but this does not lead to the explicit calculation. Foremost, in
the case of global Lipschitz continuous right hand side we cannot find the solution
in the closed and convex subsets of Banach spaces to find the estimates of types
(4.25), (4.26) and (4.32).

In other words, if the constructed solutionu belongs to a ballB, then
the statementu∈ B can be interpreted as an a-priori estimate ofu.

4.6. Solution in the ball centered at the solution of homogeneous
equation

Instead of considering the solution of boundary value problem (4.1),(4.2) in the ball
defined in (4.33), one can also work in the ball

BR(u0) := {u∈C1,α : ‖u−u0‖C1,α ≤R}, (4.33)

that is a ball centered at the solution of Laplace equation stated above. In this
situation, one can work with a particular boundary value problem but nevertheless,
much similar estimates can be found as described in the previous sections of this
chapter.



5. OPTIMIZATION OF FIXED-POINT METHODS

This chapter is the consequence of the chapter four and we establish the optimiza-
tion results. These optimizations provide the necessary information on the choice
of largest possible interval in which we choose the radii of the balls. Moreover in
certain cases we give also the largest possible bound for theboundary values which
we can consider. We also give the largest possible boundC for C1,α -norms of the
admissible boundary values. Then we determine the radiusR which leads to the
largestC.

We know from Chapter 4 that the boundary value problem

∆u = F (·,u,∂iu) in Ω
u = ϕ on ∂Ω

is solvable in the ball,

BR(0) := {u∈C1,α : ‖u‖C1,α ≤R}, (5.1)

by Schauder Fixed Point Theorem if the following estimate istrue,

2C1‖ϕ‖C1,α +(2K+1) ·m
(

R ·L1+R ·∑
j

L2, j +M

)

≤R

or

2K‖ϕ‖C1,α +(2K+1) ·m(R ·L(R)+M)≤R (5.2)

whereK is constant from the Schauder estimates andL(R) = L1(R)+∑ j L2, j(R) is
the Lipschitz constant revealed from the right hand side of the differential equation,
that is we have assumed that it is Lipschitz continuous according to Chapter 4.

For Contraction Mapping Principle we require additionallythat

(2K+1) ·m·
(

L1(R)+∑
j

L2, j(R)

)

< 1.

or

(2K+1) ·m· (L(R))< 1. (5.3)

has to be satisfied.

69
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5.1. Schauder Theorem and optimization

Since we already know that, to ensure the existence of solution, we must have to
satisfy the condition (5.2), i.e,

‖ϕ‖C1,α ≤ 1
2K

{R− (2K +1) ·m(R ·L(R)+M)} , (5.4)

the above estimate leads to the maximum bound for the boundary value within
the ball (5.1). To find the largest possible bound‖ϕ‖C1,α we have to maximize
the right hand side of the last inequality, that is, max{R−κ (R ·L(R)+M)} with
κ = m(2K +1).

Differentiating with respect toR, we have,
{

1−κ
(

R ·L′
(R)+L(R)

)}

= 0 (5.5)

implies that,

d
dR

(R ·L(R)) =
1
κ
, (5.6)

providedL(R) is differentiable. Suppose, in addition, thatL
′
(R) is a monotonically

increasing, that is, forR1 ≤ R2 there isL
′
(R1) ≤ L

′
(R2). So consequently, we

haveL
′
(R1) ·R1 ≤ L

′
(R2) ·R2 and henceL

′
(R) ·R is a monotonically increasing

function.

Equation (5.6) has a unique solution atR∗ providedL(0)<
1
κ

and we have,

κ ·L′
(R∗) ·R∗+κ ·L(R∗) = 1. (5.7)

We have the following result:

Lemma 5.1 There is at most one solution of the equation (5.6) if
d

dR
(R ·L(R))

is monotonically increasing function and L(0)<
1
κ

.

But yet we have to discuss the following cases

5.1.1. Unique existence of optimal radius of the ball

Lemma 5.2 The equation (5.6) has a unique solution if

•
d

dR
(R ·L(R)) is monotonically increasing function.

• L(0)<
1
κ

.

• lim
R→∞

d
dR

(R ·L(R))>
1
κ

.
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That is we have the following two situations when we get the uniquely determined
determined radiusR where the radius of the ball lies in the interval (0,R∗]. Hence,

R-axis

f(
R

)-
ax

is

1
κ

1
κ

Largest interval Largest interval

intersection point intersection point

Figure 5.1.: Uniquely determined largest radiusR∗ of the ball.

(0,R∗] is the largest interval we get for choosing the radius of theball.

5.1.2. No solution but application of Schauder Fixed Point theorem in the
whole ball

Lemma 5.3 The equation (5.6) has no solution if

•
d

dR
(R ·L(R)) is a monotonically increasing function.

• L(0)<
1
κ

.

• lim
R→∞

d
dR

(R ·L(R))<
1
κ

.

In this situation we don’t have any solution of equation (5.6) and therefore, no
intersection point but even then we are in a position to applySchauder Fixed Point
Theorem in the ball with arbitrary radius. The following figure illustrate this case.

R-axis

f(
R

)-
ax

is

1
κ

no intersection point

Figure 5.2.: No uniquely determined optimal radiusR∗.
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But this is very interesting situation because here, still,we are in a position to apply
the Schauder Fixed Point Theorem in the whole ball. For better results, the radius
is taken bigger and bigger. To get the explicit results, in this situation, we can fix
the radius that leads to the desired results.

5.1.3. No solution and no application of Schauder Fixed Point Theorem

The equation (5.6) has no solution if:

•
d

dR
(R ·L(R)) is monotonically increasing function.

• L(0)>
1
κ

In terms of the diagram we have. Here we are in a position wherewe can’t apply

R-axis

f(
R

)-
ax

is

1
κ

1
κ

f(R)
f(R)

Figure 5.3.: No existence of solution

the Schauder theorem for existence of solution.

5.1.4. Additional condition for Schauder theorem

We again consider equation (5.2)

‖ϕ‖C1,α ≤ 1
2K

(R−κ (R ·L(R)+M))> 0

which imples that

R−κ (R ·L(R)+M)> 0

or

R> κ (R ·L(R)+M) (5.8)
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We have the following figures clarifying the last inequalityand choice of the radius.

R-axis R-axis

f(R)-axis f(R)-axis

R ∈ (R1,R2) R ∈ (R1,∞)

f(R)
f(R)

f(R)=R f(R) =R

Figure 5.4.: Two different cases for the existence of possible values of the radius of
the ball.

The situation in the left side in the figure above demands to choose the radius addi-
tionally in the interval [c, d] while the right side intervallead the interval [h,∞)

5.1.5. Additional condition when ball is centered at the solution of
homogeneous equation

BR(u0) := {u∈C1,α : ‖u−u0‖C1,α ≤R}, (5.9)

by Schauder Fixed Point Theorem if the following estimate istrue,

‖U −u0‖C1,α ≤ κ

(

R ·L1+R ·∑
j

L2, j +M

)

≤R

≤ R−κ (RL(R)+M)

since‖U −u0‖C1,α is a norm so we have

R−κ (RL(R)+M) > 0 (5.10)

(

L(R)+
M
R

)

>
1
κ

We have to ensure that, min

(

L(R)+
M
R

)

<
1
κ

leads to the interval as in the next

figure.
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R-axis

f(R)-axis

1
κ

R ∈ (R1,R2)

f(R)

Figure 5.5.: Maximum interval for he radius of the ball for Schauder Fixed Point
Theorem.

Note :
For the application of Schauder Fixed Point Theorem we don’trequire the Lipschitz
condition rather we require only the boundedness of the right hand side. If the
bound of the right hand side is represented byB(R) then above all conditions are
satisfied forB(R) instead ofR(L(R)+M) because all above discussion deals the
mapping properties ofU mapping the ball into itself for which we don’t necessarily
require the Lipschitz continuity on the right hand side.

5.2. Contraction Mapping Principle

To apply the contraction mapping principle we have to check the condition that the
fixed point operator is not only maps the ball into itself as incondition (5.2) but also
that the operator is contractive see (5.3).

Inequality (5.3) leads to the the estimate,

L(R) <
1
κ

(5.11)

To apply the Contraction Mapping Principle we must satisfy the all cases discussed
in the previous sections of the current chapter together with the last inequality (5.11)
obtained from contractive condition.

Contraction Mapping Principle is applied according to the following figures.

5.2.1. Contraction Mapping Principle for the case of the Ball centered atu0

In this situation the contractive condition is

L(R) <
1
κ

(5.12)

with of courseL(0)<
1
κ

. Then the following intervals can be considered
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R-axis

f (R)-axis

1
κ

f2(R)

f1(R)

f (R) =R

possible values ofR only for Schauder Theorem

possible values ofR for Banach fixed point theorem

Figure 5.6.: Largest possible interval for the radius for the Contraction Mapping
Principle.

R

f (R)-axis

R

f (R)-axis

R-axis

f (R)-axis

f1(R)
f1(R)

f1(R)

f2(R)

f2(R)

f2(R)

1
κ

1
κ

1
κ

interval ofR interval ofR

interval ofR

Figure 5.7.: Various cases for Contraction Mapping Principle.

5.3. Solutions of inhomogeneous boundary value problems

We have developed the necessary theory to solve a class of boundary value prob-
lems for non-linear elliptic PDEs when the right hand side depends not only on the
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solutionu but also on its first order derivatives. Now we give applications of the
results to specific examples. We will consider the boundary value problem for non-
linear partial differential equations when the left hand side contains the Laplace
operator and the right hand sides always depends on the derivative of the desired
solution. We solve the BVPs only in the unit disk in the plane and we will be using
the fundamental solution of Laplace equation in two dimensions.

5.3.1. General representation

In this subsection, we estimate the theC1,α-norm of the fixed point operatorU
which is defined by the convolution of the right hand side to the fundamental solu-
tion. We also consider the arbitrary boundary valuesg(x). we shall handle different
situations for theC1,α-norm of the boundary values to be maximal. We shall also
look for the optimal radius of the ball for given fixed boundary values and for a
fixed right hand side.

We consider the following general boundary value problem for non-linear elliptic
partial differential equation:

∆u = F(·,u,∂iu) in Ω (5.13)

u = g(x) on ∂Ω (5.14)

under the following assumptions:

1 - Ω be a unit disk inR2

2 - g(x) ∈C1,α(∂Ω)

3 - |F(·,u1,∂iu1)−F(·,u2,∂iu2)| ≤ L1|u1−u2|+∑
j

L2, j |∂iu1−∂iu2|

for i, j = 1,2,3 · ·· that means that the Lipschitz condition holds or only
bounded right hand sides.

4 - |F(·,0,0)| ≤ M is given if required.

5 - The homogeneous equation possesses a fundamental solution.

We know that the solution of the above problem is equivalent to finding the fixed-
point of the following operator equation

U = u0+ ũ+V (5.15)

whereV is given by

V =: − 1
2π

∫∫

Ω

log|(x,y)− (ξ ,η)| ·F((ζ ),u(ζ ),∂i(ζ ))dζ (5.16)

while

∆u0 = 0 in Ω
u0 = g(x) on ∂Ω
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andũ is solution of the homogeneous problem:

∆ũ = 0 in Ω

ũ = − 1
2π

∫∫

Ω

log|(x,y)− (ξ ,η)| ·F((ζ ),u(ζ ),∂i(ζ ))dζ (5.17)

= −V(x) on ∂Ω. (5.18)

We look for the solution in the spaceC1,α(Ω) because the right hand side depends
on the derivatives of the desired solution by the fixed point method. So we consider
the following closed and convex subset in the the Banach space C1,α(Ω) of the
Hölder continuously differentiable functions onC1,α(Ω),

BR(0) := {u∈C1,α : ‖u‖C1,α ≤R}, (5.19)

5.3.2. General condition onU for mapping the ball into itself

The operator (5.15) will map the ball into itself if,

‖U‖C1,α(B) ≤ ‖u0‖C1,α(B)+‖ũ‖C1,α (B)+‖V‖C1,α (B) ≤ (R) (5.20)

where‖u0‖C1,α and‖ũ‖C1,α will be estimated by Schauder’s estimates1. To satisfy
that (5.15) maps the ball into itself, we first consider onlyV and check its mapping
properties;

V =: − 1
2π

∫∫

Ω

log|(x,y)− (ξ ,η)| ·F((ζ ),u(ζ ),∂i(ζ ))dζ (5.21)

⇒ |V| ≤ ‖F‖
2π

∫∫

Ω

|log|(x,y)− (ξ ,η)||dζ (5.22)

for 0< |(x,y)− (ξ ,η)|< 1, using the Schmidt inequality

|V| ≤ ‖F‖
2π

∫∫

Ω

1
|(x,y)− (ξ ,η)|dζ (5.23)

‖V‖ ≤ ‖F‖
2

(5.24)

for |(x,y)− (ξ ,η)| ≥ 1, we have, log|(x,y)− (ξ ,η)| ≤ |(x,y)− (ξ ,η)| and having
the fact that the domain is the unit disk in the plane so|(x,y)− (ξ ,η)| ≤ 2

|V| ≤ ‖F‖
2π

∫∫

Ω

|(x,y)− (ξ ,η)|dζ (5.25)

≤ ‖F‖
2π

·1 ·
∫∫

Ω

2dζ (5.26)

‖V‖ ≤ ‖F‖. (5.27)

1For a detailed proof of Schauder type estimates inR
2, see the appendix A.
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Now for Hölder constant, first we find the norm of the derivative ofV

∂xV = − 1
2π

∫∫

Ω

1
|(x,y)− (ξ ,η)| ·

(x,y)− (ξ ,η)
|(x,y)− (ξ ,η)| ·F((ζ ),u(ζ ),∂i(ζ ))dζ

|∂xV| ≤ ‖F‖
2π

∫∫

Ω

1
|(x,y)− (ξ ,η)|dζ

‖∂xV‖ ≤ ‖F‖
2

similarly for ∂yV

‖∂yV‖ ≤ ‖F‖
2

(5.28)

and we have the following estimate
∣
∣V(x′,y′)−V(x′′,y′′)

∣
∣ ≤ ‖∂xV‖|x′−x′′|+‖∂yV‖|y′−y′′| (5.29)

≤ ‖F‖
2

|x′−x′′|+ ‖F‖
2

|y′−y′′| (5.30)

≤ ‖F‖
∣
∣(x′,y′)− (x′′,y′′)

∣
∣ (5.31)

|V(x′,y′)−V(x′′,y′′)|
|(x′,y′)− (x′′,y′′)|α ≤ ‖F‖

∣
∣(x′,y′)− (x′′,y′′)

∣
∣1−α

(5.32)

≤
√

2‖F‖= Hũ (5.33)

and for the Hölder constant of the derivative, we again have,

∂xV(x′,y′)−∂xV(x′′,y′′) =
1

2π

∫∫

Ω

κ ·F
(

ζ ,u(ζ ),∂xu(ζ )
)

(ζ )dζ

∣
∣∂xV(x′,y′)−∂xV(x′′,y′′)

∣
∣ ≤ ‖F‖

2π
· I

max
(Ω)

∣
∣∂xV(x′,y′)−∂xV(x′′,y′′)

∣
∣

|(x′,y′)− (x′′,y′′)|α ≤ 7‖F‖

whereκ andI are given by,

I =
∫∫

Ω

dζ
|(x′,y′)− (ξ ,η)| · |(x′′,y′′)− (ξ ,η))| (5.34)

κ =
(x′′,y′′)− (ξ ,η)
|(x′′,y′′)− (ξ ,η)|2 −

(x′,y′)− (ξ ,η)
|(x,y)− (ξ ,η)|2 (5.35)

if t =
∣
∣(x′,y′)− (x′′,y′′)

∣
∣ (5.36)

In our case we havet ≤ 2 andα =
1
2

, hence we have

max
(Ω)

|∂xV(x′,y′)−∂xV(x′′,y′′)|
|(x′,y′)− (x′′,y′′)|α ≤ 7‖F‖ (5.37)
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in view of inequalities (5.28),(5.31),(5.32) and (5.39) weget

‖V‖C1,α(Ω) = 7‖F‖. (5.38)

Using Schauder estimates, (5.22) in (5.17) we get:

‖U‖C1,α(Ω) ≤ ‖u0‖C1,α(Ω)+‖ũ‖C1,α (Ω)+‖V‖C1,α(Ω) (5.39)

≤
[

21+αK1K2H +max
(∂Ω)

|g|+2K1K2H̃ +4(21−α +1)K2
1K2

2H̃

]

+

[

21+αK1K2Hũ+max
(∂Ω)

|ũ|+2K1K2H̃ũ+4(21−α +1)K2
1K2

2H̃ũ

]

+7‖F‖ (5.40)

whereH and H̃ are the Hölder constants of the given boundary values and their
derivatives respectively. Similarly theHũ and H̃ũ are the Hölder constants of the
boundary values of ˜u and its derivatives respectively.

The last inequality can also be written in the following way

‖U‖C1,α(Ω) ≤
[
21+αK1K2+1+2K1K2+4(21−α +1)K2

1K2
2

]
‖g‖C1,α(∂Ω)

+

[

21+αK1K2Hũ+max
(∂Ω)

|ũ|+2K1K2H̃ũ+4(21−α +1)K2
1K2

2H̃ũ

]

+7‖F‖ (5.41)

the constantsK1 andK2,2 are given

K1 =:
4.2α

π cos
(

α π
2

) (5.42)

and

K2 =:
( 2

α
(1+2α)+π

)

. (5.43)

for fixed α =
1
2

, K1 andK1 are given by

K1 =
8
π

(5.44)

and
K2 = 4(1+

√
2)+π . (5.45)

Finally, for a unit disk in the plane, the inequality (5.41) can be formulated as
follows

‖U‖C1,α(Ω) ≤ 10416‖g‖C1,α(∂Ω)+72395‖F‖. (5.46)

2Existence of these constants has been proved in the appendixA
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Now if ‖F‖ is bounded (by the radius of the ball) thenU will map the ball (4.14)
into itself when

10416‖g‖C1,α +72395‖F‖ ≤R. (5.47)

The inequality (5.47) is the condition forU mapping the ballBR(0) into itself for
each bounded right hand side which also is the sole conditionfor the application of
Schauder Fixed Point Theorem and the relative compactness of U is understood by
the discussion that we had in the previous chapters.

5.4. Application of Schauder’s Fixed Point Theorem and
optimization

Here we consider various examples and then we find the conditions for the best
radius of the ball, the maximal bound of theC1,α-norm of the boundary values
and the restriction on the right hand side. We deal with different situations in the
following boundary value problems.

The examples below give the existence of fixed-point solutions of the boundary
value problem in the ball centered at the zero element of the function space and
then correspondingly, we give the maximumC1,α-norm of the boundary valuesg

5.4.1. Existence of the solution with arbitrary C1,α boundary values

Example1:

∆u = k(cosu+∂xu) in Ω
u = g(x) on ∂Ω

wherek is a given real parameter in general. We assume that the boundary values
g are arbitrary inC1,α(∂Ω) andΩ is the unit disk in the plane. We know that the
given boundary value problem is equivalent to finding the fixed-point of the operator
defined in (5.15) if it maps the ball defined in (5.19) into itself.

According to (5.47) a fixed point will be the solution of the boundary value problem
if the following condition is satisfied

10416‖g‖C1,α +72395|k|(1+R)≤R (5.48)

this implies that

‖g‖C1,α ≤ 1
10416

(R−72395|k|(1+R)) (5.49)

where|k|(1+R) is the bound of the right hand side in the ball.

We get the following conditions to be satisfied:
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• R> 72395|k|(1+R)

• |k| < R

72395(1+R)
that is for sufficiently small|k| we are able to solve the

above boundary value problem by Schauder Fixed Point Theorem.

If for a fixed |k|, we consider the following fixed right hand side given by

∆u= 1.25×10−6(cosu+∂x(u)
)

in Ω

and we get the condition

R> 72395×1.25×10−6(1+R)

so any sufficiently largeR0 larger than 0.09949 will lead to the larger‖g‖C1,α .

Example2:

∆u =
(
∂xu
)2

in Ω (5.50)

u = g(x) on ∂Ω. (5.51)

We assume that the boundary valueg(x) is Hölder continuously differentiable then
the corresponding fixed-point operator maps the ball (4.19)into itself if

‖U‖C1,α ≤ 10416‖g‖C1,α +72395‖F‖ ≤R (5.52)

⇒‖g‖C1,α ≤ 1
10416

(
R−72395R2) (5.53)

then the maximalC1,α-norm ofg leads to the two conditions to be satisfied:

• R> 72395R2 which impliesR<
1

72395

1
72395

1
144790 R

R−R2

R-axis

f (R)-axis

O
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• For the maximal value of theC1,α-norm ofg we have(1−2×72395R) = 0
which leads toR∗ = 1

144790. This solves the equation and for thisR∗ we get
the maximum value of theC1,α-norm ofg that is 6.9×10−6.

Th corresponding maximum value of the norm ofg is shown in the figure above.
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Example3:

∆u = 1.25×10−6
(

5+(∂xu)
2
)

in Ω (5.54)

u = g(x) on ∂Ω. (5.55)

We assume that the boundary valueg(x) are Hölder continuously differentiable then
the corresponding fixed-point operator maps the ball (4.19)into itself if

‖U‖C1,α ≤ 10416‖g‖C1,α +72395×1.25×10−6‖F‖ ≤R (5.56)

⇒‖g‖C1,α ≤ 1
10416

(

R−72395×1.25×10−6(5+R2)
)

(5.57)

The maximal norm ofg leads again to the two conditions to be satisfied,

• R ∈ (0.4726,10.5777)
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• for the maximal value of theC1,α-norm ofg we have 1−2×72395×1.25×
10−6R= 0 which leads toR∗ =

106

1.25×144790
≈ 5.5 which solves the equa-

tion and for thisR∗ we get the maximum value of theC1,α-norm of g. An
easy calculation shows that the maximal value of theC1,α-norm ofg is equal
to 2.3 approximately.
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5.4.2. Optimization for a ball centered at the solution of the Laplace equation
with given boundary value

Example4:

∆u =
1

1+(∂x(u))
2 in Ω

u = g(x) on ∂Ω.

We assume again that the boundary values are Hölder continuously differentiable
on the boundary∂Ω. And if corresponding fixed point operatorU will map the
ball,

BR(u0) := {u∈C1,α : ‖u−u0‖C1,α ≤R} (5.58)

into itself then the boundary value problem with this fixed boundary datag is solv-
able by Schauder Fixed Point Theorem.

We look for the maximum radius of the ball for whichU maps the ball into itself.
Here we get the following inequality.

‖U −u0‖C1,α ≤ 72395‖F‖. (5.59)

Since here the right hand side is globally bounded by 1 so we get

‖U −u0‖C1,α ≤ 72395≤R (5.60)

Result :

• For globally bounded right hand side we solved for given boundary data for
an arbitrary parameterk for certainR0 > 72395k. For a ball with a small a
radiusR, we have to choosek small enough.

• In a similar way, the present boundary value problem with zero boundary
value and right hand side globally bounded byk solvable for the same choice
of the radius of the ball.

Example5:

∆u =
1

2
(

1+(∂x(u))
2
) in Ω

u = g(x) on ∂Ω.

We assume again that the boundary values are Hölder continuously differentiable
on the boundary∂Ω. And if the corresponding fixed-point operatorU = u0+ ũ+V
will map the following ball,

BR(u0) := {u∈C1,α : ‖u−u0‖C1,α ≤R} (5.61)
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into itself then the boundary value problem with this fixed boundary datag is solv-
able by Schauder Fixed Point Theorem. We look for the maximumradius of the
ball for whichU maps the ball into itself. Here we get the following inequality.

‖U −u0‖C1,α ≤ 72395‖F‖. (5.62)

Since here the right hand side is globally bounded by
1
2

. So we get.

‖U −u0‖C1,α ≤ 72395× 1
2
≤R. (5.63)

Again, the right hand is globally bounded and for eachR0 > 72395× 1
2. And the

operatorU maps the ball into itself.

Example6:

∆u = (∂x(u))
3 in Ω

u = g(x) on ∂Ω.

With the same assumptions the operatorU = u0+ ũ+V maps the following ball,

BR(u0) := {u∈C1,α : ‖u−u0‖C1,α ≤R}, (5.64)

into itself. Then the boundary value problem with this fixed boundary datag is
solvable by Schauder Fixed Point Theorem. We look for the maximum radius of the
ball for whichU maps the ball into itself. Here we get the following inequality.

‖U −u0‖C1,α ≤ 72395‖F‖. (5.65)

Since the right hand side, here is bounded byR3, so we get

‖U −u0‖C1,α ≤ 72395
(
R3)≤R (5.66)

≤ R−72395
(
R3) (5.67)

the last inequality gives the largest possible interval forthe radius of the ball, and
the largest possible radiusR∗ in this case is 0.0037.

All above examples show the details of various situations for the radius of the ball
and we show under circumstances what best ball we can have. That is, we had
constructed the best balls.

5.5. Optimal balls for the application of Contraction Mapping
Principle

To apply the Contraction Mapping Principle to the boundary value problem (5.13)
and (5.14), we have to show;
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• The fixed-point operator maps the ball into itself.

• Image of the ball under the fixed point operator is contractive.

The fixed point operator is represented by (5.15).The first condition thatU maps a
closed and convex set (5.19) in the function space, into itself is already satisfied by
(5.47).

The Following calculation will show that the operator defined in (5.15) is contrac-
tive. Here, additionally, we assume that,

• The right hand side is Lipschitz continuous, that is
∣
∣F(·,u1,∂xu1)−F(·,u2,∂xu2)

∣
∣≤ L1

∣
∣u1−u2

∣
∣+L2

∣
∣∂u1−∂u2

∣
∣.

WhereL(R) = L1(R)+L2(R) is the Lipschitz constant.

5.5.1. General condition onU to be contractive in the ball

The operator (5.15) will be contractive if,

‖U1−U2‖C1,α ≤ const.‖u1−u2‖C1,α (5.68)

and const.< 1.

Again we first consider onlyV and check its mapping properties;

V =: − 1
2π

∫∫

Ω

log
∣
∣(x,y)− (ξ ,η)

∣
∣ ·F((ζ ),u(ζ ),∂i(ζ ))dζ (5.69)

|V1−V2| ≤ L(R)

2π

∫∫

Ω

∣
∣ log|(x,y)− (ξ ,η)|

∣
∣dζ · ‖u1−u2‖C1,α (5.70)
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for 0< |(x,y)− (ξ ,η)|< 1, using the Schmidt inequality.

|V1−V2| ≤ L(R)

2π

∫∫

Ω

1
|(x,y)− (ξ ,η)|dζ · ‖u1−u2‖C1,α (5.71)

‖V1−V2‖ ≤ L(R)

2
· ‖u1−u2‖C1,α (5.72)

and for|(x,y)− (ξ ,η)| ≥ 1, we have, log|(x,y)− (ξ ,η)| ≤ |(x,y)− (ξ ,η)|, for the
unit disk in the plane so|(x,y)− (ξ ,η)| ≤ 2

|V1−V2| ≤ L(R)

2π

∫∫

Ω

|(x,y)− (ξ ,η)| |k|
1+(∂xu(ζ ))2

dζ‖u1−u2‖C1,α(5.73)

≤ L(R)

2π
·1 ·

∫∫

Ω

2dζ · ‖u1−u2‖C1,α (5.74)

‖V1−V2‖ ≤ L(R) · ‖u1−u2‖C1,α . (5.75)

Now for the Hölder constant, we find the norm of the derivativeof V1−V2 first.
Using the Lipschitz continuity of the right hand side, we have

∂xV =− 1
2π

∫∫

Ω

1
|(x,y)− (ξ ,η)| ·

(x,y)− (ξ ,η)
|(x,y)− (ξ ,η)| ·F((ζ ),u(ζ ),∂i(ζ ))dζ

⇒ |∂xV1−∂xV2| ≤
L(R)

2π

∫∫

Ω

1
|(x,y)− (ξ ,η)|dζ · ‖u1−u2‖C1,α

‖∂xV1−∂xV2‖ ≤
L(R)

2
· ‖u1−u2‖C1,α

similarly for ∂yV1−∂yV2

‖∂yV1−∂yV2‖ ≤ L(R)

2
· ‖u1−u2‖C1,α (5.76)

Using the above estimates for the derivatives we have the following estimate for

α =
1
2

|(V1−V2)(x′,y′)− (V1−V2)(x′′,y′′)|
|(x′,y′)− (x′′,y′′)|α ≤

√
2L(R) · ‖u1−u2‖C1,α := Hũ1−ũ2 (5.77)

For the Hölder constant of the derivative, we have again,

(V1−V2)(x
′,y′)− (V1−V2)(x

′′,y′′) =
1

2π

∫∫

Ω

κ ·
(

F (u1,∂iu1)−F (u2,∂iu2)

)

(ζ )dζ

∣
∣∂xV(x′,y′)−∂xV(x′′,y′′)

∣
∣≤ L(R) · ‖u1−u2‖C1,α

2π
· I

max
(Ω)

|(V1−V2)(x′,y′)− (V1−V2)(x′′,y′′)|
|(x′,y′)− (x′′,y′′)|α ≤ 7L(R) · ‖u1−u2‖C1,α
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whereκ andI are given by,

I =
∫∫

Ω

dζ
|(x′,y′)− (ξ ,η)| |(x′′,y′′)− (ξ ,η))| (5.78)

κ =
(x′′,y′′)− (ξ ,η)
|(x′′,y′′)− (ξ ,η)|2 −

(x′,y′)− (ξ ,η)
|(x,y)− (ξ ,η)|2 (5.79)

if t =
∣
∣(x′,y′)− (x′′,y′′)

∣
∣ (5.80)

and moreover, in our caset ≤ 2 andα =
1
2

. Hence we have

max
(Ω)

|∂xV(x′,y′)−∂xV(x′′,y′′)|
|(x′,y′)− (x′′,y′′)|α ≤ 7L(R) · ‖u1−u2‖C1,α := H̃ũ1−ũ2 (5.81)

in view of the inequalities (5.75),(5.76),(5.77) and (5.81) we get

‖V1−V2‖C1,α = 7L(R) · ‖u1−u2‖C1,α . (5.82)

Using Schauder estimate in (5.41), we have

‖U1−U2‖C1,α ≤ ‖ũ1− ũ2‖C1,α +‖V1−V2‖C1,α (5.83)

≤ 21+αK1K2Hũ1−ũ2 +max
∂Ω

|ũ1− ũ2|+2K1K2H̃ũ1−ũ2

+4(21−α +1)K2
1K2

2H̃ũ1−ũ2 +7L(R) · ‖u1−u2‖C1,α (5.84)

≤ 72395L(R) · ‖u1−u2‖C1,α . (5.85)

ForU to be contractive we must have to chooseL(R) be sufficiently small, that is,

we have to chooseL(R)<
1

72395

Result : The above condition forU to be contractive leads to another restriction on
the radius of the ball to be chosen subject to the last inequality.

Without further loss of generality we come to some explicit examples

Example7:

∆u = u2+(∂xu)
3 in Ω

u = g(x) on ∂Ω.

To show the existence and uniqueness by Contraction MappingPrinciple, we have
to fulfill the following two conditions.

• The fixed-point operator maps the ball into itself.

• The fixed point operator is contractive.

The first condition leads to the following bound for the boundary values

‖g‖C1,α ≤ 1
10416

(
R−72395(R2+R3)

)
(5.86)

Result1: The above inequality leads to the existence of the largestinterval with the
radiusR, that isR ∈ (0,0.0000138).
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and the maximal value of the norm of the boundary values is shown below
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Now according to condition (5.85) the operatorU is contractive in the ball if

72395L(R)< 1 (5.87)

whereL(R) is the Lipschitz constant of the density function and here wecan easily
find out for the right hand side
∣
∣
∣u2

1+(∂x(u1))
3−u2

2− (∂x(u2))
3
∣
∣
∣ ≤ |u1+u2| |u1−u2|

+ |∂xu1−∂xu2|
∣
∣
∣(∂xu1)

2+∂xu1∂xu2+(∂xu1)
2
∣
∣
∣

≤
(
2R+3R2)‖u1−u2‖C1,α .



90 5. Optimization of fixed-point methods

Here the Lipschitz constant is given by,

L(R) = 2R+3R2

(5.88) implies

2R+3R2 <
1

72395
(5.88)

⇒R <
−2+

√
289592
72395

6
≈ 6.9×10−6 (5.89)

so we have two conditions on the choice of the radius of the ball and for the the
unique existence of solution by Contraction Mapping Principle.

Result : In view of the maximum principle and the Schauder estimates‖u0‖C1,α ,
the solution can be estimated by its boundary values‖g‖C1,α and if ‖g‖C1,α ≤ C
then for all possible boundary values we have evaluated the largestC that is
0.00000000033.



6. SUMMARY AND OUTLOOK

6.1. Summary

In our research, we have solved the Dirichlet boundary valueproblems for non-
linear second order elliptic partial differential equations, by fixed point methods.
BVPs with right hand side depending on the desired solution and its first order
derivatives were considered while the left hand sides were general second order
elliptic operator with the principal part as Laplace operator.

After reducing the boundary value problems to the corresponding fixed point opera-
tor we apply the fixed point theorems. For the existence and uniqueness we applied
following fixed point results,

• Schauder Fixed Point Theorem.

• Contraction Mapping Principle.

In order to show the existence of solutions, Schauder Fixed Point Theorem was ap-
plied. We have also shown that the corresponding fixed point operator is relatively
compact. The solutions both in full Banach space and those inthe balls (closed and
convex subsets) have been found.

We have uniquely solved the boundary value problems by Contraction Mapping
Principal. Here and in the case of Schauder (II), we have given optimal balls in the
underlying function spaces. Many other important results and references about the
solutions of boundary valued problems for non-linear second order elliptic partial
differential equations, are the part of the current manuscript.

6.2. Outlook

We look forward to work in the following directions in future:

• Since it is clear from the summary that in this dissertation, we solved the
boundary value problem for non-linear second order elliptic partial differen-
tial equations when the linear second order operator has theprincipal part as
the Laplace operator. Now in future, one of our goal will be toconsider the
more general elliptic operators. Here we have to work with other fundamental
solutions instead of the fundamental solution of the Laplace equation.

• We considered only Dirichlet conditions on the boundary. Now we have a
plan to work with more general boundary conditions for examples the Neu-

91
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mann boundary conditions. In case BVPs are not uniquely solvable, we shall
look for the conditions under which these BVPs are uniquely solvable which
in general is not the case.

• Since we need the Schauder estimates to solve the boundary value problems
for elliptic equation, we intend to find the Schauder type estimates explicitly.
A similar case of Schauder estimates for the Poisson equation in the unit disk.

• We shall consider other function spaces for example Sobolev spaces in stead
of Hölder spaces, for our future planed work.



A. APPENDIX

A.1. C1,α bound for the solution of Poisson equation in 2-D

Chapter four deals with theC1,α bound of the solutions of the boundary value prob-
lems for non-linear partial differential equations where we use the Schauder esti-
mates. These Schauder type estimates are bounded by certainnorms of the bound-
ary values, the right hand side of the differential equation, the solution itself and
constants while these constants generally are not explicitly known. Here we give
the detail proof of these constants explicitly for the solution of the Poisson equation
in the plane. Most of the constructions in this appendix is taken from the the lecture
of W. Tutschke [52]. It will be of importance that we will use the concept of the
holomorphic functions for our considerations. We will use holomorphic functions
because any holomorphic functionΦ , in the complex plane, is defined as;

Definition A.1 A function

Φ = u(x,y)+ iv(x,y) (A.1)

is said to be a holomorphic if u and v have continuous first partial derivatives and
satisfy the Cauchy-Riemann equation;

∂xu= ∂yv and ∂yu=−∂xv (A.2)

Also both u and v are solutions of the Laplace equation.

Moreover, from (A.1), bothu andv can be estimated byΦ .

Since we know that the Laplace equation∆u= 0 in the balls can be solved by the
Poisson integral.

Prior to go with the holomorphic function, we use the Poissonintegral to find some
necessary estimates for the solution of the Laplace equation and their derivatives,
specially when the boundary values are Hölder continuous.

A.1.1. Results from the Poisson integral

We are going to solve the following Laplace equation;

∆u= 0 in Ω. (A.3)

whereΩ is the domain in thez-plane.
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Suppose that the closed disk|z−z0| ≤R is contained inΩ. Then, we know that at an
interior pointszof the disk, the functionu is represented by the Poisson Integral

u(z) =
1

2πR

∫

|ζ−z0|=R

u(ζ )
R2−|z−z0|2

|ζ −z|2 ds (A.4)

whereζ is the point on the boundary of the disk andds is the length element of the
boundary, i.e, the circle.

The value ofu at the centerz0 is given by.

u(z0) =
1

2πR

∫

|ζ−z0|=R

u(ζ )ds (A.5)

that means, the value ofu at the centerz0 is the mean value ofu(ζ ) of u on the
circle |z−z0|= R.

Further we choose anyr not greater thanR. Applying formula (A.5) to this circle
with radiusr, we have

r ·u(z0) =
1

2π

∫

|ζ−z0|=R

u(ζ )ds

now, integrating over the interval 0≤ r ≤ R, and taking into consideration that
rdsdr= dξdη is the area element in the z-plane, it follows

1
2

R2 ·u(z0) =
1

2π

∫∫

|ζ−z0|≤R

u(ζ )dξdη

implies

u(z0) =
1

πR2

∫∫

|ζ−z0|≤R

u(ζ )dξdη (A.6)

hence the following lemma is proved:

Lemma A.1 The value u(z0) of the solution of the Laplace equation at an inte-
rior point z0 is not only the mean value (A.5) of u with respect to a circle centered
at z0. It is the mean value (A.6) of u with respect to a disk centeredat z0 also.

Since the Laplace equation is a linear differential equation with constant coeffi-
cients, the partial derivatives∂xu and∂yu of the solutionu with respect tox andy
respectively are also the solutions of the Laplace equation. Lemma (A.1) applied to
these derivatives and Green-Gauss Integral Formula leads,

∂xu(z0) =
1

πR2

∫

|ζ−z0|=R

u(ζ )dξ . (A.7)
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and

∂yu(z0) =
1

πR2

∫

|ζ−z0|=R

u(ζ )dη. (A.8)

Provided the absolute value ofu can be estimated byM everywhere inΩ, we obtain
the bound for the above derivatives and as a result we prove:

Lemma A.2 Suppose u is a solution of the Laplace equation with|u| ≤ M ev-
erywhere inΩ. Suppose, further, that the closed disk centered at z0 with radius R is
contained inΩ. Then the values∂x(z0) and∂y(z0) of the first order derivative∂xu
and∂yu can be estimated by

|∂xu(z0)| ≤
4M
πR

. and |∂yu(z0)| ≤
4M
πR

. (A.9)

Up to now, we have estimated the first order derivatives of thesolution of the
Laplace equation at the center of the disk with radiusR. Next we are going to
have the result for these derivatives at the boundary.

A.2. Behavior of the first order derivatives of the solution of the
Laplace equation near the boundary

For simplicity of the calculations, we will consider thatΩ is the unit disk. Suppose
also thatu is a solution of the Laplace equation inΩ with |u| ≤ M. Foremost, no
assumptions concerning the limits ofu at the boundary points has to be made.

Let z be an arbitrary interior point of the unit diskΩ. Then the distance ofz from
the boundary|z|= 1 equals to 1−|z| and thus a closed disk centered atzwith radius
δ < 1−|z| is completely contained inΩ which is shown in the figure below.

z

z

1

δ

= 0

Figure A.1.: Closed disk with radiusδ contained in the unit ball

Applying the lemma (A.3) to that disk and carrying out the thelimiting process
δ → 1−|z|, we have the following statement:
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Lemma A.3 Suppose u is a solution of the Laplace equation in the unit disk and
|u| ≤ M everywhere inΩ. Then the absolute values of the first order derivatives of
the solution at z can be estimated by;

|∂xu(z)| ≤
4M

π(1−|z|) and |∂yu(z)| ≤
4M

π(1−|z|) . (A.10)

A.3. Behavior of the solution when the boundary values are
Hölder continuous

Again we consider the same unit disk, and letu be the solution of the Laplace
equation inΩ. Suppose now, however, thatu now is defined and continuous in the
closed unit disk, i.e, for allz with |z| ≤ 1. We denote the boundary values ofu at
z∈ ∂Ω by g(z) that meansu(z) = g(z) as long as|z|= 1.

We suppose additionally thatg is Hölder continuous at the boundary pointz0, i.e,

|g(z)−g(z0)| ≤ H · |z−zo|α (A.11)

for everyz∈ ∂Ω where 0< α < 1. We can write,

−H · |z−zo|α ≤ g(z)−g(z0)≤+H · |z−zo|α . (A.12)

The following construction deals with the estimation of|z−zo|α from above by the
solution of the Laplace equation. Since we know from complexanalysis that,

log(z−zo) = ln |z−zo|+ i arg(z−zo). (A.13)

For z∈ Ω, for suitably chosenc, there exists a uniquely defined branch of polar
angles arg(z−zo) such that

c< arg(z−zo)< c+π (A.14)

the last inequality can be re-written as,

−π
2
< arg(z−zo)−

(

c+
π
2

)

<+
π
2

(A.15)

subtractingi
(

c+ π
2

)

on both sides of (A.13) implies

log(z−zo)− i
(

c+
π
2

)

= ln |z−zo|+ i arg(z−zo)− i
(

c+
π
2

)

multiplying α on both sides we have

α

(

log(z−zo)− i
(

c+
π
2

)
)

= ln |z−zo|α + iα

(

arg(z−zo)−
(

c+
π
2

)
)
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Figure A.2.: arg(z−zo)

which implies

exp

[

α

(

log(z−zo)− i
(

c+
π
2

)
)]

= |z−zo|α ·exp

[

iα

(

arg(z−zo)−
(

c+
π
2

)
)]

.

Since (A.13) is holomorphic in the unit disk, the last expression defines also a holo-
morphic function. Already we know that exp(ix) = cos(x)+ i sin(x), thus real part
is given by,

U(z) = |z−zo|α ·cos

[

α

(

arg(z−zo)−
(

c+
π
2

)
)]

.

Hence by definition (A.1) theU(z) is a positive solution of the Laplace equation.
Consequently we get,

|z−zo|α =
U(z)

cos

[

α

(

arg(z−zo)−
(

c+ π
2

)
)]

the inequality (A.15) gives immediately,

|z−zo|α <
U(z)

cos
(

α π
2

) .

This is the desired estimate of|z− zo|α by a solutionU(z) of the Laplace equa-
tion.

Using the last inequality in (A.12), we get,

− H

cos
(

α π
2

)U(z)≤ g(z)−g(z0)≤+
H

cos
(

α π
2

)U(z) (A.16)

Now we return to the solutionu = u(z) of the Laplace equation introduced at the
beginning of the present section. Sinceu(z) = g(z) on the boundary, the inequality
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(A.16) shows thatu(z)−u(z0) satisfies the inequality,

− H

cos
(

α π
2

)U(z)≤ u(z)−g(z0)≤+
H

cos
(

α π
2

)U(z) (A.17)

on the boundary∂Ω. It is important to note that the last two-sided estimate is
true not only on the boundary∂Ω, but also everywhere inΩ because for Laplace
equation the following statement is true:

Lemma A.4 (Maximum principle) Suppose u1 and u2 are solutions of the
Laplace equation inΩ. Suppose further, that the boundary values g1, g2 of u1
and u2 respectively, satisfy the inequality

g1 ≤ g2 (A.18)

everywhere on the boundary∂Ω. Then one has

u1 ≤ u2 (A.19)

Indeed, this statement is an immediate consequence of the maximum principle ap-
plied to the differenceu0= u1−u2. Sinceu0 has the boundary valuesg0= g1−g2≤
0, one has

u0 ≤ sup
∂Ω

g0 ≤ 0

everywhere inΩ. Taking into account the definition ofu0, the inequality (A.19) has
thus been proved.

Consequently, (A.16) is true everywhere inΩ. Hence we have

|u(z)−g(z0)| ≤
H

cos
(

α π
2

)U(z)

The definition ofU(z) at previous page shows, further, thatU(z) ≤ |z− z0|α and,
therefore, the last estimate passes into

|u(z)−g(z0)| ≤
H

cos
(

α π
2

) |z−z0|α (A.20)

To sum up, the following statement has been proved:

Lemma A.5 Suppose the boundary function g= g(z) of u = u(z) satisfies a
Hölder condition (A.12) with Hölder constant H and Hölder exponentα, 0<α <1,
at z0. Then u(z) satisfies the Hölder condition (A.20) for each z∈ Ω.

Note that condition (A.20) is satisfiedz0 ∈ Ω in case the boundary valuesg(z)
satisfy the Hölder condition (A.12) everywhere on(Ω).
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A.4. Behavior of the first order derivatives of a solution at the
boundary in the case of Hölder continuous boundary
values.

In this section, we are going to estimate the derivatives∂xu and∂yu of a solution of
the Laplace equation in the unit diskΩ provided the boundary values g are Hölder-
continuous (with Hölder-constantH and Hölder-exponentα, 0< α<1) everywhere
on the boundary∂Ω.

Let z( 6= 0) be an arbitrary point in the unit disk. Letz0 be the uniquely determined
point at which the ray fromζ = 0 throughz intersects the boundary∂Ω. Choose
δ < 1−|z|. Then the (closed) disk with radiusδ centered atz is contained in the
(closed) disk with radius 1−|z|+δ centered atz0:

z

z 0

1

ζ = 0

1−|z|+δ

δ

In view of lemma (A.5), i.e, from (A.20), we have

|u(ζ )−g(z0)| ≤ H

cos
(

α π
2

) |z−z0|α

≤ H

cos
(

α π
2

)(1−|z|+δ )α

everywhere in the disk with radius 1−|z|+δ centered atz0, i.e.,

M =
H

cos
(

α π
2

)(1−|z|+δ )α

is a bound of the absolute value of|u(ζ )−g(z0)| in that disk. Applying the lemma
(A.3) to u(ζ )−g(z0) in the (smaller) disk with radiusδ centered atz we obtain

|∂xu(z)| ≤
4M
πR

≤ 4H

π cos
(

α π
2

) · (1−|z|+δ )α

δ
(A.21)
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and the same estimate is true for∂yu(z).

The limiting processδ → 1−|z| yields:

Lemma A.6 Suppose the boundary values g of a solution u of the Laplace equa-
tion in the unit disk are Hölder-continuous with Hölder-constant H and the Hölder-
exponentα, 0< α < 1. Then at an interior point z the first order derivatives of u
can be estimated by

|∂xu(z)| ≤
K1H

(

1−|z|
)1−α (A.22)

and

|∂yu(z)| ≤
K1H

(

1−|z|
)1−α (A.23)

where

K1 =
4.2α

π cos
(

α π
2

) (A.24)

Remark A.1 The same statements of the last to lemmas are true for z= 0, al-
though we have carried out the construction for z6= 0 where we get the results if we
have limiting process as z→ 0

A.5. An important criterion for Hölder continuity of the
solution of the Laplace equation

Up to now, we have found that if the boundary values are Hölder-continuous then
the first order derivatives of the solution of the Laplace equation are bounded and
the bounds are known to us by lemma A.6. The following theoremdeals with the
Hölder continuity of the solution of the Laplace equation and by using lemma A.6,
we find the explicit Hölder constant in this case.

Theorem A.1 Suppose u= u(z) is defined and continuously differentiable in the
open unit disk (|z| < 1). Suppose, further, that the first order derivatives can be
estimated by

|∂xu(z)| ≤
C

(

1−|z|
)1−α and |∂yu(z)| ≤

C
(

1−|z|
)1−α (A.25)

where C andα are given constants,0< α < 1. Then u is Hölder-continuous in the
unit disk, and a Hölder constant, in this case, is given by CK2 where

K2 =
( 2

α
(1+2α)+π

)

. (A.26)



A.5. Evaluation of Hölder constant 101

Proof Consider an arbitrary pair of pointsz1 andz2 not coinciding withz= 0. Of
course, we can writezj in the following trigonometric form

zj = r j exp
(
iϑ j
)
, j = 1,2.

Without any loss of generality we may assume that

r2 ≥ r1 and ϑ1 ≤ ϑ2 ≤ ϑ1+π .

We denote the distance betweenz1 andz2 by d, i.e, we define

d = |z2−z1|.

Introducing another pair of pointsz3 andz4 defined by

z3 = (r1−d)exp(iϑ1) and z3 = (r1−d)exp(iϑ2)

Definez3 = z4 = 0 if r1 < d. So we have|z1−z3| ≤ d and|z2−z4| ≤ 2d because
the distance betweenr2exp(iϑ2) = z2 andr1exp(iϑ2) = r2−r1, also, this not larger
than as illustrated bellow,

z= 0

z3

z1
z4

z2

d

d

d

Since,
x= r cosϑ and y= r sinϑ

Using the chain rule we get

∂ru = ∂xu ·cosϑ +∂yu ·sinϑ
∂ϑ u = ∂xu · (−r sinϑ)+∂yu · r cosϑ .

wherez= x+ iy andr = |z|. The assumptions (A.25) are the estimates

|∂xu| ≤
2C

(

1−|z|
)1−α (A.27)

|∂yu| ≤
2C

(

1−|z|
)1−α (A.28)
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Using (A.27), we get the estimates

|u(z1)−u(z3)| ≤ 2C

r1∫

max(r1−d,0)

(1− r)α−1dr (A.29)

|u(z2)−u(z4)| ≤ 2C

r2∫

max(r1−d,0)

(1− r)α−1dr. (A.30)

The length of the interval of integration is not larger thand in the case of the in-
tegral in (A.29), while it is not larger than 2d for the integral in (A.30).Therefore,
the values of the integrals in (A.29) and (A.30) can only be enlarged if the lim-
its of the integrals are replaced by max(1−d,0) and 1 and by max(1−2d,0) and
1 respectively, i.e, the integrals under consideration canbe estimated from above
by,

2C
α

[

− (1− r)α−1
]1

max(1−d,0)
(A.31)

and
2C
α

[

− (1− r)α−1
]1

max(1−2d,0)
(A.32)

respectively.

The expression (A.31) equals
2C
α

dα or
2C
α

according as 1≥ d or 1< d respec-

tively, and, therefore, in any case the expression (A.31) isnot smaller than
2C
α

dα .

Similarly, (A.32) is equal to
2C
α

2αdα or 2C
α 2α according as 1≥ 2d or 1< 2d re-

spectively. Consequently, in both cases, the expression (A.32) is not larger than
2C
α

2αdα . To sum up, we have got the following estimates:

|u(z1)−u(z3)| ≤ 2C
α

dα (A.33)

|u(z2)−u(z4)| ≤ 21+αC
α

dα . (A.34)

Integrating (A.28) over the circular arc with radiusr1−d betweenz3 andz4, we
obtains

|u(z4)−u(z3)| ≤
2C(r1−d)

(1− r1+d)1−α (ϑ2−ϑ1). (A.35)

Note that

2(r1−d)sin
ϑ2−ϑ1

2
= |z4−z3| ≤ d. (A.36)

Clearly, for 0≤ α ≤ π
2 , α ≤ π

2 sinα. The estimate (A.36) leads, therefore, to

4(r1−d)
1
2
(ϑ2−ϑ1)≤ 4(r1−d)

π
2

sin
ϑ2−ϑ1

2
≤ πd
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Using this in (A.35), and the inequality 1− r1+d > 1, we have

|u(z4)−u(z3)| ≤
πCd
d1−α = πdα . (A.37)

In view of the triangle inequality, we have

|u(z2)−u(z1)| ≤ |u(z2)−u(z4)|+ |u(z4)−u(z3)|+ |u(z3)−u(z1)|. (A.38)

using (A.33), (A.34) and (A.37) in (A.38), ultimately, we have

|u(z2)−u(z1)| ≤C
( 2

α
(1+2α)+π

)

|z2−z1|α . (A.39)

Which is the desired result.

It is important to note that the last theorem guaranties the Hölder-continuity of the
solution of the Laplace equation inside the domain when the boundary values are
Hölder-continuous.

A.6. Hölder-continuity in the whole domain

Theorem A.2 Suppose the boundary values g of a solution u of the Laplace
equation∆u = 0 in the unit disk are Hölder-continuous with Hölder-constant H
and Hölder-exponentα, 0 < α < 1. Then u is Hölder-continuous with the same
Hölder-exponentα in the closed unit disk, and the Hölder-constant is K1K2H.

Proof

Proof of this theorem is not included here.

A.7. The Dirichlet boundary value problem for holomorphic
functions with Hölder-continuous boundary values

Next we look for a holomorphic solutionΦ = u(x,y) + iv(x,y) in the unit disk
Ω the real part of whichu has prescribed boundary valuesg on the unit circle
∂Ω. Again, the boundary valuesg are supposed to be Hölder-continuous with the
Hölder-constantH and the Hölder-exponentα, 0< α < 1.

As mentioned in the definition of holomorphic functions at beginning that real part
of the desiredΦ is the solution of the Laplace equation having the boundary value
g on the unit circle. In view of theorem A.2, the real partu is Hölder-continuous in
the closed unit diskΩ, with a Hölder-constantK1K2H.

Having constructed the real partu of Φ , the Cauchy-Riemann system determines
its imaginary partv up to an imaginary constant. By lemma A.6, the first order
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derivatives ofu are estimated by (A.22) and (A.23). And since the real and imag-
inary part of theΦ are interconnected by equations (A.2), the same estimates,are
true for the imaginary partv then. Again by theorem A.2, the imaginary part is
v is Hölder-continuous in the closed unit diskΩ, and the Hölder-constant is same
K1K2H.

And we can easily have

|Φ(z2)−Φ(z2)| ≤ |u(z2)−u(z1)|+ |v(z2)−v(z1)|
(A.40)

In view of the Hölder-continuity ofu andv, we see theΦ , too, is Hölder-continuous
with Hölder-constant 2K1K2H.

Summarizing the above arguments, the following statement has been proved:

Lemma A.7 Suppose g is Hölder-continuous with the Hölder-constant H and
the Hölder-exponentα, 0 < α < 1. Then each holomorphic function whose real
part has the boundary values g turns out to be Hölder-continuous with Hölder-
constant2K1K2H and the same Hölder-exponentα.

Now we consider the boundary value problem

∂zΦ = 0 in Ω (A.41)

ReΦ = g on ∂Ω (A.42)

ImΦ(z0) = c (A.43)

wherez0 is a fixed chosen point (in the unit diskΩ). It is important to note thatΦ
is uniquely determined by up to an imaginary constant and this constant however is
uniquely determined by the condition (A.43). Here we can apply the lemma (A.7)
to the boundary value problem (A.41)-(A.43).

To have the bound for|Φ | we can write,

|Φ(z)| = |Φ(z)−Φ(z0)+Φ(z0)|
≤ |Φ(z)−Φ(z0)|+ |Φ(z0)|
≤ 2K1K2H|z−z0|α + |Φ(z0)| (A.44)

whereK1,K2 are explicitly known constants.

Moreover,

|Φ(z0)| = |u(z0)+ iv(z0)| ≤ |u(z0)|+ |v(z0)|
≤ |u(z0)|+ |c|

|u(z0)| can be estimated by the maximum minimum principle of the Laplace equa-
tion by its boundary values

|Φ(z0)| ≤ max
∂Ω

|g|+ |c|
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hence (A.44) implies as follows

|Φ(z)| ≤ 2K1K2H|z−z0|α +max
∂Ω

|g|+ |c| (A.45)

since, for unit disk, we have|z−z0| ≤ 2, that means,|z−z0|α ≤ 2α . Hence we get
the following result:

Corollary A.1 The absolute value of the solution of the uniquely determined
solutionΦ of the boundary value problem (A.41)-(A.43) can be estimated by,

|Φ(z)| ≤ 21+αK1K2H +max
∂Ω

|g|+ |c| (A.46)

A.8. Differentiability of boundary values with respect to the
polar angle ϑ

We know that the solutionu(z) of the Laplace equation at an interior points of the
ball of radiusR is represented by Poisson Integral Formula as

u(z) =
1

2πR

∫

|ζ−z0|=R

u(ζ )
R2−|z−z0|2

|ζ −z|2 ds.

For boundary valuesg, and having the fact thatds= Rdϑ , we have the following
representation for unit disk.

u(z) =
1

2π

2π∫

ϑ=0

g(ϑ)
1−|z|2
|ζ −z|2dϑ . (A.47)

We suppose now thatζ = exp(iϑ) be an arbitrary point on the unit circle andz be
an arbitrary point in the unit disk.

z= 0

ζ = exp(iϑ)

ζ exp(i(ϑ +δ ))
z

zexp(iδ )

ϑ
δδ
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Here the distance|z−ζ | of z andζ is equal to the distance betweenzexp(iδ ) and
ζ exp(iδ ) = exp(i(ϑ +δ )), i.e,

formula (A.47) implies

u(zexp(iδ ))−u(z)
δ

=
1

2π

2π∫

ϑ=0

g(ϑ +δ )−g(ϑ)

δ
· 1−|z|2
|ζ −z|2dϑ . (A.48)

Applying the law of mean to the difference quotient in the integrand and carrying
out the limiting processδ → 0, we have the following lemma proved:

Lemma A.8 Suppose the boundary values g are continuously differentiable with
respect to the polar angleϑ . Then the solution of the Laplace equation is also
continuously differentiable with respect toϑ , and this derivative can be represented
by the Poisson integral with the density∂ϑ g:

∂ϑ u(z) =
1

2π

2π∫

ϑ=0

∂ϑ g(ϑ)
1−|z|2
|ζ −z|2dϑ . (A.49)

A.9. Hölder-continuously differentiable boundary values

Next we extend the last lemma A.8 in order to investigate the complex derivatives
Φ ′ of the solutionΦ of the boundary value problem (A.41)-(A.43), in the case
when the boundary values are Hölder-continuously differentiable in ϑ . Let H̃ be
the Hölder-constant of∂ϑ g. Theorem A.2 says that∂ϑ u is Hölder-continuous in the
closed unit disk where a Hölder-constant is given byK1K2H̃. Also, since,

x= r cosϑ and y= r sinϑ (A.50)

by the chain rule we can write

∂ϑ u=
∂u
∂ϑ

=
∂u
∂x

∂x
∂ϑ

+
∂u
∂y

∂y
∂ϑ

(A.51)

by (A.50) we have,

∂ϑ u=
∂u
∂ϑ

=−y
∂u
∂x

+x
∂u
∂y

. (A.52)

Now in view of the C-R equations

Φ ′ =
∂u
∂x

+ i
∂v
∂x

=
∂u
∂x

− i
∂u
∂y

, (A.53)

on multiplyingiz= ix−y the last equation implies

izΦ ′ = Ψ =
(

−y
∂u
∂x

+x
∂u
∂y

)

+ i
(

x
∂u
∂x

+y
∂u
∂y

)

. (A.54)
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Comparing (A.52) and (A.54), we obtain

∂ϑ u= ReΨ (A.55)

Theorem A.2 implies thatΨ is Hölder-continuous in the closed unit disk where the
Hölder-constant is 2K1K2H̃. SinceΨ(0) = 0 and|z| ≤ 1 we get, further.

|Ψ(z)|= |Ψ(z)−Ψ(0)| ≤ 2K1K2H̃ · |z−0|α ≤ 2K1K2H̃. (A.56)

Since|Φ ′|= |Ψ(z)| for |z|= 1, we get

|Φ ′| ≤ 2K1K2H̃. (A.57)

which is true on the boundary∂Ω. Then the maximum principle for holomorphic
functions guarantees that the last inequality is valid everywhere inΩ. Further, for
pointsz1 andz2 on the unit circle the definition ofΨ implies

Φ ′(z2)−Φ ′(z1) = − i
z2

Ψ(z2)+
i
z1

Ψ(z1)

= −iΨ(z2)
( 1

z2
− 1

z1

)

− i
z1

(

Ψ(z2)−Ψ(z1)
)

Thus in view of above inequalities
∣
∣Φ ′(z2)−Φ ′(z1)

∣
∣ ≤ |Ψ(z2)| · |z1−z2|+ |Ψ(z2)−Ψ(z1)|

≤ 2K1K2H̃ · |z1−z2|+2K1K2H̃ · |z1−z2|α

≤
(

2K1K2H̃ · |z1−z2|1−α +2K1K2H̃
)

· |z1−z2|α

≤ 2
(

21−α +1
)

K1K2H̃ · |z1−z2|α .

Consequently, 2
(

21−α +1
)

K1K2H̃ is a Hölder-constant for the real part ofΦ ′ on

the boundary∂Ω. Once more applying Lemma (A.7), we see that

4
(

21−α +1
)

K2
1K2

2H̃ (A.58)

is a Hölder-constant ofΦ ′ in the closed unit disk.

Summarizing the above arguments, we have proved the following statement:

Theorem A.3 Suppose that the real part ofΦ is Hölder-continuously differen-
tiable on the boundary∂Ω whereH̃ is a Hölder-constant of the derivative of the
boundary values. ThenΦ ′ is Hölder-continuous inΩ, and a Hölder-constant ofΦ ′

is given by

4
(

21−α +1
)

K2
1K2

2H̃ (A.59)

(A.57) proves the following corollary
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Corollary A.2 ProvidedH̃ is a Hölder-constant of the derivative of the bound-
ary values g of the real part ofΦ , the absolute value ofΦ ′ can be estimated by

|Φ ′| ≤ 2K1K2H̃. (A.60)

Our main goal is to have all necessary constants explicitly for theC1,α-norm of the
solution of Dirichlet problem where the boundary values areHölder-continuously
differentiable. Here we apply the technique of using the concept of the holomorphic
functions, we again consider (A.1)

Φ = u(x,y)+ iv(x,y)

where u and v are the solutions of the Laplace equation, whichleads to

u(x,y) = Φ − iv(x,y)

Using the triangle inequality of Banach space we get

‖u‖C1,α ≤ ‖Φ‖C1,α +‖v‖C1,α

≤
(

‖Φ‖+‖Φ ′‖+max
|Φ ′(z2)−Φ ′(z1)|

|z1−z2|α

)

+

(

‖v‖+‖∂xv‖+max
|∂xv(z2)−∂xv(z1)|

|z1−z2|α

)

≤ 21+αK1K2H +max
∂Ω

|g|+ |c|+2K1K2H̃ +4
(

21−α +1
)

K2
1K2

2H̃

(A.61)

A.10. Complete Schauder estimate for the solution of
inhomogeneous boundary value problem forR2

We assume that:

• Ω is a bounded domain in the plane with finite measuremΩ.

• The boundary∂Ω is in C1,α .

• The right hand sideF is inC1,α .

We know that the solution of the inhomogeneous Dirichlet boundary value problem
for the Laplace equation

∆u = F (·,u, pi) in Ω in the plane (A.62)

u = ϕ on∂Ω (A.63)
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is given by the following integral equation

U(x) = u0−
1

2π

∫∫

Ω

F ((ξ ,η),u(ξ ,η),∂iu(ξ ,η)) ln |(x,y)− (ξ ,η)|dξdη

(A.64)

has to estimate for the general bounded domain inR
2 with sufficiently smooth

boundary whereu0 is the solution of the Laplace equation in the domain inR
2.

For two points in the unit disk we have

0< r < 2 (A.65)

for their polar distancer.

If 0 ≤ r ≤ 1, then
1
e
≤ r| ln r| ≤ 0 (A.66)

If 1 ≤ r ≤ 2, then
0≤ r| ln r| ≤ 2ln2 (A.67)

and thus for 0≤ r ≤ 2

|r ln r| ≤ 2ln2 and | ln r| ≤ 2ln2
r

. (A.68)

Hence by the triangle inequality.

‖U(x)‖C1,α ≤ ‖u0‖C1,α +‖F‖C1,α
ln2
2π

∫∫

Ω

1
|(x,y)− (ξ ,η)|dξdη (A.69)

By using the Schmidt inequality and estimate (A.61), we get

‖U(x)‖C1,α ≤ 21+αK1K2H +max
∂Ω

|g|+ |c|

+2K1K2H̃ +4
(

21−α +1
)

K2
1K2

2H̃ +C(Ω)‖F‖C1,α .

Which is the final form of the Schauder estimates up to the boundary where all
constants are explicitly known.
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B. APPENDIX

B.1. Estimate for the integral having 2 weak singularities in a
domain Ω with finite measure andΩ is domain in R

n

This theorem is about an estimate of an integral having an integrand with two weak
singularities atx′ andx′′. This result is even true for an unbounded domain having
finite measuremΩ . Moreover this estimate is true, only when|x′ − x

′′ | < 2. It is
important the that following result is also a counter example and correction to the
result used in the book of S. G. MikhlinIntegral equations and their applications to
certain problems in mechanics, mathematical physics and technology(1964) p(59-
62).

Theorem B.1 SupposeΩ is domain inRn, with finite measure mΩ , suppose
further thatλ and µ are real numbers satisfying the inequalities0 ≤ λ < n and
0≤ µ < n then there exist constants C1, C2 and C3 depending only onΩ , λ andµ
such that

∫

Ω

dξ
|x′ −ξ |λ · |x′′ −ξ |µ ≤

{

C1|x
′ −x

′′ |n−λ−µ
+C2, forλ +µ 6= n

C3−4π ln |x′ −x
′′ |, forλ +µ = n

(B.1)

is true for any 2 points x
′

and x
′′

not necessarily belonging toΩ but having a
positive distance less than 2. Whereξ is an element inRn and dξ is volume element
in n-space

Proof The proof is performed by splitting up the domain of integration into five
sub-domains then estimating the integral on all sub domainsindividually and then
summing up those integrals. We do this by polar coordinates in n-sphere.
Denote|x′ − x

′′ | = 2ε, where, 0< ε < 1. The integral under consideration can be
estimated from above by the sum of following integralsI j , j = 1,2,3,4,5 which
are defined as the integrals over the intersection ofΩ with the following sets

• I1 with. |x′ −ξ | ≤ ε while |x′′ −ξ | ≥ ε,

• I2 with. |x′′ −ξ | ≤ ε while |x′ −ξ | ≥ ε,

• I3 with. ε ≤ |x′ −ξ | ≤ 1 while |x′ −ξ | ≤ |x′′ −ξ |,
• I4 with. ε ≤ |x′′ −ξ | ≤ 1 while |x′′ −ξ | ≤ |x′ −ξ |,
• I5 with. |x′ −ξ | and|x′′ −ξ | both are≥ 1.
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  x

 y

 1

ε

I1

I2

I3

I4

I5

Figure B.1.: 2

In the case, whenj = 1 one has|x′′ −ξ | ≥ ε and using polar coordinates, therefore,
we have, Finally we obtain

I1 ≤
2π

n−λ
εn−λ−µ ·M. (B.2)

Where 2π ·M is surface area of the unit sphere inRn, and we have the standard
result for it

A same estimate we get forI2

I2 ≤
2π

n−µ
εn−λ−µ ·M (B.3)

Now for I3 whenε ≤ |x′ −ξ | ≤ 1 while |x′ −ξ | ≤ |x′′ −ξ |. Then the integral (B.1)
is estimated as follows

for n 6= λ +µ, I3 is given by

I3 ≤
2π

n−λ −µ
(1− εn−λ−µ) ·M (B.4)

for n= λ +µ we get

I3 ≤−2π lnε ·M, (B.5)

and very similar types of estimates forI4 by a similar calculation
First I4 for n 6= λ +µ

I4 ≤
2π

n−λ −µ
(1− εn−λ−µ) ·M (B.6)
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secondly,I4 for n= λ +µ

I4 ≤−2π lnε ·M (B.7)

And finally for I5 we have|x′ −ξ | and|x′′ −ξ | both are≥ 1.

I5 ≤
∫

Ω

dξ

≤ mΩ . (B.8)

Now adding allIi from inequalities (B.2),(B.3),(B.4,B.5),(B.6) and (B.7)

∫

Ω

dξ
|x′ −ξ |λ .|x′′ −ξ |µ ≤







C1

∣
∣
∣x

′ −x
′′
∣
∣
∣

n−λ−µ
+C2, forλ +µ 6= n

C3−4π ln
∣
∣
∣x

′ −x
′′
∣
∣
∣ , forλ +µ = n

(B.9)

whereC1, C2 andC3 are given explicitly by

C1 =
2π

2n−λ−µ ·M
{

1
n−λ

+
1

n−µ
+

2π
n−λ −µ

}

(B.10)

C2 = 2πM

{
1

n−λ
+

1
n−µ

+
2π

n−λ −µ

}

+mΩ (B.11)

C3 = M

{

2π
(

1
n−λ

+
1

n−µ

)

+ ln2+
mΩ
M

}

(B.12)
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C. APPENDIX

C.1. Proof of the second version of Schauder’s Fixed-Point
Theorem

SupposeM is closed and convex subset of a Banach space,f is a continuous map-
ping of M into itself, and f (M) is relatively compact. Denote the convex hull of
f (M) by S. SinceM is closed and convex, the setS is a subset ofM and thus
f (S)⊂ f (M)⊂ S, i.e., f mapsS into itself.

Where convex hull is defined as

Definition (Convex hull) The convex hull of a set S is the smallest closed and
convex set containing S.

To the existence by Schauder(I) , we first define the Mazur’s Lemma which state
as

Definition (Mazur’s Lemma )The convex hull of a relatively compact set is com-
pact

Consequently, the first version of Schauder Fixed Point Theorem

Schauder(I) Let M be a compact and convex subset of a Banach space, and let f
be a continuous mapping of M into itself. Then f has at least one fix point in M.

is applicable to the restriction off to S, i.e., f has at least one fixed point inS. Since
S⊂ M, the existence of a fixed point off in M is proved.
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