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Abstract

The Coupled Dark State Magnetometer (CDSM) is a new type of scalar magnetome-
ter based on two-photon spectroscopy of free alkali atoms. A quantum interference
effect called Coherent Population Trapping (CPT) leads to narrow optical resonance
features, that enable a precise determination of the magnetic field dependent Zeeman
energy level shifts. Systematic errors which usually degrade the accuracy of single
CPT magnetometers are cancelled or at least minimized by the use of several CPT
resonances in parallel.

It was the main objective of this thesis to identify and design the control loops which
are required to enable an accurate and reliable magnetic field measurement based on
the CDSM principle. All identified control loops should be implemented in a control
unit with reduced mass and power consumption in order to enable measurements
outside of the laboratory environment, e.g. absolute measurements at a geomagnetic
observatory. Furthermore, the unit should be entirely implementable with space
grade components and compliant with the resource and interface requirements of the
Electro-Magnetic Satellite (EMS) mission. The Chinese low Earth orbit EMS mission
is the first flight opportunity of the CDSM aboard a spacecraft.

In total five control loops were identified to enable a reliable operation. A proto-
type was developed as an Engineering Model (EM) for the EMS mission in which
all electronic components are available with a space qualified grade. The sensitivity
of 40 to 80pT at 1s integration time does not depend on the selectable instrument
bandwidth. The dynamic range spans from demonstrated 25nT up to extrapolated
1mT with identical performance. The instrument has a mass of 774 g and the mea-
sured power consumption for the EMS power interface is 5267 mW in air and 3498 mW
in vacuum. For an optimized power interface the calculated power consumption is
2515 mW in air and 1427 mW in vacuum.

This development is equivalent to a raise of the Technology Readiness Level (TRL)
of the CDSM instrument for the EMS mission from 1 (basic principles observed and
reported) to 5 (component and/or breadboard validation in relevant environment).



Kurzfassung

Das Coupled Dark State Magnetometer (CDSM) ist ein neuartiges Skalarmagnetome-
ter, das auf dem Prinzip der Zweiphotonen-Spektroskopie von freien Alkaliatomen
basiert. Der verwendete quantenmechanische Coherent Population Trapping (CPT)
Effekt fiihrt zu sehr schmalen optischen Linienbreiten und ermdglicht eine prazise
Bestimmung des Magnetfelds anhand der Zeeman-Verschiebung von Energieniveaus.
Systematische Fehler, wie sie bei Magnetometern basiered auf der Auswertung einzel-
ner CPT Resonanzen auftreten, werden beim CDSM durch die gleichzeitige Verwen-
dung mehrerer optischer Resonanzen aufgehoben oder zumindest minimiert.

Diese Arbeit beschreibt die Identifizierung aller systemrelevanten Parameter sowie
den Entwurf von Regelmechnismen, die eine zuverldssige Magnetfeldmessung durch
das CDSM ermoglichen. Alle notwendigen Funktionsblocke sollen in einer gewichts-
und leistungsverbrauchsoptimierten Kontrolleinheit implementiert werden, um Ver-
gleichsmessungen aufserhalb des Labors, z.B. in einem geomagnetischen Observa-
torium, zu ermdoglichen. Das entworfene Gerdt soll vollstdndig mit weltraumqua-
lifizierten Bauteilen implementierbar sein und den Vorgaben der Electro-Magnetic
Satellite (EMS) Mission entsprechen. EMS ist ein chinesischer Satellit in niedriger
Erdumlaufbahn (low Earth orbit) an Bord dessen die Weltraumtauglichkeit des CDSM
erstimals demonstriert werden soll.

Insgesamt wurden fiinf Regelkreise identifiziert und realisiert. Der implementierte
Prototyp entspricht den Vorgaben der EMS-Mission und kann vollstdndig mit welt-
raumqualifizierten Bauteilen aufgebaut werden. Die gemessene Empfindlichkeit be-
tragt 40 bis 80pT bei einer Integrationszeit von 1s und ist unabhéngig von der
Bandbreite. Der dynamische Messbereich erstreckt sich von gemessenen 25nT bis
errechneten 1mT bei gleichbleibender Messqualitédt. Das Gewicht und der Leis-
tungsverbrauch des fiir die EMS-Mission entwickelten Instruments betragen 774 g,
sowie 5267 mW in Luft und 3498 mW in Vakuum. Fiir eine effiziente Spannungsver-
sorgung wurden 2515 mW in Luft und 1427mW in Vakuum errechnet.

Die in dieser Arbeit beschriebene Entwicklung entspricht einer Anhebung des Reife-
grads der Technologie (technology readiness level) fiir die EMS Mission von Stufe 1
(Beobachtung und Beschreibung des Funktionsprinzips) auf 5 (Versuchsaufbau in
Einsatzumgebung).



1 would like to thank everyone who made this work possible
and helped me 1n a professional and personal way.



Contents

1 Introduction

2 Measurement Principle

3 Detection Techniques

3.1
3.2

Frequency Modulation Spectroscopy . . . . . .. ... . ... ... ..
Direct Digital Synthesis . . . . . ... ... ...

4 Control Unit Design and Evaluation

4.1

4.2

4.3

Control Loop to Track Zeeman Resonances . . . ... ... ... ...
4.1.1 Overview . . . . . e e
4.1.2 Synthesis of the Zeeman Frequency fp . . . . . . ... ... ..
4.1.3 R-2R Digital-to-Analogue Converter . . . .. .. ... ... ..
4.1.4 Photodiode, Pre-amplifier and Analogue-to-Digital Converter
4.1.5 Lock-in Amplifier . . . . . ... ... o
4.1.6 Controller . . . . . . .. ...
4.1.7 Processing of Vector Magnetometer Data . . . . ... ... ..
Control Loops to Track Fine Structure Transition . . . . . . . .. . ..
4.2.1 Control Loop to Set Laser Temperature . . . . . ... ... ..
4.2.1.1 Overview . . . . . . . . ..o
4.2.1.2 Synthesis of Duty Cycle . . . .. ... ... ... ...
4.2.1.3 Output Structure . . .. . ... ... ... ... ...
4.2.1.4 Temperature Measurement . . . ... ... ... ...
4215 Controller . . . .. .. ...
4.2.2 Control Loop to Set Laser Current . . . . . ... .. ... ...
4221 Overview . . . . . . . . ..o
4.2.2.2 Mapping of Actuating Variable . . . . . ... ... ..
4.2.2.3 Current Generator . . . . . . .. ... ...
Control Loop to Track Hyperfine Structure Transition . . . . .. . ..
4.3.1 Overview . . . . . ...
4.3.2  Analogue Output Circuit . . . ... ... ... .. ... ....

11
11
16

29



CONTENTS viil
4.4 Control Loop to Set Rubidium Temperature . . . . . . . ... ... .. 71
4.4.1 Overview . . . . . . 71

4.4.2 Synthesis of Duty Cycle . . . . ... ... ... ... ...... 72

4.4.3 Temperature Measurement . . . .. ... .. ... .. ..... 72

4.4.4 Controller . . . . . . . . ... 75

5 Instrument Performance 78
5.1 Required Resources . . . . . . . . .. ... Lo 78
5.2 Measurement Characteristics . . . . . . . . . . . ... ... ... 79

6 Conclusion and Outlook 83
List of Figures 85
List of Tables 87
List of Abbrevations 88
References 91
Author’s Publications 96



1 Introduction

Most magnetometers used for scientific space missions in the last 20 years have been
based on the fluxgate principle [1] |2] [3]. The main reasons for this are the extensive
heritage and reliability over several decades and the low power and mass requirements.
Fluxgates produce a three-component vector output proportional to the magnitude
and direction of the magnetic field with an absolute error which is dominated by inher-
ent uncertainties, in particular the sensor offsets. In several scientific space missions,
full science return can only be achieved by an additional scalar magnetometer which
measures the magnitude of the magnetic field with a low absolute error (< 1nT) [1].

In the last few decades, scalar magnetometers used in scientific space applications
have been based either on the Overhauser effect [1] [2] [3] (e.g. onboard Orsted [4] [5]
and CHAMP) or the optically pumped helium technique [1] [2] [3] (e.g. onboard
Cassini [6] and under development for Swarm [7]).

Both types require a complex sensor design in order to guarantee isotropic, “dead
zone free” measurements. This is achieved, for example, by a double cell unit in which
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Figure 1.1: Cross section of CDSM sensor and pictures of implemented components.
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Table 1.1: Main orbit parameters of the EMS satellite [18].

Orbit type Sun synchronous, circular and polar orbit
Altitude/km 500

Inclination/® 98

Local time of descending node 14 p.m.

Revisiting cycle/d 5

one cell compensates the dead zone of the other, or a piezo-electric motor which is used
to change the polarization of the exciting light field according to the magnetic field
direction. Moreover, artificial magnetic fields or radio frequency signals are needed
for the excitation of the medium used in the sensor cell.

The Coupled Dark State Magnetometer (CDSM) is a scalar magnetometer which is
based on two-photon spectroscopy of free alkali atoms [8]. As for other types of opti-
cally pumped magnetometers the magnetic field measurement is based on the Zeeman
effect. In the presence of an external magnetic field the degeneracy of hyperfine struc-
ture energy levels is lifted and results in a splitting of the levels as a function of the
magnetic field strength. Additionally, a quantum interference effect called Coherent
Population Trapping (CPT) [9] [10] [11] [12] leads to narrow resonance features and
thus enables a precise determination of the magnetic field dependent Zeeman energy
level shifts [13] [14] [15].

Thus far CPT is the only known effect used in optical magnetometry which in-
herently enables omni-directional measurements 13| [16]. This leads to a simple all-
optical sensor design without double cell units, excitation coils or electro-mechanical
parts. The CDSM sensor unit shown in Figure 1.1 consists of two fibre couplers (a),
a polarizer (b), a quarter-wave plate (c), a rubidium-filled glass cell (d) mounted
between meander-shaped damping elements (e) and the sensor housing made of
Polyether Ether Ketone (PEEK) (f).

Furthermore, the CDSM uses a combination of several CPT resonances which ide-
ally reduces the dependence on the sensor temperature to zero [8] [17] and leads to a
high dynamic range from 25nT up to 1 mT with identical performance [14] [15].

The CDSM measurement principle was discovered by Roland Lammegger, a senior
scientist at the Institute of Experimental Physics (IEP), Graz University of Technol-
ogy in 2007 [8]. In the same year a cooperation with the Space Research Institute
(IWF), Austrian Academy of Sciences was started in order to evaluate the measure-
ment principle for space applications and to develop the first prototype.

At the time of writing this thesis, the CDSM has been selected for a first flight
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Table 1.2: CDSM interface and performance requirements for the

EMS mission?.

Power interface

Dynamic range and resolution
Sensitivity

Data rates

+12V, 5V (unregulated)
103-10°nT, 12pT

100pT at 1s integration time
30Hz and 1Hz

Operating temperature ranges
Electronics box
Sensor unit

-15 to 50°C
-70 to 80°C

Expected total ionizing dose

< 10krad(Si)

“Extracted from Technical Plan document set up by the NSSC and
the IWF, not published.

aboard the Electro-Magnetic Satellite (EMS) mission. Furthermore, it is under con-
sideration for the JUpiter ICy Moon Explorer (JUICE) mission of the European Space
Agency (ESA) to visit the Jovian system, focused on the study of the Jupiter’s moons
Ganymede, Callisto, and Europa [19]. The EMS mission is scheduled for launch in
2016 and will be the first Chinese platform for the investigation of natural electro-
magnetic phenomena with a major emphasis on earthquake monitoring from space in
a polar Low Earth Orbit (LEO) [18]. The main orbit parameters of the EMS satellite
are listed in Table 1.1. In order to fulfil the scientific objectives, the EMS measures
various physical parameters including electric field, magnetic field, ionospheric plasma
and high energy particle disturbances.

The magnetometer instrument should cover a frequency range from DC to 60 Hz.
It is developed in a cooperation between the National Space Science Center (NSSC)
of the Chinese Academy of Sciences, the IWF and the IEP. The NSSC is responsible
for the dual sensor fluxgate magnetometer, the instrument processor and the power
supply unit, while IWF and IEP joinly develop the CDSM. An absolute magnetometer
is important for full science return, since the satellite is flying in low Earth orbit.
The required accuracy of 0.2nT can only be achieved with a combined measurement
of both the relative vector and the absolute scalar field due to the high terrestrial
background field. The interface and performance requirements of CDSM for the EMS
mission are summarized in Table 1.2. The mission also serves as an opportunity to
demonstrate the CDSM measurement principle and the developed instrument design
in space for the first time.
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The objectives of the work covered by this thesis are

e to identify all control loops required to enable an accurate and reliable magnetic
field measurement based on the CDSM principle,

e to design and implement all identified control loops in a single unit with reduced
mass and power consumption in order to enable measurements outside the labo-
ratory environment, e.g. absolute measurements at a geomagnetic observatory,

e to design the control unit for an implementation with space grade components,

e to design the control unit compliant with the interface and performance require-
ments for the EMS mission (see Table 1.2).

The development of the control unit as above is equivalent to raising the Tech-
nology Readiness Level (TRL)! from 1 (basic principles observed and reported) to 5
(component and/or breadboard validation in relevant environment).

The content of this thesis can be summarized as follows: Chapter 1 gives an intro-
duction of high accuracy magnetometers which have already been used for scientific
space missions and lists the possible advantages of the CDSM in comparison. It
also introduces the requirements for the Electro-Magnetic Satellite mission which is
the first flight opportunity of the CDSM aboard a spacecraft. In Chapter 2, the
CDSM measurement principle is presented, the characteristics of the magnetic field
dependent CPT resonance features are discussed and the method used to compen-
sate possible systematic errors is outlined. In Chapter 3, two important detection
techniques are introduced which are essential for the instrument design: Frequency
Modulation Spectroscopy (FMS) is a method capable of sensitive and rapid measure-
ment of weak spectral features and Direct Digital Synthesis (DDS) is a technique
to generate periodic signals and control precisely the output frequency and phase.
Chapter 4 discusses the instrument design. In total five control loops are identified as
necessary for a reliable and accurate operation of the CDSM. A physical justification
and an overview of the control loop design is given for each control loop. Furthermore,
all function blocks which are part of the control unit are discussed in detail. Chap-
ter 5 presents the resource requirements which were measured at the implemented
prototype for the EMS mission and calculated for a power interface optimized im-
plementation. Performance metrics such as accuracy, characteristics of the power

!Technology Readiness Level (TRL) is a measure used to assess the maturity of evolving tech-
nologies during its development and in some cases during early operations. ESA classification.
Retrieved from http://en.wikipedia.org/wiki/Technology readiness level on May 29, 2013.
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spectral density of detection noise, temperature dependence and dynamic range are
given. Chapter 6 summarizes the work accomplished and the results achieved within
this thesis and gives an outlook on upcoming development and evaluation steps.



2 Measurement Principle

This chapter gives an overview of the CDSM measurement principle, discusses the
resulting magnetic field dependent resonance features and the method used to com-
pensate possible systematic errors.

In 1992, Scully and Fleischhauer showed theoretically that CP'T resonances could
be applied as a sensitive magnetometer device |20] [21]. The first experimental re-
alization of a single CPT dark state magnetometer was reported in 1998 [13]. Even
though a variety of potential applications on ground and in space are given for a
magnetometer based on the CPT effect [22] [13] [12] [23] [24] [25], there are still non-
trivial problems of systematic measurement errors which significantly degrade the
performance of a single Dark State Magnetometer (DSM).

In the presence of magnetic fields several CPT resonances in the form of a spectrum
arise [12] [16]. Ideally, the frequency difference of each component of this spectrum is
determined by the Breit-Rabi formula [26] 23] [27] here expressed as a Taylor series
expansion [15]

__ kB
(21 + 1)h

where pp refers to the Bohr magneton, I to the nuclear spin, h to the Planck

v = [n(gs — g1) +8Amgs|B + [...]B? (2.1)
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Figure 2.1: D; spectral line excitation scheme within the hyperfine structure of ' Rb.
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constant, n to the sum of the total magnetic quantum numbers mp and mpg,, g5
and gy to the Landé g-factors, Am to the difference of mp, and mp, and B to the
magnetic flux density.

Figure 2.1 shows the D; excitation scheme within the hyperfine structure of 8"Rb.
The total angular momentum quantum numbers and the magnetic quantum numbers
of the 52S; /2 ground state are denoted by F and, correspondingly, by mp while for the
52P, /2 excited states the labels are primed. The vacuum-wavelength Apg corresponds
to the fine structure transition 52S; /2—>52P1 s2- The hyperfine ground state splitting
frequency is denoted by vgpg. Each pair of arrows builds up a so called A-system
which causes a magnetic field dependent CPT resonance. The energy shift introduced
by the magnetic field is expressed by vp. According to the selection rules of two
photon transition [16], one A-system with n=0 (not shown), four A-systems with
n==+1 (blue, dashed, only two of them are shown), two with n==+2 (red, solid) and
two with n==3 (green, dotted) are possible.

For high sensitivity magnetometry, an additional buffer gas is required in the
rubidium-filled glass cell [12] [14] (see Figure 1.1) which introduces temperature and
pressure dependent frequency shifts [8] [17] of the hyperfine ground state splitting
frequency vprs (see Figure 2.1). In the case of a single CPT resonance this can-
not be distinguished from magnetic field changes [8]. Therefore, the temperature of
the sensor cell must be precisely controlled to enable useful absolute magnetic field
measurements. As an example, for caesium and 8kPa of the buffer gas neon the
temperature must be controlled with a precision of 10 mK in order to keep the sensor
temperature dependent drift below 10 pT [23].

Additionally, the AC Stark effect [27]| causes shifts of the relative position of the
ground states F =1 and F =2 which are proportional to the applied light intensity
and to the strength of the CPT transition [28]. Therefore, the total frequency of CPT
resonance features in the presence of external magnetic fields is given by

Viotal = VB + VT +Vp + VL + VRS (2.2)

where vp depends on the magnetic field, v on the buffer gas temperature, vp on the
buffer gas pressure, vy, on the light shift and vy pg/ is the frequency of the unperturbed
electric dipole forbidden transition 52S; 5, F =1, mp = 04+ 5%Sy /9, F =2, mp = 0 [29]
[27].

Systematic errors are also introduced by the limited long-term frequency stability of
the commercial high performance microwave oscillators used to generate the coherent
frequency components of the laser excitation field [22].
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The CDSM principle was discovered in 2007 [8]. It simultaneously probes two or
more CPT resonances which are almost symmetric with respect to the electric dipole
forbidden transition 5%S; /5, F =1, mp =04+ 5%S; )5, F =2, mp =0 (see Figure 2.1).
The crucial idea is to separate the microwave frequency vyps used to bridge the
ground state hyperfine splitting and the frequency vp (up to several MHz) needed to
couple and detect the Zeeman-shifted CPT resonances. Consequently, the systematic
frequency shifts introduced by the microwave oscillator, the light shift or the shift due
to buffer gas pressure and temperature are virtually the same for detected single CPT
spectral features with respect to the ground states F —1,mp —0and F =2, mp —0 [8].
These systematic errors cancel due to the superposition of CPT resonances, since in
the CDSM approach only the frequency difference of the resonances is measured.

In this way, the measurement of the magnetic field is reduced to a frequency mea-
surement which can be converted to a magnetic flux density B by applying the Breit-
Rabi formula discussed in Equation 2.1, where only fundamental natural constants
are contained.

According to [16], derived under the assumption of negligible influence of optical
pumping, the relative strength of the CPT resonances follows

Srep o cos?0  for n=0,+2 (2.3)

Sy < 5in*0  for n=41,43 (2.4)

where S, is the relative strength of the CPT resonance and 6 is the angle between
the direction of the laser field propagation and the magnetic field. Therefore, CPT
resonances with even-numbered indices n reach their maxima at magnetic field direc-
tions longitudinal with respect to the light field propagation direction in the sensor
and scale in their relative strength with cos?(#) while resonances with odd-numbered
indices have peaks at the transverse magnetic field direction and scale with sin?().
This was demonstrated for CPT resonance superpositions with 8’Rb atoms in [30].
In Figure 2.2, the Zeeman frequency sweeps extracted from [30] show the absorption
(red, dashed) and dispersion (blue, solid) signals of three CPT resonance superposi-
tions (n==+1, £2, +3) obtained by frequency modulation spectroscopy methods (see
Section 3.1) at different angles of the magnetic field with respect to the light field prop-
agation direction in the sensor (0° to 90°). The applied field is approximately 6500 n'T
while the Zeeman-shifting factors [15] [23] of the magnetic field dependent resonances
are approximately 7, 14 and 21 Hz/nT, respectively. Here, the optical pumping of
the CPT resonances is not entirely negligible and causes a deviation in the predicted
resonance amplitudes compared with the model developed in [16]. However, for ev-
ery angle at least one of the three CPT resonance superpositions n==+1, £2, £3
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Figure 2.2: Dependence of the CPT resonance superpositions on the angle 6 [30].

is always detectable and, by a proper selection, omni-directional measurements are
possible without the need of a complex sensor design, for example additional moving
parts or excitation coils at the sensor [30].

The Zeeman-shifting factors listed in Table 2.1 are determined by calculation. The
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Table 2.1: Zeeman-shifting factors determined by calculation.

CPT resonance superposition index n  Zeeman-shifting factor

(Hz/nT)
+la 6.9958
+1b 7.0237
+92 14.0195
+3 21.0154

thus far defined resonance superposition n ==+1 is actually a simplified model for the
overlay of four A-systems. However, the Zeeman-shifting factors are pairwise different
for the A-systems which is a consequence of different quantum numbers applied in
the Breit-Rabi formula in Equation 2.1. This results in two resonance superpositions
n=+1la and n==41b which overlap for small fields (< 5000 nT which corresponds to
a frequency separation of approximately 35000 Hz) [31]. A heading error is possible
since the superposition of n =+1la and n==+1b can be asymmetric. For the Earth’s
field both superpositions are well separated and no heading error occurs since the
instrument is locked to one of both.

In practice, the resonance superposition n = 43 is preferred over n = +1a or n = 1b.
This derive from the fact that there is no heading error for n==+3 even for small
fields. Additionally, the higher Zeeman-shifting factor leads to a lower magnetic field
strength detection noise.



3 Detection Techniques

Frequency Modulation (FM) spectroscopy is introduced in Section 3.1 which is a
technique for the detection of the CPT resonance features. Section 3.2 discusses the
principle and the characteristics of Direct Digital Synthesis (DDS) which is a method
to generate periodic signals and precisely control the frequency and phase. It is e.g.
used to generate the signal with the magnetic field dependent frequency information

fB.

3.1 Frequency Modulation Spectroscopy

In 1983, Bjorklund, Levenson, Lenth and Ortiz introduced FM spectroscopy which is
a method capable of sensitive and rapid measurement of narrow and weak spectral
features |32], e.g. CPT resonances [22]. The basic setup is shown in Figure 3.1. To
enable FM spectroscopy, the laser carrier signal

Ey(t) = Egcos(wot) (3.1)

with the amplitude Eg and the angular frequency wyq is frequency modulated with
a sinusoidal signal with the frequency wy..

Theoretically, the FM creates an infinite set of discrete frequency sidebands at
frequencies wy &+ nwyer (n = 1, 2, ...) symmetric to the carrier [33]. For M = 1, the
frequency modulated signal E(t) can be written in a simplified form as

Sensor glass cell filled with probe, e.g. Rb-atoms

] E,(t) Ey(1) Photodiode Lock-in > In-phase
aser g o
It and amplifier amplifier |3 Quadrature-
X (® Y phase
Wrer
Frequency Wrer
reference

Figure 3.1: Block diagram to enable frequency modulation spectroscopy.
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El (t) = E()JO COS(wot) —

(3.2)
— EoJ1(M) cos [(wo — wrep)t] + EoJi (M) cos [(wo + wref)t]

where M = %:’f is called the modulation index. The frequency deviation Aw is
defined as maximum deviation of the instantaneous frequency to the carrier frequency
and depends on the amplitude of the modulation signal. According to Equation 3.2,
the amplitudes of the carrier and the n-th order sidebands are given by n-th order
Bessel functions J,,(M) [33]. For M ~ 1, most energy is contained in the carrier and
the first order sidebands. Therefore, the simplified form of Equation 3.2 is applicable.

In consequence, the electric field E; of the FM laser field can be written as

Eq (t) = Ey [J_lei(w()_wref)t + Joeiw()t + J+1€i(w0+w”f)t (3.3)

and is guided through the rubidium-filled glass cell. The indices —1, 0, +1 corre-
spond to the lower sideband, the carrier and the upper sideband, respectively.

Based on Beer’s law, the interaction of the multi-chromatic light field with rubidium
atoms in a glass cell can be described by a frequency-dependent transfer function T'(w)
for the E-field amplitude

T(w) = e 0@ —i9w) (3.4)

where the attenuation factor §(w) is related to the frequency dependent absorption
coefficient a(w) by

S(w) = (3.5)

with the cell length L. The phase shift ¢(w) is related to the refractive index n(w)
by

L (3.6)

where ¢ refers to the speed of light [32]. Thus, the transmitted beam after the
interaction in the cell is given by

Ey(t) = Ey T_1J_1€i(w0_w’"ef)t + T()Joeiwot + T+1J+1ei(w0+w’"€f)t] . (3.7)
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The electric field Ey is detected e.g. by a photodiode which is sensitive to the

intensity of the light field beam® with
c| Enf?

1= g (3.8)

For small arguments of M the Bessel functions can be approximated by J, =~

=M™ and because of the symmetry property J_,(M) = (—1)"J,(M) it can be

assumed that Jy =~ 1 and J41 =~ :l:%. Under the assumption of weak attenua-

tion/absorption (|dgp — d+1| and [6p — d_1]| < 1) and small phase changes (|¢o — ¢+1]

and |¢g — ¢—1| < 1) the received intensity of the light field results in

cE2 _ .
I= 8—7706 200 11 4 (6_y — 041) M cos Wreft + (P41 + d—1 — 2¢0) M sinwyest]. (3.9)

An amplifier converts the modulated photodiode current into an input voltage for
the lock-in amplifier. The modulation signal with the frequency w;..s is additionally
provided to the lock-in amplifier as reference signal to enable a coherent demodulation
of the voltage detected by the photodiode and amplifier. It is shifted in phase in order
to counsider different propagation paths.

In general, the in-phase signal, or cosine component, of a dual-phase lock-in ampli-
fier is the result of the demodulation of the input voltage with the unchanged reference
signal, while for the quadrature-phase signal, or sine component, the input is mixed
with a 90 ° phase-shifted version of the reference signal. According to Equation 3.9,
the cosine component can be interpreted as the difference between the absorption of
the light in the medium (here the 8"Rb-filled glass cell) which is experienced by both
first order sidebands. The sine component is proportional to the difference of the
phase shifts relative to the phase of the modulation signal w,.; which is experienced
by the carrier to the average of the phase shifts of the two sidebands [32].

The attenuation factor §(w) in Equation 3.5 and the refractive index n(w) in Equa-
tion 3.6 are a measure for the interaction of multi-chromatic light field with rubid-
ium atoms in the glass cell. In order to visualize ¢(w) and n(w), the in-phase and
quadrature-phase outputs of the lock-in amplifier are recorded for a sweep of the
carrier frequency wp of the FM over the resonance feature (see Figure 3.2 and Fig-
ure 3.3). The interaction unbalances the sidebands of the light field. This results in
an amplitude modulation of the transmitted laser light intensity I(t) at the modula-

!The derivation presented here follows the treatment in [32] where cgs-units are used for the elec-
tromagnetic quantities £ and B of the light field.
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Figure 3.2: Spectra for frequencies wy.s larger than the probed resonance linewidth dw.

tion frequency wy.s with the amplitude depending on the absorption d(w), the phase
shift ¢(w) ~n(w) of the carrier and the sidebands.

Two different cases are applied for the CDSM instrument. In Figure 3.2 the modu-
lation frequency wy..y is larger than the linewidth of the CPT resonance and, therefore,
it is probed mostly by a single sideband. During a sweep of the FM light field spec-
trum over the resonance, first the upper sideband, then the carrier and finally the
lower sideband are interacting with the resonance feature individually. Far from res-
onance, the two sidebands and the carrier experience the same absorption and phase
shift. Hence, the resulting in-phase and quadrature-phase signals of the lock-in am-
plifier are zero. When the upper sideband comes to resonance, it is absorbed and
phase shifted while the carrier and the lower sideband are not influenced. The shape
of in-phase signal over the spectrum reproduces the shape of the resonance, while
the quadrature-phase signal is equivalent to its dispersion relative to the average dis-
persion far off the resonance. In case of the carrier is in resonance (wyp = wg), the
in-phase signal spectrum remains zero, while the quadrature-phase signal continues
reproducing the dispersion of the resonance. This is due to the fact that the ab-
sorption, and consequently the in-phase signal, is a function of the difference of the
upper and lower sidebands. Both are symmetric and cancel each other for wy = wg.
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Figure 3.3: Spectra for frequencies w,.s smaller than the probed resonance linewidth dw.

The in-phase signal of the lower sideband in resonance points in opposite direction
compared to the upper sideband due to the phase shift of 180°.

In Figure 3.3 the modulation frequency w;..s is smaller than the linewidth of the
resonance and both sidebands experience absorption and phase shifts at the same
time. Assuming again a sweep of the FM light field spectrum over the resonance, the
upper sideband is more absorbed than the lower sideband when the carrier frequency
is smaller than the resonance frequency. The difference of the sideband amplitudes
determines the amplitude of the in-phase signal. When the carrier is in exact reso-
nance with the spectral feature (wg = wgr), both sidebands are absorbed equally which
results in an in-phase signal of zero. When the frequency of the carrier is larger than
the one of the resonance, the upper sideband is less absorbed than the lower sideband.
The difference of sideband amplitudes results in an in-phase signal with inverse sign.
Consequently, the overall in-phase spectrum is proportional to the first derivative of
the absorption. The quadrature-phase signal is related to the second derivative of
the dispersion. For small modulation frequencies compared to the linewidth of the
spectral feature, the amplitude of the quadrature-phase signal is much smaller than
the in-phase signal and it can be ignored in most cases.



3 DETECTION TECHNIQUES 16

fs

Tuning word v Phase word Signal word Sinusoidal
M v output
—#—>»  Phase Look-up
N > » D/A » Lowpass —>
’_> accumulator p table s
N
Phase [arb. unit] Signal [arb. unit] Signal [V] Signal [V]

Figure 3.4: Signal flow of the direct digital synthesizer.

3.2 Direct Digital Synthesis

In 1971, Tierney, Rader and Gold introduced the DDS technique for using digital
data processing blocks to generate frequency- and phase-tuneable periodic output
signals referenced to a fixed-frequency precision clock [34].

The main characteristics are improved phase noise compared to the analogue os-
cillator solutions as well as instant and phase-continuous switching and arbitrarily?
small tuning resolution of the output frequency. No manual analogue system tuning
is required and, in principle, aging is limited to a single component, the reference
oscillator [35].

The implementation of a DDS can be divided into two main parts as shown in
Figure 3.4. The discrete-time phase accumulator generates the phase information
while the phase-to-amplitude converter, for instance a Look-Up Table (LUT), outputs
the desired signal word which is converted by a Digital-to-Analogue Converter (DAC)
into a sinusoidal signal. The architecture relies on integer arithmetic. The width of
the accumulator is N bit and, therefore, the maximum phase 27 is represented by the
integer number 2%, With every clock sample, the phase increases by the tuning word
M. It takes Ty samples to reach the maximum phase and, hence, a full period. The
corresponding frequency is given by

Jo= ;—;M (3.10)

2The resolution depends on the width N of the phase accumulator calculated in Equation 3.12.
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where f; is the sampling frequency of the accumulator. Derived from Equation 3.10
the minimum possible output frequency fg,.;n, which is equivalent to the smallest
tuning step in frequency Af, that the DDS can achieve:

With Equation 3.10 one can also determine the number of bits N of the phase
accumulator in order to achieve a desired frequency resolution

fs
Af

N = {logg + 0.5J . (3.12)
Theoretically, the maximum frequency of a DDS is given by the Nyquist-Shannon
uniform sampling theorem

fs
5 -

From a practical point of view a lower fy,,,4, 18 often preferred, for instance fy 0 =
0.4 [35] or 0.25 [36] of fs. The lower fgmqz is, the easier the implementation of the
low pass filter is. The filter is required to suppress the effects of the image responses

meax = (313)

in the output spectrum.

Periodic phase errors are introduced by truncating the N bit phase information of
the accumulator to a P bit phase word for the phase-to-amplitude converter. The
reason for the quantization is to keep the memory demands of the LUT reasonable.
The truncation results in amplitude errors during the phase-to-amplitude conversion
process and produces unwanted spectral components, also called spurs, in the DDS
output signals [35]. A simplified formula to estimate the maximum level of spurs
Sinaz assuming a carrier level of 0dB is given by

Smaz = —SFDR = —6.02 P + 3.92dB (3.14)

where SFDR is the Spurious Free Dynamic Range in decibels. A detailed discussion
on the exact formulas including the frequencies and the SFDR of spurs can be found
in [37], |38] and [39].

The SFDR can be improved by sine wave compression based on symmetry or on
waveform approximation. For example, instead of storing the entire sine waveform
f(¢) =sin(¢) for 0< ¢ <27 , one can store the same function for 0 < ¢ < 7/2 and
use symmetry to get the complete 27 waveform range. This approach only uses 272
entries in the LUT, leading to a compression ratio of 8:1 [36]. The full sine wave can
be reconstructed at the expense of some hardware [40], [41] and [42].
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For a full-scale sine wave output signal, the Signal-to-Noise Ratio (SNR) of a DAC
due to quantization errors can be approximated by

SNR=6.02Q + 1.76 dB (3.15)

where Q refers to the bit resolution of the DAC. It also limits the performance of the
DDS, as the output spectrum will exhibit the same noise floor. From Equations 3.14
and 3.15, the limit

P=Q+1 (3.16)

can be derived in order to ensure that unwanted signals are caused by the amplitude
quantization and not by the phase truncation.

Additional spurs arise due to the imperfectness of the DAC. The non-linearity of
a DAC leads to harmonic distortions. The result is harmonically related spurs in
the output spectrum. The amplitude of the spurs is not readily predictable as it is
a function of the DAC linearity. However, the location of such spurs is predictable,
since they are harmonically related to the output frequency fy of the DDS [35]. Fur-
thermore, switching transients arise within the internal physical architecture of the
DAC and can cause ringing on rising and/or falling edges of the DAC output wave-
form. Non-symmetrical switching characteristics such as unequal rise and fall times
will also contribute to harmonic distortion. The amount of distortion is determined
by the effective AC or dynamic transfer function [35].

In general, the wideband spurious performance of a DDS system depends on the
quality of both the DAC and the architecture of the phase truncation of the DDS
core. Narrowband spurious performance depends mostly on the purity of the DDS
system clock generated by an external reference oscillator [35].

The spectral characteristics of the reference clock directly impact those of the out-
put. Timing jitter is caused by coupling noise and thermal noise which is the ulti-
mately limiting factor for reducing timing jitter. Coupled noise can be in the form
of locally coupled noise caused by crosstalk or ground loops. Sinusoidal jitter in the
reference clock causes modulation sidebands to appear in the spectrum. The spectral
line is unchanged. Random jitter results in an increase of the noise floor level and
cause broadening of the fundamental which is known as phase noise [35]. Due to the
DDS principle, the output phase noise is reduced by 20log(R), expressed in decibels,
where R is the ratio of the input to the output frequency [43].



4 Control Unit Design and Evaluation

The CDSM prototype is equivalent to the Engineering Model (EM) design for the
Chinese scientific low Earth orbit EMS mission (see Chapter 1 and Table 1.2). The
block diagram and a picture of the instrument are shown in Figure 4.1 and Figure 4.2.
It consists of the mixed signal electronics board (a) with microwave and control
subunits, the laser unit (b) mounted on the side of the instrument box, the sensor unit
(¢), the inbound and outbound fibres (d) and two twisted pair cables (e) for the sensor
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Figure 4.1: Block diagram of instrument design.




4 CONTROL UNIT DESIGN AND EVALUATION 20

Figure 4.2: Picture of CDSM prototype equivalent to the EM for the EMS mission.

temperature measurement and the optional sensor heating in case of environmental
temperatures below 15°C. A cross section of the sensor unit with pictures of the
implemented components is shown in Figure 1.1.

The prototype is jointly developed by the IWF, Austrian Academy of Sciences and
the IEP, Graz University of Technology. The IWF is responsible for the control unit
which is part of the mixed signal board and the overall project management. The
liability of the IEP covers the microwave unit of the mixed signal board, the laser
unit, the sensor unit with heating coils and the sensor harness.

The design includes five control loops which are developed to track the magnetic
field dependent Zeeman resonances (Section 4.1), to stabilize the laser frequency to
the fine structure transition frequency 5281/2—>52P1/2 (Section 4.2), to track the
hyperfine structure transition 5281/2, F=1,mp=0« 5281/2, F =2, mp =0 with the
microwave generator (Section 4.3) and to adjust the temperature of the rubidium
atoms in the sensor cell (Section 4.4).
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4.1 Control Loop to Track Zeeman Resonances

The Zeeman control loop is established in order to track the magnetic field dependent
CPT resonance superpositions n==+1, +2 or +3 by the variable DDS generated
frequency fp which is a direct measure of the magnetic flux density B. In Section 4.1.1,
a general overview on the control loop design is given. Section 4.1.2 to Section 4.1.7
discuss selected functional blocks in detail.

4.1.1 Overview

The coupled dark state magnetometer excites two or more magnetic field dependent
CPT resonances in parallel to determine the surrounding magnetic field [8]. To fulfil
the criteria of CPT resonance excitation [12| [22] [11] and for simplicity, this is es-
tablished by a double modulated light field [15]. A third modulation is required to
enable the detection with frequency modulation spectroscopy techniques [8] [32].

The Vertical-Cavity Surface-Emitting Laser (VCSEL) diode (vacuum-wavelength
AveserL = Arps = 794.979 nm) is frequency modulated by a microwave signal (fary =
%VHFS = 3.417 GHz). Both first-order sidebands of this FM spectrum fit the hyper-
fine structure energy levels F=1,mp =0and F =2, mp =0 of the 5281/2 ground state
of the rubidium D; line in Figure 2.1. According to the Zeeman effect [31], the energy
levels with the magnetic quantum numbers mp =—2, —1, +1, +2 are dependent on
the magnetic field. In Figure 2.1 this is indicated by the shifted black lines while grey
lines mean zero magnetic field. In order to establish permanent CPT resonances in
presence of a magnetic field, the microwave frequency fa sy is used as carrier for a
Phase Modulation (PM) whose sidebands fit and excite the magnetic field dependent
energy levels.

The modulation frequency fp of this PM is limited to 2.1 MHz by the current de-
sign which corresponds to a detectable magnetic flux density B of approx. 300 uT
for n=41, 150 uT for n==+2 and 100 T for n =43 via the corresponding Zeeman-
shifting factors of approx. 7, 14 and 21 Hz/nT (see Table 2.1). It is generated in
the Field Programmable Gate Array (FPGA)! using the DDS technique (see Sec-

!The radiation-tolerant Actel RT ProASIC RT3PE3000L target device is mounted in a hermetically-
sealed ceramic package but is export restricted. The commercial Actel ProASIC A3PE3000L has
the same silicon design and the same 0.13 gm process at United Microelectronics Corporation
(UMO) as its radiation-tolerant equivalent. The ProASIC3 devices have been extensively tested
for a variety of radiation effects and are expected to fit the low radiation environment in the EMS
mission. Information retrieved from http://www.actel.com/products/milaero/rtpa3/default.aspx
on May 29, 2013.
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tion 4.1.2). The frequency component fp is carrier for an additional third modulation
of the light field with the modulation frequency f,.r, which enables FM spectroscopy.

The digital FM output of the DDS is transformed to the analogue domain with a
parallel DAC and is fed as modulation signal to the microwave generator in order to
establish the PM. The implementation of the DAC is discussed in Section 4.1.3.

In the bias-T (see Figure 4.1) the modulated microwave signal is superposed with
the signal of the current source which for now is assumed to be constant. The output
is fed to the VCSEL diode as injection current in which the DC-AC superposition
is transformed to the first FM via the displacement coefficient of the diode (see
Section 4.2).

The result is an overall triple modulated light field spectrum whose spectral com-
ponents fit to the appropriate transitions as indicated by either the blue, red or green
arrows in Figure 2.1. In this way a permanent excitation of one of the magnetic field
dependent CPT resonance superpositions n=41, £2 or +3 is achieved. The light
is guided through a gradient index fibre to the sensor unit where a polarizer and a
quarter-wave plate assure a circular polarized excitation field.

The CPT resonances are acting as frequency discriminator in the rubidium-filled
glass cell and convert the DDS generated FM (f,.f, ) of the multi-chromatic light field
spectrum into an amplitude modulation of the transmitted laser intensity [8] [12].
Further discussion on the interaction process is carried out in Section 3.1 and [32].

The transmitted light field is guided to the photodiode via a multimode fibre.
The photodiode converts the amplitude modulated transmitted intensity I(t), that
carries the rubidium-interfered information of the excited CPT resonances, to an
equivalent photocurrent. A pre-amplifier converts the AC component of the current
into a voltage signal, which is fed to the digital lock-in amplifier via an Analogue-to-
Digital Converter (ADC). Options for the implementation of the required circuit are
discussed in Section 4.1.4.

The third modulation with f,..¢ in combination with the lock-in amplifier enables
the application of FM spectroscopy techniques capable of sensitive and rapid mea-
surement of the narrow and weak spectral features [32]. The principle and the imple-
mentation of the lock-in amplifier are discussed in Section 4.1.5. Since the modulation
frequency f,.y, is larger than the linewidth of CPT resonances (typically 6f < 2kHz),
the spectral feature is probed by a single sideband (see Figure 3.2 and [32]). With
a modulation index M = 1, the in-phase output of the lock-in amplifier can be inter-
preted as absorption signal and the quadrature-phase output as dispersion signal of
the CPT resonances excited in the rubidium atoms.

Due to the narrow spectral linewidth, which is a consequence of the strict physical
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Figure 4.3: Demonstration of the CPT resonance superposition switching.

constrains of the CPT mechanism, the slope at zero crossing of the quadrature-phase
signal is steep (see Figure 2.2). The point of zero crossing corresponds to the exact
excitation of the magnetic field dependent hyperfine energy levels by the double mod-
ulated light field. The only variable parameter of the light field is the frequency fp
of the DDS signal while the laser carrier wavelength Apgser and the microwave fre-
quency fprw are for now assumed to be constant. The zero crossing in combination
with the Zeeman controller in the FPGA (see Figure 4.1) is used to track changes of
the magnetic field induced Zeeman energy levels by adapting the DDS frequency fp
(see Figure 4.20). The system identification and the controller design are discussed
in Section 4.1.6. The actuating variable of this controller corresponds to fp of the
DDS signal and is, therefore, in direct relation to the magnetic field described by an
appropriate form of the Breit-Rabi formula depicted in Equation 2.1.

The controller operates permanently at frequency values which are related to the
resonance superposition n = +2 via the Zeeman-shifting factor of approximately 14 Hz/nT.
In case of changing the magnetic field detection from n==+2 to the resonance super-
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positions n==+1 or n==+3, the control loop does not need to be unlocked in order
to search and follow the related zero crossings. The controller just scales the actu-
ating variable fp by the factors 0.5 for n =41 or 1.5 for n==+3 which corresponds
with sufficient accuracy to the Zeeman-shifting factors of approximately 7Hz/nT and
21 Hz/nT, respectively (see Table 2.1). The approach of rescaling the output fre-
quency fp in case of a resonance change enables a quasi-continuous operation of the
Zeeman control loop in all directions of the magnetic field and is the basis for the
technical realization of a continuously working omni-directional magnetometer. A
demonstration of this approach is shown in Figure 4.3. In this measurement [30],
a magnetic field (sinusoidal, 300nT,,, 0.1 Hz and additional DC background field,
6520 nT) with the angle of # = 45° in relation to propagation direction of the laser
light field was applied. Hence, all three CP'T' resonance superpositions are observable
(see Figure 2.2). The switching between the superposed CPT resonances n==+1 and
n==+2 was manually triggered every 4 seconds. The measured Zeeman frequency
values (green curves) have been corrected by the corresponding Zeeman-shifting fac-
tors of approximately 7 and 14 Hz/nT, respectively, in order to get the magnetic field
values (blue curves). Even in the lower detailed plot, no correlation can be observed
between the switching process and the magnetic field data.

In scientific space missions an absolute scalar magnetometer is always operated
in combination with vector magnetometers. These measurements can be used to
calculate the angle between the magnetic field and the optical axis of the sensor as well
as the magnitude of the magnetic field by applying e.g. COordinate Rotation Dlgital
Computer (CORDIC) algorithms [44] as discussed in Section 4.1.7. The instrument
controller can use this information to determine the suitable resonance superposition
and to rapidly find the CP'T resonances at start-up.

Both functions can also be achieved without an additional vector magnetometer.
The resonances can be found in a scanning mode but this approach takes more time.
For the independent switching between the CPT resonance superpositions during an
ongoing measurement, the superposed sidebands of the resonances are tracked. The
zero crossings in the dispersion signal of the sidebands carry the same information of
the magnetic field as the actual CPT resonances. The corresponding frequency val-
ues are solely shifted from the actual Zeeman frequency by the modulation frequency
used for the frequency modulation spectroscopy (fcr,). The advantage of using the
sidebands can be seen for instance at the CPT resonance superposition n==+3 for
90° in Figure 2.2. The sidebands have peaks in the absorption signal when the disper-
sion signal is zero. In contrast, the absorption signals at the actual CPT resonance
superposition zero crossings are zero as well. The amplitude of the absorption peaks
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Figure 4.4: DDS block diagram to generate a frequency modulated signal.

of the sidebands are a measure for the angle # and can be used in order to automat-
ically switch between the superposed CPT resonances lines using a threshold-based
algorithm [30].

4.1.2 Synthesis of the Zeeman Frequency fp

The signal with the magnetic field dependent frequency fp is generated in the FPGA
using the DDS technique. Figure 4.4 shows a block diagram of the DDS implemen-
tation.

The frequency fp is related to the magnetic flux density B via Breit-Rabi equation
(see Equation 2.1) and the derived Zeeman-shifting factors of approximately 7, 14 and
21 Hz/n'T correspond to the resonance superpositions n = £1, +2 and +3, respectively.
According to Table 1.2, the instrument should be able to measure magnetic flux
densities up to 100 4T in all directions of the magnetic field. To fulfil the requirement
and to enable further investigation of the measurement principle, this is realized for
all three CPT resonance superpositions. For the superposition n =43, a magnetic
flux density of 100 u'T is equivalent to a frequency fp of approx. 2.1 MHz. With the
recommendations for the maximum DDS output frequency discussed in Section 3.2,
a sampling frequency fs; of 10 MHz has been selected.

For the EMS mission, as stated in Table 1.2, the resolution of the magnetic flux
density measurement Afg should be 12pT in all directions of the magnetic field. In
order to enable further investigation, the resolution is set to 0.1 pT and is realized
for all three CPT resonance superpositions. For n=41, a resolution of 0.1pT is



4 CONTROL UNIT DESIGN AND EVALUATION 26

equivalent to a frequency resolution of 0.7 mHz. Derived from Equation 3.12, a width
of the phase accumulator and tuning word of N =34 bit is required.

The phase-to-amplitude conversion is realized by a LUT. For a DAC resolution
of 12bit (see Section 4.1.3) and according to Equation 3.16, a LUT with the size of
213 x 12 bit would be required in order to ensure that unwanted signals in the analogue
output signal are dominated by the amplitude quantization of the DAC and not by
the phase truncation of the DDS. With sine wave compression based on symmetry
as discussed in Section 3.2 only values of the function f(¢) — sin(¢) for 0 < ¢ < /2
need to be implemented in the FPGA. This reduces the size of the LUT by a factor
8 to 2M x 11 bit.

Without a further modulation signal the constant tuning word for fg at the input
of the adder in Figure 4.4 would lead to a sinusoidal DDS output signal with constant
frequency. However, a modulation signal with the frequency f,.r, is added and intro-
duces an additional FM. The sinusoidal modulation signal is generated in the lock-in
amplifier unit (see Section 4.1.5) and enables FM spectroscopy. It is normalized and
can be scaled by D shifts to fit the required deviation frequency for a modulation
index M~ 1.

4.1.3 R-2R Digital-to-Analogue Converter

The FM digital DDS output signal is updated with the sampling frequency fs—=
10 MHz. A DAC implementation with serial interface would require a several times
higher interface clock and, consequently, FPGA clock frequency frpga. For a single
clock solution, the complexity of combinatorial logic which is processable within one
clock cycle would be reduced significantly. Additionally, a higher clock rate would
lead to an increase of the power consumption of the FPGA. In contrast, a DAC based
on a parallel interface and conversion technique can be updated and operated at the
DDS sampling frequency fs = frpga.

At the time of instrument design could not be found a space-qualified parallel DAC
which met the requirements for a sampling frequency up to of 10 MHz, a moderate
power consumption below 100 mW and no export restriction. Consequently, the par-
allel DAC was implemented as discrete R-2R network which is driven directly by
FPGA outputs.

Figure 4.5 shows the typical voltage output structure of an FPGA and its equiv-
alent circuit. Depending on the interface type, one or more e.g. Metal-Oxide-
Semiconductor Field-Effect Transistor (MOSFET) totem poles are routed in parallel
in order to limit the structure’s influence on the output voltage level. In general,
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Figure 4.5: FPGA output structure and equivalent circuit.
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Figure 4.6: Schematic of R-2R DAC network with Q=12 and inverting amplifier.

p-channel and n-channel MOSFETSs have different on-state resistances which, for a
constant output current, result in unequal output voltage drops for the high and low
state in relation to V7o and ground, respectively. Consequently, the Ry;gn and Rigy
resistances are different in the equivalent circuit in Figure 4.5.

For the implementation, all FPGA output drivers are part of the same interface
bank and are supplied with a common voltage. The Complementary Metal-Oxide-
Semiconductor (CMOS) 3.3 V interface type has been selected due to its well matching
measured output resistances (Rpign = 8.62Q £0.07 2 and Ry, =8.230240.05Q) and
the advantage of a single interface voltage for the entire FPGA.

A Q-bit R-2R DAC utilizes a network of R and 2R resistors in order to convert
the quasi-digital FPGA output voltage signals into an analogue current with the
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theoretical resolution of 2¢. The implementation for a resolution of Q= 12bit is
shown in Figure 4.6. For the steady state, the signal-to-interference ratio is strongly
related to the differential linearity of the DAC and, consequently, to the resistor
matching. In principle, resistors with a tolerance better than 1/2% ensure that the
quantization noise dominates spurs caused by non-linearities. E.g. for a 12bit DAC an
overall resistor tolerance better than 0.024 % is required. This is feasible for discrete
resistors with space grade?.

In Figure 4.7, the resistor R’ is realized by two 2R resistors in parallel and an addi-
tional Rygjust in series. The parallel implementation increases the number of required
parts, but also enables the use of a single resistor value of a common production lot
for all dominating components of the R-2R network. This approach can reduce tem-
perature and long-term drifts in the passive network to a high extent. Additionally,
Radjust is dimensioned with approximately 4.21€) in order to compensate the mean
value of FPGA output resistors Rp;gn and Rygy.

Nevertheless, the steady state performance is not the limiting factor for this appli-
cation whose main purpose is to generate a sinusoidal signal with accurate frequency.
The non-ideal characteristics of the board layout and components can decrease the
signal-to-interference ratio significantly. Parasitic capacitors and inductances, e.g. of
the connections on the Printed Circuit Board (PCB), in combination with the R and
2R resistors lead to a lowpass characteristic of the network. The switching of quasi-
digital FPGA outputs leads to ringing in the analogue output signal. The energy of
these transients can be observed as additional harmonics in the frequency domain.

Figure 4.8 shows the dynamic performance of the DAC implementation. The signal-
to-interference ratio was measured with two spectrum analyzers® for various output
frequencies and digital output resolutions. Ultimately, the DAC performance is lim-
ited to 73.3dB at 210 Hz and reduces to 14.8dB at 2.1 MHz. The programmed digital
output resolutions (Q,) of 10 to 12bit result in identical performances and lead to
overlayed curves in Figure 4.8. The measurements with Q, — 9bit are slightly better

’E.g. the Vishay PHR ESCC 4001/023 qualified high precision thin film chip resistors have a laser
trimmed tolerance down to £0.01%.
#Measured with Hewlett-Packard/Agilent spectrum analyzers 3562A and 8562A.



4 CONTROL UNIT DESIGN AND EVALUATION 29

T T T T

—s— 12 bit
] = % — 11 bit|]
= - —x—10 bit
aQ w09 it
o —%— 08 hit
'g — % —07 bit
° —x— 06 bit ]
e coo%e 05 it
g —*— 04 hit ||
2 — % —03 bit
£ - —x—-02 bit
2
T
©
c
=
(7]

Frequency [Hz]

Figure 4.8: Signal-to-interference ratio as a function of frequency and digital resolution.

than with 10 to 12 bit. This could origin from a coincidentally better matching of the
involved resistors. The performances for Q, =8bit to Q, = 1bit decrease with ap-
prox. 8.5dB per bit. Figure 4.8 also shows that a resolution (Q) of the R-2R network
implementation greater than 5 would not improve the signal-to-interference ratio in
the Earth field (e.g. 50000nT corresponds to approx. fp = 1.05 MHz for n = +3).
However, Q =12bit is implemented which enables a more detailed investigation of
the measurement principle in low fields.

The amplifier circuit in Figure 4.6 converts and scales the output current of the R-
2R network to a voltage. The capacitor C; in combination with the feedback resistor
R forms a lowpass filter with the corner frequency f_3435 =2.1 MHz which is required
to suppress the effects of image responses in the output spectrum of the DAC. The
resulting FM signal with the magnetic field dependent carrier frequency fp is fed to
the phase modulation input of the phase-lock loop circuit in the microwave generator.

4.1.4 Photodiode, Pre-amplifier and Analogue-to-Digital Converter

The photodiode converts the light power of the incoming amplitude modulated light
field into a proportional current. Figure 4.9 shows the equivalent circuit of a photo-
diode where Ip refers to the photocurrent, Ry to the shunt resistance of the diode
junction and C; to the junction capacitance. The bandwidth of the conversion is
mainly limited due to the parasitic capacitance C; of the diode and the selected
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Figure 4.9: Equivalent circuit of a photodiode.

circuit design.

In this application only the DC intensity and those spectral features which are
introduced for frequency modulation spectroscopy must be detected. The amplitude
variations can be seen as envelope of the overall light field intensity which carries the
information of the interaction of the laser field with the rubidium atoms in the sensor
cell.

Two dominating sources of noise can be identified in a photodiode. Shot noise is
related to the statistical fluctuation caused by the photocurrent and the dark-current.
The photocurrent origins in the random creation of electron hole pairs by the photon
flux while the dark-current is caused by a random recombination of electrons and
holes in the semiconductor. The magnitude of the shot noise can be expressed by

Lanot = \/2q(Ip + Ip)Af (4.1)

where q=1.6-107 C is the electron charge, Ip is the photo-generated current, Ip
is the dark-current and Af is the considered noise bandwidth. The shunt resistor R ;
in a photodetector causes Johnson noise due to the thermal generation of carriers.
The magnitude of this noise is

[4kgT A
Ithermal = BRJ f_ (42)

where kg = 1.38-1072% J /K is the Boltzmann constant, T the absolute temperature
in Kelvin, Af is the noise measurement bandwidth and R is the shunt resistance of
the photodiode. The total noise current in a photodetector is given by

Liotar = Iszhot + 2

thermal *

(4.3)

In spectroscopy, silicon photodiodes are operated in the photoconductive mode and
connected to a transimpedance amplifier in order to optimize the signal-to-noise ratio
(see Figure 4.10). For experiments with low light intensity, the input current noise
density of the amplifier and, consequently, the Johnson noise, limits the SNR of the
detection circuit. The output signal voltage is proportional to the transimpedance
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Figure 4.10: Schematics of a single stage transimpedance amplifier circuit.

resistance for frequencies f < f_g4p while the noise current of the photodetector is
amplified by its square root. Consequently, the value of the transimpedance resistor
is maximized within limits of the output range of the operational amplifier in order
to improve the signal-to-noise ratio.

In practice, the connection pins and printed wires between the photodiode and the
operational amplifier span a induction loop. Electro-Magnetic Interferences (EMI)
can couple and create an interference voltage. The low resistance of the loop would
result in high current interference which would appear as voltage interferences at
the circuit output. The additional resistor R; in Figure 4.10 reduces these interfer-
ences significantly. Ry has no influence on the photocurrent since R; > 1GQ > Ry.
The photodetector in Figure 4.10 can be seen as ideal current source for frequencies
f<f_34B.

The parasitic junction capacitance C; of the photodiode forms a highpass filter in
combination with Ry (see Figure 4.9 and Figure 4.10). The capacitor C; in combi-
nation with the transimpedance resistor limits the measurement and the noise band-
width of the circuit and, additionally, damps the typical increase of noise density of
the overall circuit due to this highpass filter (see Figure 4.13).

Amplitude variations are caused by the magnetic field dependent information of
the CPT resonances and optical noise disturbances. Both are small compared to the
detected constant background light field (e.g. 100 nW rms amplitude of the modulated
transmitted laser power in relation to 200 uW background power). Consequently, the
photocurrent is a superposition of a DC and an AC with the same ratio.

For a single stage transimpedance amplifier configuration as displayed in Fig-
ure 4.10, the value of the feedback resistor Re is limited by the DC background
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Figure 4.11: Schematics of a two-stage photodiode amplification circuit.

field and the ADC input range. With a maxium intensity of 200 uW, a photodiode
sensitivity S of 0.58 A/W* and an ADC input range of 5V, the transimpedance is
limited to approx. 43 k. With the resulting amplification factor, the AC component
of 100nW would lead to an output voltage of approx. 2.5mV,,s or 7.1mV,,. In
case of a 12bit ADC, the maximum digital resolution of the amplitude variations is
limited to less than 3 bit.

In order to improve the SNR of the digitized AC component and to avoid high quan-
tization noise resulting from a 3 bit resolution, the photodiode amplification circuit is
split into two subunits (see Figure 4.11).

The transimpedance of the first stage was redimensioned to 100 k) which leads to
a maximum DC output voltage of 11.6 V. Additionally, a second stage amplifier forms
an active bandpass filter. Consequently, the DC component and higher frequencies
are cancelled while AC components which enable the FM spectroscopy can pass.

In this application, the photodetector shot noise caused by the constant optical
background field dominates the noise performance of the overall circuit and limits
the SNR, of the AC component detection. This shot noise is an inherent physical
process associated with the irradiated light power and thus not avoidable. An overall
noise of 15.6 mV,,,s was derived by simulation at the output of the second stage
amplifier over the Nyquist frequency of 156.25kHz of the ADC. The quantization

“The sensitivity value refers to the Hamamatsu S3883 Positive Intrinsic Negative (PIN) photodiode
which is electrically similar to the target photodiode Micropac 61082-101.
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Figure 4.12: Schematics of a transimpedance amplifier with feedback [45].

noise of the ADC can be approximated by [33]

Napc = \/% (4.4)

where q is the voltage step of the Least Significant Bit (LSB). A 12bit ADC with
5V full-scale range results in q = 1.22mV and N 4pc = 0.35mV,,s for frequencies up
to the Nyquist frequency of 156.25 kHz. With the selected second stage amplification
factor of 100, the overall noise I;, of the photodiode circuit dominates the overall
noise of the quantized signal®. A further increase of the amplification factor would
not improve the signal-to-noise ratio.

Investigations in [46] showed that the ratio of the DC and AC components is almost
constant for a wide range of overall intensities received at the photodiode. Conse-
quently, a reduction of the overall light intensity would not improve the signal-to-noise
ratio of the CPT resonances. There is also a benefit of this fundamental limitation.
The requirements on the transimpedance operational amplifier in terms of the unity
gain bandwidth are moderate and a less power consuming operational amplifier will
not degrade the signal-to-noise ratio.

A margin takes additional AC interferences into account.
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Figure 4.13: Noise performance of circuit designs which contain two amplifiers.

For comparison, an alternative single stage solution derived from [45] and as shown
in Figure 4.12 was evaluated with simulation. Here, the transimpedance resistance is
not limited by the DC component because an active lowpass filter feeds it back to the
inverting amplifier input and compensates it. In steady state the output is solely an
AC signal which can be shifted to half of the ADC full-scale voltage in order to fit the
ADC input range. Theoretically, the signal-to-noise ratio is higher compared to the
two-stage solution of Figure 4.11. This assumption roots in the unequal amplification
factor for the signal path and the noise path as discussed above. Nevertheless, this
would require a transimpedance resistance of 10 M2 which is challenging in terms
of procurement with space grade. Adverse parasitic capacitors form additional poles
and thus reduce the bandwidth of the overall circuit.

Figure 4.13 shows the noise analysis of both circuit designs with two operational
amplifiers in different configurations. The black and red lines are derived from sim-
ulations of the single stage feedback configuration in Figure 4.12 and the two stage
implementation shown in Figure 4.11, respectively. For all three simulated input
light intensities 0 uW (dotted), 20 uW (dashed), 200 uW (solid), the two-stage con-
figuration shows better results which can be explained by additional noise which is
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introduced by the feedback amplifier. The green and blue lines were measured at the
selected and realized two-stage circuit for 0 uW. The green line displays the analogue
input of the ADC measured with a spectrum analyser®, while the blue is the quantized
version read by the FPGA. In the range of interest of 1 to 15kHz, no interferences
are visible. The measured noise level is lower than the one derived from the worst
case simulation for 0 uW (blue, dotted). The resonance at approximately 49 kHz is
caused by the parasitic capacitance C; of the photodiode.

4.1.5 Lock-in Amplifier

A lock-in amplifier uses a phase sensitive detection technique in order to single out the
spectral component of the input signal at a specific reference frequency and phase [47].
As discussed in Section 3.1, the rubidium atoms in the glass cell are excited by
fyrw £ 1 and additionally probed by frequency f,.. ¢, which is realized by the FM of the
Zeeman frequency fp (see Section 4.1.2). The lock-in amplifier detects the response
of the excited atoms which is contained in periodic variations of the transmitted light
(I(t) in Figure 3.1) at the frequency f,.y, .

Figure 4.14 shows the block diagram of the dual-phase lock-in amplifier with dia-
grams of the time response of different stages to visualize the time delay and phase
shift. Additionally, diagrams with a qualitative representation of the frequency re-
sponses with noise floors and discrete spectral components are shown.

The frequency reference unit uses the DDS technique as discussed in Section 3.2 in
order to generate a sinusoidal signal

Vief = B - cos(wyeft + dref) (4.5)

with the frequency f,c; = wyer/(27) and the amplitude =1 < B <1— 2~ where R
is the digital width, e.g. 12bit. An equal amount of input samples in every quadrant
of the reference period simplifies the testing of the functional block. With 32 clock
cycles for each analogue-to-digital conversion, the possible output frequencies are
limited to

frrca

ref = —m—— ith  Nyer€Z >1 4.
f f 128NT€f we fe ( 6)

where frpaga is the clock of the FPGA. The additional reduction of N,.; to prime
numbers improves the independence of multiple frequency modulation spectroscopy

®Measured with Hewlett-Packard/Agilent spectrum analyzer 3562A.
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Figure 4.14: Block diagram and characteristic signals of the dual-phase lock-in amplifier.

processes in parallel within the chosen implementation. For the Zeeman control loop,
the selected N,y — 11 leads to an approximate reference frequency of f,.y — 7102 Hz.

Additionally, a time-delayed version serves as modulation signal for the third mod-
ulation of the light field spectrum which is processed in the Zeeman DDS unit (see
Section 4.1.2). The delay of this reference signal considers the overall delayed response
of the experiment.

In principle, a lock-in amplifier can only process AC signals. In the simplest way,
a DC component would introduce noise due to the detection process. More likely, it
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Figure 4.15: Block diagram of the highpass filter implementation.

saturates the fixed point arithmetics of the subsequent function units which would
lead to a degradation of the performance or even to a malfunction of the overall
system. Consequently, the input signal of the lock-in amplifier is highpass filtered.
The transfer function of the implemented first-order Infinite Impulse Response (IIR)
filter |33] is given by

_ymp(2) _aonpz—-1) S THPfs

Tup(z) = _HrJs
P (2) rpp(2) zZ—agp Tapfs +1

(4.7)

where 7 p refers to the time constant 7gp — 1/(27fup), fup to the cut-off fre-
quency and fs to the sampling frequency of the implementation. The block diagram
in Figure 4.15 shows that in total, one adder, one subtractor, one register array and
one multiplier are required to enable the highpass characteristic. The multiplier is re-
alized by an additional subtractor and a shifter in order to reduce required resources.
This limits the parameter agp to 1 - 2K8P with Kyp € Z < 0.

The parameter Ky p can be commanded in operation from —16 (blue) to —8 (green)
which leads to corner frequencies between approx. 0.8 Hz and 195 Hz (see Figure 4.16).

In the multiplier, the remaining AC input signal (S = 12 bit)

Vin = A - cos(wint + ¢in) (4.8)

is mixed with reference signal V,.r (R = 12bit). This process can be interpreted as
phase sensitive detection. The output consists of two AC signals, one at the frequency
difference w;, - wyey and the other at the frequency sum w;, + wyer, which can be
written as

VX:‘/in'V;“efO(

AB
Tcos((wm — Wref)t — (Pin — Preg)) — (4.9)
AB

— Tcos((wm + Wref)t = (Gin + dref)) -
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Figure 4.16: Bode diagram of the highpass filter for different Kgp.

If Wi, = wref = w, the expression can be reduced to

AB AB
VX = ‘/zn . Wef X TCOS((bin - ¢7"ef) - TCOS((ZUTef)t - (¢zn + (bref)) . (410)

The amplitudes of the resulting components at DC and 2w,.; are proportional to
the amplitudes of the input signal V;, and the reference signal V,.; and their phase
difference ¢ — @i — drey.

If ¢rep— @in, the output signal reaches its maximum. Consequently, if the phase
difference ¢ = ¢rep — ¢in —£90°, there is no output at all. This phase dependence
can be eliminated by adding a second phase sensitive detector, whose frequency ref-
erence is phase-shifted by 90°. Analogue to Equations 4.9 and 4.10 the output of the
additional detector can be expressed by
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VY:‘/in’V;efO(

AB
TSin((win - wref)t - (¢zn - ¢ref)) - (4]_1)
A

and

AB | AB .
VY - Vm ' V;“ef X TS'Ln(@m - gbref) - Tszn((2wref)t - (¢m + @bref)) . (4'12)

Consequently, a dual-phase lock-in amplifier provides two signals. The Vx or in-
phase component is proportional to the cosine of ¢, while the output Vy scales with
the sine of ¢ and represents the quadrature-phase component.

A subsequent 2f,.; filter cancels spectral components at f=May ; 2f,cp with
Moay,., € Z>2. 1t is implemented as Finite Impulse Response (FIR)" moving average
filter with Noy . stages which is defined by

Ngf = 2Nref- (413)

ref
The transfer function of the filter can be expressed by

O e e

B ‘Tzfref (Z) a N2fref

Ty, (2) (4.14)

The parameter Nos . can be commanded in operation from 4 (green) to 32768
(blue) which leads to first notch frequencies between 78125 Hz and approx. 10Hz
(see Figure 4.17). For the Zeeman control loop sz'ref is 22. This leads to an im-
plementation with 22 registers and a first frequency notch at approx. f = 2f,..r=
14205 Hz.

In a typical lock-in amplifier application, the output is filtered by an additional
digital lowpass [47]. The phase sensitive detector in combination with this filter
detects only signals whose frequencies are very close to the reference frequency f,..s.
Noise frequencies far from the reference are attenuated by the lowpass filter. The
attenuation depends on the lowpass filter bandwidth and roll-off. A narrow bandwidth
removes noise sources very close to the reference frequency while a wider bandwidth
allows these signals to pass. Only signals at the reference frequency result in a DC
output.

" An implementation based on FIR is a simple way to realize adjustable moving average filters |33].
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Figure 4.17: Bode diagram of the moving average filter for different Nay, ..

For the CDSM, the lock-in amplifier is used in this typical implementation in order
to obtain in-phase and quadrature-phase output signals for sweeps of e.g. the Zeeman
frequency over the CPT resonance features. The transfer function of the implemented
first-order IIR lowpass filter |33] is given by

yrp(2) arLp -z . 1
Trp(z) = = with opp = ——— 4.15
Lp(2) pr(Z) z—14+arp Lr Trpfs+1 ( )

where 77p refers to the time constant 7p = 1/(27frp), fp to the cut-off fre-

quency and fs to the sampling frequency of the implementation. The block diagram
in Figure 4.18 shows that overall two adders, one register array and one multiplier
are required. Similar to the highpass filter, the multiplier is realized by a shifter in
order to reduce the required resources. This limits the parameter oy p to 252P with
KrpeZ <.

Similar to the highpass implementation, the parameter Kz p can be commanded in
operation from —19 (blue) to —8 (green) which leads to corner frequencies between
approximately 0.1 Hz and 195Hz (see Figure 4.19).
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Figure 4.19: Bode diagram of the lowpass filter for different Krp.

For the closed loop, the controller discussed in Section 4.1.6 acts as lowpass fil-

ter and no additional lowpass filter as discussed above is required. Therefore, the

output of the 2f,.; filter is directly provided to the controller functional block (see

Figure 4.14).
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Figure 4.20: Block diagram of the Zeeman control loop.

4.1.6 Controller

Figure 4.20 shows the block diagram of the control loop structure, control theory
relevant parameters and their physical equivalents. Changes of the external magnetic
field are detected by the excited rubidium atoms inside the glass cell and can be
interpreted as a disturbance signal of the closed control loop. The set point is fixed to
zero in order to track the zero passage of the quadrature-phase of the lock-in amplifier
and, consequently, the dispersion signal of the CPT resonance (see Figure 3.2). The
Zeeman DDS output frequency fp is the actuating variable and is a direct measure
of the magnetic flux density via the Breit-Rabi formula (see Equation 2.1).

For a standard lock-in amplifier implementation, the transfer function of the control
path P4(z) can be written as

Py =28 by o) Pus(e) (4.16)

= 12
u(z) e

where ys(z) refers to the feedback signal, u/(z) to the disturbed actuating variable,
Poy . ; to the transfer function of the 2f,. ¢ filter and Prp to the transfer function of
the lowpass filter of the lock-in amplifier (see Section 4.1.5). For most applications,
TLP > Tof, ., is valid and 7pp is the dominating time constant of the control path.
In this case, the transfer function can be simplified to

P(:) = B8 = PLee). (4.17)

Since the target time constant of the closed control loop 77 ~ 71 p, 71, p would need

to be compensated by the controller in order to enable a first-order frequency response
of the overall control loop. Otherwise, the lowpass filter Py p and the integrator of
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Figure 4.21: Block diagram of the Zeeman controller.

the controller C; would form a second-order frequency response and would push the
loop dynamics towards the limit of the stability region [33].

For the reduced lock-in amplifier implementation as discussed in Section 4.1.5, the
transfer function of the control path can be written as

R = 58— ny (o (1.15)

where 7oy ; is the time constant of the 2f,.; filter. Since 7r =~ 7 p < 7oy the

ref’?

control path can be simplified to

Gr(z) = qy;i; =1 for 1>y . (4.19)

For a closed loop and 71 < 7oy, e the bandwidth of the frequency modulation
spectroscopy and, consequently, the noise bandwidth of the measurement, which in
a typical application is defined by the lowpass filter of the lock-in amplifier, can be
simply determined by the transfer function of the controller.

A first-order characteristic similar to the lowpass filter of the standard lock-in
amplifier implementation in Section 4.1.5 can be realized by an integrator Cy(z),

Cr(z) = ur(2) = K- 2l with  Kj = !
er(z) z—1 2fsTr

where fg is the sampling frequency and 77 is the time constant of the integrator

(4.20)

and, consequently, of the closed control loop.

The block diagram in Figure 4.21 shows that overall two adder, two register arrays
and one multiplier are required for the integrator. The multiplication is realized by
a shifter in order to reduce required resources. This limits the factor K; to 27 with
N € Z. The parameter N; can be commanded in operation from —24 (blue) to —10
(green) which leads to corner frequencies between approximately 6 mHz and 97 Hz
(see Figure 4.22). The final controller C(z) is given by
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Figure 4.22: Bode diagram of the closed Zeeman control loop.

C(z) = :((j)) = Kp-C(2). (4.21)

where the additional factor Kp compensates the slope of the quadrature-phase

signal component of the CPT resonance at the zero crossing and sets the loop gain
to one.

4.1.7 Processing of Vector Magnetometer Data

In scientific space missions, fluxgate magnetometers provide the xy-, ys- and zj-
components of the magnetic flux density which are orthogonalized and shown in
braces in Figure 4.23. In a spherical coordinate system with identical reference point,
the radial distance r is equivalent to the magnitude B while the polar angle © refers
to the angle between the magnetic field and the light field. Consequently, the fluxgate
data can be transferred into spherical coordinates to gain information about the angle
O and the magnitude B in order to ensure the CDSM operation in all directions of the
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Figure 4.23: Transformation of Cartesian to the spherical coordinate system.

magnetic field and to rapidly find the CPT resonances at start-up (see Section 4.1.1).

The typical Full Width of Half Maximum (FWHM) linewidth of CPT resonance
superpositions in the current setup is approximately 2kHz which is equivalent to
95nT for n = £3. For a reliable operation of the CDSM, the magnitude of the
magnetic flux density calculated of fluxgate components x¢, y; and zy should have
an absolute error of less than 30nT. The magnitude can be written as

Bf = /(@ +2)? + (Y +9e)? + (2 + 2)? (4.22)

where x, y and z refer to the actual magnetic field and x. , y. and z. to error
components. With the worst case assumption x = y = z and x, = y. = 2, it can be

simplified to

Bf =B+ B, =V3(z + ) (4.23)
which leads to a single component error of the fluxgate of

~ Be 30
V3B
Consequently, the fluxgate magnetometer should provide the xf-, yy- and zy-
components of the magnetic flux density within an absolute error of 17nT each in
order to ensure a correct detection of the CPT resonances.
Spherical coordinates of the fluxgate data can be calculated by a two-stage trans-
formation. Each stage can be implemented as a rotation of one Cartesian coordinate

T ~17nT. (4.24)
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axis into another one by applying e.g. CORDIC algorithms. These type of algorithms
have been first published by Volder in 1959 [44] and allow an efficient implementation
of functions with digital signal processing.

Typically, the x¢- and ys-axes are defined in the sensor mounting plane. For the
CDSM sensor unit, the z-axis has been selected as the laser propagation direction.
In order to fit the Cartesian coordinates system to the common nomenclature of
spherical coordinate systems the coordinates are transferred by

0 0 —1| [xy
0 yr (4.25)
1 0 0 Zf

ISEENSI
I
—_

into a second Cartesian coordinate system denoted by x, y, and z in Figure 4.23.
In a first CORDIC process the transformed y-axis is rotated into the x-axis (I). The
iterative rotation of a CORDIC vector (xg), yg))T by an angle «; in order to obtain

(xgiH), ygiH))T is given by

azgiﬂ) cosqy;  —SInoy xgi)
) | = | i o (4.26)
Ye sinoy;  Cosq; Ye
which can be rewritten as
(i+1) ()
T 1 —tano; | | ¢
[yé”l)] - oS [tanai 1 ] [ygz)] ' 27)

In case tan oy is selected to d;27%, with d; = £1, the rotation can be implemented
without multiplications except for the factor

1
V142-%

which is solely a function of the number of iterations N, with 0 < ¢ < N. For the

(4.28)

coso; =

rotation over an arbitrary angle o, with —5 < « < 7, the angle can be decomposed
to

N
o= Z d; arctan 27 (4.29)
i=0
where d;11 ==+1 for zgi) >0 or dj11 =—1 for zgi) <0 (see Equations 4.30). The
factor arctan 27% can be pre-calculated and stored in the look-up table. This leads to
the general CORDIC equations
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2+ = ¢ _ go-iy®
it = d;27 () + 4 (4.30)
200D = 200 — d1(4) .

For the applied vectoring-mode and with the initial values xgo): X, ygo): y and

zgo): 0, the iterative calculations result in

gN) K /$2+y2:$l

€T =
y™M =0 (4.31)
2N = arctan(%)

where K = Hf\il V14272 and d; is a function of ygi): d; =1 for ygi) <0ord;=-1

for ygi)

>0. Consequently, the initial vector (xgi), ygi))T has been rotated onto the
x-axis and scaled with the factor K to gain the value x’.

The new CORDIC vector (xﬁ“, ygi))T is rotated onto the z-axis by a second iterative
rotation (II) with the initial values x§°) =z, y§°) =x’ and zgo) —=0. It is scaled with
same factor K since the number of iterations for both rotations is set equal. The

iterative calculations result in

eV = K\/224+ 2?2 =B

N
yM = (4.32)
/
2N = arctan(%) =0
where the value of ng) in Equation 4.32 correspond to the magnitude of the mag-

(N)

netic flux density B while the value of z¢ ’ is the angle 8 between the magnetic field
and light propagation direction in the sensor.

4.2 Control Loops to Track Fine Structure Transition

In order to excite the fine structure splitting transition 525, /2 52P, /2 of the rubid-
ium D1 line in Figure 2.1, energy of a light field with the wavelength Apg = Avoser =
794.979nm is required. The wavelength in the Near Infra-Red (NIR) region can be
established by a VCSEL diode. The vertical cavity of VCSELs has the characteristic
of low parasitic capacity and therefore can be modulated by microwave signals with
good efficiency [48]. Furthermore, VCSELs have inherent single mode capability [48].



4 CONTROL UNIT DESIGN AND EVALUATION 48

Without control of the laser carrier frequency, the entire triple modulated light
field spectrum, which is applied in order to excite and detect the magnetic field
dependent Zeeman resonances, would drift. This would cause a so-called two-photon
detuning [49] of the CPT resonance excitation process and would lead to a malfunction
of the magnetometer. The optical transition 5281/2 — 52P1/2 of the rubidium Dy line
has typically a Doppler broadened FWHM of 600 MHz. For a reliable operation of the
CDSM, the laser frequency must fit within a tolerance of <100 MHz. The VCSEL
frequency is strongly related to the DC injection current and to the temperature
via the frequency and temperature shifting coefficients 340 GHz/mA and 34 GHz/K
(@ A\yospr —T794.979nm), respectively®. Consequently, both parameters must be
controlled precisely as it is discussed for the laser temperature in Section 4.2.1 and
for the laser injection current in Section 4.2.2.

4.2.1 Control Loop to Set Laser Temperature

The laser temperature control loop is established in order to set the temperature
of the VCSEL diode, that in combination with the laser injection current directly
influences the output frequency. In Section 4.2.1.1, a general overview of the control
loop design is given. Section 4.2.1.2 to Section 4.2.1.5 discuss in detail the function
blocks which are part of the control unit.

4.2.1.1 Overview

The temperature of the VCSEL diode is set by a bi-directional current through a
Thermo-Electric Cooling (TEC) element (see Figure 4.1). According to the thermo-
electric effect in conductors, the current through the TEC element cools down one
side of the module while the other is heated up. A reverse current leads to a change
of the direction of the heat flow through the TEC element. The current strength and
direction are set by dual Pulse Width Modulation (PWM), generated in the FPGA
and discussed in Section 4.2.1.2.

The PWM signals are amplified by an output structure on the electronics board
and drive the TEC element located in the laser unit. Two options of possible output
structures are compared in terms of efficiency in Section 4.2.1.3.

The laser temperature is monitored by a Negative Temperature Coefficient (NTC)
resistor. Both the TEC element and the NTC resistor are thermally coupled to the
laser diode. The temperature measurement circuit and the ADC are discussed in

8The frequency and temperature shifting coefficients are values obtained from the ULM photonics
795 nm single mode VCSEL diode datasheet, v4.
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Figure 4.24: Different stages of the PWM pattern generation.

Section 4.2.1.4. The quantized signal is fed to the laser temperature controller which
calculates the duty cycle required to keep the actual VCSEL temperature at the set
temperature.

4.2.1.2 Synthesis of Duty Cycle

The PWM should not disturb the magnetic field measurement or other function
blocks of the instrument. Frequencies below 30 Hz are of interest for the magnetic
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field measurement. Modulation frequencies from 1000 Hz to 30000 Hz are typically
used for the overall three lock-in amplifiers in order to phase-sensitively detect optical
resonance features in the experiment. Hence, the fundamental frequency of the PWM
is set to approximately 152.6 Hz whose period is equivalent to 2'¢ clock cycles of the
FPGA clock frequency frpga = 10 MHz (see (I) in Figure 4.24). Consequently, the
resolution of the PWM word is 16 bit. However, for this frequency regime, the design
and implementation of power supply filters would be challenging in terms of mass
and PCB area.

In order to enable a more frequent output switching and preserve the high resolution
of the initial PWM word, the 16bit fundamental PWM period is divided into 28
segments which act as sub-PWM periods with a resolution of 8 bit each (see (II) and
(III) in Figure 4.24). At the start of a fundamental PWM period, the duty cycle of the
sub-PWNMs is set by the higher 8 bit of the 16 bit PWM word (see (IV) in Figure 4.24).
The low 8bit of the 16 bit PWM word in combination with a segment counter decides
at which segment of the fundamental PWM period the duty cycle of the sub-PWMs
is incremented by one (IV and V). This technique combines a high PWM resolution
of 16 bit and a high frequent PWM output switching with a defined sub-fundamental
at 39062.5 Hz. The sub-fundamental frequency is beyond the frequency range of the
lock-in amplifiers.

Within one sub-PWM period, the PWM signals A and B are switched complemen-
tary and symmetric to half of the period (VI). This minimizes synchronous switching
events of signal A and signal B and, consequently, the EMI on the power supply.

4.2.1.3 Output Structure

The signals A and B of the dual PWM are amplified by a dual MOSFET driver on
the electronics board (see Figure 4.25).

For option 1, the TEC element is directly connected to the driver. If the PWM
signals A and B are both high or low, the terminals of the TEC are at the same
potential and no current flows. In case of signal A is low and signal B is high, the
current through the TEC module e.g. heats the laser diode while the mounting plate
on the other side of the element is cooled. For steady state, the maximal electrical
power Prpco, . in the TEC element can be expressed by

Precy.. = Rrec - 1tge,. . (4.33)

where Ry pc refers to the resistance of the TEC element and Irgc,,,, to the maxi-
mum TEC current which is determined by the supply voltage of the MOSFET drivers
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Figure 4.25: Simple laser temperature output structure (option 1).

and the series resistance of all elements in the current path of I7gc. For option 1, that
includes the on-resistances R4, and Rp, of the p-channel and n-channel MOSFETs
of the drivers A and B, respectively, the resistance Ry, of the wires and connectors
which interface the laser unit and Rygc. The resistance of the current path of Ipge
for heating, Ry, , can be written as

1 1
Rhl == RAp + §Rw + RTEC + §Rw + RBn . (434)

In case of the PWM signal A is high and signal B is low, the current through the
TEC element is reversed and cools the laser. Analogue to Equation 4.34, the cooling
resistance for option 1 can be expressed by

1 1
Rc1 - RA,L + §Rw + RTEC + §Rw + RBP (435)

where R4, and Rp, refer to the on-resistances of the n-channel and p-channel
MOS-FETs of the drivers A and B, respectively.

For option 2, two additional MOS-FET Totem Pole (TP) output structures A and
B are introduced in order to drive the TEC element. The overall resistances for
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Figure 4.26: Advanced laser temperature output structure (option 2).
heating and cooling can be written as
1 1
Rh2 = RTPAP + iRw + RTEC + iRw + RTPBn (436)
and 1 1
R, = RTPAn + iRw + Rrec + iRw + RTPB,, (4.37)

where Rrp Ap and Rppy refer to the on-resistances of the p-channel and n-channel
MOSFETs of the totem poles A and B in case of heating, while Ryp 4, and RTPB,, are
the on-resistances of the n-channel and p-channel MOSFETs of totem poles A and B
in case of cooling.

Figure 4.27 shows calculations of the overall power consumption of the output struc-
tures (upper plot, dashed lines), the electrical power dissipation in the TEC element
(upper plot, solid lines) and the power efficiency (lower plot) for output structure
option 1 (blue) and option 2 (green). The resistances of wires and connectors are
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Figure 4.27: Laser temperature output structure power consumption and efficiency.

neglected for these calculations? For option 1, the selected dual MOSFET driver!?,
operated at Vg, = 5V, limits the electrical power at the TEC element to approx-
imately 740 mW with an efficiency of 50 % (Rrpc=8.52). The additional MOSFET
totem poles in option 2 have lower on-resistances'' which increase the maximal elec-

trical power at the TEC and improve efficiency of the overall circuit. E.g. an electrical
TEC power of 1 W can be realized with a TEC resistance of Rrpo = 24.4€) and with

an efficiency of 98.85 %.

°The wire and connector resistances are much smaller than Rrgc. E.g. 0.25Q/m obtained from
datasheet for a space-qualified GORE wire or < 0.01 2 obtained from datasheet for a LEMO 00

series connector.

"YE.g. Ra,,Rp,—4.5Q and Ra,,Rp,—4Q obtained from datasheet for Micrel MIC4424 dual

MOSFET driver.

11E.g. RTPAP,RTpAn:0.219Q obtained from datasheet for a p-channel MOSFET 2SJ1A06 and

Rrp,, , Rrpg, =0.064 2 obtained from datasheet for a n-channel MOSFET 25K4219.
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Table 4.1: Parameters of the laser temperature measure-
ment.

Temperature Ryrc Vinre Vabpc

(°C) (€) (V) (V)
Lower limit  31.4 7875 2.67 5
Nominal 35.2 6859 2.50 2.5
Upper limit  38.9 6010 2.34 0

4.2.1.4 Temperature Measurement

The temperature of the laser diode is measured with an NTC resistor. The thermistor
is thermally coupled to the laser diode and part of a Wheatstone bridge. The voltage
difference of the bridge is buffered, scaled and offset by a non-inverting amplifier. The
output signal is quantized by an ADC whose resolution is the limiting factor for the
accuracy of the laser temperature control loop.

The low range current sink of the laser current generator discussed in Section 4.2.2.3
has a full-scale range of 1.953 uA. This is equivalent to a laser temperature interval
of 0.0195K*2 (0.0252K)!®. The resolution of the high range current sink is set to
half of the low range full-scale in order to avoid missing output currents due to part
imperfections (see Section 4.2.2).

Therefore, laser temperature changes greater or equal to half of the low range full-
scale require an adaption of the high range current sink in order to keep the output
wavelength tuned to the fine structure transition 5281/2—> 52P1/2 (see Figure 2.1).
This process would lead to hysteresis effects at the laser output current and would
result in additional noise of the laser carrier frequency. Consequently, the temperature
control loop should be designed to keep the laser temperature within half of the
low range current sink full-scale and, respectively, within the temperature range of
0.0098 K (0.0126 K) in order to avoid hysteresis noise.

Additionally, the measurement should cover all temperatures which are paired to
the laser injection current operating range of 1.5 to 2mA. The experimentally deter-
mined temperature-current pairs for a constant wavelength of A\paspr = 794.979 nm

!2The wavelength tuning over current coefficient of 0.6 nm/mA and the wavelength tuning over
temperature coeflicient of 0.06 nm /K result in a temperature over current coefficient of 10 K/mA.
Values are obtained from ULM photonics 795 nm single mode VCSEL diode datasheet, v4.

!3Parameters shown in braces are measured for the same laser diode. The displacement coefficient
of -2.99 uA /GHz and the temperature dependence of -25.96 GHz/K result in a temperature over
current coeflicient of 12.88 K/mA.
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Figure 4.28: Laser temperature measurement circuit with calculated values.

are 38.3°C at 1.5000mA, 35.2°C at 1.7500 mA and 32°C at 2.0000 mA. With a margin
of about 20 %, the lower and the upper limit of the measurement are set to 31.4°C
and 38.9°C, respectively.

With a temperature measurement range of 7.5 K and a 12bit ADC, the minimal
quantized temperature step of 0.00183 K is a fraction of 5.3 (6.9) of the target reso-
lution.

Table 4.1 shows the lower limit, the upper limit and the nominal temperature of
the laser temperature measurement with the corresponding NTC! resistances, the
voltages at the NTC resistor and the voltages at the ADC input. The nominal oper-
ating current of the laser diode is set to 1.75 mA which enables a balanced adjustment
range for the current sinks (see Section 4.2.2). The resistance of Ry, in Figure 4.28
has been selected equal to the NTC resistance at the nominal temperature of 35.2°C
(Ryre = 6859€2) which leads to the maximum temperature-to-voltage gain factor
of the measurement at this point [33]. Rs is set equal to Ryi,. The voltages Vg,
and Vyrc, at the NTC resistor which correspond to the lower and upper limit of the
temperature measurement range, respectively, can be calculated by

RNTCYy 4o
Vi = Ve 31.49C =267V 4.38
NTC " Riim + BRNTCYy or (4.38)
and
R o
Vnre, = Vy MCsorc 934y (4.39)

ef
Riin + RNTCy4 g0

14The NTC resistances refer to measured values of EPCOS B57550G103J.
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of the laser temperature measurement circuit
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Figure 4.29: Block diagram of the laser temperature control loop.

where V,..r is the supply voltage generated by a voltage reference for the Wheat-
stone bridge and for the ADC. Vyr¢, and V7, are mapped to Vape, = Vyer —
5V and Vape, = 0V, respectively, in order to fit the ADC input range. The required
amplification factor can be calculated by

Vapc, — Vabe,
A=
Vnre, — Vnre,

= 14.8. (4.40)

The amplification of the non-inverting amplifier is given by

R3
A=14 —— 4.41
With Vyre, = 2.67V mapped to Vapc,,,, = 0V the condition
Ry || Rs
Vi =Vief=——5—7 =267V 4.42
NTC, le [ Rs + R (4.42)
must be fulfilled, which leads to equations
B VNre,
R3=A Ry - ——= =474810Q) (4.43)
V;“ef
and
R
Ry =— — = 68811 (4.44)
1+ A(%ﬁu —1)

4.2.1.5 Controller

In Figure 4.30, the step response of the laser temperature control path in air (red) is
measured with a duty cycle step from 0.6875 to 0.8125. The upper plot shows that
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Figure 4.30: Step response of the laser temperature control path P(s) in air.

the laser temperature raises from approx. 31.7°C to 40.9°C within 1000s. In the
lower plot the digitized temperature in the FPGA (black) is normalized to obtain the
step response (blue) which is fitted by a second order exponential function (green).
The control path P(t) can be expressed as two-pole system in the time domain

P(t) =G1(1— e%) + Go(1 — e%) + const (4.45)

where G = —1.62 and Gg = —2.25 are the gain factors and 71 = 449s and 75 = 60s
are the time constants of the first and the second exponential function, respectively.
Figure 4.29 shows the block diagram of the simplified laser temperature control loop.
The transfer function of the control path in the s-domain, P(s), is given by

y(s) G1 Go
P pr— pr— 4.46
(5) u(s) mns+1 + T8+ 1 ( )
which can be rewritten as
P(s) = kp——"€ (4.47)

(s+d)(s+e)
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with
Gy -11+G1-1
kp =
T -T2

o— G1 + G
G2'7—1+G1'7—2 (448)
1 .

d=—
T1
1

e=—.
T2

For d =0, the transfer function of the closed control loop T(s) can be expressed as

y(s) _y'(s)  R(s)C(s)
T =3 = ) " TTR(ICE) (4.49)

P(s) can be ideally compensated by the controller

u(s) i (8~|—d)(s~|—e)‘

e(s) © s(s +c) (450)

with

B 1
kp-Tr

ke (4.51)

where 77 is the target time constant of the closed control loop without considering
limitation of the system parameters. With the transfer function C(s) in Equation 4.50,
the gain, the zero and the poles of the control path are compensated. An additional
integrator leads to a steady state error e, = 0. The transfer function in the z-domain

can be determined for the given parameters ¢, d, e, ko with bilinear transformation!®

which can be written as

boz? + b b
O(z) = ") . 22 ozt (4.52)
e(z) az® + a1z + ag
with!6
T 1

pT = [bg by bo] — | ~1.999876183413669 (4.53)

0.999876185007842

z—1

YThe bilinear transformation can be expressed by s = 2 £

where f; = 1/T refers to the sampling
frequency of the controller implementation.
16The coefficients are calculated with MathWorks Matlab in the double precision format.
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and

., |
ol = [ag @ ao} = | ~1.999977098612504 | . (4.54)
0.999977098612504

C(z) represents sufficiently the transfer function C(s) for fs/f_3 45 > 10 [50], where
fs refers to the sampling frequency of the digital controller implementation and f_54p5
to the corner frequency of the control loop. For a “resource-friendly” implementation,
the coefficients are approximated by functions of rounded powers of two, which can
be implemented as shifting operations in the FPGA. The rounded coefficients b, and
a, of the controller C,(z) can be expressed as

_ . -
T T 13
br = |:b2 by bo] = |—-2+42 (4.55)
1— 2—13
and
T T !
a, = |:(12 ap ao} = |-2+2715] . (4.56)
1—271

Figure 4.31 shows the frequency responses of the control path P(s) (black), of the
ideal controller C(z) (dashed green), of the implemented controller C,(z) (dashed
blue), of the ideal closed loop (solid green) and of the implemented closed loop (solid
blue). Ideally, the gain factor of the controller is —24.3 in order to enable a hypo-
thetical time constant of 7 = 1s of the closed control loop. The bandwidths of the
implemented controller and of the closed control loop are slightly higher since the
gain factor k, is realized by a negation and a shift function of 5 which is equal to 32.

4.2.2 Control Loop to Set Laser Current

The laser current control loop is established in order to set the injection current of the
VCSEL diode which in combination with the laser temperature directly influences the
output frequency. In Section 4.2.2.1, a general overview on the control loop design is
given. Section 4.2.2.2 and Section 4.2.2.3 discuss in detail the function blocks which
are part of the control unit.
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Figure 4.31: Bode diagram of the laser temperature control loop.

4.2.2.1 Overview

The laser current control loop sets the injection current of the VCSEL diode in or-
der to keep the output frequency equal to the frequency of the optical transition
5281/2—> 52P1/2 for a given laser operating temperature (see Figure 2.1). The used
constant current generator is designed to be sufficiently short-term constant on a
timescale of t <10min. The circuit design is discussed in detail in Section 4.2.2.3.
The source supplies the VCSEL diode and, additionally, three adjustable voltage con-
trolled current sinks in parallel via the same current node. Two of the current sinks set
the DC current through the laser diode. Here, the control voltages correspond to the
actuating variable of the laser current controller in the FPGA. The mapping process
of the actuating variable onto the two current sinks is outlined in Section 4.2.2.2. The
third current sink is driven by a sinusoidal reference signal which is provided by the
lock-in amplifier. It enables FM spectroscopy which is used to stabilize the VCSEL
carrier frequency onto the spectral feature (see Figure 4.33). The lock-in amplifier
implementation is identical to the Zeeman control loop but operates at a different
reference frequency f,.f, ~11160.7Hz (see Section 4.1.5). Consequently, the output
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Figure 4.32: Block diagram of the laser current control loop.
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Figure 4.33: Laser frequency spectrum derived by current sweep.

current of the adjustable current generator is actually a superposition of a DC and

an AC component. The subsequent signal path is similar to the one of the magnetic
field control loop discussed in Section 4.1.

Figure 4.33 shows the in-phase (red) and quadrature-phase (blue) outputs of the
lock-in amplifier for a laser current sweep with enabled FM spectroscopy. The fine

structure transition frequency vgg is probed by the laser carrier frequency frasgr
and the microwave sidebands fraspr £ n fyw (n =1, 2, ...).

The parameters for the FM spectroscopy (deviation frequency, modulation index

and phase of the reference signal) are different compared to the control loop for the
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Figure 4.34: Mapping of the actuating variable onto two DAC words.

magnetic field measurement (f,.r, << linewidth of spectral feature). Therefore, the
demodulation outputs of the lock-in amplifier have to be interpreted differently (see
Section 3.1). The in-phase signal (red), or cosine component, is then proportional to
the first derivative of the absorption profile while the quadrature-phase signal (blue),
or sine component, is related to its second derivative [51]. In consequence, the zero
crossing, which is important to track changes of the laser frequency, occurs in the
in-phase signal [51] at the zero frequency offset in Figure 4.33.

As shown in Figure 4.32, it is fed to the laser current controller as feedback signal.
The controller is identical to the implementation discussed for the Zeeman control
loop. Typically, the bandwidth of the laser current controller is set 10 times larger
than the bandwidth of the Zeeman control loop in order to reduce noise of the constant
current source in the frequency range of the magnetic field measurement.

4.2.2.2 Mapping of Actuating Variable

The combination of a high range and a low range current sink enables a wide adjust-
ment range of the DC injection current with high resolution. In principle, the digital
words of the high and low range DACs correspond to the actuating variable of the
laser current controller. The least significant current step of the high range current
sink is set to half of the full range of the low range current sink. This overlap avoids
missing analogue current outputs due to part tolerances.

In Figure 4.34, the actuating variable is scaled to one (I). The digital input word
for the high range DAC is defined by the ratio of the high range and the low range.
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For instance, with a sink ratio of 2% as implemented in Figure 4.35 only the Q=9
most significant bits of the actuating variable are mapped to the high range DAC
while the rest of the high range bits is zero (II). The subsequent bits of the actuating
variable are mapped to the low range DAC (III). As discussed in Section 4.2.2.3, the
Most Significant Bits (MSB) of both, the high range and low range DAC word, are
set to one.

4.2.2.3 Current Generator

The constant current generator circuit in Figure 4.35 consists of three subunits, the
constant current source (shown in the upper third), the high range and low range
current sinks to adjust the DC injection current, the sink with sinusoidal output to
enable frequency modulation spectroscopy (shown in the center) and the protection
circuit (shown in the lower third).

The microwave oscillator in the current CDSM design requires a laser injection
current which refers to ground potential. This limits significantly possible options
for the design and implementation of a precise and long-term stable constant current
source. The selected circuit'” in Figure 4.35 consists of two inverting operational
amplifiers with an additional feedback loop from the circuit output to the inverting

input of IC la. With the condition

Ry =Ry — Ry (4.57)

the output current Ipc does not depend on the output voltage V4 and can be

expressed by
Ry

" Ri(Ry + Rrey)

where V. is the output of a voltage reference, e.g. 7V. In addition to the circuit

Ipc Vief (4.58)

in [33], two capacitors C; and Cy in the feedback loop of each inverting operational
amplifier sub-circuit slow down the current source and reduce significantly the current
noise. In a typical operation mode, the circuit sources the VCSEL diode and three
adjustable voltage-controlled current sinks in parallel via the same current node.
Each current sink operates similar and consists of a DAC, an operational amplifier,
an npn-transistor and a resistor. As an example, for the high range current sink, the
DAC output voltage Vy, is fed to the non-inverting input of the operational amplifier
IC 3a. The voltage adjusts the amplifier’s output and the current through the resistor
Rp in order to minimize the voltage difference between the amplifier inputs. The

Y"The constant current source is based on a design example in [33] page 797 f.
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Figure 4.35: Schematics of laser current generator.

current I through the resistor Ry, is defined by Ohm’s law and can be expressed for

ideal components as [33]

.
I = . (4.59)
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The nominal threshold voltage Vy, of the selected VCSEL diode!® is 1.8 V. A DAC
output voltage Vj, greater than the sum of threshold voltage Vi, and the forward
voltage V of the collector-base diode inherent in the transistor Tg, would lead to a
malfunction of the current sink. The operational amplifier in combination with the
conductive collector-base transition would turn the current sink into a source and
the resulting over-current could damage the VCSEL diode. The MSB is permanently
set to zero for the selected DAC with a full-scale range of 2.5 VY. This limits the
maximum possible output voltage to 1.25V without the need of additional analogue
components.

The resistors Ry and R; are selected to 2.5k and 640k(2, respectively, which
leads to an adjustment range of 0.5 mA for the injection current with a theoretically
minimum current step of 60 pA for a 16 bit DAC.

The operational amplifiers IC 4a and IC4b and the npn-transistors T 2a and T 2b
are implemented as dual parts on common dies. The electrical characteristics e.g.
possible temperature and long-term drifts match to high extend which keeps the
ratio between the high range and the low range current sink preserved.

For the low range and the sinusoidal current sink, the parasitic offset voltage of the
used operational amplifiers could lead to switching noise in the output current or to
harmonic distortion, respectively. Consequently, both digital DAC words are shifted
by a constant value whose output voltage is greater than the worst case offset voltage
considering operating temperature range and mission life time. This approach does
not reduce the output resolution and keeps the maximum output voltage below the
critical voltage sum of Vi, and Vy.

VCSEL diodes are sensitive to EMI and Electro-Static Discharge (ESD). Therefore,
an additional circuit is needed to protect the laser diode when it is unbiased and at
start-up (see Figure 4.35). In the unpowered mode, the monostable relays S1 and S 2
keep the output of the current generator open and terminate the VCSEL diode with
the resistor Rg to ground, respectively. At instrument start-up, the FPGA output
1 switches the relay S1 and connects the resistor Rs to the output of the current
generator. Transient processes of the generator are only seen by the dummy load Rs
and after some time the voltage V,o4e is settled within the operating range of the
VCSEL diode. Then, the FPGA output 2 and the relay S2 switch the VCSEL diode
parallel to R5. In steady state, the dummy load Rj is released by S1 and the VCSEL
diode is in operation mode. With this sequence, transients at start-up cannot harm

!8The nominal threshold voltage is obtained from the ULM photonics 795 nm single mode VCSEL
diode datasheet, v4.
19F g, Maxim MAX542 serial-input, voltage-output 16 bit DAC.
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the laser diode and only one relay needs to be powered permanently (S2).

4.3 Control Loop to Track Hyperfine Structure Transition

The microwave control loop is established to tune the microwave generator frequency
in order to cancel adverse systematic frequency shifts of the hyperfine structure tran-
sition 5281/2, F=1 mrp=0« 5281/2, F=2, mp=0 and to compensate long-term
drifts of the microwave generator. In Section 4.3.1, a general overview on the control
loop design is given. Section 4.3.2 discusses in detail the analogue output structure.

4.3.1 Overview

The hyperfine structure transition frequency rvgrg depends in second order on the
magnetic field (57.514kHz/mT?), the buffer gas pressure (2.94 Hz/Pa), the buffer gas
temperature (4.1 Hz/K for 4kPa) and the light intensity.

A mismatch Avgrg of the microwave generator frequency and the hyperfine struc-
ture transition frequency causes a pair of CPT resonances which are split by the
magnitude Avgpg instead of one single superposition (n =41, £2 or +3). In case of
Avgrs < Svcpr, where dvopr is the linewidth of the CPT resonance, this splitting
is not entirely resolved and thus observable as distorted, dispersive shaped signal. In
case of equal CPT resonance line strengths (n=—1and 1, n=—2 and 2 or n=—3 and
3) the point of zero crossing is identical to the case Avgpg=0. Therefore, a mismatch
would not affect the magnetic field measurement of the CDSM |[8]. Unfortunately,
the line strengths of single positive and negative numbered CP'T resonances are not
symmetric due to the influence of the optical pumping |22|. Hence, the systematic
error induced by the mismatch is not entirely cancelled.

The CPT resonance related to the hyperfine structure splitting transition can
be used as reference to tune the microwave generator frequency in order to reach
Avgrs =0 and thus achieve cancellation of the adverse systematic frequency shifts
induced by the buffer gas, the AC Stark effect [27] or the mismatch of Avgrg. Ad-
ditionally, the hyperfine structure transition control loop is capable to compensate
long-term drifts of the microwave generator. The required calibration period depends
on the stability of the microwave generator implementation.

The microwave generator is realized by a phase-locked loop which consists of a
voltage-controlled microwave oscillator and a fractional n-counter frequency divider.
The generator provides a constant radio frequency power level and a modulation
bandwidth up to 10 MHz. The time base for the microwave generator is an ad-



4 CONTROL UNIT DESIGN AND EVALUATION

67

Controller

Set point
v=0

Error signal

c(2)

Disturbance signal due to drifts of the 0-0 transition
or temperature and long-term drifts components in
the microwave control loop

Control Path

Actuating variable via
adjustable reference voltage

Feedback signal

P(2)
u

Lock-in amplifier

Quadrature-phase signal

Figure 4.36: Block diagram of the microwave control loop.
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Figure 4.37: Frequency spectrum of the hyperfine structure transition.

justable temperature-compensated crystal reference oscillator which is tuned via a

voltage input by the actuating variable of the microwave controller in Figure 4.1 and

Figure 4.36. A sinusoidal signal with the frequency f,.r, ~1905.5 Hz is superposed to

the actuating variable and enables an FM spectroscopy technique for stabilizing the

microwave oscillator. The analogue output structure which superposes and buffers
both signals is discussed in Section 4.3.2. The subsequent signal path and the in-
terpretation of the demodulation outputs of the lock-in amplifier are similar to the

magnetic field detection control loop in Section 4.1.

Figure 4.37 shows the in-phase and quadrature-phase signal of the lock-in amplifier
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for a reference oscillator output frequency sweep with enabled FM spectroscopy. The
hyperfine structure transition?® F=1, mp=0—F =2, mp =0 with the frequency
vigrs is probed by the microwave frequency f,,,, and the frequency modulation spec-
troscopy sidebands at multiples of f,.r,. The zero crossing appears in the quadrature-
phase output (blue) which is fed to the control unit as feedback signal (see Fig-
ure 4.36).

The controller is identical to the implementation for the Zeeman control loop.
Typically, the bandwidth of the microwave controller is set to 77 < 1s in order to
reduce a possible interference with the magnetic field measurement.

Ideally, the hyperfine structure transition is permanently tracked in order to com-
pensate the adverse systematic shifts mentioned above. However, the transition cor-
responds to n=0 in Equation 2.3 and the amplitude of its spectral feature experi-
ences the same dependence on the angle € between the magnetic field direction and
the optical axis of the sensor cell as the CPT resonances with n=+2 (see Equa-
tion 2.3. As consequence, the control loop cannot work reliable at wide angles (e.g.
70° <6 < 110°). For this alignment range a pre-recorded look-up table can adjust the
reference oscillator according to the measured sensor temperature and magnetic field
data. Another option is to apply periodically (e.g. for three seconds in every minute)
an artificial magnetic field in direction of the optical axis in order to increase the
strength of the CPT resonance n =0 and to calibrate the microwave generator to the
hyperfine structure transition.

The reference oscillator also serves as a time base for the signal processing in the
FPGA and, therefore, influences the magnetic field measurement which is derived
by the Breit-Rabi formula in Equation 2.1. Since the reference output frequency is
adjusted in order to compensate the buffer gas pressure, the buffer gas temperature,
the AC Stark light shift and the magnetic field dependences of the hyperfine structure
transition, a systematic error is introduced to the magnetic field measurement. For
instance, a reference oscillator with fy = 20 MHz, the influence of a magnetic field of
50 1T, a gas pressure of 4 kPa and a temperature change of 25 K cause accuracy errors
of the magnetic field measurement of 1pT, 86 pT and 1pT, respectively [29] [27].
These errors can be removed entirely by pre-determination of the gas pressure and
post-processing of the magnetic field and housekeeping data.
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Figure 4.38: Schematics of the V,..; output circuit with calculated values.

4.3.2 Analogue Output Circuit

The circuit shown in Figure 4.38 consists of two adjustable voltage sources realized by
two DACs?!, three operational amplifiers and 4 resistors. The output of the DAC volt-
age source Vpac, corresponds to the actuating variable of the microwave controller
while the sinusoidal DAC output Vpac, enables frequency modulation spectroscopy.
Both voltages are buffered, combined and scaled by two voltage followers and a non-

22

inverting summer“ in order to obtain the required adjustment voltage V,.; for the

reference oscillator. The voltage can be expressed by

Ry Rs3+ Ry Ry R3+ Ry

s N O B R . 4.60
Rs Ri+ Ry DACs + Rs Ri+ Ry DACpo ( )

V;“ef =

The upper input limit of the selected reference oscillator?? is
Vief, =3V . (4.61)

The signal Vpac, is digitally limited to and shifted by half of the DAC full-scale
output voltage Vpac/2 in order to avoid harmonics due to possible offset voltages
of the operational amplifiers IC1 and IC3. For the modulation frequency fref, =

2OThe hyperfine structure transition is also called 0-0 transition and is used for alkali-based optically
pumped atomic clocks.

2E.g. Maxim MAX542 serial-input, voltage-output 16 bit DAC.

*?The circuit is based on the design example in [52] page A-25.

?The adjustment voltage V,.; is limited to 0.3 and 3V for a power supply of 3.3 V. Values are
obtained from datasheet for the MtronPTI M611x series precision temperature-compensated
voltage-controlled crystal oscillator (TCVCXO).
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1905.5 Hz and the selected reference oscillator?*, the sinusoidal peak-peak component
Vs, of the reference voltage should be 0.0379V in order to achieve a modulation
index M = 0.5. This can be written as

_ Ry R3+ Ry Vpac
Srp Rs Ri+ Ro 2

= 0.0379V (4.62)

where Vpac = 2.5V refers to the full-scale output voltage of the DAC. With
Equations 4.60, 4.61 and 4.62, the DC component of the reference voltage can be

expressed as

v _&.R3+R4
bC = Ry "Ry + Ry

Furthermore, the condition

Vpac =2.9621V . (4.63)

Ri - Ry _ Rs3 - Ry
R1 + Ro _R3+R4

(4.64)

should be fulfilled in order to cancel the input bias current of the operational
amplifier IC 3 using the common-mode input voltage rejection technique [52]. With
a selected resistor Ry = 5k and Equations 4.62, 4.63 and 4.64, the resistors R1, Ra
and Rg can be defined as

v
Ry = 50 - Ry = 329.988 kN (4.65)
5 Vs
Ry=—-(14+—>) Ry =4.220kQ (4.66)
6 Vbe
Ry— — YPAC po5ka. (4.67)
Viet. — VDaAC

The resolution of the DAC which corresponds to the actuating variable sets the min-
imal frequency step possible to adjust microwave frequency to the hyperfine structure
transition frequency vgrg. For ideal components, digital zero and full-scale words
are mapped to V,.r = 0V and V,.y = 2.9621V, respectively. For the input limits
of the selected reference oscillator, this results in a minimum step of the microwave
frequency of 1.0676 Hz.

24The minimum frequency adjustment range of £9.2 ppm leads to a range of 62879 Hz for the hyper-
fine structure transition frequency vmrs. Values are obtained from datasheet for the MtronPTI
M611x series precision TCVCXO.
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4.4 Control Loop to Set Rubidium Temperature

The sensor temperature control loop is established in order to set the temperature of
the rubidium atoms in the sensor which significantly influences the strengths of CPT
resonances. In Section 4.4.1, a general overview on the control loop design is given.
Section 4.4.2 to Section 4.4.4 discuss in detail the function blocks which are part of
the control unit.

4.4.1 Overview

The strengths of the CP'T resonances depend, amongst other parameters, on the
vapour pressure of the rubidium atoms in the glass cell and, consequently, on the
temperature [27]. By increasing the temperature, more rubidium atoms are in the
gaseous phase and available for the interaction with the light field. The strengths
of CPT resonances increase while the FWHM narrows with the sensor tempera-
ture [15] [17] [23] [29]. Therefore, the noise density of the magnetic field detection
decreases but starts to increase again at a certain temperature when the optical thick-
ness effect gets dominant and reduces the CPT resonance line strength again [17]. For
a reliable operation of the CDSM the sensor cell temperature must be between 15°C
and 60°C. Hence, no temperature control is required for the operation at room tem-
perature (25°C). In case of too low environmental temperatures, which for instance
occur during space missions, a sensor temperature control loop is needed.

Similar to the laser temperature control loop, the temperature of the rubidium
atoms is set by a bi-directional PWM AC current through a bifilar heating coil around
the glass cell. The fundamental period of the PWM is synchronized to the modulation
frequency f,.p, of the FM spectroscopy which is used for the magnetic field detection
in order to minimize the interference of the AC heating current on the magnetic field
measurement. Section 4.4.2 outlines the synthesis process of the PWM heating signals
A and B. The output structures for the heating current are identical to option 2 in
Section 4.2.1.3.

The glass cell temperature is monitored by a non-magnetic Positive Temperature
Coefficient (PTC) resistor?® and quantized by an ADC. The measurement circuit is
discussed in Section 4.4.3. The quantized thermistor signal is fed to the controller
which calculates the required duty cycle to keep the actual temperature at the set tem-
perature. The design and implementation of the controller is given in Section 4.4.4.

*E.g. Heraeus Sensor Technology PT1000 C 420 B 25AgPd 15.
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Figure 4.39: Sensor temperature heating waveforms.

4.4.2 Synthesis of Duty Cycle

A common technique in order to reduce the influence of the heating current on the
magnetic field measurement to a large extent is the bifilar heating coil. Another
technique is the proper selection of the waveform of the heating current (see Fig-
ure 4.39). As discussed in Section 4.1.5, the lock-in amplifier used for the magnetic
field detection operates at the modulation frequency f,.z, of approx. 7102.3Hz (I).
The moving average filter and the entire magnetic field measurement has spectral
minima at frequency multiples of 2f,.f, (see Figure 4.17). A PWM of the heating
current with the fundamental frequency 2f,.r, (II) would have frequency components
identical to those spectral minima. Consequently, for an ideal implementation, the
heating current should not have an influence on the magnetic field measurement.

If the output structures are realized by discrete components, both p-channel and
both n-channel MOSFETs should be part of the same lot and thermally coupled.
With this design, the resistances for both signal paths match to a high extent and the
influence on the magnetic field measurement due to a parasitic DC field is minimized.

4.4.3 Temperature Measurement

The implementation for the sensor temperature measurement and quantization is sim-
ilar to the circuit discussed for the laser temperature control loop in Section 4.2.1.4.
The temperature of the sensor cell is measured with a PTC resistor which is magnet-
ically clean and sufficient linear over the required temperature measurement range of
-70°C to 80°C (see Table 1.2). The thermistor is thermally coupled to the rubidium-
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Table 4.2: Parameters of the sensor temperature measure-
ment.

Temperature Rpre Vpre Vpere

(°C) (€2) V) (V)
Lower limit -70 723 0.337 0
Nominal 20 1078 0.487 3.28
Upper limit 80 1309 0.579 5

Vier

T 0 Vianc
len RZ &I
10kQ 10kQ
+
——o0
R, \ Vaoc,y
Rerc ‘ Vinre

— +—
139530 1
Ry

7630

Figure 4.40: Sensor temperature measurement circuit.

filled glass cell and is part of a Wheatstone bridge whose voltage difference is buffered,
scaled and offset by the non-inverting operational amplifier circuit in Figure 4.40.

With a temperature measurement range of 150 K and a 12bit ADC, the digital
temperature resolution is 0.0366 K. This resolution is sufficient in order to fulfil the
temperature stabilization requirement of 1 K accuracy.

Table 4.2 shows the lower limit, the upper limit and the nominal set temperature
of the sensor temperature measurement with the corresponding PTC resistances,
the voltages at the PTC resistor and the voltages at the ADC input. The nominal
operating temperature of the sensor cell is set to 20°C. The resistances of Ry;;, and
Rz in Figure 4.40 have been selected to 10kS2 in order to limit the self-heating of the
thermistor. The voltages Vprc, and Vpre, at the PTC resistor correspond to the
lower and upper limit of the temperature measurement range, respectively, and can
be calculated by

Rprce o0

=0.337V 4.68
I Riin + Rpre 00 (4.68)

Vere, =V;
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Figure 4.41: Block diagram of the sensor temperature control loop.
and
Rprogpee
Vere, = Vi =0.579V (4.69)

S Riin + Rpreggoc

where V.. refers to the reference voltage of the Wheatstone bridge and the ADC.
Vpre, and Vpre, are mapped to Vape, = 0V and Vapce, = Vieer = 5V, respec-
tively, in order to fit the ADC input range. The required amplification factor can be
calculated by

Vapce, — Vabe,
A=
Vere, — Vere,

=20.7. (4.70)

The amplification of the non-inverting amplifier circuit is given by Equation 4.41.
With the condition

Ry || R3
V =Vier———————=0.337TV 4.71
PTC, le [ Rs + R ( )
Rs and Ry can be calculated to
_ Vpre,
R3=A-Ry ——2 =13953Q (4.72)
Wef
and
R
Ry = 3 = 7639). (4.73)

o V
1+A(%jh—1)
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Figure 4.42: Step response of the sensor temperature control path.

4.4.4 Controller

Figure 4.41 shows the block diagram of the simplified sensor temperature control loop.
The design and implementation of the sensor temperature controller is similar to the
process outlined for the laser temperature controller in Section 4.2.1.5. In Figure 4.42,
the step response of the sensor temperature control path in air is measured with a
manual duty cycle step from 0 to 1. In the upper plot, the sensor temperature
raises from approx. 29.8°C to 67.0°C within 1000s. In the lower plot, the measured
temperature in the FPGA is normalized to obtain the step response (blue) which is
fitted by a second order exponential function. The response of the two-pole system can
be expressed in the time domain by Equation 4.45 with the gain factors G; = 0.081
and Go = 0.187 and the time constants 71 = 672s and 7o = 143 s, respectively. The
transfer function in the s-domain, P(s), is given by Equation 4.48 and can be ideally
compensated by a controller C(s) with the structure as outlined in Equation 4.50.
The transfer function of the controller R(s) compensates the gain, the zero and the
poles of the control path. Additionally, an integrator leads to a steady state error
€s = 0. The transfer function in the z-domain, R(z), can be determined with bilinear
transformation. Identical to Equation 4.52, it can be expressed by
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b222 + blz + bo

C(z) = kp - 4.74
(2) B 0022 ¥ aiz + ag (4.74)
with26
., 1
bl = [bg by bo] = | -1.999944419346114 (4.75)
0.999944419793047
and
. 1
ol = |:a2 a ao} — | ~1.999987202973020 | . (4.76)

0.999987202973020

For a “resource-friendly” implementation, the coefficients are approximated by func-
tions of rounded powers of two, which can be implemented as shifting operations in
the FPGA. The rounded coefficients b, and a, can be expressed as

1

. T
bl = [bg by bo] — | 2401 (4.77)
1—271
and
T T !
a, = |:(12 a1 ao} = |-2+4+2716| . (4.78)
1— 2—16

Figure 4.43 shows the frequency responses of the control path P(s) (black), the
ideal controller C(s) (dashed green) and implemented controller C,(z) (dashed blue)
as well as of the ideal closed loop T(s) (solid green) and implemented closed loop
T, (s) (solid blue). Ideally, the gain factor of the controller is 700.2 in order to enable
a hypothetical time constant of 7 = 1s of the closed control loop. The bandwidths
of the implemented controller and closed control loop are slightly lower since the gain
factor k, is realized by a shift function of 9 which is equal to 512.

26The coefficients are calculated with MathWorks Matlab in the double precision format.
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Figure 4.43: Bode diagram of the sensor temperature control loop.



5 Instrument Performance

The resource requirements of the existing prototype and for a power supply optimized
implementation are outlined in Section 5.1. The key performance parameters of
the CDSM prototype such as the accuracy, the characteristics of the power spectral
density of detection noise, the temperature dependence and the dynamic range are
discussed in Section 5.2.

5.1 Required Resources

The prototype of the CDSM shown in Figure 4.2 has been developed as EM for the
Chinese low Earth orbit mission EMS, which will be launched in 2016. Table 5.1
shows the required mass and power consumption of the EM design for two different
power supply configurations.

In columns denoted by Prototype, the values for mass and power in air and vacuum
are measured using the existing prototype and are based on the power interface of
+12V and 5V defined for the EMS mission. The interface is determined by the Chi-
nese power supply system and available DC/DC converters. Nominal overall power
consumption in air and vacuum are 5267 mW and 3498 mW, respectively. Significant
power loss occurs in the line regulators. The instrument mass of 774 g includes a five
meter long harness which connects the mixed signal electronics board and the sensor
unit.

For columns denoted by Optimized instrument, the measured current consumptions
of single components and functional blocks are re-calculated for a power supply inter-
face of £5V, 3.3V and 1.2V and take corresponding datasheets into account. The
calculations show that an optimized instrument interface can significantly reduce the
nominal overall power consumption to 2515 mW in air and 1427 mW in vacuum.
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Table 5.1: Resources measured for EMS and estimated for optimized interface.

EMS /Prototype Optimized instrument ®
Mass Power Power Power Power
air vacuum air vacuum
(g)  (mW) (mW) (mW)  (mW)
Mixed signal electronics board 320
Control unit 2061 2061 956 956
Microwave unit 836 836 309 309
Laser unit 90
Laser temperature control ¢ 1575 ¢ 4034 455 ¢ 123 ¢
Sensor unit 278
Sensor temperature control /
(optional) 7959 1989 7959 39"
Harness * 86
Overall 774 5267 3498 2515 1427

“ Measured and based on power interface defined for the EMS mission: +12V, 5V.

b EMS design re-calculated for optimized power supply: 5V, 3.3V, 1.2V.

¢ Nominal EMS instrument box temperature and laser operating temperature are 0°C and
35°C, respectively.

4 Power-to-temperature coefficients of the current laser unit measured for air (45 mW/K)
and vacuum (11.5 mW /K) are linearized and averaged.

¢ Power-to-temperature coefficients for a miniaturized laser unit in air (13 mW/K) and
vacuum (3.5 mW /K) are derived from thermal simulations.

f Nominal EMS boom interface temperature and sensor operating temperature are 0°C
and 30°C, respectively.

9 Power-to-temperature coefficients of the current sensor design measured for air
(26.5 mW /K) and vacuum (6.6 mW /K) are linearized.

h Power-to-temperature coefficient for a miniaturized and Multi-Layer Insulation (MLI)
covered sensor unit in vacuum (1.3 mW/K) is derived from thermal simulations.

* Calculated for five meter long harness consisting of two fibres (1.6 g/m) as well as two
twisted pair cables (7 g/m) for optional sensor temperature control.

5.2 Measurement Characteristics

The instrument accuracy was experimentally compared to a geomagnetic standard®
based on the Overhauser effect at the Conrad Observatory of the Central Institute for
Meteorology and Geodynamics, Austria. In Figure 5.1, the magnetic flux densities

!The GEM GSM-90 is a high sensitivity Overhauser effect magnetometer and a secondary standard
for measurement of the Earth’s magnetic field.
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Figure 5.1: Accuracy of magnetic field measurement.

shown were derived by tracking the resonance superposition n==42 (blue) and by
a simultaneous measurement with the observatory standard (black). For scientific
space missions such as EMS, an absolute error of the magnetic field measurement
of less than 0.2nT is required. The CDSM is expected to meet this goal. However,
the measurement shows a constant difference of approximately 5nT compared to the
reference magnetometer. This can be explained by the spatial separation of the two
magnetometers of about 150m and the residual stray field of an already identified
sensor component.

Figure 5.2 discusses the frequency characteristics of the CDSM prototype. The
blue coloured power spectral density was derived from measurement of the Earth’s
field based on the resonance superposition n —=+2 shown in Figure 5.1. The selected
corner frequency of approximately 1 Hz and the measured power spectral density of
approximately 70pT/ vV Hz of the CDSM prototype can be clearly separated from the
influence of the Earth’s magnetic field.

All subsequent measurements were carried out with the sensor unit located in a
three-layer p-metal cylindrical shielding can? which in combination with a single coil
system?® for artificial fields leads to a minimum inhomogeneity of 80 nT/m in a cube
with side length of 0.05 meters.

In principle, the CDSM should not have a 1/f noise characteristic for frequencies

2The p-metal cylindric shielding can has a height of 1m and a diameter of 0.5 m.
3The system has a coil factor of approx. 1.25nT/mA.
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Figure 5.2: Power spectral density of the magnetic field detection noise.

below the selected corner frequency of the instrument. Figure 5.2 also shows the
power spectral density of a noise measurement carried out in the shielding can at
a constant applied field of approximately 2500 nT and a chosen corner frequency of
approximately 3 Hz (black). The power spectral density of approximately 60 pT /v Hz
increases below 10~! Hz which cannot be separated from the temperature drift of the
permeability of the p-metal shielding can or the noise of the constant current source
which was needed to drive the artificial field.

At the current stage of development, the power spectral density of the CDSM pro-
totype varies between 40 and 80pT/ V' Hz which needs to be further investigated.
However, this is sufficient for scientific space missions where the main purpose of the
scalar magnetometer is to improve the long-term stability of the vector magnetome-
ters.

In Figure 5.3, the influence of the sensor temperature on the detected magnetic flux
density was measured for two different instrument configurations. The microwave
control loop can compensate drifts of the microwave generator and systematic errors
of the transition frequency caused by the magnetic field, the gas pressure, the gas
temperature and the AC Stark light shift. The temperature dependence of 368 pT /K
in a non-tracking microwave generator configuration (black) can be reduced to less
than 7pT/K for a measurement with an active hyperfine structure control loop (blue).
The remaining drift cannot be distinguished from drifts of the shielding can or the
constant current source which was used to drive the artificial field.
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Figure 5.3: Sensor temperature dependence of the magnetic field measurement.
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Figure 5.4: Demonstration of the low field performance.

The dynamic range of the CDSM with no change of the hardware configuration is
demonstrated in Figure 5.2 and Figure 5.4. In principle, the CDSM is expected to
detect magnetic flux densities from the measured value of 25 nT up to an extrapolated
value of 1 mT [15] with identical performance [14] [15]. Figure 5.4 shows a rectangular
AC field of 1.5nT),, which can be detected on a 25nT DC field. The upper limit could
not be verified experimentally due to limitations in the test equipment. However, the
noise measurements in Figure 5.2 show that similar performances can be achieved for
magnetic flux densities of approximately 2500 nT and 48400 nT.



6 Conclusion and Outlook

In total five control loops were identified as necessary for a reliable implementation of
the CDSM principle and subsequently designed. All identified control loops were im-
plemented in a single Printed Circuit Board (PCB) in order to enable measurements
outside of the laboratory environment, e.g. absolute measurements at a geomag-
netic observatory. Furthermore, the control unit is entirely implementable with space
grade components and compliant with the resource and interface requirements of the
Electro-Magnetic Satellite (EMS) mission. The Chinese low Earth orbit EMS mission
is the first flight opportunity for the CDSM aboard a spacecraft. This development is
equivalent to raising the Technology Readiness Level (TRL) of the CDSM instrument
for the EMS mission from 1 (basic principles observed and reported) to 5 (component
and/or breadboard validation in relevant environment).

The accuracy of the CDSM prototype was experimentally compared to a geomag-
netic observatory standard (see Figure 5.1). In a first measurement, a constant dif-
ference of 5n'T was observed. This can be explained by the spatial separation of
the two magnetometers and the residual stray field of an already identified sensor
component. The measured power spectral densities of 40 to 80pT/ VHz shown in
Figure 5.2 do not depend on the instrument bandwidth. The noise performance
is sufficient for scientific space missions such as EMS, where the main purpose of
the scalar magnetometer is the calibration of the low AC measurement range of the
fluxgate magnetometers. As shown in Figure 5.3, the magnetic field measurement
depends on the sensor temperature with less than 7pT /K. The remaining drift can-
not be distinguished from the temperature drifts of the p-metal can, the coil system
or the constant current source which were needed for shielding and for driving the
artificial field. The magnetic field measurement was demonstrated for a magnetic
flux density of 25nT (see Figure 5.4) and the dynamic range spans up to a calculated
value of 1 mT with identical performance.

The instrument has a mass of 774g. The measured high power consumptions of
5267 mW in air and 3498 mW in vacuum are caused by the power interface require-
ments which are defined for the EMS mission. For an identical hardware but with an
optimized power interface, the calculated power consumption is 2515 mW in air and
1427 mW in vacuum (see Table 5.1).



Upcoming development and evaluation steps include replacing the magnetic parts
of the current sensor unit, characterizing the CDSM sensor location at the observatory
with a reference magnetometer and carrying out further accuracy tests. Two CDSM
sensor units will be mounted close together for a further test; the sensors should
not interfere with each other due to the all optical sensor design. This will give
information on the accuracy and reproducibility of the CDSM measurements.

Additionally, a set of qualification tests will be carried out by the end of 2013. For
the sensor unit this includes a sine and random vibration test, a Thermal-Vacuum
(TV) test in the operating temperature range of —170°C to +60°C and a survival
temperature test down to —196°C. For the electronics board and the laser unit which
includes the laser, the coupler and the mounting frame, a sine and random vibration
test and a TV test in the operating temperature range of —20°C to +50°C will be
carried out. The noise and accuracy of the instrument will be tested at magnetic flux
densities below 100nT. The instrument will be calibrated at the Conrad Observatory
of the Central Institute for Meteorology and Geodynamics in Austria and at the
Technische Universitdt Braunschweig (TUB) in Germany. Furthermore, the sensor
unit will undergo electron irradiation tests at Graz University of Technology and at the
Physikalisch-Technische Bundesanstalt (PTB) Braunschweig in Germany. These tests
will evaluate the readiness of the CDSM instrument for the EMS and in particular
for the JUpiter ICy Moon Explorer (JUICE) mission.
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