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Abstract

In this thesis, a drift-di�usion model is developed to simulate the charge

carrier transport in organic/inorganic hybrid solar cells and organic thin

�lm transistors. Non-ohmic boundary conditions at the electrodes, i.e.,

thermionic emission, tunneling and interface recombination currents are taken

into account. The resulting system of equations, including the charge carrier

transport and the Poisson equation, is solved iteratively using an implicit

time integration.

As a result of the simulation of hybrid solar cells, it is possible to iden-

tify the morphology and the energy alignment of the transport levels of the

organic and inorganic phase as e�ciency limiting factors.

Concerning the simulations of organic �eld-e�ect transistors, the in�uence

of the charge carrier injection barrier, the temperature and channel-length

on the contact resistance and, therefore, on the device characteristics, is

investigated. Furthermore, the in�uence of space charge layers and dipoles

is studied. An excellent agreement between simulation and experiment is

found.
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Kurzfassung

Ziel dieser Arbeit ist es, ein Modell zur Simulation des Ladungsträgertrans-

portes in organisch/anorganischen Hybridsolarzellen und organischen Dün-

n�lmtranistoren zu entwickeln. Es werden nicht-ohmsche Randbedingun-

gen an den Kontakten, zur Implementierung von thermionischer Emissions-

, Tunnel- und Interfacerekombinationsströmen als Injektionsmechanismen

eingeführt. Das resultierende System bestehend aus der Ladungsträgertransport-

und Poissongleichung, wird iterativ mithilfe eines impliziten Zeitschrittver-

fahrens gelöst.

Die Simulation von Hybridsolarzellen ermöglicht, die Morphologie und die

energetische Lage der Transportniveaus der organischen und anorganischen

Phasen als e�zienzlimitierende Faktoren zu bestimmen.

Bei der Simulation von organischen Dünn�lmtransistoren wird die Ab-

hängigkeit des Kontaktwiderstandes und somit der Kennlinien von der In-

jektionsbarriere, Temperatur und Kanallänge untersucht. Weiters wird der

Ein�uss von Raumladungen und Dipolen erforscht und mit experimentellen

Ergebnissen verglichen. Dabei wird sehr gute Übereinstimmung erzielt.

xiii





Contents

I Organic Solar Cells 5

1 Impact of energy alignment and morphology on the e�ciency

in inorganic-organic hybrid solar cells 7

1.1 Preamble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4 The Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.5 Results and discussions . . . . . . . . . . . . . . . . . . . . . . 16

1.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

II Organic Field-E�ect Transistors 37

2 Relation between injection barrier and contact resistance in

top-contact organic thin-�lm transistors 39

2.1 Preamble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.2 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.3 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.4 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.5 Results and discussions . . . . . . . . . . . . . . . . . . . . . . 48

2.5.1 Dependence of the contact resistance on the injection

barrier . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.5.2 Temperature dependence of the contact resistance . . . 59

2.5.3 Transmission/transfer line method revisited . . . . . . 63

2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

xv



2.7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

2.7.1 Con�ned Contacts in Top-Contact OTFTs . . . . . . . 69

2.7.2 Contact resistance for di�erent points of operation . . . 69

2.7.3 Steady-state potential distribution in the saturation

regime . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

2.7.4 Interdependence of Rc and Rchannel . . . . . . . . . . . 70

3 Surface Proton Transfer Doping 73

3.1 Preamble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.2 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.3 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . 77

3.4.1 Varying the thickness of the oxide layer . . . . . . . . . 77

3.4.2 Results of drift-di�usion based device simulations . . . 85

3.4.3 Dedoping by ammonia and bulk doping using hydrochlo-

ric acid . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

3.4.4 Acid-base reactions in TIPS-pentacene based devices . 90

3.4.5 The suggested mechanism for surface proton transfer

doping in pentacene based OTFTs . . . . . . . . . . . 92

3.4.6 Establishing equilibrium and the role of ambient light . 93

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

3.6 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

3.7 Supporting information . . . . . . . . . . . . . . . . . . . . . . 99

References 119

xvi



Introduction

One of the greatest inventions at the beginning of the 20th century were elec-

tronic devices based on semiconducting materials. Since that time, highly

sophisticated building blocks devices and production techniques concerning

applicability, performance and integration density have been developed [1].

Some important devices are �eld-e�ect transistor, bipolar transistors, diodes,

photodiodes, light-emitting diodes and solar cells [2]. The biggest disadvan-

tage of using conventional inorganic semiconductors like silicon or gallium

arsenide is the high energy consumption during production and processing

[3]. And in a time where natural resources like coal, oil and gas become rare

and, therefore, expensive, there is a need for alternative, economical pro-

duction and processing techniques. Furthermore, carbon dioxide emission

induced global warming leads to further big problems to society [4].

On way out of this problem is the usage of organic semiconducting materi-

als, which have the advantage of low processing temperatures and, therefore,

low energy consumption, and the possibility of large area fabrication in a

cheap roll-to-roll process on a �exible substrate. But, state of the art organic

electronic devices have the disadvantages of having low e�ciencies, bad re-

producibilities and high chemical degradation rates. Latter can be avoided

or at least delayed by encapsulation of the active parts. Today's only elec-

tronic devices with marketability are organic light emitting diodes which are

used in modern displays. But these organic light emitting diodes have the

disadvantage of requiring process steps that make them extremely expensive.

It is part of this work to investigate the e�ciency and performance lim-

iting factors in organic solar cells and organic thin �lm transistors (OTFTs).
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Therefore, a model based on a drift-di�usion approach has been developed

to describe the physically relevant properties.

The �rst part of this thesis deals with the simulation of organic/inor-

ganic hybrid solar cells which has been performed in collaboration with the

"Christian Doppler Laboratory of Nanocomposite Solar Cells". Here, a work

which is published in Organic Electronics in 2010 [5] is presented. In general,

nanocomposite hybrid solar cells are produced by spin-coating, spray casting

or doctor knife blading of a precursor solution on a substrate. The substrate

consists of glass which is sputtered with indium tin oxide, which is a trans-

parent and conductive material and serves as anode. The precursor solution

consists of the dissolved organic (polymer) and inorganic phases. After a

thermal conversion step, the inorganic components form nanoparticles which

tend to agglomerate. The last step is to evaporate the low-workfunction

top electrode (cathode) which is mostly aluminum. This sophisticated, very

simple, production processes can easily be translated into an industrial roll-

to-roll process, leading to low cost solar cells. But, unfortunately, at the

moment with a low e�ciency. To improve the e�ciency it is, therefore, cru-

cial to understand what limits the performance.

Apart from chemical aspects like the choice and purity and absorption

properties of the materials used, it is shown in the presented work that the

e�ciency is also strongly a�ected by the morphology and the alignment of

the transport levels of the organic and inorganic phase.

The second part is dedicated to OTFTs. Basically, state of the art

OTFTs cannot compete with their inorganic counterparts in terms of switch-

ing speed or integration density but, in future, they could play a major role in

smart cheap applications like chemical sensors, radio-frequency identi�cation-

chips (RFID) or to switch organic light emitting diodes in a display. Latter

has the big advantage that the same production processes, e.g., ink-jet print-

ing or stamping, can be applied to the whole active part of a display, which

would lead to an enormous cost reduction.

There exists a huge variety of di�erent device layouts of organic �eld-e�ect

transistors but, here, we will concentrate on the top-contact bottom-gate

type. This work has been supported by the Austrian Nanoinitiative (FFG)
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through the NILsimtos project as part of the NILaustria cluster. In the pro-

gram, non-ohmic boundary conditions are included with thermionic emission,

tunneling and interface recombination as charge carrier injection mechanisms.

Here, the charge carrier injection barrier, which is the di�erence between the

workfunction of the electrode and the corresponding transport-level, is the

parameter which describes the material dependent contact behaviour.

In the �rst chapter of the second part, a work which is published in Or-

ganic Electronics in 2012 [6] is presented. This work deals with the in�uence

of the charge carrier injection barrier, temperature and channel-length on the

contact resistance and, therefore, on the device characteristics. In terms of

switching speed, the charge carrier mobility has to be high and the channel-

length small. It is shown that contact resistance becomes dominant for high

charge carrier injection barriers and/or small channel-lengths. A dominant

contact resistance manifests in a reduction of the e�ective source-drain and

source-gate voltages which gives a lower limit for the operating voltages of

the device. This is a disadvantage for commercial use where operating volt-

ages are kept small to reduce size and power consumption. Therefore, the

charge carrier injection barrier has to be kept small in order to obtain a good

performance at small channel-lengths. This could be obtained for example

by adjusting the electrode material to the corresponding transport-level.

The last chapter deals with the in�uence of a certain self-assembled mono-

layer (SAM), which acts as acid between the active (pentacene) and dielectric

(SiO2) material on the device characteristics [7]. In the experiment, it was

observed that the SAM leads to a shift of the threshold-voltage of the device.

In the simulation, a space charge and/or interface dipole layer was placed

between the active layer and dielectric material and, additionally, charge

carrier trapping and detrapping was also included to describe the formation

of a hysteresis in the experiment.

As a simulation result, a space charge layer leads to a shift of the threshold-

voltage which is directly proportional to the thickness of the dielectric layer,

while a shift stemming from a dipole layer is independent of the thickness. To

explain the formation of a space charge, it is assumed that the SAM transfers

protons to the pentacene molecules which leads to free holes. The remaining

3



negative charges at the SAM are forming the space charge. This so-called

surface proton transfer doping mechanism has also been studied by quantum

chemical calculations.

Therefore, transfer-characteristics of OTFTs with SAMs have been mea-

sured and simulated for several thicknesses of the dielectric. The simulation

and experiment leads to an excellent agreement when assuming both, a space

charge and dipole layer.

Furthermore, it is shown that the shift of the threshold-voltage can be

reversed if the device is exposed to ammonia. This e�ect could be used

commercially to built-up an ammonia sensor.
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Part I

Organic Solar Cells
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Chapter 1

Impact of energy alignment and

morphology on the e�ciency in

inorganic-organic hybrid solar

cells

1.1 Preamble

The following work is published in Organic Electronics in 2010 [5] by M.

Gruber, B. A. Stickler, G. Trimmel, F. Schürrer and K. Zojer.

In this work, we calculated the e�ciencies according to the solar spec-

trum used (AM 1.5, 1000 Wm−2). We realized after publishing that the

solar spectrum used is wrongly labeled and in fact it was an AM 1.5 with

500 Wm−2. Therefore, the calculated e�ciencies have to be multiplied by a

factor of two. In this chapter this mistake is corrected.

1.2 Abstract

Carrier transport in hybrid inorganic-organic solar cells has been studied by

means of a two-dimensional drift-di�usion-based model including the gener-
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ation and motion of excitons. The devices consist of a polymer serving as

donor material and a semiconducting small-band gap inorganic component

as acceptor material. For the �rst time it is taken into account that, in strong

contrast to purely organic or inorganic cells, charge carriers can be generated

directly at the heterojunction (due to dissociation of the donor excitons) and

in the bulk of the acceptor material (due to band to band generation in the

inorganic material). The e�ciencies of devices were investigated dependent

on (i) the donor-acceptor interface geometry, (ii) the transport level o�sets

at the heterojunction, and (iii) the energy barriers formed at the contacts.

For each case, a detailed analysis of behavior is given. We demonstrate

that, depending on the particular scenario, each of these three factors can

be responsible for profoundly reduced e�ciencies and pronounced s-shaped

sections in the I-V curves. Moreover, we show that each of the investigated

factors may give rise to equally serious e�ciency losses. However, it is not

possible to identify a dominant e�ect. Depending on the particular com-

bination, the e�ciency can vary by two orders of magnitudes. In order to

avoid such losses, our theoretical assessment reveals that suitable material

combinations are required to form (i) ohmic contacts, (ii) preclude forma-

tion of isolated islands or nanoparticles during growth, and (iii) possess a

hole-blocking o�set in the transport levels at the heterojunction.

1.3 Introduction

Inorganic-organic hybrid solar cells (hsc) represent one of the currently per-

sued routes to produce low-cost solar cells. The introduction of an inorganic

component rather than an organic material promises a good control over the

morphology to arrive at an interdigited heterointerface, e.g., by incorporating

nanowires of ZnO or TiO2 [8, 9, 10, 11, 12, 13, 14, 15] as acceptor materi-

als. To combine these advantages with the desire to e�ciently harvest sun

light, the absorption spectra of the organic and inorganic phase are required

to cover the solar spectrum in a preferably complementary fashion. One

promising route to achieve this is to employ an organic material that covers
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the high-irradiance portion of the solar spectrum, i.e., visible light between

1.7−3.0 eV , and an inorganic component that absorbs in the long-wavelength

tail well below 1.7 eV . Suitable inorganic semiconductors are, e.g., CdSe ,

CdTe, and S2 [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26]. In hsc contain-

ing these materials, the organic and inorganic phase contribute di�erently to

charge carrier generation. Upon light absorption, excitons are formed in the

organic phase and need to di�use to the heterojunction interface within their

lifetime in order to dissociate into free charges. In the inorganic semiconduc-

tor, carriers are generated directly via band-to-band absorption throughout

the bulk. Therefore, the question arises to which extent these two strongly

di�ering generation mechanisms in�uence the e�ciency of such cells. In par-

ticular, the impact on e�ciency-related factors such as morphology, contact

materials, and transport level alignment requires detailed investigation.

Hybrid inorganic-organic heterojunctions can be prepared in several dis-

tinct types of morphologies: Besides bilayer structures, (i) nanoporous inor-

ganic templates in�ltrated with polymers and (ii) blends of organic polymers

co-deposited with inorganic (isotropic) nanoparticles or nanorods have been

prepared. A comprehensive overview can be found, e.g., in Refs. [9, 13]. Mor-

phologies in which the photoactive materials are segregated perpendicular to

the electrodes are particularly sought after, since this vertical alignment re-

duces shortenings and recombination [12, 8]; such structures were achieved

by co-deposition [18, 19, 20, 21, 22] or a template approach [8, 23, 24]. Com-

pared to hybrid bilayer structures, blend devices usually exhibit relatively

low open-circuit voltages and �ll factors, cf., e.g., Ref. [8].

Devices made of blends containing nanorods of high aspect ratios system-

atically outperform nanoparticle blends in terms of short circuit currents,

open circuit voltages, and higher e�ciencies [8, 21, 22]. The performance

of excitonic solar cells consisting either of hybrid blends/template structures

containing wide bandgap ors such as ZnO or TiO2 [8] or pure organic blends

(containing C60-derivatives or small molecules) [26] is strongly dependent on

the morphology. Previous studies related this e�ect to (i) an e�ective gen-

eration e�ciency [27, 28], (ii) the apparent length of the interface available

for exciton cleavage [8, 29, 30], (iii) the connectivity of transport paths [31],

9



and (iv) a change in the e�ective mobility [32]. Moreover, the occurrence of

an s-shaped I-V curve [8, 9, 33, 34, 35, 36, 37, 38, 39] has been linked to the

selectivity of the contact materials [33, 37, 38, 39, 36], and the alignment of

transport levels [36].

The optimization of the morphologies in purely excitonic solar cell targets

structure sizes being comparable to typical exciton di�usion lengths of ca.

15 nm [9]. The use of low-band gap inorganic materials can presumably

obliterate the need for such small inorganic domain sizes, since generation

due exciton migration is replaced by carrier generation in the bulk. Then,

large inorganic domains o�er the advantages of (i) providing e�cient carrier

generation due to bulk generation, (ii) a more e�cient carrier abstraction

at the contacts and, thus, less e�cient recombination due to higher intrinsic

mobilities, (iii) ensuring a better connectivity [17], and, (iv) presumably

leading to a higher average carrier mobility due to a signi�cantly reduced

number of interparticle hops [17].

The main aim of this work is to theoretically investigate the impact of

(i) cell morphology, (ii) transport level alignment, and (iii) choice of con-

tacts on the carrier transport and, consequently, the e�ciency of such hy-

brid inorganic-organic solar cells. Under consideration of the two charge

generation mechanisms, the abovementioned e�ects were cast into a two-

dimensional drift-di�usion model for both charge carrier and exciton trans-

port. Based on this model, current-density voltage (I-V) curves of the entire

device were simulated. The devices studied below consist of CuInS2 as proto-

typical acceptor and P3EBT (poly[3-(ethyl-4-butanoate)thiophene-2,5-diyl])

as donor material (Fig. 1.1(d)). From a theoretical point of view, the com-

bination of P3EBT with CuInS2 is particularly intriguing due to a vanishing

o�set between the hole transport levels. Such a level alignment cannot be

encountered in hsc based on wide-band gap semiconductors, such as ZnO and

TiO2. P3EBT can be of potential practical relevance due to an improved pro-

cessability in comparison to the archetypical P3HT (poly(3-hexylthiophene)).

After introducing the details of the model, we will investigate the impact

of the interface morphology on the carrier transport for selected heterojunc-

tion geometries. In a next step, the degeneracy in the hole transport levels

10



is lifted to point out the impact of transport level alignment. In a last series

of simulations, the dependence of the I-V curves and the power conversion

e�ciency on the nature of the imposed contacts is studied for the chosen

representative morphologies. Based on these simulations we will derive cri-

teria for material properties according to which major e�ciency losses can

be avoided.

1.4 The Model

To get a deeper understanding of the device behavior due to variations (i) of

the transport level o�sets between the donor and acceptor material and (ii)

their interface morphology, as well as the role of bulk vs. interface carrier

generation, a two-dimensional drift-di�usion model for the device simulation

is proposed. Such a two-dimensional model o�ers the possibility to regard

actual morphologies such as isolated particles or ideal, i.e., interdigitated

structures. Note that the feature size of the assumed interface geometries

must be su�ciently large (ca. 15-20 nm) in order to de�ne valid material pa-

rameters for the photoactive components as model input. Typical structure

sizes in nanocomposite hybrid inorganic-organic solar cells are 5-20 nm for

particle diameters, domain sizes, and nanorod diameters; nanorods of high

aspect ratio are ca. 50-100 nm long [9, 8]. Thus, it is possible to construct ar-

ti�cal interface geometries that represent limiting cases of real morphologies

and feature structure sizes known from actual heterojunctions.

In contrast to drift-di�usion models, microscopic simulations are able to

safely tackle morphologies with typical length scales below 15nm. However,

due to the extensive computational costs, most of the publications focus on

interface generation and recombination processes [27, 40, 41, 42]. Apart from

the pioneering works of Marsh et al. [27] and Meng et al. [41], subsequent

carrier transport is not evaluated at the same level of complexity. Rather,

it is either described by means of equivalent circuit models [42] or by one-

dimensional drift-di�usion models [32]. The former is not able to re�ect a

departure of the I-V curve from the ideal diode characteristic and the latter

11



cannot take into account the actual morphology. Given that the hybrid

inorganic-organic systems exhibit generation not only at the interface but

also throughout the bulk, models as proposed in Refs. [27, 41] are neither

computationally feasible nor are they suited to immediately interpret the

results in terms of relevant macroscopic transport parameters.

Charge transport equations: In a drift-di�usion model, the motion of the

charge carriers is caused by the electric �eld and carrier density gradients.

The resulting current density is carried by electrons and holes in their re-

spective transport levels. According to [43], the current density reads

J(x, y) = Jp(x, y) + Jn(x, y) (1.1)

with

Jn(p)(x, y) = qn[/p](x, y)µn(p)(x, y)En(p)(x, y)±Dn(p)(x, y)q∇n[/p](x, y).

(1.2)

Here, µn(p)(x, y) denotes the electron (hole) mobility, kB the Boltzmann con-

stant, T the temperature, and q the elementary charge (q > 0). Moreover,

n(x, y) and p(x, y) are the density distributions and En(p)(x, y) the gener-

alized electric �elds (for de�nition see below) for electrons and holes, re-

spectively. The electron (hole) di�usion constant is de�ned by the Einstein

relation:

Dn(p) = µn(p)(x, y)kBT/q. (1.3)

The current densities are coupled with the continuity equation for electrons

and holes

∂n[/p](x, y)

∂t
∓ 1

q
∇Jn(p)(x, y) = G(x, y)−R(x, y) (1.4)

where G(x, y) and R(x, y) are the charge carrier generation and recombina-

tion terms.

Generalized potentials: By de�ning a generalized potential Ψ̂n(p), the ac-

tual electrostatic potential Ψ and the �driving forces� excerted on the carrier

at the heterojunction can be cast into one quantity [44, 45]:

Ψ̂n(p)(x, y) = Ψ(x, y)−Θn(p)(x, y)/q. (1.5)
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Herein, the potential Ψ(x, y), resulting from the Poisson equation

∇[ε0εr(x, y)∇Ψ(x, y)] = q[n(x, y)− p(x, y)], (1.6)

is caused by the charges in the active layer and the e�ective applied voltage

V ; ε0 is the dielectric constant of vacuum and εr(x, y) the relative dielectric

constant. V is the di�erence of the external applied voltage and the built-in

voltage and by the boundary conditions at the non-conducting surfaces. The

additional terms Θn(p)(x, y) in Eq. (1.5) are the band parameters that are

associated to the spatial energetic alignment of the transport levels [44, 45].

In disordered materials, Θn(p)(x, y) is directly given by the relative spatial

alignment of the transport levels [44]. For convinience, we set the band pa-

rameters to zero in the organic donor (Θn(p) = 0) and to the transport level

o�sets in the inorganic acceptor (Θn = EC − LUMO; Θp = EV − HOMO).

Thus, the generalized potential multiplied by the charge of the carrier yields

the actual potential energy landscape in which the carrier traverses the de-

vice. Carrying out the spatial derivative of the generalized potential yields a

generalized electric �eld that was formally introduced in Eq. (1.2):

En(p)(x, y) = −∇Ψ̂n(p)(x, y). (1.7)

It consists of the true electric �eld across the device superimposed with an

additional term occurring solely at the interface. For abrupt heterojunctions,

this generalized electric �eld has no physical meaning due to the singularity

at the interface. However, once cast in the �nal form, the transport equa-

tions Eqs. (1.2,1.4) contain the generalized potential rather than its spatial

derivative [45]. The associated terms account for the �driving force acting�on

the carrier at the interface [44]; they penalize uphill and encourage downhill

motion by means of an exponential factor containing the potential di�erence.

Recombination rates: The recombination term in Eq. (1.4) is assumed

to be of Langevin type which reads

R(x, y) = γn(x, y)p(x, y) (1.8)

with γ = qµ/ε0εr and µ = min[µp, µn] [46, 47]. Note that this rate expres-

sion does not allow to explicitely discriminate between geminate pair and

nongeminate pair recombination.
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Generation rates and exciton motion: Assuming a Lambert-Beer type

absorption pro�le across the device, an absorption rate A(x, y) accounting for

the number of photons absorbed per second and volume can be introduced

as

A(x, y) =

∫ hc
Egap

0

Φ0(λ)
λα(λ)

hc
e−α(λ)xdλ. (1.9)

where α(λ) denotes the absorption coe�cient related to the organic and in-

organic species, c the speed of light, h the Planck constant, Egap the optical

bandgap, and Φ0(λ) the solar spectrum used (AM 1.5 with 500 Wm−2). In

this formulation, Eq. (1.9) yields the photon number as a function of the

material-dependent absorption and, in reasonable �rst approximation, the

morphology of the device. As we intend to focus on investigating the role of

the morphology for carrier transport, we will exclude additional morphology-

related e�ects that may originate from strongly spatially varying absorption

pro�les [48] by introducing the following simpli�cations: (i) α enters Eq.

(1.9) as a wavelength- and material-independent parameter and (ii) the op-

tical band gap Egap is treated as material-independent. This means that

both materials are considered to be capable of absorbing the same number

of photons per volume and time. Then, the actual number of photons ab-

sorbed anywhere in the device is only determined by Lambert Beer's law,

i.e., is solely dependent on the position of the considered volume element

with respect to the transparent electrode. The coe�cient α is set to the rep-

resentative value of 2× 107 m−1. With the help of the simpli�cations made

above, we are able to compare also materials whose the optical absorption is

not known quantitatively.

In the inorganic phase, light absorption leads directly to free charges. The

generation rate G(x, y) associated to this process is, thus, directly given by

G(x, y) = A(x, y) [49]. Within the organic phase, the absorbed photons give

rise to an exciton density distribution ex(x, y). Since excitons have no charge,

exciton migration, described by a �ux density Φex(x, y), is determined only

by di�usion:

Φex(x, y) = −kBTµex∇ex(x, y) (1.10)

with µex being the exciton mobility. The continuity equation contains an
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Table 1.1: Material parameters used in the device simulations

Donor: P3EBT HOMO/LUMO: -5.6 eV / -3.7 eV

Acceptor: CuInS2 EC/EV: -5.6 eV / -4.1 eV [51]

Relative dielectric constant: εr 3.0

Electron and hole mobility: µn = µp 10−8 m2/(Vs)

Exciton lifetime: τex 1 nm [52]

Exciton mobility: µex 3.86× 10−6 m2/(Vs)

Absorption coe�cient: α 2× 107 m−1

Optical bandgap: Egap 1.5 eV

Hole concentration at the anode: 1022 m−3

Electron concentration at the cathode: 1022 m−3

exciton generation rate Gex(x, y) = A(x, y) and has the form [50]

∂ex(x, y)

∂t
+

1

q
∇ (Φex(x, y)) =

Gex(x, y) +
1

4
R(x, y)−Rex(x, y)−G(x, y). (1.11)

Herein, an exciton recombination rate Rex is de�ned as

Rex(x, y) =
ex(x, y)

τex
(1.12)

where τex is the exciton lifetime. Carrier recombination R(x, y) (cf. Eq. (1.4))

can give rise to the formation of singlet excitons and, thus, increases the

exciton density. Thus, the fraction of R(x, y) yielding singlet states needs

to be considered in Eq. (1.11) and is taken here as 1/4. Excitons dissociate

into free charge carriers if they reach the organic-inorganic interface within

their lifetime, i.e., the charge carrier generation rate G(x, y) reads

G(x, y) =

0 , x, y within organic material
1

τdiss
ex(x, y) , x, y at organic− inorganic interface.

(1.13)

As a further simpli�cation of Eqs. (1.10,1.12), the parameters µex and τex
are set to �xed values. We chose the values to 3.86×10−6m2V −1s−1 and 1 ns
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[52], respectively, to arrive at a mean exciton di�usion length of 15 nm. The

values of all constants used in our simulations to describe exciton formation

and migration are summarized in Table 1.1.

The resulting coupled system of equations (Eqs. (1.2,1.4-1.6,1.10,1.11)) is

solved self-consistently on a two-dimensional mesh with variable grid spacing

by using the discretization of the current density equations according to

Scharfetter and Gummel [53].

Important device parameters of solar cells are the �ll factor (FF) and

the power conversion e�ciency (PCE) which are related to the open circuit

voltage Voc, the short circuit current density jsc, the voltage Vmpp, and the

current density jmpp at the maximum power point by

FF =
Vmppjmpp

Vocjsc

and

PCE =
Vmppjmpp

Pin

with Pin being the incident light power (1000 W/m2). All simulations were

carried out for room temperature.

1.5 Results and discussions

At �rst, we de�ne a model system that allows us to discriminate between the

e�ects arising from (i) the cell morphology, (ii) the choice of contacts, and

(iii) the transport level alignment. To prevent such e�ects to be obscured by a

possible dependence on additional material parameters, we will use identical

parameter values for the donor and acceptor phase whenever possible (see

below).

In order to implement representative model morphologies, one needs to

bear in mind that the shape of the interface between the organic donor and

the inorganic acceptor material in nanocomposite solar cells depends strongly

on the actual fabrication procedure, cf., e.g., [17, 18, 19, 20]. Such procedures

aiming at obtaining a continuous phase of the acceptor material [9, 17, 18, 19,

20]. However, there are often acceptor nanoparticles that are fully surrounded
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by the organic material [17, 18, 19, 20]. Varying the processing conditions

may give rise to many di�erent degrees of conglomeration [17, 18, 19, 20]. To

capture the in�uence of such di�erent interface morphologies, the following

interface geometries were assumed in the simulation.

(a)

(a) (b)

(c) (d)

Figure 1.1: Interface morphologies: (a) comblike structure, (b) single

nanoparticle structure, and (c) a superposition of (a) and (b). The area

corresponding to the donor (P3EBT) is indicated in green, the one of the

acceptor (CuInS2) in blue. (d) Schematic structure of P3EBT.

As a �rst limiting case, an interdigitated array of donor and acceptor,

a "comb-like"structure, was considered (cf. Fig. 1.1(a)). Such a geometry

ensures (i) continuous pathways for the charge carriers to travel from the

interface to the contacts and (ii) promises the highest sensitivity of the short

circuit current with respect to a varying digit width [54]. Nanoparticles

entirely embedded into the donor polymer matrix are investigated as second
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limiting case (cf. Fig. 1.1(b)). Provided that the mobility of the phases

can be assumed to be independent of the morphology, all other interface

geometries can be considered as superpositions of interdigited phases and

nanoparticles. A morphology as depicted in Fig. 1.1(c) is a mixture of a

comblike and a single nanoparticle structure and may serve as a more realistic

description of the donor-acceptor interface.

The material parameters assumed in the simulation are listed in Tab.

1.1. The position of the transport levels, i.e., the HOMO/LUMO levels of

P3EBT, as determined from cyclovoltammetry, and EC/EV of CuInS2 [51]

are depicted in Fig. 1.2(a). The remaining transport-related parameters, the

carrier mobilities and the dielectric constants, are not varied throughout the

simulations. The impact of these quantities and variations thereof are beyond

the scope of this paper. The mobility is set to be the same for electrons and

holes and independent of the donor and acceptor. Eventhough the mobilities

of the materials most likely di�er from each other and change when tuning

the interface structure in an actual device, our choice has, nevertheless, two

advantages for the theoretical assessment: (i) We can independently study

e�ects arising from the interface morphology and e�ects related to di�erent

mobilities in the donor and acceptor phase. Moreover, it guarantees that all

considered morphologies are studied using the same set of mobility values.

(ii) As will be shown in detail elsewhere [55], the ratio between the mobilities

of the two materials has, as can be expected, a signi�cant impact on the I-V

characteristic. In the hybrid solar cells considered here, however, mobility ef-

fects can be shown to (i) occur largely independent from morphology-related

e�ects and (ii) be less pronounced than the latter [55]. Also the dielectric

constant is assumed to be identical in both materials. This simple choice con-

stitutes a valid starting point for our investigations, since, as shown in detail

elsewhere [55], the e�ect of di�ering dielectric constants on the I-V curve is

independent of and less marked than the three factors studied below.

Two types of contacts were investigated. In a �rst case, ohmic contacts

for holes towards P3EBT and electrons towards CuInS2, respectively, were

chosen (Fig. 1.2a). [56] In a second scenario, ITO as cathode and Al as anode

were chosen as actual contacts. These contact materials give rise to substan-
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tial barriers for electrons and holes towards the contacts, cf. Fig. 1.2(a), i.e.,

form non-ohmic contacts.

ITO

P3EBT

CuInS
2

Al

0.50 eV

0.40 eV

0.40 eV

0.60 eV

ohmic

ohmic

1.50 eV

ITO

P3EBT

acceptor

Al

0.50 eV

0.40 eV

0.40 eV

0.60 eV

ohmic

ohmic

1.50 eV

0.40 eV

(a)

(b)

Figure 1.2: Position of HOMO and LUMO levels in P3EBT and EC, EV

for (a) CuInS2 or (b) an idealized acceptor with equivalent transport level

o�sets with respect to P3EBT. Further shown is the alignment of the contact

workfunctions corresponding to ohmic contacts for holes towards P3EBT and

for electrons towards the acceptor, or to an ITO anode and Al cathode.

Throughout this work, we de�ne the built-in voltage Vbuilt−in as the dif-

ference between the work functions of the contacts, i.e., the bias necessary to

compensate the potential di�erence across the device imposed by the contacts

[57]. In case of ohmic contacts, we obtain a built-in voltage of Vbuilt−in = 1.5 V
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for the interdigitated structure (cf. Fig. 1.2(a)). For the nanoparticle struc-

ture, however, Vbuilt−in assumes the value of 1.9 V, since the cathode work-

function is aligned with the P3EBT donor LUMO level to ensure an ohmic

contact. In case of the "real" structure, Vbuilt−in = 1.5 V coincides with the

value of the interdigitated structure.

Impact of interface geometry: In the following, we will turn our atten-

tion to the relationship between the three aforementioned heterojunction

morphologies and transport studied for a P3EBT/CuInS2 device with ohmic

contacts. Interdigitated structures whose combwidth d is varied while keep-

ing the area of the acceptor phase constant, give rise to I-V curves shown in

Fig. 1.3(a). Table 1.2 lists the corresponding open circuit voltages Voc, short

circuit currents jsc, �ll factors (FF), and power conversion e�ciencies (PCE).

As can be seen from Fig. 1.3(a), the open circuit voltage Voc remains constant

at a value of 1.5 V independent of the combwidth d. This value coincides

Vbuilt−in = 1.5 V of this system, as expected for ohmic contacts [58]. The

short circuit current density jsc increases with reducing the �nger width d,

since an increased number of donor excitons are able to reach the interface.

This behavior has already been observed experimentally when changing (i)

the combwidth of nanoimprinted organic solar cells [30] and (ii) the surface

roughness of the donor-acceptor interface in a layered solar cell [59, 35].

Interestingly, as can be seen in Fig. 1.3(b), there is a pronounced depen-

dence of jsc on d. In the limit of small d, the d-dependent contribution to

jsc becomes nearly as large as the constant current contribution stemming

from the acceptor phase due to bulk generation. A closer inspection of the

evolution of jsc(d) reveals two distinct regimes: (i) As long as the width ex-

ceeds ca. 100 nm, essentially those excitons migrating perpendicular to the

contacts (y-direction in Fig. 1.1(a)) reach the interface and contribute to the

current.
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(a)

(b)

Figure 1.3: (a) I-V curves for the P3EBT/CuInS2 interdigitated interface

with �nger width d= 250 nm (crosses,×), 50 nm (squares,�), and 25 nm

(circles,◦), nanoparticles (triangles,M), and real structure (diamonds,3) in

a device with ohmic contacts. (b) Dependence of the short circuit current

density jsc on �nger width d for the interdigitated device with ohmic contacts.

The exciton mean free path length of 15 nm indicated by a vertical line.
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Table 1.2: Open circuit voltage, short circuit current density, �ll factor, and

power conversion e�ciency for devices varying in interface geometry and

contact type.

Assumed morphology Voc/V jsc/Am−2 FF / % PCE /%

P3EBT/CuInS2; ohmic

Comblike (combwidth 50 nm) 1.48 38.3 61.3 6.50

Nanoparticle structure 1.57 10.2 44.0 1.38

"Real" structure 1.48 28.5 50.8 4.42

P3EBT/CuInS2; Al/ITO

Comblike (combwidth 50 nm) 0.77 34.9 23.2 1.50

Nanoparticle structure 0.48 1.8 10.0 0.02

"Real" structure 0.77 18.4 36.6 1.10

P3EBT/acceptor; ohmic

Comblike (combwidth 50 nm) 1.88 39.1 58.6 8.62

Nanoparticle structure 1.80 30.8 35.7 3.96

"Real" structure 1.86 37.9 43.2 6.84

P3EBT/acceptor; Al/ITO

Comblike (combwidth 50 nm) 1.01 37.0 39.5 2.92

Nanoparticle structure 0.49 12.7 47.2 0.60

"Real" structure 0.99 25.4 38.8 1.94

As a consequence, only small changes in jsc(d) are observed. (ii) How-

ever, once the structure size drops below 100 nm, jsc(d) is quickly rising

with decreasing d. For such d, there is a non-neglible fraction of excitons

migrating parallel to the contacts (x-direction in Fig. 1.1(a)) that is able to

reach heterojunction facets that are oriented perpendicular to the contacts.

This result is in full agreement with previous theoretical studies on excitonic

solar cells [33, 34, 50]. When further decreasing d, jsc(d) begins to saturate

as soon as d reaches the mean exciton di�usion length of 15 nm, as seen also

in [33]. However, the maximum value of jsc(d) is reached at d considerably

smaller than 15 nm. Then, however, the actual values jsc have to be consid-

ered with care, as a macroscopic description is not necessarily valid at such
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small structure sizes.

To gain insight into the role of the two di�erent carrier generation mech-

anisms for the formation of I-V curves, we consult a representative spatial

distribution of electron and hole concentration within the power quadrant.

The steady state quantities associated to the maximum power point are il-

lustrated in Fig. 1.4; the generalized potential for electrons (upper potential)

and holes (lower potential), and charge carrier distributions of the interdig-

ited structure are shown in the left column. Note here that the general-

ized potential incorporates the electrostatic potential superimposed with the

transport level o�sets. At Vmpp, the potential across the interdigitated device

(Fig. 1.4(a)) drops approximately linearly from the anode to the cathode. It

resembles, as usually anticipated for this type of cells, the potential evolution

predicted by the MIM model [60]. The resulting electric �eld, that is uniform

in strength and position, ensures that electrons and holes being generated

across the acceptor region can be spatially separated prior direct recombina-

tion. Driven by the �eld, the carriers accumulate at the contacts, i.e., the

hole [electron] concentration (Fig. 1.4(c,e)) is highest at the anode [cathode].

However, a closer inspection of the two carrier distributions shown in

Figs. 1.4(c, e) reveals profound di�erences: (i) The hole concentration drops

continuously from anode to cathode, while there is a pronounced step in the

electron distribution and (ii) the carrier concentrations at the heterojunction

interface are enhanced with respect to the surrounding bulk. The �rst ob-

servation is a direct consequence of the level arrangement of the particular

donor and acceptor materials investigated here. As a result of the vanishing

barrier between donor and acceptor hole transport levels, holes lack a driv-

ing force enabling them to leave the acceptor region. Without being able to

escape the acceptor, the holes are subject to signi�cant recombination, since

also electrons are con�ned to the acceptor region due to the barrier formed

by the LUMO o�set. The local enhancement of carrier density at the inter-

faces is due to the donor excitons (formed throughout the organic bulk) that

dissociate at the heterojunction.
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(a) (b)

(c) (d)

(e) (f)

Figure 1.4: Steady state distribution of the potential (a,b), hole (c,d), and

electron concentration (e,f) related to the comblike structure (left column)

and isolated nanoparticle structure (right column). The area corresponding

to the donor (P3EBT) is indicated in green, the one of the acceptor (CuInS2)

in blue.
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As we assume bulk carrier generation throughout the inorganic acceptor

rather than exciton transport with subsequent interface cleavage, the local

gradient in hole concentration is much more pronounced in the donor phase

(Fig. 1.4(c)). Moreover, the e�ect is less pronounced among the electrons

(Fig. 1.4(e)).

When turning to isolated nanoparticles, a profoundly di�erent I-V char-

acteristic is observed (cf. Fig. 1.3(a)). To provide a quantitative comparison

to the interdigited case, the interface length of the nanoparticles is chosen to

coincide with the corresponding length of 50 nm wide �ngers. I.e., in both

cases the same area for exciton dissociation (i.e., interface carrier generation)

is available. While Voc is approximately the same, jsc is reduced by a factor

of almost four. Moreover, a pronounced plateau appears in the power quad-

rant that gives rise to an s-shaped curve. As a result of this shape, the �ll

factor of the cell is reduced (cf. Tab. 1.2). In combination with the low jsc,

PCE is reduced by a factor of �ve with respect to the cell with comb-like

interface. The strong reduction of the photocurrent compared to the comb

geometry results from the combination of two factors: (i) As the LUMO level

is lower in the acceptor than in the P3EBT donor, electrons are accumulated

in the, at least in part, inorganic nanoparticles (cf. Fig. 1.4(b,f)). Thus,

the number of carriers reaching the cathode is reduced. (ii) In addition to a

lacking support for hole migration into the donor (cf. HOMO and EV level

in Fig. 1.2(a)), generated holes prefer to stay close to the acceptor due to the

space charge caused by the high electron density in the acceptor material, as

can be seen well when comparing the carrier distributions in Fig. 1.4(d,f).

As a result, recombination processes are strongly reducing the hole concen-

tration within the inorganic phase. Thus, the reduction in PCE is to a large

extent, as will be shown below, a consequence of the particular combination

of semiconductors considered here.

The I-V curve which corresponds to an "actual" structure (Fig. 1.3(a)) is

located between the characteristics of the single nanoparticle structure and

the comblike structures, but exhibits the same Voc. It possesses a pronounced

plateau the onset of which is located at voltages lower than in the nanopar-

ticle curve. In Fig. 1.5, the generalized potential and the current density
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distribution in y-direction corresponding to the maximum power point, i.e.,

an external voltage of 1.3 V, are depicted. The distribution of potential and

carrier concentrations are reminiscent to those seen in the individual cases.

Since the net dark current is zero at this bias, the current close to cathode

is a pure electron photocurrent and at the anode a pure hole photocurrent.

The pronounced negative maxima in the current density shown in Fig. 1.5(b)

indicate that the main part of the electron current to the cathode is trans-

ported in the through-going acceptor paths. This adduces further evidence

that comblike structures lead to best e�ciencies. Moreover, it can be seen

in regions close to the contacts depicted in Fig. 1.5(b) that the current is

con�ned to the acceptor region, while the hole current appears to be spa-

tially more uniform in the vicinity of the anode. This lack of con�nement

is related to the vanishing o�set in the hole transport levels in donor and

acceptor (Fig. 1.5(a)).

Impact of the level o�set : To discriminate between the e�ect of morphol-

ogy and the disadvantageous lack of an HOMO level o�set, we replace CuInS2

by a �ctitious acceptor material whose HOMO and LUMO are equidistantly

set o� by 0.4 eV with respect to the P3EBT levels (Fig. 1.2 (b)). All other

parameters including Vbuilt−in were kept the same.

The corresponding I-V characteristics for the three model geometries as-

suming ohmic contacts are shown in Fig. 1.6(b,�lled symbols). Compared

to the curves obtained in the original P3EBT/CuInS2 device Fig. 1.6(a), the

following di�erences arise: Independent from the interface structure, jsc, Voc,

and PCE are increased (cf. also Tab. 1.2) for idealized acceptor. However,

the shape and, thus, FF are less ideal. While, e.g., the comb-like structure

gives rise to an FF of 61.3 % in P3EBT/CuInS2, FF drops to 58.6 % when

changing the acceptor. At the same time, the enhanced values of jsc and Voc

compensate for the loss in FF and e�ectively increase PCE from 3.25 % to

4.31 %. The origin of the decrease in FF and increase in Voc is presumably

discussed best for the case of the interdigitated interface. The apparent de-

parture of the I-V curve from an ideal diode-like shape (Fig. 1.6(b)) turns

out to be related to the bias-dependence of hole transport.

26



(a)

(b)

Figure 1.5: Generalized potential Ψ̂n(p) for electrons (holes) (a) and current

density distribution in y-direction (b) of the intermediate structure at the

maximum power point (Vmpp = 1.3 V) of an illuminated cell. The area

corresponding to the donor (P3EBT) is indicated in green, the one of the

acceptor (CuInS2) in blue. The vertical position of the yellow line in the

lower panel indicates the electron current density at the cathode and the

vertical position of the the red line the hole current density at the anode.
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(a)

(b)

(c)

Figure 1.6: I-V curves for the interfaces of (a) P3EBT/CuInS2 and (b)

P3EBT/idealized acceptor in a device with Al and ITO contacts (open sym-

bols) and ohmic contacts (�lled symbols). Shown are the curves for the

interdigitated interface (squares) with a �nger width d= 50 nm, nanopar-

ticles (triangles), and real structure (diamonds). (c) Sketch of the current

contributions for a P3EBT/idealized acceptor device operating in the power

quadrant. 28



Fig. 1.6(c) schematically depicts the general transport scenario valid for

biases within the power quadrant. As discussed already in Figs. 1.4(a,e),

the contribution from electrons to the overall current is not a�ected by the

actual bias. For voltages not exceeding Voc, the corresponding electric �eld

is not able to lift the electrons across the barrier at the interface. Therefore,

all generated electrons di�use towards the cathode (Fig. 1.6(c)). Holes that

are generated throughout the acceptor and via exciton dissociation at the

interface, give rise to a gradient in the concentration p that induces a desired

di�usion current through the donor towards the cathode (cf. Fig. 1.6(c)).

However, due to the external bias there is a non-vanishing electric �eld that

drives holes, in particular those generated close to the anode, towards the

wrong contact. The higher V , the higher the loss in hole current due to such

drift currents. With the introduction of an o�set between the hole transport

levels, holes regard the transfer from the interface into the donor region as

energetically favorable (cf. Fig. 1.6(c)). I.e., there is an e�ective di�usion

process that (i) diminishes p within the acceptor and, thus, (ii) counteracts

the disadvantegeous drift current. As a result, the photocurrent �decays�

slowlier with V than in a device without level o�set. Thus, Voc is increased

beyond Vbuilt−in and FF is reduced. Note that this e�ect is signi�cantly less

pronounced in purely exciton-based solar cells, since the predominant amount

of holes contributing to the detrimental drift current, i.e., those generated in

bulk, does not exist.

The most profound dependence of j on the type of acceptor is observed for

the nanoparticle geometry. Aided by a non-vanishing hole level o�set, holes

generated in the acceptor better escape into the donor and, thus, from the

region of trapped electrons. Thus, recombination losses are strongly reduced.

Impact of contacts: To study the impact of actual contacts, aluminum

with a workfunction of θ = −4.50 eV (intrinsic electron concentration of

1029 m−3) for the cathode and indium tin oxide (ITO) with a workfunction of

θ = −5.0 eV (intrinsic hole concentration of 1027 m−3) have been considered.

The position of the contact workfunctions with respect to the transport levels

of P3EBT and CuInS2 is depicted in Fig. 1.2(a). As the di�erence in the con-
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tact workfunctions is exclusively dictating the built-in voltage, we arrive at

Vbuilt−in = 0.5 V. The I-V curves considering Al/ITO contacts and interface

geometries as introduced above are shown in Fig. 1.6(a) for P3EBT/CuInS2

and in Fig. 1.6(b) for a P3EBT/idealized acceptor combination. In Tab. 1.2

the corresponding �gures of merit can be compared between devices with

ohmic and real contacts.

In comparison to the curves representing the ohmic case (indicated by

closed symbols in Fig. 1.6), the I-V curves possess a lower Voc (cf. also

Tab. 1.2). This can be seen best for devices containing an idealized acceptor

and through-going paths (Fig. 1.6(b), squares and diamonds): Actual con-

tacts (open symbols) appear to shift the curves obtained for ohmic contacts

(closed symbols) towards lower voltages by an amount of ca. 0.9 V . This

value corresponds to V ohmic
built−in− V non−ohmic

built−in = 1.0 V corrected by small di�er-

ences in di�usion contributions. As a result, PCE is reduced by at least a

factor of 3, e.g., from 4.3 to 1.5 for the interdigitated interface. Note, that Voc

exceeds Vbuilt−in by ca. 0.4 V due to the aforementioned e�ective di�usion in-

duced by the hole transport level o�set. When turning to P3EBT/CuInS2 de-

vices, however, real contacts additionally induce strong changes in the shape

with respect to their ohmic counterparts, as can be deduced from Fig. 1.6(a)

and the FF values in Tab. 1.2. Correspondingly, both jsc and PCE values

are a�ected. Even for the most ideal heterojunction geometry, PCE drops

by more than a factor of 4 from 3.25 to 0.75. For devices with through-going

paths (Fig. 1.6(a), squares and diamonds), this change in shape is due to a

photocurrent that (i) drops more rapidly with increasing V and (ii) collapses

into a pronounced plateau that is approximately centered at Voc. Already at

biases beyond 0.6 V, the net photocurrent vanishes. Electron and hole photo

currents cancel each other exactly. This can be readily understood from the

corresponding generalized potential distribution, shown for a representative

external bias Vext = 0.83 V near Voc in Fig. 1.7(a): The electron current is

essentially caused by di�usion, as discussed previously (cf. Fig. 1.6(c)). All

holes are driven by the drift force towards the cathode as their motion is not

hampered by a band o�set, and are, thus, moving into the same direction as

the electrons (Fig. 1.7(a)).
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(a)

(b)

Figure 1.7: Generalized potential Ψ̂n(p) for electrons (holes) of a device with

(a) a comb-like interface at Vext = 0.83 V bias and (b) a nanoparticle interface

and Al/ITO contacts at Vext = 0.32 V bias. The area corresponding to the

donor (P3EBT) is indicated in green, the one of the acceptor (CuInS2) in

blue. Electrons [/holes] in the EC [/EV] level are schematically indicated by

"-" [/"+"].

This condition, of course, promotes a further reduction of the carrier con-

centrations due to e�cient recombination. A similar mechanism was revealed

by C. Uhrich et al. [36] when changing the level o�set between hole trans-
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porting moities in a layered organic solar cell. In the vicinity of Voc, the

I-V curves are already dominated by the dark characteristic. The onset of

the dark electron current eventually occurs at a voltage of about 0.9 V, i.e.,

an appreciable amount of electrons can cross the non-illuminated device at

biases exceeding the sum of Vbuilt−in = 0.5 V and the barrier posed by the

LUMO/LUMO band o�set of 0.4 V. Note that the corresponding hole dark

current is very small, since (i) the hole concentration at the ITO contact is

small and (ii) a large injection barrier from ITO into P3EBT is present. The

degree to which the s-shape evolves can be further in�uenced by the height

of the injection barrier present at the contacts. For a given built-in voltage,

an increase of the injection barrier height associated to thermoionic injection

was shown to induce a sigmoidal shape in the I-V curve while not a�ecting

Voc [33].

The most signi�cant in�uence of the contacts is seen for the nanopar-

ticle devices (Fig. 1.6, upper triangles). The open circuit voltage is with

Voc ≈ Vbuilt−in = 0.5 V independent from the acceptor material. A vanish-

ing photocurrent at voltages beyond Vbuilt−in is an indication for a loss in

selectivity of the contacts. Indeed, when inspecting the generalized poten-

tial at a bias of 0.32 V near Vbuilt−in shown in Fig. 1.7(b), we recognize a

strong deviation from a linear voltage drop from anode to cathode. Rather,

the potential is almost �at and bends slightly downward from the device's

center towards the contacts due to electron accumulation in the nanoparticle

regions and close to the cathode. Therefore, electrons and holes experience

on average similar driving forces towards each of the contacts; the net photo

current vanishes.

For the P3EBT/CuInS2 device, i.e., in the device lacking a hole transport

level o�set, jsc vanishes almost to zero. Here, acceptor-generated holes do

not leave the nanoparticles su�ciently fast and, thus, are subject to e�cient

recombination with electrons trapped in the acceptor. As a result, its I-V

curve is characterized by a very small jsc value of 2 Am−2, and a broad

plateau centered around Voc, i.e., the �ll factor is lowered from 0.23 to 0.10

(cf. Table 1.2). In comparison to the device with ideal contacts, the resulting

PCE drops by an order of magnitude from 0.69 to 0.01.
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1.6 Conclusion

The carrier transport in hybrid cells has been studied in the light of inter-

play between (i) energy barriers formed at the contacts, (ii) barriers at the

donor-acceptor interface, and (iii) representative shapes of the heterojunc-

tion. Particular attention has been paid to the fact that carrier generation

can occur at the heterojunction (due to dissociation of the donor excitons)

and in the bulk of the acceptor material (due to band to band generation in

the inorganic material).

Each of the three factors consitutes a major loss factor that profoundly

determines the power conversion e�ciency of hybrid organic-inorganic solar

cells. As expected, the choice of the interface geometry has a crucial in�uence

on the device e�ciency even if perfect contacts are considered. In accord

with previous investigations [27, 54, 61], interdigitated structures are found

to yield the highest e�ciencies. In such highly ordered systems, jsc is limited

by the digit width and, thus, by the exciton di�usion length [29, 62]. This is

true independent from the nature of the contacts.

The presence of isolated islands in the device, be them formed by the

donor and/or acceptor material, reduces the overall e�ciency. The extent of

this reduction strongly depends on the actual ratio between through-going

pathways and isolated particles. The location of the maximum power point is

determined by an interplay of two essential e�ects: The more through-going

paths exist, (i) the more short circuit current can be obtained and (ii) the

larger the area at which advantageous contact barriers can be o�ered, i.e.,

the more the plateau (s-shape) formation in the I-V curve can be suppressed.

As a second factor, it turns out that a vanishingly small or a negative

hole transport level o�set leads to an accumulation of holes in the nominally

electron transporting acceptor zone. The resulting reduction of the pho-

tocurrent due to (i) direct hole and electron photocurrent compensation and

(ii) recombination represents a major contribution to the overall e�ciency

loss. A straightforward way to avoid losses due to non-ideally shaped I-V

curves is, therefore, to select the semiconducting materials so that the hole

transport level o�set at the heterojunction promotes hole di�usion into the
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donor. Note, that this criteria for chosing transport levels has to be distin-

guished from other, already well employed rules: As a �rst requirement it

is commonly accepted that a signi�cant o�set in the LUMO levels ensures

e�cient exciton dissociation [58]. Secondly, it is advantageous to block the

charge carriers prior entering the opposing contact (see, e.g., in [63]); how-

ever, there are no restrictions in which part of the solar cell this blocking

needs to occur. Despite the determining in�uence of the level o�sets, the

e�ciency of the device is strongly in�uenced by the choice of contacts. As

soon as non-ohmic contacts to the semiconductors are formed, the open cir-

cuit voltage is dictated by the contact workfunctions; Voc di�ers from Vbuilt−in

only by a small possible amount corresponding to the smallest transport level

o�set arising from di�usion. For our choice of materials, Voc is halved when

introducing Al/ITO contacts. Moreover and less expectedly, barriers at the

semiconductor metal interfaces give rise to a substantial deviation from the

ideal diode-shaped I-V curve and, thus, reduce the �ll factor. As shown by

Yip et al. [64] for ZnO-based bilayer hybrid solar cells, the systematic tuning

of just the cathode workfunction via SAMs revealed �ll factors varying by a

factor of two. From the considerations above it is possible to conclude that

the three investigated factors give rise to equally serious e�ciency losses. As

each of these factors directly relates to the properties and processing of the

chosen materials, we can derive the following guidelines to select suitable

material combinations: (i) The formation of ohmic contacts ensures contact-

independent open circuit voltages and high �ll factors. (ii) A successful

suppression the formation of donor or acceptor islands is boosting the FF.

And, (iii), holes need to be driven from the acceptor into the donor at the

heterojunction by means of an e�ective di�usion induced by a transport level

o�set.
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Organic Field-E�ect Transistors
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Chapter 2

Relation between injection barrier

and contact resistance in

top-contact organic thin-�lm

transistors

2.1 Preamble

The following work is published in Organic Electronics in 2012 [6] by M.

Gruber, F. Schürrer and K. Zojer.

2.2 Abstract

We theoretically investigate the carrier injection into top-contact bottom-

gate organic thin �lm transitors. By means of a two-dimensional drift-

di�usion model, we explicitly consider thermionic and tunneling injection

in combination with subsequent carrier transport into the device. Based on

numerical simulations with this model, we determine the contact resistance

as a function of the nominal hole injection barrier height and temperature.

Depending on the barrier height or the operating temperature, we �nd three

distinct injection regimes. Our work reveals that in all three regimes self-
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regulating processes exist due to which the in�ux of current is adjusted ac-

cording to the needs of the channel at the given point of operation.

We explain why the transmission/transfer line method (TLM) for the de-

termination of the contact resistance, Rc, quantitatively fails for non-quasi-

ohmic injection. Self-regulation links the contact resistance to the channel re-

sistance and the contact resistance becomes dependent on the channel length.

For larger channel lengths, Rc is underestimated by TLM; the method yields

overestimated values for small channel devices.

2.3 Introduction

Organic thin-�lm transistors represent an excellent example which illustrates

that the operation of organic electronic devices is not straight-forwardly gov-

erned by the properties of the active materials alone. Rather, the geometry

of the device, i.e., the channel length [65, 66, 67, 68], the layer thicknesses

[69, 70], the position of interlayers [70, 71, 72], as well as the size and ar-

rangement of the electrodes with respect to the semiconductor [73, 74] are

vital to achieve the desired performance.

One of the largest conceptual challenges in the forth-coming optimization

of organic thin-�lm transistors [72, 75, 76, 77] and circuits thereof [78, 79]

in terms of switching speed is to produce small channel lengths[65, 66, 67,

68, 72], to suppress small channel e�ects, and to improve the injection of

carriers into the semiconductor [72, 80, 81, 82, 83]. The contact resistance,

a quantity that provides a measure for the injection e�ciency into OTFTs,

was shown to particularly depend on the device geometry. Staggered, i.e.,

top-contact-bottom-gate or bottom-contact top-gate OTFTs posses contact

resistances Rc that are orders of magnitude lower than their coplanar, i.e.,

bottom-contact bottom-gate counterparts for the same materials. It has

been demonstrated that the contact resistance is not only determined by the

height of the injection barrier between the electrode metal and the organic

semiconductor [84, 85], but also depends on the position [69, 73, 84, 86, 87,

88, 89, 90] and extension [84] of the injecting contacts. However, the origin
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of this profound discrepancy in Rc is still subject to debate. With the help

of simulations Tessler et al.,[84] Hill,[87] and Wang et al. [90] argue that

staggered devices have intrinsically a smaller Rc than the coplanar ones due

to the arrangement of the electrodes. However, Braga and Horowitz argue in

accord with Frisbie et al. that clusters of evaporated metal interpenetrating

the semiconductor are lowering Rc in staggered top-contact devices.[91, 92]

It is the aim of this work to gain an in-depth understanding of the na-

ture of injection for a particular electrode arrangement, i.e., for top-contact

bottom-gate OTFTs to permit a discrimination between e�ects arising from

the ideal geometry and e�ects due to imperfections, e.g., due to locally altered

material compositions and morphologies. We employ theoretical modelling

in order to clarify, how the injection and the associated contact resistance Rc

are related to two essential �tuning handles� that can be modi�ed in exper-

iment to �control� carrier injection: (i) the nominal injection barrier height

Φ at the electrode-semiconductor junction and (ii) the temperature T . The

reliable extraction of the contact resistance is crucial for the correct deter-

mination of the charge carrier mobility[92, 93, 94, 95], in particular with its

temperature-dependence.[73, 74, 96]

2.4 Methodology

For the purpose of studying the impact of the injection barrier, we developed

a simulation tool based on a two-dimensional drift-di�usion model, that is

capable of (i) self-consistently describing the �eld- and temperature depen-

dence of the injected current, (ii) incorporating thermionic and tunneling

injection to study also possible scenarios at high barriers and low tempera-

tures, and (iii) subsequent carrier transport in the device as a function of the

electrode arrangement. With the help of a simple equivalent circuit model,

the steady-state potentials and the device current can be further analyzed to

determine the values of contact and channel resistances. Note that present

analytical models for the determination of the contact resistance in OTFTs

are not suited for this purpose, as such models only indirectly consider the
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impact of injection barriers [69, 80, 90, 97] or need to impose assumptions

such as the presence of thermionic emission [80, 90, 98] and bulk-limited cur-

rent [80, 90]. Moreover, the analytical description of the crucial phenomenon

of current crowding [69, 90] relies on the applicability of the transmission/-

transfer line method (TLM).[99] However, this applicability of TLM is not,

as will be shown below, uniquely justi�ed for all relevant injection barriers.
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Figure 2.1: (a) Schematic cross-section of a top-contact bottom-gate organic

thin-�lm transistor. The dashed line indicates the path along which current

density and potential distributions are evaluated (see text). Particularly

distinguished positions in the cross-section are labeled. (b) Equivalent circuit

of (a) consisting of the thermionic emission and tunneling contact resistances

Rc,th, Rc,tu and an ideal transistor channel resistance Rchannel. (c) Shape of

the injection barrier under the combined in�uence of an external electric �eld

and the Coulombic attraction between the injected charge and its image in

the electrode (solid line) and under the in�uence of an external �eld only

(dashed line). The maximum of the solid curve de�nes the e�ective barrier

height Φ∗ (Eq. (2.2)). The nominal injection barrier height Φ is the di�erence

between the energy of the hole transport level in the semiconductor and the

workfunction of the contact metal. The parameter dinj marks the distance

from the metal semiconductor interface at which the injection barrier is zero.
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The cross-section of a top-contact bottom-gate thin-�lm transistor is

schematically shown in Fig. 2.1(a). To ease the analysis of the simulations in

terms of contact-related e�ects, the semiconducting layer is partitioned into

the contact region (1)-(1')-(2')-(2), i.e., the region from which all injected

carriers collected prior entering the channel at position (2), and the channel

region (between positions (2)-(4)).

Drift-di�usion simulations: To predict the potential distribution across

the device due to the net concentration of injected carriers, we use a two-

dimensional drift-di�usion-based model. Charge carrier injection is consid-

ered via boundary conditions (BC) at the source and drain electrodes.

These boundary conditions contain the injected and outgoing current

densities across the metal-semiconductor interface for the current density

equations. For the sake of simplicity, we consider only hole injection. The

nominal hole injection barrier Φ is the di�erence between the workfunction

of the contact metal and the energy of the hole transport level in the semi-

conductor (cf. Fig. 2.1(c)). We start out from a Schottky barrier at the

interface[100, 101, 102, 103]

U(x, y) = Φ− q2

16πε0εr(x)y
− qE⊥(x, y = 0)y. (2.1)

with q denoting the elementary charge, ε0 the vacuum permittivity, and εr(x)

the relative static permittivity of the semiconductor. The expression con-

tains, as indicated in Fig. 2.1(c), the combined in�uence of (i) the nom-

inal hole injection barrier Φ and (ii) an external electric �eld component

E⊥(x, y = 0) normal to the contact interface, i.e., the y-component of the

�eld in our setup, due to which a triangular-shaped barrier along the y-

direction is formed (dashed line in Fig. 2.1(c)). The �nal shape of the

barrier U(x, y) results from a superposition of the triangular barrier with

(iii) the Coulombic attraction between the injected charge and its image in

the electrode (solid line in Fig. 2.1(c)). If the �eld E⊥(x, y = 0) is positive,

U(x, y) possesses a well-de�ned maximum Φ∗(x) with

Φ∗(x) = Φ− q
√
qE⊥(x, y = 0)/4πε0εr(x, y = 0). (2.2)
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U(x, y) acts as barrier for injection when Φ∗ is positive, i.e., U(x, y) possesses

additionally two roots. Then, the larger root represents the barrier extension

dinj from the interface into the semiconductor and Φ∗ is the e�ective barrier

height [100, 101, 102, 103]. If, on the other hand, E⊥(x, y = 0) < 0, U(x, y)

continues to rise beyond Φ in y-direction and, thus, prevents carrier injection.

Carriers injected across the barrier due to thermionic emission give rise to a

current density Jth into the y-direction (Fig. 2.1(a)),

Jth(x) = AT 2e
−Φ∗(x)

kBT , (2.3)

in which A is the Richardson constant and T the temperature. Due to

the �nite extension dinj of the barrier U(x, y) in y-direction (cf. solid line in

Fig. 2.1(c)), the following procedure is applied to map the entire injection pro-

cess onto a current density-containing boundary condition located at y = 0:

Rather than using the electric �eld E⊥(x, y) given by the electrostatic poten-

tial drop close to the electrode-semiconductor interface, we average E⊥(x, y)

for all positions y within the barrier U(x, y), i.e., 0 ≤ y ≤ dinj(x), to arrive

at a mean electric �eld E⊥,eff (x) = Φ/dinj(x). If injection is permited by

the sign of E⊥,eff , this E⊥,eff enters Φ? in Eq. (2.2) as barrier-shaping �eld.

Otherwise, i.e., if E⊥,eff < 0, Eeff,⊥ is set to zero to prevent complex valued

Φ?. As due to this assigment Φ? becomes Φ in Eq. (2.2), injection could

occur according to Eq. (2.3); this spurious injection is compensated by the

back drift current density (vide infra) that occurs as soon as E⊥,eff < 0. It

should be noted that due to a possibly marked dependence of the electric �eld

E⊥,eff on the position x below the contact, the amount of injected carriers is

determined by the distance of the injection position from the channel. This

is the origin of current crowding, i.e., that the carriers are mainly injected

from the contact edge closest to the channel entrance.[69, 90, 100]

The current density Jtu due to tunnelling is nominally independent from

temperature, but strongly dependent on the barrier shape U(x, y = 0) (Eq. (2.1)).

In our model, Jtu is directed along the y-direction and is considered at the

interface y = 0. In general, Jtu depends on the injection position x at the

source contact and can be expressed in WKB approximation as [100, 102]
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Jtu(x) = Jt

[
E⊥,eff (x)

Ett(h(x))

]2

exp

(
−Etv(h(x))

E⊥,eff (x)

)
(2.4)

in which

Jt =
qΦ2

9 (πa0)2 ~R
and Et =

4Φ3/2

3qa0

√
R
,

a0 is the Bohr radius and R the Rydberg constant. Moreover,

v(h(x)) = (1 + h(x))1/2

[
E

(√
1− h(x)

1 + h(x)

)
− h(x)K

(√
1− h(x)

1 + h(x)

)]
,

t(h(x)) = (1 + h(x))−1/2

[
(1 + h(x)) E

(√
1− h(x)

1 + h(x)

)
− h(x)K

(√
1− h(x)

1 + h(x)

)]
,

h(x) = Φ−1q

√
qE⊥,eff (x)

4πε0εr(x)
,

with E(Y) and K(Y) being the complete elliptic integrals of the �rst and

second kind of the argument Y , respectively.
The back�owing current density Jbf (x), i.e., the current density �owing

from the semiconductor to the electrode, is determined by the back-drift,

Jbd(x), and interface recombination current densities, Jir(x):

Jbf (x) = Jbd(x) + Jir(x) (2.5)

with

Jbd(x) =

µ(x, y)p(x)qEy(x) E⊥(x) < 0

0 E⊥(x) > 0.
(2.6)

Jir(x) =
AT 2

n0

p(x) (2.7)

Therein, p(x) is the hole density within the semiconductor next to the source

electrode at position x, n0 the density of occupiable states, and µ(x, y) the

hole mobility. The �eld-dependence of Jbd(x) ensures that carriers can leave

the device.
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The net injected current density due to injection is

Jinj(x) = Jth(x) + Jtu(x)− Jbf (x). (2.8)

We impose a temperature activated hole mobility

µ(x, y) = µ0 exp (−EA/(kBT )), (2.9)

where EA denotes the activation energy and µ0 represents the mobility at in�-

nite temperature. It has been previously emphasized that bulk traps located

in the semiconductor below the injecting electrodes markedly contribute to

the perceived contact resistance. [69, 80, 97] We account for such traps, e.g.,

formed at grain boundaries, by adjusting the value of EA. As we are consid-

ering a top-contact bottom-gate setup, i.e., the contacts are deposited on a

non-structured semiconducting layer, we assume a spatially uniform mobil-

ity. The system of equations containing the Poisson, drift-di�usion current

density, and continuity equation with the appropriate boundary conditions is

solved self-consistently on a non-regular two-dimensional grid using a Schar-

fetter Gummel method [70] combined with an implicit time integration. The

lateral extension of the source and drain contacts is 10 µm; a further en-

largment of the contacts did not change steady state currents and potentials

anymore. Furthermore, the contacts are assumed to have a certain thick-

ness (dcontact = 11 nm) . Thus, the Poisson equation is solved also in the

11 nm thick layer of air above the uncovered semiconductor (cf. Appendix).

This ensures numerical stability when considering local electric �elds at high

barriers Φ.

If not stated otherwise, all simulations were obtained by using repre-

sentative values that correspond to a pentacene-SiO2 OTFT: The dielec-

tric constants are εr,SiO2 =3.9 and εr,pentacene = 3.4. The thickness of oxide

dox=147 nm and that of the semiconductor to dsc=30 nm. The width of the

device being necessary to determine the current ISD is W = 7 mm.

Equivalent circuit model: With the help of the equivalent circuit shown in

Fig. 2.1(b), the contact resistance Rc is readily determined from the steady-

state current ISD and potential distribution below the contact. To obtain

the total injected current ISD (i.e., the current present at position (2) in Fig.
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2.1a)), the injected net current density Jinj(x) needs to be integrated along

the whole source electrode extension ((1′)− (1) in Fig. 2.1(a)) in x-direction

and multiplied with the width W of the transistor, i.e.,

ISD = W

∫ (1)

(1′)

dx Jinj(x).

In full analogy, also the individual contributions to the injection current

Ith(Jth), Itu(Jtu), and Ibf (Jbf ) can be obtained. Then, the steady-state cur-

rent ISD can be formally decomposed into

ISD = Ith + Itu − Ibf . (2.10)

The total resistance of the device Rtot is given by VDS/ISD with VDS being

the externally applied drain-source bias and can be split into contributions

of a channel resistance, Rchannel, and a net contact resistance, Rc,

Rtot = Rc +Rchannel.

To resolve the contributions from the two injection mechanisms to Rc, it

is convenient to partition the net current from Eq. (2.10)

ISD = (Ith + Itu)

[
1− Ibf

Ith + Itu

]
= Ieff,th + Ieff,tu,

such that the e�ective injection currents Ieff,th = Ith − IbfIth/(Ith + Itu) and

Ieff,tu = Itu − IbfItu/(Ith + Itu) contain an amount of back-�owing current

proportional to the corresponding injected current. Then, we can introduce

a thermionic resistance, Rc,th, and a tunneling resistance, Rc,tu :

Rc,th = Vc/Ieff,th and Rc,tu = Vc/Ieff,tu.

The parallel connection of these determine the overall contact resistance:

Rc =
Rc,thRc,tu

Rc,th +Rc,tu

.
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2.5 Results and discussions

The structure of the considered top-contact bottom-gate OTFT is schemat-

ically depicted in Fig. 2.1(a). The geometry and material parameters are

chosen such that the channel resistance Rchannel is expected to be small in

comparison to Rc, i.e., that contact-limited current can be anticipated. The

channel resistance is kept small by construction due to (i) a rather short

channel length, i.e., L = 5 µm, (ii) a high intrinsic carrier mobility µ within

the semiconductor, and (iii) and an operating point in the linear regime. In

particular, we assume a room temperature hole mobility µ = 1 cm2/Vs.

2.5.1 Dependence of the contact resistance on the in-

jection barrier

Our investigation covers injection barriers between Φ = 0 eV and 1 eV to

ensure that (i) the reported values of the prominent material combination

Au/pentacene ranging from Φ = 0.47[104], 0.5[105, 106] to 0.8[107] eV and,

e.g., of Au/poly(3-hexylthiophene) (P3HT) Φ ≤ 0.1 eV are considered.[108,

109] In the following, the transistor is operated at �xed external drain-source

VDS and gate-source bias VGS in the linear regime, i.e., |VGS − Vth| > |VDS|;
Vth is the threshold voltage being de�ned in the spirit ofMeijer et al. [110] as

the gate voltage at which the transport band at the OSC/dielectric interface

is completely �at. Due to the absence of interface charges in our model, Vth

is exactly zero.

Prior turning to a discussion of the contact resistance, it is instructive

to examine the typical electrostatic potential distribution of the device that

results from the build-up of a steady state concentration of carriers below

the source contact for a given injection barrier Φ. To ease the discussion of

the potential distribution, we will refer below to designated positions in the

device; these positions are labeled in accord with Fig. 2.1(b). In the course

of injection, carriers accumulate at the organic-dielectic interface opposite of

the contacts, i.e., at (2)-(2') and, in the linear regime, below (3)-(3') in Fig.
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2.1(a). If the accumulated steady state carrier density is not able to fully

�atten the potential in the contact region of the semiconductor, a barrier-

shaping �eld E⊥(x) remains.[84]

Due to this evident interplay between the actually injected current and

a remnant barrier-shaping �eld E⊥(x) below the source contact, we relate in

the discussion below the nominal injection barrier Φ to (i) the corresponding

steady-state potential distribution in the device, shown in Fig. 2.2, (ii) the

resulting injected current, and (iii) the resistances, both depicted in Fig. 2.3.

The steady-state potential distribution across the entire device is exemplarily

shown for the frequently used value Φ = 0.47 eV for an Au-pentacene contact

in Fig. 2.2(a).

As will be discussed in detail below, the shape of the potential in the con-

tact region determines (i) how many charge carriers are going to be injected

from the electrode and (ii) how they are transfered to the channel region. We

give a close-up view on the potential distribution in the semiconducting layer

as a function of the injection barrier Φ in Fig. 2.2(b). Moreover, we moni-

tor in Fig. 2.2(c) the drop of the drain-source voltage VDS in the following

segments: (i) between the edge of source contact and the opposite position

at the semiconductor-dielectric interface (1)-(2), (ii) in the semiconductor

between source and drain edges at the interface to the dielectric (2)-(3), and

(iii) between the semiconductor-dielectric interface at position (3) and the

edge of drain contact (4). Note that the sum of all potential di�erences across

the segments must amount to VDS.

The case of small barriers (SB):

When the injection barrier Φ is small, the source contact is able to inject an

amout of carriers that exceeds the carrier concentration required to obtain a

drain-source current ISD that matches the bulk-limited current IµSD,[111], i.e.,

the current that is dictated by the mobility µ(T ), the thickness dsc of the

semiconductor and dSiO2 of the dielectric material, the channel length L, the

dielectric constants, and by the applied voltages VDS and VGS. The steady

state potential corresponding to such an ideal contact is represented by the

case of a vanishing injection barrier Φ = 0 in Fig. 2.2(b).
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Figure 2.2: (a) Distribution of the steady state electrostatic potential for a

hole injection barrier Φ = 0.47 eV with the labels of distinct positions as

introduced in Fig. 2.1(b). (b) The electrostatic potential distribution in

the semiconductor region for Φ = 0, 0.2, 0.47, 0.6, and 0.8 eV. White

arrows indicate the potential di�erence Vc between (1) and (2); black arrows

correspond to the potential di�erence between (1′) and (2′). (c) Evolution of

the potential along the current pathway (1)-(4) for Φ =0, 0.2, 0.47, 0.6, and

0.8 eV. In all cases, the transistor is operated at VDS = -10 V, VGS = -40 V,

and at T = 300 K. 50



It can be readily seen that the potential between the source electrode ((1)

in Fig. 2.1(a)) and the semiconductor-dielectric interface ((2) in Fig. 2.1(a))

is almost constant across the entire length of the source contact. There is a

small but non-zero di�erence, Vc, between the potentials at (1) and (2) due

to the speci�c resistivity of the semiconductor Rc = Vc/ISD.[80] As the value

of this access resistance is very small, i.e., Rc/Rtot ≈ 10−2 in Fig. 2.3(c)

(in particular due to the large carrier mobility chosen), the applied drain-

source bias VDS drops essentially over the channel (2)-(3) (Fig. 2.2(c)) and

Rchannel ≈ VDS/ISD. A further remarkable feature of the potential distribution

within the semiconductor is found when closer inspecting the situation in

Figs. 2.2(b,c) for Φ = 0. Here, the potential between (1) and (2) slightly

bulges upwards and induces a back-�ow of injected carriers into the contact

due to which the net injected current exactly matches IµSD. This net bulk-

limited current is reminiscent of the space-charge limited current observed in

organic diodes or OLEDs [111, 112].

We continue with resolving the total device current ISD with respect to

the local current density contributions Jinj(x) at the source-semiconductor

interface (1')-(1) in Fig. 2.3(a) and the ISD contributions Ieff,th and Ieff,tu

ISDin Fig. 2.3(b).

In Fig. 2.3(a), the gray scale indicates the value of the logarithm of the

current density at a given position x of the contact-semiconductor interface

between (1) and (1′) for di�erent injection barriers Φ. The additional contour

lines mark the interval, beginning at x = 0, in which 50, 90, and 99 % of

the current are injected. In the case of a vanishing barrier, Φ = 0, the

injected current crowds in an e�ective injection area [99] that comprises a

region stretching out less than 0.5 µm away from the contact edge, i.e., from

position (1) (located at x=0 in Fig. 2.3(a)) in the direction towards (1'). Due

to the large amount of carriers that can be provided for Φ ≈ 0 eV, this small

actively injecting stretch below the contact is su�cient to provide IµSD.

Upon increasing the barrier starting from Φ = 0, Vc only marginally

increases, while the voltage drop across the channel between (2)-(3) slightly

decreases (cf. curves Φ= 0 and 0.2 eV in Fig. 2.2(c)).
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Figure 2.3: (a) Pro�le of the logarithm of the steady-state current density, lg

(Jinj(x)/Am−2) in gray scale, below the source contact for a channel-length of

L = 5 µm (VDS = -10 V, VGS = -40 V, T = 300 K) as a function of the position

x at the contact interface and the hole injection barrier Φ. The contour

lines mark the extension x of the contact area, starting from x = 0 µm, in

which 50, 90, and 99% of the current is injected. (b) Corresponding injected

current ISD (crosses), thermionic current Ith,eff (diamonds), and e�ective

tunnel current Itu,eff (circles) as function of Φ. (c) Related total resistance

Rtot (squares), contact resistance Rc (stars), Rc,th (circles), Rc,tu (triangles),

and channel resistance Rchannel (diamonds) as a function of the injection

barrier height Φ. The horizontal lines mark the transition between di�erent

injection regimes: (SB) Quasi-ohmic injection for small injection barriers;

(IB) self-regulated thermionic injection for intermediate barriers; and (LB)

tunnel-dominated injection for large barriers. The position of the (SB)-(IB)

transition is determined by the pronounced kink in the Rc curve, while the

(IB)-(LB) transition is determined by the intersection of the Rc,th and Rc,tu

curves.

This can be ascribed to a self-regulated injection: While the thermionic
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current overcoming the injection barrier somewhat decreases with increas-

ing Φ, the potential hump that is formed within the semiconducting layer

between (1) and (2) (Fig. 2.2(c)) and, consequently, the back-�owing drift

current becomes smaller; the hump eventually vanishes at Φ ca. 0.3 eV.

Due to an enlarged Vc, also Rc steadily increases and almost triples its

value between Φ = 0 and 0.3 eV. However, as shown in Fig. 2.3(c), the

in�uence of Rc remains negligible with respect to Rchannel for injection barriers

smaller than Φ = 0.3 eV. Thus, following the de�nition for an ohmic contact

by Shen et al. [111] and the terminology suggested by Tessler and Roichman

[84], we identify the situation encountered for su�ciently small, but non-

vanishing injection barriers as quasi-ohmic injection.

The case of intermediate barriers (IB):

The situation is more complex for barriers higher than Φ = 0.3 eV. Fig. 2.3(c)

reveals that the increase in Rc is much more steep for barriers in the regions

0.3 - 0.6 eV than for barriers Φ < 0.3 eV. The corresponding channel resis-

tance Rchannel is, however, only marginally increasing with Φ (Fig. 2.3(c)). A

�rst indication for a di�erent injection scenario is that the potential distribu-

tion is now substantially di�erent from the SB -case. As can be seen from the

potential distribution associated to Φ = 0.47 eV (Fig. 2.2(b)), the potential

drop Vc at x = 0 µm (white arrows), i.e., between (1) and (2) in Fig. 2.2(c),

already amounts to 20% of the applied drain-source voltage VDS. However,

the potential is �at in the contact region far from the channel entrance, i.e.,

close to position (2') (black arrows in Fig. 2.2(b)). On approaching position

(2) from (2'), there is an increasing residual voltage drop Vc(x) between the

source-semiconductor and semiconductor-dielectric interfaces. This voltage

drop attains its maximum at (2) and ensures, that the carriers injected far

from the channel are collected into the channel region. While still a signi�-

cant portion of the current is injected into a small vicinity near (1), regions

located at distances as remote as 8-9 µm (0.45 < Φ < 0.7 eV) from the

channel region collectively contribute to the current (Fig. 2.3(a)).

The formerly encountered mechanism ensuring quasi-ohmic injection for

small barriers is now replaced by an entirely di�erent type of self-regulation.
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For injection barriers Φ > 0.3 eV, we encounter two processes [84]: (i) With

increasing the injection barrier, the contact provides a smaller current density

Jinj. Thus, the potential drop Vc at the contact increases with Φ. This larger

drop Vc is associated to an enhanced electric �eld at source-semiconductor

interface that lowers the e�ective barrier height Φ∗ (cf. Eq.(2.2)). (ii) The

reduction of the e�ective barrier is accompanied by an expansion of the elec-

trode area that participates in injection. The actively injecting area increases

by one order of magnitude with respect to the SB-case. The size of the in-

jection area is established such that su�ciently many carriers are collected

to feed the bulk-limited current.[90] We will refer to this new type of self-

regulation as barrier-regulation to distinguish this regime from the situation

encountered for small barriers. Note that the drain contact is nevertheless

always ohmic. The associated potential drop Ψ(4) − Ψ(3) originates from

the access resistance of the drain contact region. In accord with scanning

potentiometry experiments [108, 113], this voltage is small due to the large

semiconductor mobility.

It is important to realize at this point that the current ISD in the case of Φ

= 0.47 eV is markedly, i.e., ca. 25 % lower than in the case of Φ =0.2 eV. As

can be seen in Fig. 2.2(c), the value of Vc at Φ = 0.47 eV largely exceeds the

minimal potential drop caused by the speci�c resistivity (Φ = 0 eV). Thus,

the presence of a marked Vc translates into a signi�cant reduction of the

voltage available across the channel from VDS to Vchannel = VDS − Vc. There-

fore, as illustrated in Fig. 2.3(c), the contact resistance Rc increases with

increasing barrier height due to an enlarged Vc and due to a correspondingly

reduced IµSD. As a consequence of the relationship Rchannel = (VDS− Vc)/ISD,

the negligible increase of Rchannel is determined by a decrease in the e�ec-

tive drain-source voltage VDS − Vc that is almost entirely compensated by

a decrease in ISD. Due to Vc, also the gate-source voltage being available

to shape the carrier distribution in the channel region (2)-(3) is e�ectively

lowered from VGS to VGS − Vc [84].

Due to self-regulation, contacts with injection barriers larger than≈ 0.3 eV

can provide bulk-limited current IµSD via thermionic injection. This behav-

ior recovers the de�nition of an ohmic contact as suggested by Shen et al.,
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though they were having in mind organic diodes, i.e., laterally homogeneous

injection.[111] Top contact OTFT relate to this concept of an �ohmic contact�

quite di�erently than diodes. In OLEDs, an increase in the injection barrier

would lead to a reduction of the injected current until an injection-limited

current < IµSD is established; e.g., pentacene diodes formed with Pt contacts

(Φ = 0.34 eV) and Au contacts (Φ = 0.47 eV) were shown to be profoundly

contact-limited.[105] In contrast, OTFTs can sustain �ohmic contacts� for a

wide range of barrier heights, because the required bulk-limited current IµSD

is markedly reduced with increasing the injection barrier, as a considerable

portion of VDS is �lost� at the contact.

The comparison of the evolution of Rc and Rchannel within this barrier-

regulated injection regime Fig. 2.3(c) reveals that even for rather high barriers

(Φ ≈ 0.5 eV) the total resistance Rtot is governed by Rchannel. Only at

higher barriers the in�uence of Rc is no longer minor (around Φ ≈ 0.6 eV,

Rc ≈ Rchannel). When assuming lower mobilities than in our present case, Rc

remains of minor relevance even for higher barrier values.

The combination of the two injection mechanism discussed above sug-

gests that self-regulation of IµSD is impeded, when the contact extension is

signi�cantly smaller than the above assumed 10 µm. However, the simulation

of a device with a contact length of 400 nm reveals, that self-regulation is

nevertheless present. In this case, the bulk-limited current IµSD is maintained

solely by the adjustment of Φ∗ through an increasing Vc. Thus, within this

barrier range Rc increases slightly steeper with barrier height as for 10 µm

wide contacts. The corresponding curves Rc(Φ) are shown in the Appendix.

Thus, for narrow contacts, e.g., for structured Ag electrodes on pentacene

[114], Rc may be become non-negligible with respect to Rchannel at slightly

lower barriers.

The case of large barriers (LB):

The evolution of the spatial spread of the injected current density Jinj as a

function of Φ as shown in Fig. 2.3(a) suggests that there is a third injection

regime. The onset of this regime is characterized by the fact the contact

area participating in injection starts shrinking again with increasing Φ. This
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reversal into a shrinking injection area marks the breakdown of self-regulated

thermionic injection; in Fig. 2.3(a) it takes place at ca. 0.6 eV. This transition

from the intermediate to the large barrier case is marked by the intersection

of the curves for e�ective tunnel current and thermionic current (Fig. 2.3(b)).

Accordingly, at this barrier also the relative contributions of the tunneling

Rc,tu and the thermionic contribution Rc,th to the net Rc equal. The reason

for tunneling becoming suddenly in�uential can be understood as follows:

As demonstrated already in the IB -case, the potential drop Vc continues to

rise with increasing Φ as a consequence of self-regulation. To locally supply

as much injected current density as possible, the electric �eld associated

to Vc counteracts the increase in Φ by reshaping the e�ective barrier Φ∗.

As illustrated in Fig. 2.2(b), potential di�erence across the contact region

becomes substantial for a barrier as large as Φ = 0.8 eV. Even though the

electric �eld strength below the contact is considerably larger than in the

IB -case, it is not su�ciently narrowing the barrier Φ∗ to allow for tunneling

injection along an extended area. It is the local �eld enhancement at the inner

edge of the source contact, i.e., at position (1), due to which a further barrier

lowering occurs at the corner. This lowering is su�cient to permit carriers to

tunnel into the device. Therefore, the injection area is now strongly con�ned

to the �rst few nm next to the contact edge (cf. Fig. 2.3(a)).

In this injection regime, the operation of the device is clearly contact-

limited. In particular, the voltage loss at the contact exceeds the e�ective

drain-source bias VDS − Vc (cf. Fig. 2.2(c)). If the source contact possessed

a more �roundish� shape rather than being ideally planar with rectangular

edges as assumed in our model, the local �eld-enhancements promoting tun-

neling would be absent and the critical barrier for the onset of the tunneling

injection regime would be shifted to much larger values of Φ.

Having established the distinct injection regimes exemplarily for a speci�c

point of operation, we now turn to the entire output characteristics. In

Fig. 2.4, simulated output characteristics ISD(VDS) are shown for the cases

Φ = 0, 0.2, 0.47, and 0.6 eV for various gate-voltages VGS. The corresponding

evolution of the contact resistance Rc(VDS) is shown in the Appendix.
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Figure 2.4: Simulated output characteristics ISD(VDS) for (a) Φ = 0, (b)

Φ = 0.2 eV, (c) 0.47 eV, and (d) 0.6 eV at di�erent gate-source voltages for

a channel length Lc = 5 µm at T = 300 K.

For small injection barriers, i.e., for Φ = 0 and 0.2 eV in Fig. 2.4(a,b),

the corresponding output characteristics are indistinguishable. In the linear

regime, Rc is small (cf. Fig. 2 in the Appendix) and negligible in comparison

to the channel resistance Rchannel when |VDS| exceeds a few volts. Only for

source-drain biases |VDS| smaller than two volts, Rc is small but not neces-

sarily negligible.[115] For higher barriers, e.g., for Φ = 0.47 and 0.6 eV in

Fig. 2.4(c,d), the drain current ISD lowers with increasing barrier in accord

with the behavior depicted in Fig. 2.3(b). This reduction is also well seen in

the saturation regime (|VGS| << |VDS|), e.g., when comparing the currents

ISD at VDS = -50 V in Fig. 2.4. Note, that the current value ISD at a given

point of operation in the saturation regime is, of course, independent of the

drain-source voltage VDS and thus not susceptive to a bias reduction VDS−Vc.

However, Vc still plays a decisive role in determining the current ISD pass-

ing the device. This can be understood as follows: As the gate potential is

located between the source and the drain potential, [70] there exists a posi-
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tion in the channel region between (2) and (3) in Fig. 2.1(a), at which the

electrostatic potential Ψ coincides with VGS (pinch-o� ); the distribution of

Ψ across the device alongside with the indication of the pinch-o� position

are shown in the Appendix. At this pinch-o� position, there is no electric

�eld available to form a channel, i.e., a �eld that is able to strongly enhance

the concentration of mobile carriers at the semiconductor-dielectric interface

with respect to semiconductor bulk. Thus, the carrier concentration between

(2) and the pinch-o� position is much higher than that between the pinch-o�

point and (3). As a result, the channel is e�ectively reduced to the region

between (2) and the pinch-o� point. Moreover, the current �ow through this

reduced channel is associated to the external bias VGS rather than VDS,[70]

as expressed by the relationship ISD ∝ µ/L(VGS − Vth)2.[116] This external

bias must be split between the contact resistance and the channel resistance.

Thus, the e�ective bias available for the reduced channel is VGS − Vc (as op-

posed to VDS−Vc in the linear regime). For illustrative purposes we show also

the voltage drops along the current pathway (1)-(2)-(3)-(4) for the saturation

regime in the Appendix.

A second manifestation of the contact resistance is the non-linear increase

of ISD(VDS) at low drain-source voltages for Φ = 0.6 eV (Fig. 2.4(d)). In this

section of the curve, i.e., in the linear regime, the current is determined by

the potential drop VDS between source and drain electrode. For such large

barrier heights, the contact resistance Rc ≈ Rchannel (vide infra) reduces the

e�ectively available VDS,eff by almost a factor of two (Fig. 2.2(c)) and gives,

thus, rise to a delayed onset of the current �ow.[117] Such a delay is the

�ngerprint of contact-limited operation, and can be immediately identi�ed in

experiments, in particular, if the output characteristics could be compared

to devices identical in geometry in which the injection barrier height was

successfully decreased upon manipulating the contact interface.[72, 88, 114,

118]
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2.5.2 Temperature dependence of the contact resistance

Our above �ndings indicate that there is a barrier-determined transition be-

tween three distinct injection regimes. Now we turn our discussion to the

temperature dependence of the contact resistance. A routine to extract the

charge carrier mobility in the semiconductor relies on temperature-dependent

measurements of the transfer and output characteristics [73, 74, 96, 109, 119].

It is, thus, vital to be able to distinguish the temperature-dependence of the

transport in the bulk semiconductor from temperature-dependent injection

at the contact interface. [73, 74, 96, 109, 119] Pesavento et al. found in their

experiments with pentacene OTFTs with Au contacts a marked dependence

of the mobility µ and Rc on temperature.[73] The authors interpret the in-

crease in Rc with inverse T as temperature-activated behavior in analogy to

the temperature activated mobility µ. Upon analyzing the correlation be-

tween µ(T ) and Rc(T ), the authors argue that there is a transition between

two di�erent injection mechanisms near room temperature. To investigate

such �ndings in more detail and to elucidate the in�uence of temperature

on the injection mechanism, we proceed as follows: The injection barrier

height is now �xed at Φ=0.47 eV in correspondence to the published value of

the Au-pentacene hole injection barrier [104]. Furthermore, we will consider

two cases to discriminate between the temperature in�uence on the injection

across a barrier and the in�uence on carrier transport. At �rst, the arti�cial

case is considered in which the parameter temperature solely controls the

injected current density via Eqs. (2.3) and (2.8), while the carrier mobility

in the semiconducting layer is left una�ected. The mobility value as high

as µ0 = 1 cm2/Vs will ensure that the channel resistance is not masking

possible e�ects in Rc. In a second case, both temperature-dependent injec-

tion and activated transport is permitted. We �rst turn to the evolution of

the total resistance Rtot, the contact resistance Rc, and its two contributions

Rc,th and Rc,tu as a function of temperature for EA = 0 meV, shown in

Fig. 2.5(a). In the case of the contact resistance Rc (stars), there is a marked

transition from a strong rise (denoted as region (I) in Fig. 2.5(a)) into a

saturation to a constant value (region (II)) at ca. 230 K. In full analogy to
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the barrier-dependence of Rc, these temperature regions are associated to

di�erent injection regimes.

The spatial injection pro�le below the source electrode, being illustrated

in Fig. 2.6(a), reveals the transition from a barrier-regulated thermionic (IB -

case) to a tunneling injection (LB -case). Thus, the initial increase of Rc

for temperatures T lowered from 400 K to 200 K originates from the rapid

increase of Rc,th (circles) that arises from an injected current density being re-

duced with decreasing temperature as less holes can overcome the barrier Φ?

mainly due to a reduced width of the Fermi-Dirac distribution (cf. exponen-

tial factor in Eq. (2.3)). This decrease in Jinj is only partially compensated

by a rapidly enlarging injection area. In region (II), injection is limited to

tunneling, since the thermionic injection current Ieff,th rapidly decreases with

further lowering T (diamonds in Fig. 2.6(b)). Thus, Rc,tu (Fig. 2.5(a), trian-

gles) fully determines the evolution of the net contact resistance Rc. Since the

tunnelling injection current cannot be explicitly controlled by temperature

(cf. Eq. (2.4)), Vc is constant and, thus, Rchannel and Rc become independent

of temperature.

Now we turn to the discussion of the situation in which we consider

temperature-activated hole transport in the channel region as well as in

the contact region, i.e., EA > 0 meV. Again, we plot the temperature-

dependence of the total resistance Rtot, the contact resistance Rc, and its

relative contributions Rc,th and Rc,tu in Fig. 2.5(b) for an activation energy

of EA = 10 meV. Moreover, we additionally show the spatially resolved in-

jected current density in Fig. 2.6(c) and the integrated currents ISD, Ieff,th,

and Ieff,tu as a function of temperature in Fig. 2.6(d).

There are two main di�erences to the non-activated case: Firstly, Rc

(Fig. 2.5(b)) is now increasing and ISD is decreasing with inverse tempera-

ture in the low temperature region (Fig. 2.6(d)), while the injection pro�le is

highly reminiscent of the EA = 0 meV case (Fig. 2.6(a,c)). Secondly, allow-

ing for EA > 0 results in the shift of the transition between regions (I) and

(II) towards a smaller temperature. The kink corresponding to this transition

in the temperature-dependent Rc has been found also experimentally.[73]
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Figure 2.5: Simulated total resistance Rtot (squares) and contact resistances

Rc (stars), Rc,th (circles), Rc,tu (triangles) as a function of temperature at

VDS = -10 V and VGS = -40 V for a channel-length L = 5 µm. Shown is the

evolution (a) when arti�cially assuming a temperature independent mobility

(EA = 0 meV) and (b) with a temperature activated mobility (EA = 10 meV).

Regions I and II distinguish temperatures at which injection is either domi-

nated by thermionic emission or tunneling injection; the transition temper-

ature is marked by a gray vertical line and corresponds to the intersection

position of the Rc,tu and Rc,th curves.
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Figure 2.6: Steady-state current density pro�le, lg (Jinj(x)/Am−2), in gray

scale, along the source contact (Fig. 2.1(a)) as a function of temperature for a

channel-length of 5 µ m (VDS = -10 V, VGS = -40 V, Φ = 0.47 eV) (a) without

activation energy (EA = 0 meV) and (c) with temperature activated

transport (EA = 10 meV). (b,d) Integrated device current ISD (crosses) and

its contributions due to thermionic emission Ieff,th (diamonds) and tunneling

Ieff,tu (circles) for EA = 0 and EA = 10 meV, respectively. The transition

temperature between thermionic and tunneling injection is marked by a gray

horizonal line whose position is determined by the intersection of the e�ective

tunnel current Ieff,tu and the thermionic current Ieff,th curves.
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The essential di�erence to the previous case EA = 0 meV originates

from the fact that the channel resistance Rchannel is now also temperature-

dependent due to a carrier mobility µ(T ) (Eq. 2.9). Rc and Rchannel strongly

depend on each other, since they are two resistances in series that share the

same ISD and divide the external bias VDS. For a �xed temperature, the net

current ISD is markedly smaller than ISD(EA = 0) due to a reduced carrier

mobility (cf. Fig. 2.6(b,d)). Since the source electrode needs to provide less

current due to a lowered µ(T ), a larger e�ective injection barrier Φ∗ is estab-

lished (cf. Eq. (2.3)). Consequently, the barrier-shaping �eld E⊥ ∝ Vc and

the potential drop Vc at the electrode are lowered. In region (I), in which

thermionic injection prevails, ISD = Ieff,th reduces more rapidly with decreas-

ing T than Vc due to exponential factor exp(const. ∗ V 1/2
c /T ) in Eq. (2.3).

Thus, Rc = Vc/ISD drops more steeply with T than in the EA = 0 case

(Fig. 2.5(a,b)). In the tunneling-dominated injection region (II), Fig. 2.5(b)

reveals a Rc that markedly increases with decreasing T . This behavior is

found also in experiments.[73, 82] The implicit relationship between Rc and

T is a consequence of the reduction of the current ISD; a rationale for the

resulting exponential rise of Rc,tu with inverse T is given in the Appendix.

Note that Rc,tu has to rise with increasing inverse temperature in region (II)

due to a hopping transport mobility µ that always decreases with increasing

temperature.

2.5.3 Transmission/transfer line method revisited

To date, the transmission/transfer line method (TLM) is the most wide-

spread method to determine Rc experimentally. It relies on a series of

OTFTs varying solely in their channel length L[120] and evaluates the out-

put curves of this series of devices by essentially following the work of Luan

and Neudeck [121]. The method exploits the fact that the total resistance

Rtot(L) varies linearly with the channel length L provided that (i) ohmic

contacts are present and (ii) Rc is independent of L, i.e., that the variation

in Rtot(L) is solely caused by the channel resistance [69, 121, 122]. Then,

the contact resistance Rc can be ascribed to the linearly extrapolated value
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Rtot(L = 0). For top-contact- and bottom-contact-bottom-gate OTFTs the

underlying assumptions of the TLM method hold strictly only for injection

barriers associated to quasi-ohmic injection.

However, often a linear relationship Rtot(L) alongside with output curves

ISD being strictly linear in VDS for each L are considered as su�cient con-

ditions for the applicability of TLM, rather than carefully ensuring that the

above-made preconditions are met. In the case of top-contact OTFTs one

has to be careful, as di�erent injection scenarios exist that provide bulk-

limited current. For injection barriers that give rise to quasi-ohmic or barrier-

regulated thermionic injection (i.e., the SB - and IB -case), injection can be

classi�ed as ohmic (vide infra), i.e., ISD is found to rise linearly with VDS in

the far-linear regime. A handy experimental procedure to discriminate this

ohmic from non-linear injection has been suggested by Hamadani et al.[109]

However, as soon as barrier-regulated injection occurs, the value of Rc de-

pends implicitly on the channel length L. This can be readily understood

upon recalling that Rc and Rchannel are two resistances in series that share a

common current ISD and divide the external bias VDS (cf. Fig. 2.1(b)).

Both the contact voltage Vc as well as the device current ISD depend on L:

(i) For given �xed external bias VDS, an increase in Rchannel due to an enlarged

L relates to a larger fraction VDS − Vc of VDS dropping across the channel

region. Thus, the fraction Vc dropping at the contact becomes smaller. (ii)

At the same time, the source electrode provides less current ISD due to a

larger e�ective injection barrier Φ∗ (cf. Eq. (2.3)). The channel resistance

Rchannel and, thus, the total resistance Rtot increase with L. When assuming

a �xed drain-source bias VDS, the bulk-limited current IµSD decreases with

increasing L; thus, the contact has to inject less current. As explained for

the IB-case, a lessened current demand leads to a reduced voltage Vc droping

at the contact and, consequently, to a dependence of Rc on L.

It is, thus, interesting to quantitatively access the impact of the violated

assumption (i.e., Rc 6= Rc(L)) on the TLM-deduced value of Rc,TLM for

staggered OTFTs. We compare in Fig. 2.7 the directly simulated Rc and the

total resistance Rtot with Rc,TLM as a function of the channel length L for

the barrier Φ = 0.47 eV.
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Figure 2.7: Dependence of the total Rtot (square) and contact Rc (star)

resistance on the channel-length L at VDS = − 10 V and VGS = − 40 V ,

Φ = 0.47 eV and T = 300 K. Rc,TLM (horizontal dashed line) is the resistance

obtained by using the transfer-line method for channel-lengths L ≥ 30 µm.

The curves with closed symbols relate to the entire data range indicated with

the left axis, while curves related to the right axis (open symbols) correspond

to a close-up view (stretching factor 20) to illustrate the nonlinear dependence

Rc(L) for L < 30 µm.

The contact resistance Rc (closed stars) obviously di�ers from the value

of Rc,TLM. For small L ≤ 30µm, the non-linear increase of Rc in L causes

a marked non-linear dependence of Rtot on L. This is not surprising, as for

such L the value of Rc is in the same order of magnitude as the value of

the channel resistance Rchannel (cf. Fig. 2.3(c)). Even more remarkably, we

observe a nearly linear rise of Rtot(L) above channel-lengths of 30 µm. This

is consistent with the perception from experiment [68, 80, 81, 86, 88, 90, 95,

114, 119]. However, the contact resistance Rc grows linearly in L rather than
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being constant ; a rationale for this behaviour is given in the Appendix. It

is, therefore, this fortuitous superposition of a linear Rc(L) and Rchannel(L)

that leads to the perception of an overall linearly dependent Rtot(L). The

latter, in turn, may wrongly imply that Rc is L-independent. The neglect of

this dependence misestimates the value of Rc; for our chosen material and

geometry parameters, the relative error amounts to 120% at L = 100 µm.

2.6 Conclusion

We examined the hole injection into top-contact bottom-gate organic thin-

�lm transistors with respect to the relation between injection barrier and

the contact resistance Rc. To that aim, a simulation tool based on a two-

dimensional drift-di�usion model was developed that is capable of (i) self-

consistently describing �eld and temperature dependence of the injected cur-

rent, (ii) incorporating thermionic and tunneling injection, and (iii) subse-

quent carrier transport in the device as a function of the electrode arrange-

ment. To determine the values of contact and channel resistances, we ana-

lyzed the steady-state potentials and the device current with the help of a

simple equivalent circuit model.

The staggered arrangement of the electrodes is shown to tremendeously

in�uence the way injection occurs into the device. The in�uence of Rc re-

mains minor with respect to the channel resistance for several tenth of meV

even if conditions are assumed that are expected to promote contact limita-

tions, i.e., small channel resistances due to high carrier mobilities and small

channel lengths.

This lack of contact in�uence is observed for two distinct, barrier-dependent

injection regimes that both rely on thermionic injection. For low barriers,

quasi-ohmic injection is observed. In principle, the contact can provide more

carriers than required to establish bulk-limited current IµSD. Due to the es-

tablishment of a space charge region below the contact and a marked cur-

rent crowding, injection of excess carriers is suppressed and IµSD is exactly

matched. In this regime, the contact resistance is much smaller than the
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channel resistance (cf. Fig. 2.3(c)). For barriers of intermediate height, the

contact would provide an insu�cient amount of carriers per unit area to

match IµSD. This is circumvented by (i) an e�ectively lowered barrier height

due to an enlarged local �eld being associated to an enlarged potential drop

Vc at the contact and (ii) an order of magnitude increase in the injection

area. Due to the �rst factor contributing to regulation, Rc is strongly in-

creasing with the injection barrier. Thus, there is a barrier above which the

value of Rc approaches Rchannel and the operation becomes contact limited.

However, this barrier is larger than that corresponding to the onset of barrier

regulation. For even larger barriers, thermionic emission is entirely replaced

by tunneling injection. The transition to tunneling injection is expected to

occur at earliest at the (sharp) edge of the source contact due to a local �eld

enhancement.

In terms of temperature dependence of Rc, the above-mentioned three

major injection regimes can be recovered. However, the interdependence of

Rc and T is much more involved than Rc(Φ), since also the channel resis-

tance Rchannel is strongly temperature-dependent. The latter is the origin of

the marked T -dependence of Rc even if injection is limited to tunneling, i.e.,

the injected current is not explicitly T -dependent. For OTFTs with common

material combinations, such a transition from barrier-regulated thermionic

to tunneling injection might be easily encountered in T -dependent measure-

ments if temperatures varying between 300 K and ≤ 250 K are probed. Then,

the correct consideration of the interplay between Rc and Rchannel is required

to reliably extract the µ(T ) relation.

We further highlight that the transmission line method fails to provide

quantitative Rc values for barriers related to the barrier-regulated, i.e., non-

ohmic injection regime. This failure is caused by the commonly implied

assumption that Rc is independent of the channel length L. In reality, how-

ever, Rc exhibits a profound, nearly linear dependence on L. In combination

with the anticipated linear relationship between Rchannel and L, an overall

linear increase in Rtot is established which is, in turn, wrongly interpreted to

originate solely from Rchannel. Thus, TLM is, strictly speaking, not applicable

to obtain Rc for such injection barriers. The value of the apparent Rc,TLM is
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expected to be in the same order of magnitude as the true value, however,

the deviation may exceed 200%. Gold on pentacene, being currently a fruit-

�y contact interface for OTFTs, forms a hole injection barrier which is due

to the large hole mobility in pentacene a likely candidate for the failure of

TLM.
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2.7 Appendix

2.7.1 Con�ned Contacts in Top-Contact OTFTs

Figure 2.8: Barrier dependence of the contact resistance Rc for a contact

width of 10 µm and 400 nm. A strongly decreased contact extension leads

only to a slightly increased Rc. Apparently, the lack of the possibility to

increase the injection area is compensated by further enhancing the voltage

drop Vc at the contact.

2.7.2 Contact resistance for di�erent points of opera-

tion
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Figure 2.9: Simulated contact resistances Rc(VDS) for (a) Φ = 0.2 eV, (b)

0.47 eV, and (c) 0.6 eV at di�erent gate-source voltages VG for a channel

length Lc = 5 µm at T = 300 K.
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2.7.3 Steady-state potential distribution in the satura-

tion regime

Figure 2.10: (a) Steady state potential distribution Ψ of a top-contact

bottom-gate organic thin �lm transistor in the saturation regime at VDS = −
50 V and VGS = − 30 V for a channel length Lc = 5 µm at T = 300 K.

The arrow marks the pinch-o� point, i.e., the position within the channel

region at which Ψ = VGS. (b) Close up view of the steady state potential

in the region of the injecting contact. The determination of the potential in

the vicinity of the contacts including the layer of air between the contacts is

vital to reliably predict the barrier-shaping electric �eld. (c) Potential along

the current pathway (1)-(2)-(3)-(4) at this point of operation for injection

barrier heights Φ = 0, 0.2, 0.47, and 0.6 eV.

2.7.4 Interdependence of Rc and Rchannel

In the linear regime, it is possible to extract an analytical relationship be-

tween Rc and Rchannel starting from the dependence of ISD on the external
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biases: [116]

ISD =
µCW

L

[
(VDS − Vc)(VGS − Vc)−

1

2
(VDS − Vc)

2

]
.

Therein, C denotes the capacitance of the dielectric layer. By introducing

the channel resistance Rchannel = (VDS − Vc)/ISD, Vc can be expressed as:

Vc = −2

(
L

µCWRchannel

+
VDS

2
− VGS

)
.

Assuming that the contact resistance Rc is much smaller than the channel

resistance Rchannel, the identity

ISD =
VDS −RcISD

Rchannel

reduces to ISD ≈ VDS/Rchannel. Then, Rc = Vc/ISD becomes

Rc =

[
2VGS

VDS

− 1

]
Rchannel −

2L

µCWVDS

. (A.1)

Relationship (A.1) is strictly valid only (i) if quasi-ohmic injection is present

or (ii) Rchannel is su�ciently large due to a low mobility µ or due to a large

channel length L.

Whenever the relation between Rchannel and an external parameter is

known, be that with respect to the temperature T or to the channel length

L, the above expression yields the corresponding dependence of Rc:

(T ) At low T , Rchannel can be expected to be much larger than Rc due to the

markedly reduced µ. Rchannel is proportional to exp (D/T ) due to the

temperature-activated mobility µ(T ) ∝ exp (−D/T ) and ISD ∝ µ(T ).

Thus, lgRc depends linearly on the inverse T temperature, i.e. lgRc

has the form lgRc = A/T + B; therein, A,B and D are temperature-

independent constants.

(L) If Rchannel is linearly dependent on the channel length L, i.e., Rchannel =

AL+B, also Rc adopts a linear relationship Rchannel = DL+B (A,B

and D are L-independent constants). Hence, a linear relationship of

Rchannel(L) gives rise to a linear dependence of Rc and of Rtot if Rc �
Rchannel due to large L.
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Chapter 3

Surface Proton Transfer Doping

3.1 Preamble

This chapter is published in Physica Status Solidi (a) [7] by S. J. Ausserlech-

ner, M. Gruber, R. Hetzel, H. G. Flesch, L. Ladinig, L. Hauser, A. Haase,

M. Buchner, R. Resel, F. Schürrer, B. Stadlober, G. Trimmel, K. Zojer and

E. Zojer.

In this work, I performed the drift-di�usion based simulations to describe

the threshold-voltage shift and the formation of a hysteris depending on the

thickness of the dielectric layer.

3.2 Abstract

A number of studies show that chemical modi�cation of the semiconductor-

dielectric interface can be used to control the threshold voltage (Vth) of or-

ganic thin �lm transistors (OTFTs). A promising chemical functionality to

achieve that are acidic groups, which - at the semiconductor-dielectric in-

terface - have been used to realize chemically responsive OTFTs and easy

to fabricate inverter structures. Especially for pentacene-based OTFTs, the

underlying chemical and physical mechanisms behind the acid-induced Vth

shifts are not yet fully understood. Their clari�cation is the topic of the

present paper.

73



To distinguish between space-charge and dipole-induced e�ects, we study

the impact of the thickness of the gate oxide on the device characteristics

achieving maximum Vth shifts around 100V. To elucidate the role of the

acid, we compare the doping of pentacene by acidic interfacial layers with

the impact of hydrochloric acid vapour and investigate the consequences

of exposing devices to ammonia. Complementary experiments using 6,13-

bis(triisopropylsilylethynyl)pentacene as active layer hint towards the central

(6 and 13) carbon atoms being subject to the electrophilic attack by the acidic

protons. They also prove that the observed Vth shifts in pentacene devices are

indeed a consequence of the interaction between the acidic groups and the

active material. The experimental device characterization is supported by

drift-di�usion based device modelling, by quantum chemically simulations,

as well as by contact angle, atomic force microscopy and x-ray re�ectivity.

The combination of the obtained results leads us to suggest proton transfer

doping at the semiconductor-dielectric interface as the process responsible

for the observed shift of Vth.

3.3 Introduction

The crucial role played by the semiconductor-dielectric interface has been

demonstrated by a number of studies during the past few years [123, 124].

It, for example, in�uences charge-carrier trapping [125] and thin �lm growth

[126]. This, in turn, determines device parameters like the carrier mobility

(µ) [127, 128, 129] and the threshold voltage (Vth). From an application-

oriented point of view, the control of Vth is necessary to realize low voltage

operation organic electronics [130, 131], or to fabricate depletion-load invert-

ers using only a single-type of semiconductor material [132, 133]. Beyond

that, understanding processes a�ecting Vth is also of fundamental interest for

understanding the operation mechanism of OTFTs.

The methods developed over the years to tune Vth via interface modi-

�cations include: UV [132], UV-ozone [134, 135], or oxygen plasma [135]

treatment of the surface of the dielectric, changing the dielectric capacitance
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[136], inserting dipole-polarized [137] or polarizable layers [138, 139], or stor-

ing charges at the dielectric-semiconductor interface [140]. Of particular

relevance for the present study is the use of functional self-assembled mono-

layers (SAMs) [141, 142, 143, 144, 145]. Their insertion between the gate

dielectric and the organic semiconductor layer has been shown to give rise to

Vth shifts of several ten volts. A number of underlying mechanisms for the

shifts have been suggested. One is the formation of dipole layers when using

polar SAMs that shift the potential of the semiconductor-dielectric interface

[141, 142, 143, 145], where the charge carrier transport takes place [146]. The

experimentally observed Vth shifts did, however, not necessarily match the

expectations based on the 'dipole' model [141, 144]. Moreover, it was argued

on the basis of a comparison between device characteristics and secondary

electron emission spectroscopy experimentscite[129] that realistic molecular

dipole moments would lead to Vth shifts of only a few volts. This notion has

been supported by drift-di�usion based simulations [147].

Thus, a charge transfer between the organic semiconductor and the SAM

has been suggested as an alternative explanation [141, 144]. This process is

reminiscent of 'electronic' surface transfer doping [148, 149, 150, 151, 152],

where the underlying chemical process is a redox reaction between the semi-

conductor and the SAM [148]. The model is based on the assumption that

semiconductor-dielectric interfacial space charges can shift the �at band volt-

age (Vfb) and, therefore, Vth. This can be derived analytically [153, 154] or

by numerical, drift-di�usion based simulations [147, 155, 156, 157] and has

also been measured in OTFTs [140].

An analogous model has been proposed for OTFTs containing acidic

SAMs using regioregular poly(3-hexyl-thiophene) (rr-P3HT) as the active

layer. In such devices, the 'normally on' (depletion mode) operation of the

devices has been explained by proton transfer from the acid to the polythio-

phene [158]. Such acid-base reactions are well-known in polymers [159] or

oligomers [160]. Their impact on the device characteristics can be understood

in the following way (for the sake of simplicity assuming a negligibly small

voltage drop between source and drain in the explanation): When applying

no voltage between gate and source (VGS), the proton transfer induces mobile
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(vide infra) holes in the channel in analogy to the doping of the chemically

related poly(3,4-ethylenedioxythiophene) (PEDOT) by protons of the acidic

poly(styrenesulfonate) (PSS) [161]. The charge of these holes exactly com-

pensates the (immobile) negative space charge layer originating from the acid

residues. Applying a negative VGS then results in the accumulation of more

holes, while a positive VGS is needed to deplete the channel. One can view

the situation also purely 'electrostatically': If the space-charge layer due to

the acid residues was not compensated by holes, it would induce opposite

charges in the gate electrode. This would result in a potential drop over the

dielectric in analogy to the situation in a plate capacitor putting the channel

at a signi�cantly di�erent potential than the gate. This gives rise to car-

rier accumulation in the channel [147] equivalent to what would happen, if a

voltage equal to the potential drop over the gate dielectric had been applied

to the gate in the absence of any space charges.

Such acidic interfacial layers hold high promise for tuning the function-

ality of organic electronic devices. They allow the fabrication of chemo-

responsive OTFTs detecting the presence of bases like ammonia that com-

pensate the acid doping [158, 162]. They can also be used for a controlled

chemical tuning of Vth over more than 80V in rr-P3HT based OTFTs contain-

ing acidic SAM [163]. Beyond that, some of us have recently used photo-acid

polymers as interface modi�cation layers to control the growth of organic

layers [126] and to photo chemically tune Vth [133]. The latter paves the

way for the straightforward photolithographic production of inverters and

potentially also more complex electronic circuits. Beyond that, protons at

the semiconductor-dielectric interface have been found to play a decisive role

for the bias-stress in OTFTs [164, 165] and it has been suggested that their

production upon bonding of silanes to SiOx also impacts the device charac-

teristics [166].

In several of the above examples, pentacene has been used as the active

material. In contrast to the situation for P3HT, where the interaction with

the acid can be viewed in analogy to doping in PEDOT/PSS (vide supra),

for pentacene it is much less clear, what the actual processes are that result

in threshold voltage shifts due to the presence of an acid at the interface
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between the dielectric and the semiconductor. Clarifying that is of distinct

relevance and, therefore, the topic of the present paper. In particular, we

will provide evidence (i) that the main origin of the acid-induced Vth shift

is the formation of a space-charge layer at the interface, (ii) that the Vth
shift is the result of an acid base reaction, (iii) that the pentacene molecules

are involved in that reaction, (iv) that it is the central carbon atoms of the

pentacene molecules (i.e., those at the 6 and 13 positions) that are subject

to protonation and (v) that the protonation results in the formation of free

holes. This is achieved by combining a number of experimental investigations

on di�erent types of OTFTs with drift-di�usion based device modelling and

quantum-mechanical simulations.

3.4 Results and discussion

The schematic structure of the investigated devices is shown in Fig. 3.1.

We used pentacene and 6,13-bis(triisopropylsilylethynyl)pentacene (TIPS-

pentacene) as the active layer. The OTFTs were fabricated on doped silicon

substrates with a SiOx dielectric that has been modi�ed using a blend of

two functionalized trichlorosilanes namely 4-(2-(trichlorosilyl)ethyl)benzene-

1-sulfonyl chloride (T-SC) and its sulfonic acid derivate 4-(2-(trichlorosilyl)-

ethyl)benzenesulfonic acid (T-SA).

3.4.1 Varying the thickness of the oxide layer

To separate the e�ects of dipole and space-charge layers, we followed a sug-

gestion from Ref. [147], where it has been shown that, when dipolar layers

are responsible for the Vth shift, it should be independent of the capacitance

per unit area (cox) of the gate dielectric. When caused by a space charge

layer, Vth should, however, scale linearly with the inverse of cox. This can be

simply understood when viewing gate electrode, dielectric, and channel as a

plate capacitor (vide supra).
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Figure 3.1: Schematic structure of the investigated top-contact bottom-gate

device structure, with channel lengths of L = 50µm or L = 25µm and

a channel width of W = 7mm. The orientation of the axes is such that

a direct comparison with Fig. 3.5 showing the potential landscape is possi-

ble. The source and drain contacts are made of gold (Au) with a thick-

ness of dau = 50nm. The active layer material is either pentacene or 6,13-

bis(triisopropylsilylethynyl)pentacene (TIPS-pentacene) with a layer thick-

ness of dsc = 35 nm or dsc = 56 nm, respectively. The positions at which

pentacene can be protonated are numbered to ease discussions later in the

manuscript. The semiconductor-dielectric interface layer is a blend of the

two functional trichlorosilanes, T-SC and T-SA, and its thickness is in the

range of 1 nm (dT−SC/SA). Thermally grown silicon oxides with thicknesses

of dox = 102.2 nm, dox = 147.5 nm, dox = 152.0 nm and dox = 245.0 nm are

used as the dielectric.
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For a given space charge, the potential drop in that capacitor and, thus

(for a given gate potential) the potential of the channel is linearly pro-

portional to the oxide thickness, dox. Therefore, we fabricated transistors

with gate oxides of varying thickness. Exemplary transfer characteristics of

(Si|SiOx|T-SC/SA|pentacene|Au) OTFTs on oxides with nominal thicknesses

dox−n of 100 nm, 150 nm, and 250 nm are shown as solid squares in the three

panels of Fig. 3.2.

In all devices, high, positive Vth are observed, which increase with dox.

Prior to further analysing these data, the layer structures of the device shall

be characterized in more detail. As a �rst step, the relevant layer thicknesses,

dox and dT−SC/SA are determined by x-ray re�ectivity (XRR) measurements.

To obtain satisfactory agreement between measurements and �ts (see Sup-

porting Information 3.7), the T-SC/SA layers had to be modelled as a double

layer structure, i.e. as consisting of two layers with di�erent electron den-

sity. The obtained layer thicknesses (d), the surface root mean square (rms)

roughness values (σ), and the refractive index decrements (δ) are summarized

in Tab. 3.1.

The measured dox values deviate only slightly from the numbers provided

by the wafer suppliers (i.e. dox−n). The dT−SC/SA values on the three sub-

strates are virtually identical and in the range of what is expected for a

monolayer, whose thickness has been calculated to be 0.96 nm [162]. This

is insofar important as the wafers have been obtained from two di�erent

sources. We attribute the similar SAM growth to the substrate pretreatment

(cf. Experimental section 3.6) and the carefully controlled growth conditions.

Also the contact angles of diodomethane (Θd) and deionized water (Θw)

as well as the derived surface free energies per unit area (Es) of the T-

SC/SA layers are in the same range for the three samples (see Tab. 3.1). Es

is apparently largest for dox = 102.2 nm, but the variations between the two

measurement series (cf. Supporting Information) are in the same range as

the di�erences between the substrates. As far as pentacene growth on the

T-SC/SA layers is concerned, we �nd similar 'over-all' morphologies on all

substrates with the typical dentritic pentacene grain shape.
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Figure 3.2: Exemplary transfer characteristics of pentacene based devices in-

cluding a T-SC/SA semiconductor-dielectric interface layer with nominal (ac-

tual) oxide thicknesses of dox−n = 100 nm (dox = 102.2 nm), dox−n = 150 nm

(dox = 147.5 nm), and dox−n = 250 nm (dox = 245.0 nm). Solid squares cor-

respond to devices before and open triangles to devices after exposure to

a �ow of pure NH3 gas. The source-drain voltage (VDS) was set to -2V.

The increased hysteresis in the bottom plot is primarily a consequence of

the extended measurement range. Further data are found in the Supporting

Information 3.7.
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Table 3.1: left: Thickness (d), root mean square roughness (σ) and refractive

index decrement (δ) of the �tted 3-layer structure for the three di�erent ox-

ide thicknesses (dox); The net-thickness of the T-SC/SA layer, dT−SC/SA, is

given by the sum of dT−SC/SA−1 and dT−SC/SA−2. right: average water con-

tact angles Θw, diiodomethane contact angles Θd, and surface free energies

per unit area Es . Average values obtained for two measurement series on

separately prepared layers are reported (the full data set is contained in the

Supporting Information 3.7).

dox σox δox dT−SC/ σT−SC/ δT−SC/ dT−SC/ Θd Θw Es

SA−1 SA−1 SA−1 SA

dT−SC/ σT−SC/ δT−SC/

SA−2 SA−2 SA−2

[nm] [nm] [10−6] [nm] [nm] [10−6] [nm] [1
2
] [1

2
] [mJ

m2 ]

102.2 0.46 73.0 0.7 0.10 36 1.0 35.5 62.0 52.6

0.3 0.24 46

147.5 0.43 73.0 0.7 0.10 36 1.0 36.4 65.9 50.3

0.3 0.24 46

245.0 0.48 73.0 0.7 0.10 36 1.1 37.3 66.2 49.9

0.4 0.25 46

Figure 3.3: AFM images showing 5µm x 5µm sections of 35 nm thick pen-

tacene layers grown on T-SC/SA covered SiOx dielectrics with dox = 102.2 nm

(left), 147.5 nm (center) and 245.0 nm (right).

The average grain size of the pentacene crystallites are, however, largest
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on the dox = 102.2 nm substrate, which has the largest Es, as can be seen

in the exemplary pictures in Fig. 3.3 (cf. Ref. [167, 168, 169]). Having

characterized the layers, we now turn to a more detailed evaluation of the

transfer characteristics shown in Fig. 3.2. The obtained average values for

the turn-on (Von) and the threshold voltages, the calculated mobilities (µ),

and the on-to-o� ratios (Ion/Ioff ) are summarized in the top part of Tab. 3.2.

These values have been extracted from the o�-to-on sweeps at a drain-source

voltage (VDS) of −2V. A certain complication arises from the fact that there

are a number of methods for determining Vth that do not necessarily yield

equivalent values [170]. Therefore, we included the results obtained using the

extrapolation in the linear region (ELR) [170], the second derivative method

(SD) [170], and the logarithmic second derivative method (SDL) [170]. The

corresponding threshold voltages are denoted as VELR and VSD while VSDL is

associated with the turn-on voltage, as it corresponds to the point of highest

curvature in the logarithmic plots of the transfer characteristics.

In Ref. [170] the SD method, where Vth is associated with the maximum

of the second derivative of ID with respect to VG, has been suggested for

extracting Vth. In a few of our devices, we, however, observe a relatively con-

stant curvature of the transfer characteristics over a relatively wide voltage

range in spite of the only very small applied VDS of −2V. We also often su�er

from a relatively poor signal to noise ratio when calculating the numerical

second derivative. In contrast, the ELR method can be readily applied and

appears reasonable considering the relatively wide voltage range over which

ID depends linearly on VGS (see Fig. 3.2). Also the reported µ values have

been calculated for that region.

The devices with dox = 147.5 and dox = 245.0 nm show similar µ. The

latter nearly doubles for dox = 102.2 nm consistent with the large size of the

pentacene crystals (see Fig. 3.3) [126, 168, 171, 172]. As shown in Fig. 3.4, all

extracted voltages increase close to linearly with dox and thus also with 1/cox

[173]. From what has been discussed above, this indicates that the formation

of a space-charge layer is the primary cause for the Vth shift. Interestingly,

however, for all �tted lines we obtain an intercept with the Vth-axis at nega-

tive voltages of -32V (ELR), -30V (SD) and -35V (SDL). The magnitude of
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this 'voltage o�set' is clearly larger than the estimated standard deviation for

the intercept of about 5V extracted for the three �t functions. The �t to the

Von (equalling VSDL) is, naturally, 'compromised' by the sub-threshold swing

and the values of VELR and VSD su�er from the ambiguity of the threshold-

voltage determination. Nevertheless, this non-zero axis intercept suggests

that part of the dox-dependent Vth shift arising from the space-charge layer

is, as a secondary e�ect, compensated by a dipole layer.

Table 3.2: Device parameters of (Si|SiOx|T-SC/SA|pentacene|Au) transistors

as function of di�erent oxide thicknesses (dox) before (top part) and after

NH3 exposure (bottom part, cf, discussion in section 2.3). Threshold/onset

voltages derived with di�erent methods, VELR, VSD, and VSDL (details see

main text), mobilities (µ) , and on-to-o� ratios (Ion/Ioff ) are reported. Ioff
is de�ned as the drain current when the gate voltage equals Von and Ion is the

current for VGS equaling Von− 40 V. All values are average values over three

di�erent devices. A more detailed compilation of the measurement results

can be found in the Supporting Information 3.7.

dox cox VELR VSD VSDL µ Ion/Ioff

[nm]
[
nF
cm2

]
[V ] [V ] [V ] [ cm

2

V s
] [103]

102.2 34.8 20 25 38 0.24 30

147.5 23.0 39 44 65 0.12 20

245.0 14.1 90 98 136 0.13 2

dox cox VELR− VSD− VSDL− µNH3 (Ion/Ioff )NH3

NH3 NH3 NH3

[nm]
[
nF
cm2

]
[V ] [V ] [V ] [ cm

2

V s
] [103]

102.2 34.8 −5 1 8 0.22 60

147.5 23.0 −16 −9 3 0.11 90

245.0 14.1 −9 −3 20 0.12 40

This o�set is signi�cantly larger than what one would expect from the

di�erence in work functions of the gate electrode and the semiconductor ma-

terial. A certain contribution also comes from the intrinsic molecular dipoles
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of the T-SC/SA molecules that have been calculated to be a few Debye result-

ing in potential shifts of a few volts [158]. The bond-dipole due to the binding

of the silanes to the dielectric surface should additionally somewhat in�uence

the situation. All these e�ects can, however, not fully explain the magnitude

of the dipole-induced shift. Possible origins of the necessary 'extra' dipole

could be trapped protons that did not react with the pentacene (vide infra),

or also trapped holes. Note that it follows from basic electrostatics that pos-

itive charges trapped above the negatively charged acid residues should not

be considered as a space charge layer with a dox-dependent impact.

Figure 3.4: Dependence of VELR (solid squares), VSD (solid circles) and VSDL
(solid triangles) on dox for devices with three di�erent dox. The plotted solid

symbols correspond to the average experimental values, the solid lines are

linear �ts and the open symbols have been extracted from the results of

drift-di�usion based modelling. They have been obtained by applying the

same procedures used for analysing the experimental data (see main text)

also to the simulated transfer characteristics.

As long as their density is smaller than that of the negatively charged

acid residues they rather form a charged double layer (i.e. a dipole layer)
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with part of the negative charges from the acid residues. This makes their

impact independent of dox.

3.4.2 Results of drift-di�usion based device simulations

The above described situation is fully consistent with the results of drift-

di�usion based simulations. Assuming an uncompensated negatively charged

interfacial space charge layer with an areal space-charge density of −1.5 x

1017 em−2 and a dipole layer with a dipole density corresponding to a poten-

tial jump of −31V, the experimental trend for Vth can be fully reproduced

(see open symbols in Fig. 3.4). The above space charge density corresponds

to about 12% of the acid groups being deprotonated assuming a molecular

density at the interface of 1.3 * 1018 m−2 (i.e., 1/3 of the molecular packing

density of the SAM obtained when assuming a 25Å2 footprint in this way

accounting for the T-SC/T-SA ratio in the used sample)

To fully reproduce the measured transfer characteristics, a relatively com-

plex model including di�erent types of traps (to reproduce the sub-threshold

swing and the hysteresis) as well as a mobility depending on dox to account

for the di�erent experimentally observed �lm morphologies needs to be em-

ployed. The results from these simulations have been used for the data in

Fig. 3.4 and are contained in the Supporting Information 3.7. To understand

the fundamental processes responsible for the Vth shifts, it is, however, ad-

visable to discuss the situation within a simpli�ed model, disregarding traps

and assuming a constant mobility in all devices. The resulting potential dis-

tributions in the device at VDS = −2V for the three dox values are shown

in Fig. 3.5 (a). The left panels depict the situation immediately after ap-

plying the voltages, while the right panels show the steady-state situation.

The gate bias VGS is chosen such (i) that all devices operate in the linear

regime and (ii) that the same total steady-state current (here arbitrarily set

to IDS = 81µA) is achieved for all oxide thicknesses. This corresponds to

VGS = −12.5V, −3.3V, and 15.3V, for dox = 100nm, 150nm, and 250nm,

respectively. Discussing a situation with IDS = const represents a more gen-

eral situation than merely discussing the onset regimes.
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Figure 3.5: (a) Simulated potential distributions for devices with a �xed

negative space charge layer and a �xed dipole layer at the semiconductor-

dielectric interface for oxide layer thicknesses dox = 100nm, 150nm, 250nm.

Shown is the situation in the absence of mobile charges (left column) and

for the steady state (right column) in the linear regime (VDS = −2V). The

gate biases VGS are chosen to induce the same total amount of accumu-

lated charges in the steady state (IDS = 81 µA) for all oxide thicknesses,

(VGS = −12.5V, −3.3V, and 15.3V). To prevent obscuring important de-

tails, we omit showing the potential in the ï¾1
2
drain-regionï¾1

2
of the device;

the position of the corresponding cut in the pro�les is indicated by a broken

line.

The latter, however, can be easily recovered by setting IDS = 0A. Note

that for IDS 6= 0, the di�erences in the associated VGS do not directly corre-

spond to the o�sets in Vth, as in the transfer characteristics also the slope of

the IDS(VGS) curves is proportional to the capacitance of the dielectric (i.e.,
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inversely proportional to dox).

To illustrate the impact of the space charge and dipole layers on the po-

tential distribution, we �rst discuss the situation for the instant the external

voltage is applied (i.e., before mobile charges are injected). In that case,

gate, drain, and source electrodes are set to a �xed potential and no mobile

charges are in the device. Without space charges or dipoles at the interface

(see Fig. 3.5 (b)), the potential in the pentacene volume that is not covered

by source or drain electrodes (0 < y < 50 µm) assumes the value of the

gate potential. This is a consequence of the huge aspect ratio of the con-

sidered transistors (channel length of 50µm vs. an overall thickness of the

active region and dielectric between 135nm and 285nm).[147] Further, the

potential drops linearly from the source/drain electrodes to the gate elec-

trode (y ≤ 0, 50µm ≤ y) with di�erent slopes in the semiconductor and the

dielectric as dictated by their dielectric constants.

The situation in the channel region not covered by the source- and drain

electrodes is signi�cantly modi�ed in the presence of the interfacial space

charges and dipole layers. Due to the space charge layer, there is an addi-

tional voltage drop across the dielectric layer (Fig. 3.5 (a), left panels). The

corresponding electric �eld in the oxide layer is the same for all oxide thick-

nesses as a consequence of comparing situations with equivalent drain cur-

rents in the steady-state (vide supra). The extent of the potential drop

increases linearly with dox, reminiscent of the situation in a plate capacitor.

The potential step at the interface due to presence of the dipole layer partly

counteracts the potential drop over the oxide. Since the height of this step

is, however, solely determined by the dipole density, it is independent of dox.

Underneath the source and drain electrodes, a di�erent situation is en-

countered: Here, the total potential di�erence is given by VGS and VGD,

respectively. As a consequence, there is a potential drop over the pentacene

layer (unlike in the channel region far from source and drain described in the

previous paragraph). For the three situations depicted in Fig. 3.5 (a), this

potential drop is independent of dox. This follows from the requirement that

for the steady state all drain currents are identical. The same requirement

explains why also the �eld in the oxide does not depend on dox. This then
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results in the observed dox dependent potential drop over the oxide that is

o�set by the potential discontinuity due to the dipole layer.

For reaching the steady state (Fig. 3.5 (a), right panels), charges are in-

jected from the source electrode and accumulate in the channel region. As a

consequence, in the regions underneath the contacts the potential in the pen-

tacene layer is �xed to the source and drain potentials. I.e., there is neither

a �eld in the x- nor in the y-directions. Also in the part of the device not

covered by the electrodes, the �eld in the x-direction vanishes, but there is a

steady potential drop in the y-direction as a consequence of the applied VDS
(as the latter is chosen to be only −2V here, this potential drop is, however,

not well resolved in Fig. 3.5). Because we compare the situation of identical

IDS, the accumulated hole density at the semiconductor/dielectric interface

is the same for all dox, which also renders the �eld in the oxide identical.

3.4.3 Dedoping by ammonia and bulk doping using hy-

drochloric acid

To determine, whether the Vth shift is a consequence of an acid-base reaction,

we performed two test experiments: First, we exposed the devices containing

the T-SC/SA layers to a base as the latter should neutralize the acid; for that

purpose we chose NH3 gas and exposed the devices for 30min to ensure that

an equilibrium situation is established (details see Experimental section 3.6

and Supporting Information 3.7). This exposure results in a substantial shift

of Vth to less positive values with the total shift being essentially proportional

to dox (see Fig. 3.2). As a result, the Vth values of all devices after NH3

exposure become similar. In analogy to what has been described in [158, 162]

for P3HT based devices, this shift can be explained by a neutralization of the

acidic groups of the T-SA molecules by NH3 resulting in the formation of the

electronically inactive ammonium 4-(2-(trichlorosilyl)ethyl)benzenesulfonate

as shown for pristine T-SC/SA layers by various spectroscopic techniques

[162]. Interestingly, the Ioff are in the same range before and after NH3

exposure [174].

In a second test experiment, we exposed (Si|SiOx|pentacene|Au) devices,
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i.e., devices not containing a T-SC/SA interfacial layer, to HCl gas. The

resulting device characteristics are shown in Fig. 3.6.

Figure 3.6: Transfer characteristics of an exemplary (Si|SiOx|pentacene|Au)

device with dox = 152.0 nm (solid squares), after exposure to HCl vapour

(solid circles) and after subsequent exposure to NH3 (open triangles). VDS is

set to −2V. Further data are found in the Supporting Information 3.7.

Very much like in the devices containing an acidic interfacial layer, expo-

sure of `conventional' (Si|SiOx|pentacene|Au) transistors to HCl vapor results

in highly positive Vth and Von. This shift to positive Vth is stable over days

when keeping the devices in an Ar-glove box, which indicates a strong chemi-

cal interaction between pentacene and the HCl molecules, because otherwise

HCl would gradually di�use out of the device. The fact that again Von can

be shifted back to around zero upon exposure of the device to NH3 gas (see

open triangles in Fig. 3.6) shows that also here we are dealing with acid-

base reactions. This is consistent with the notion that bulk doping of the

active layer material shifts Vth as derived on the basis of analytic equations

[153, 154, 155] and by drift-di�usion based simulations [147, 156, 157].

Thus, we propose a protonation of some of the pentacene molecules in

the active layer upon interaction with a strong enough acid (HCl vapour

or the T-SC/SA interface layer). Protonation of pentacene molecules in
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the gas phase has, indeed, been suggested by quantum chemical simulations

[175, 176] and by several di�erent experimentally measurements, namely by

Fourier transform ion cyclotron resonance mass spectrometry [175], IR and

IR multiple-photon dissociation spectroscopy [177]. The experiments pre-

sented here are a strong indication that analogous reactions occur also in the

solid state.

Interestingly, the exposure to HCl vapour in several of the investigated

devices resulted in a deterioration of the Ion/Ioff ratio as a consequence of

a signi�cant increase of Ioff . This is in clear contrast to the insertion of

the T-SC/SA layer as shown in Fig. 3.2. It should, however, be mentioned

that the measured values of Ioff upon exposure to HCl display a signi�cant

device-to-device variation as shown in the Supporting Information 3.7.

A possible explanation for the increased Ioff in Fig. 3.6 is that exposure to

HCl vapor induces proton-transfer doping throughout the whole �lm, while

it is reasonable to assume that the use of an interfacial layer (like T-SC/SA)

primarily a�ects the region close to the semiconductor-dielectric interface. In

literature [178] it has indeed been suggested that bulk doping results in an

increased o� current. This, is, however, cast into doubt by Refs. [156, 157],

where it is argued that such an increase of Ioff is a consequence of traps,

while bulk doping without trap creation (albeit at a much lower concentration

than in [172]) only results in a shift of Vth.

3.4.4 Acid-base reactions in TIPS-pentacene based de-

vices

To clarify, which part of the pentacene molecule is actually a�ected by the

protons of the acid, it is useful to consider the proton a�nity (PA) of the

various carbon positions. Calculations in Ref. [175, 176] indicate that the

two carbon atoms of the central ring in pentacene have the highest PA.

Our quantum-chemical simulations at the B3LYP/6-31G(d,p) level indeed

con�rm that the protonation of pentacene at the central 6 position is ener-

getically favoured by 0.87 eV (resp. 0.74 eV and 0.15 eV) over a protonation

at the 3 (resp. 4 and 5) positions (the numbering of the carbon atoms in the
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pentacene backbone is included in Fig. 3.1).

To test experimentally, whether this is the case also in the solid state, we

performed comparative studies using a suitably modi�ed pentacene derivative

as the active semiconductor material: In TIPS-pentacene (chemical struc-

ture see Fig. 3.1), the central two carbon atoms of pentacene are substituted

by triisopropyl(prop-1-yn-1-yl)silane, which can be expected to very signif-

icantly modify their proton a�nity. Indeed, already when fully optimizing

the structure of a protonated TIPS-pentacene molecule (corresponding to the

gas phase), the energetic 'advantage' of the 6 over the 3 position is reduced

to 0.48 eV (0.37 eV for the 4 position; protonation at the 5 position is, in

fact, energetically favoured here by 0.25 eV). Moreover, primarily due to a

change in hybridisation of the protonated carbon atom, the structure of the

molecule is heavily distorted as shown in the Supporting Information 3.7.

Such a distortion will not happen in the solid state, especially in a highly

crystalline [179], densely packed layer. Thus, we also calculated the total

energy of a protonated TIPS-pentacene molecule, in which the central part

of the backbone was forced to remain planar. In this case, protonation at

the central carbon atom becomes energetically more costly by 0.37 eV (resp.,

0.48 eV and 1.10 eV) than protonation at the 3 (resp. 4 and 5) positions.

These data shows that due to the substitution protonation at the central

carbon atoms can be excluded in a TIPS-pentacene �lm.

Thus, if the above described high positive Vth upon insertion of a T-

SC/SA layer or exposure to HCl vapor were, indeed, the consequence of a

protonation of the central pentacene carbon atoms, they should not occur

when using TIPS-pentacene as the active material. This is exactly what we

observe in the corresponding test experiments, where neither the inclusion of

a T-SC/SA layer nor the exposure to HCl vapor gives rise to any shift in Vth
(for transfer characteristics see the Supporting Information 3.7). This can

be considered as convincing evidence that (i) the acid-induced Vth shifts in

pentacene-based devices are a consequence of a chemical reaction between the

acid and the active material and not, e.g., due to an interaction with silanole

surface groups or related species; and that (ii) the position of protonation in

pentacene is at the central carbon atom.
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3.4.5 The suggested mechanism for surface proton trans-

fer doping in pentacene based OTFTs

The above results lead us to suggest the mechanism depicted in Fig. 3.7 for

surface proton transfer doping in pentacene based OTFTs: A fraction of

the pentacene molecules close to the interface with the T-SC/SA layer are

protonated. This fraction remains relatively small, as can be inferred from

the drift-di�usion based modelling (vide supra). Such a situation is consistent

with the protonation being an endothermal process rendering the reaction

entropy-driven. The positive charge on the pentacene molecule originating

from the proton transfer is then transferred to a neighbouring molecule. This

is necessary to explain the experiments, as otherwise one would be dealing

with trapped rather than mobile holes as a result of the proton-transfer

doping process.

It is also consistent with our quantum-chemical simulations, as the charge

transfer to a non-protonated pentacene results in an energy gain of 0.60 eV.

This value is obtained from the comparison of the B3LYP/6-31G(d,p) cal-

culated ionization potentials of pentacene and the pentacene-6-ylium with

an additional proton at the central position (for chemically structure see

Fig. 3.7) and assumes equivalent screening in both systems. The reason for

the increased ionization potential of the molecule bearing the extra proton

is the disrupted conjugation by the central sp3 hybridized carbon atom. As

a consequence, pentacene-6-ylium molecules will no longer participate in the

hole transport at the interface, but they will also not act as traps. Thus, the

carrier mobility should not be reduced by the protonation of a small fraction

of the pentacene molecules, which is again consistent with the experiments.

Considering the increased reactivity of pentacene-6-ylium molecules in situ-

ation (c) of Fig. 3.7 due to their radical character, it cannot be excluded that

these molecules are actually subject to a second protonation process, but we

have no clear evidence for this to actually happen.

92



Figure 3.7: Suggested mechanism for surface proton transfer doping of

pentacene by the protons of the sulfonic acid functionalities of the T-SA

molecules. (a) shows the situation before doping. (b) shows a protonated

pentacene molecule (pentacene-6-ylium); the resulted disruption of the con-

jugation results in the positive charge being transferred to a neighbouring

molecule, forming a free hole (c).

3.4.6 Establishing equilibrium and the role of ambient

light

Finally, it should be noted that the high positive Vth values induced by a T-

SC/SA layer and depicted in Fig. 3.2 develop only gradually. I.e., for devices

stored in the glove-box in light (i.e., without any intentional darkening), it

takes several days until a stable situation is reached that also does not change

under the measurement conditions described below. In contrast, the equilib-

rium is established instantaneously, when performing the doping experiments
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using HCl vapour. This can be attributed to the abundance of HCl molecules

when exposing the devices to HCl vapour. Interestingly, we saw immediate

doping also when using two types of polymeric interfacial layers that consist

of photo acids [133]. We attribute this to the fact that in these experiments,

to form the acids, we illuminate the samples by UV-light and it is known for

several organic systems that their acidity is much higher, when the molecules

are in the excited state [180, 181, 182, 183].

In fact, also for doping with a T-SC/SA interfacial layer, the exposure to

light impacts the steady-state situation. When storing a device in darkness

for a month right after fabrication, the achieved positive Vth were clearly

smaller than in a control device stored under ambient light. When the latter

device is then kept in darkness for several days, its Vth shifts back to the

value measured for the device never exposed to ambient light. This could be

a consequence of a shift in the chemical equilibrium of the reactions depicted

in Fig. 3.7 upon illumination.

On the other hand, a 'darkness-induced' shift of Vth to more negative val-

ues is reminiscent of the experiments by Jing et al., who observed (albeit for

P3HT based devices on bare SiOx, i.e., without any interface modi�cations)

threshold voltages as low as -60V when storing their devices in the dark

[184], which can be attributed to charge-carrier trapping. In that spirit, it

cannot be excluded that the less positive values of Vth for T-SC/SA contain-

ing pentacene devices stored in the dark are due to a partial cancellation of

the doping e�ect by charge carrier trapping rather than a result of a shifted

chemical equilibrium. To de�nitely answer such questions, extensive tests of

the impact of light (of di�erent wavelength) on various types of transistors

containing di�erent interface modi�cations and active layer materials will be

necessary. This goes clearly beyond the scope of the present paper.

3.5 Conclusions

Combining a number of experiments with drift-di�usion based device mod-

elling and quantum-chemical calculations, we study the mechanism respon-
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sible for the high positive threshold voltages observed in pentacene based

OTFTs, where the active layer is in contact with an acid. This is of rele-

vance as, for example, devices containing acidic layers have a high potential

for realizing chemically responsive devices [185] and allow for an e�cient

photochemical production of depletion-load inverters [133]. The focus of the

present study lies on pentacene transistors containing acidic monolayers co-

valently bonded to the gate dielectric. The theoretical and experimental

investigation of the dependence of the monolayer-induced threshold-voltage

shift on the thickness of the gate dielectric reveals that it is due to the

formation of an interfacial space-charge layer partially compensated by the

formation of a dipole layer. The fact that a similar e�ect can be realized

by HCl exposure of devices not containing an acidic layer and the �nding

that the Vth shift can be eliminated by exposing the devices to a base (in our

case NH3) show that the observed doping is the consequence of an acid/base

reaction. Interestingly, none of the above e�ects is observed when replacing

pentacene by TIPS-pentacene. This, on the one hand, proves that it is the

interaction between the acid and the active material that is responsible for

the Vth shift and, on the other hand, points to the central two carbon atoms

of pentacene being subject to the electrophilic attack by the protons. It also

implies that whether or not a certain semiconductor is prone to protonation

(and, thus, useful for the above mentioned applications), subtly depends on

the proton a�nity of the available docking sites. These data together with

results of quantum-chemical simulations �nally allow suggesting the chemi-

cal and electronic mechanism sketched in Fig. 3.7 for surface proton transfer

doping in pentacene based OTFTs.

3.6 Experimental

As especially the growth of the T-SC/SA layers is impacted severely by the

very details of the fabrication process (especially by minute changes of the

water concentration during �lm growth), we considered it appropriate to

provide a very detailed description of the applied methodologies. Due to
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space limitations, they are, however, largely contained in the Supporting

Information 3.7.

Device fabrication: As substrates (serving also as gate electrodes), we

used doped silicon wafers with thermally grown oxides with thicknesses dox =

102.2 nm, dox = 147.5 nm, dox = 152.0nm, and dox = 245.0 nm pre-cut into

2 cm x 2 cm pieces supplied by Siegert Consulting and Silchem. The oxide

surfaces of the substrates were cleaned and activated by an oxygen plasma

etching process and subsequently sonicated for 2 min in deionized water.

This rendered the oxide surfaces of all samples highly hydrophilic lowering

the contact angle of H2O to below 10ï¾1
2
, the limit of our contact-angle mea-

surement set-up. This is important as the resulting high concentration of

-OH groups on the waver surface is bene�cial for the docking of silanes [186].

As a next step, T-SC/SA layers were grown on the majority of the wafers

as described below. The active layer material pentacene was deposited un-

der high-vacuum conditions typically some days after growing the T-SC/SA

layer. The �rst 5 nm were deposited at a rate of 0.02 ï¾1
2
/s and the following

30 nm at a rate of 0.1 ï¾1
2
/s, as measured with a quartz microbalance. Dur-

ing pentacene-growth, the substrates were held at a temperature of 65 ï¾1
2
C.

Alternatively, TIPS-pentacene �lms were deposited from a 1 t% solution in

toluene by spin coating in air with the substrate heated to 60 ï¾1
2
C using an

IR lamp (spin parameters set to: 2000 rpm for 18s and 4000 rpm for 20 s).

The ca. 50 nm thick gold source and drain electrodes were produced at a pres-

sure in the range of 10-6mbar in a home-built evaporation set-up operated

inside an Ar glove-box. Four transistors were fabricated on each substrate.

Growth of the T-SC/SA layer: After the plasma etching process and the

water sonication, the substrates were further cleaned in several steps (cf.

Supporting Information 3.7) and put into 10ml highly dry toluene (water

content of about 7 ppm measured with Karl Fischer Titration) inside an Ar

glove-box. To that we added 10µl of the commercial T-SC/SA solution from

ABCR, which is a 50 vol% mixture of T-SC/SA molecules and toluene and

let the layer grow for 16 h. After this time, the substrates were sonicated

and rinsed in fresh toluene. Finally, they were annealed for 30min at about

100 ï¾1
2
C at a pressure of about 0.6mbar.
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The XRR data were recorded on a Bruker D8 Discover di�ractometer

using CuKα-radiation and analyzed using WinGixa [187], which is an imple-

mentation of Parratt' s recursive algorithm [188]. It includes interface, σox,

and surface roughness, dT−SC/SA, according to the approach of Nevot and

Croce [189]. Contact angles were measured with a Kruess DSA 100 drop

shape analysis system using deionized water and diiodomethane as test liq-

uids. Based on the method by Owens Wendt [190] the surface free energy

per unit area Es of the T-SC/SA layers were calculated automatically. AFM

pictures were measured with a Veeco Dimension DI3000 in tapping mode

with standard silicon tips.

To expose the devices to NH3 gas, we put our devices in a homemade

measurement cell and �ooded the cell with NH3 gas for either 30 min (data

in Fig. 3.2) or 1min (data in Fig. 3.6). After the NH3 exposure, we �ooded the

cell with argon gas until we could not detect ammonia at the gas outlet of the

measurement cell. For HCl-vapor exposure, we put the ready-made devices

over a beaker �lled with fuming hydrochloric acid for 1min. Hazard warning!

NH3 is highly toxic and HCl vapor is very acidic; thus, experiments should

always be performed in a fume hood using appropriate gloves and protective

glasses!

Source meter measurements: To measure the electronic characteristics of

the transistors, we used a Keithley 2636A dual source-meter controlled with

a home-made software. We started the transfer sweeps at positive gate bias,

reduced VGS in steps of −2V (setting the delay time to 0.1 s). The reported

device parameters were always determined for the sweep from positive to

negative VGS. All measurements were performed under ambient light inside

a glove box.

Drift-di�usion based modeling: The numerical model to describe device

characteristics is a two-dimensional drift-di�usion approach as described in

Ref. [147] with special boundary conditions at the source and drain elec-

trodes. Charge carrier injection occurs via thermionic emission and tun-

nelling through a potential barrier (given by the image charge model) in the

Wenzel-Kramers-Brillouin approximation and is corrected by an interface

recombination current [191]. The corresponding system of equations with
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appropriate boundary conditions is solved self-consistently on a non-regular

two-dimensional grid [147][25] using an implicit time integration. A hole in-

jection barrier of 0.47 eV [192] and dielectric constants of ε = 3.4 (pentacene)

and ε = 3.9 (SiOx) are assumed. To model interfacial charge and dipole layers

areal charge distributions with �xed densities were used. To further account

for the shapes of the I-V curves obtained in the experiments also two types of

traps need to be considered: (i) The occurrence of a hysteresis is simulated

by including bulk traps, whose occupation is determined self-consistently for

each time step. (ii) To account for the shape of the transfer-characteristics in

the sub-threshold region, additional interface traps with signi�cantly shorter

time constants are incorporated. Considerably more details on these simula-

tions are contained in the Supporting Information 3.7.

Quantum-mechanical modelling The quantum-mechanical calculations were

performed using Gaussian03 [193] applying the B3LYP [194] hybrid func-

tional and a 6-31G(d,p) basis set. Total energies were extracted from the last

step in the geometry optimizations. Note that we encountered serious conver-

gence problems, when optimizing the geometry of planarized TIPS-pentacene

protonated at one of the central C-atoms. The way we circumvented these

problems is described in the Supporting Information 3.7.
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3.7 Supporting information

As especially the growth of the T-SC/SA layers is impacted severely by the

very details of the fabrication process (especially by minute changes of the

water concentration during �lm growth), we considered it appropriate to

provide a relatively detailed description of the applied methodologies.

Device fabrication

(this is a signi�cantly extended version of the description in the main manuscript)

As substrates (serving also as gate electrodes), we used doped silicon wafers

with thermally grown oxides with thicknesses dox = 102.2 nm, dox = 147.5nm,

dox = 152.0 nm, and dox = 245.0 nm pre-cut into 2 cm x 2 cm pieces. Which

of the oxides has been used in a certain experiment is speci�ed in the �gure

captions in the main text.

The waver with dox = 102.2 nm was boron doped (company: Silchem) and

supplied with a plastic coating on the oxide for protection. To remove this

plastic coating, we cleaned them in an ultrasonic bath in ultra-pure water

for 2min, cleaned it with a cleaning liquid (Photonic Cleaning Technology,

type: First Contact) that was �rst brushed onto the waver and then left to

dry for ca. 15 minutes. The resulting �lm was then removed by ultrasonic

treatment in ultra-pure water produced with a cleaning system (company:

Millipore, type: Simplicity 185; and the resulting speci�c resistance was in

the range of MΩcm) for 2min. Finally we dried the substrates with carbon

dioxide gas. The other wavers were phosphorus doped (company: Siegert

Consulting) and were delivered without any coating on the oxide.

As a next step, all substrates were cleaned in a CO2 gas stream and,

�nally, the oxide surfaces of the substrates were cleaned and activated by an

oxygen plasma etching process using a commercial set-up (company: diener

electronic, type: Femto). First the plasma etching chamber was evacuated

with a scroll pump (company: Varian, type: SH110) to a pressure of 0.2mbar.

In this context it should be mentioned that the use of an oil-free pump (like

a scroll pump) is advantageous, as in XPS experiments performed to study

the composition of the wafer surface after the plasma etching step, we found
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�uorine on the SiOx surface when using a rotary vane pump most likely due to

decomposed pump oil. Subsequently, the chamber was �ooded with oxygen

(company: Air Liquide, type: Alphagaz oxygen) setting the �ow-meter to

a value of 90 at an (over) pressure of 2.5 bar. Before starting the plasma

etching process, we then waited until the pressure inside the chamber silized

at 0.3mbar. The frequency of the high frequency generator was 40 kHz and

we performed the plasma etching at a power of 100W for 30 s. After the

plasma etching process and the water sonication, the substrates were again

cleaned with CO2 gas.

Afterwards, we put them into cleaned glass containers (for a detailed de-

scription of the cleaning procedure see below) �lled with ultra-pure water,

did an ultrasonic treatment for 2min and left them inside the bottles for

about 25min. This rendered the oxide surfaces of all samples highly hy-

drophilic lowering the contact angle of H2O to below 10 ï¾1
2
, the limit of our

contact-angle measurement set-up (vide infra). This is insofar important as

(i) before the plasma etching the contact angles of the di�erent wafer batches

di�ered considerably and (ii) the resulting high concentration of -OH groups

on the waver surface is bene�cial for the docking of silanes when growing the

functional monolayers.

Meanwhile, other glass containers (which we had been held at 80 ï¾1
2
C

least over night) to be used for T-SC/SA layer growth were transferred into

the glove box while still being hot. Note: We observed increased thicknesses

of the T-SC/SA layers when transferring cooled down glass containers, pre-

sumably due to the adsorbed water at the inner walls of the containers, as

minute amounts of water signi�cantly impact the layer growth. Inside the

glove box (H2O and O2 concentration < 1ppm), each of the substrates was

put into a separate glass containers that was �lled with 10ml highly dry

toluene (water content of about 7 ppm measured with Karl Fischer Titra-

tion). To that we added 10µl of the T-SC/SA solution, which is a 50 vol%

mixture of T-SC/SA molecules and toluene (company: ABCR, product num-

ber: AB129108) and let the layer grow for 16 h. After this time, we put the

substrates into glass containers with 6ml fresh highly dry toluene, sealed the

containers, transferred them out of the box, sonicated them for 2min, and
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rinsed them with fresh toluene (company: Sigma-Aldrich, product number:

34866). This toluene had a water content of about 29 ppm measured with

Karl Fischer Titration. Then we dried the samples using CO2 gas and an-

nealed them for 30min at about 100 ï¾1
2
C at a pressure of about 0.6mbar.

Between the annealing process and pentacene evaporation as well as between

pentacene evaporation and gold deposition the substrates were in air and ex-

posed to light for several hours.

The active layer material pentacene (company: tokyo chemical industry,

product number: P0030) was vacuum deposited under high-vacuum con-

ditions (base-pressure in the range of 10-6mbar typically some days after

growing the T-SC/SA layer. The �rst 5 nm were deposited at a rate of

0.02 ï¾1
2
/s and the following 30 nm at a rate of 0.1 ï¾1

2
/s, as measured with a

quartz microbalance. During pentacene-growth, the substrates were held at a

temperature of 60 ï¾1
2
C. Alternatively, TIPS-pentacene �lms were deposited

from a 1wt% solution of TIPS-pentacene (company: Sigma-Aldrich, product

number: 716006-1G) in toluene (company: Sigma-Aldrich, product number:

34866). The �lms were fabricated by spin coating (company: Chemat Tech-

nology, type: KW-4A) in air with the substrate heated to 60 ï¾1
2
C using an

IR lamp (spin parameters set to: 2000 rpm for 18 s and 4000 rpm for 20 s).

The 50 nm thick (measured with a quartz microbalance) gold (company: Oe-

gussa, quality: �ne gold plate) source and drain electrodes were produced

at a pressure in the range of 10-6mbar in a home-built evaporation set-up

operated inside an Ar glove-box. For technical reasons, the manometer had

to be located outside the glove box, i.e., close to the turbomolecular pump.

Four transistors were fabricated on each substrate.

Cleaning process for glass containers used to grow T-SC/SA layers

(as mentioned above, the 'state' of the glass bottles has a distinct in�uence

on the growth of the T-SC/SA layer)We always cleaned 19 glass containers

(company: Bartelt, product number: 9.072 303) with 32ml Hellmanex (com-

pany: Hellma, product number: 9-307-010-507) in 1.6 l deionized water with

an ultrasonic bath for 25min. Then we emptied the bucket containing the
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glasses, re�lled it with deionized water, emptied every single glass container,

cleaned the bucket with deionized water, put the glass containers back into

the bucket and �lled it with deionized water until the glass containers were

covered with water. Now we did the ultrasonic treatment for 7min and re-

peated the whole process two times, but without the bucket cleaning step.

As a �nal cleaning step, every glass bottle was rinsed with ultra-pure water

and stored in an oven at 80 ï¾1
2
C at least overnight. The ultra-pure water

was produced with a cleaning system (company: Millipore, type: Simplicity

185) and the resulting speci�c resistance was in the range of MΩcm.

Details on the chosen measurement procedure

Before measuring the device characteristics, the pentacene layer around the

source and drain areas of the four devices located on each substrate is me-

chanically removed. This reduces the apparent gate current by up to two

orders of magnitude in our common gate devices. To measure the electronic

characteristics of the transistors, we used a Keithley 2636A dual source-meter

controlled with a home-made software. We started the transfer sweeps at pos-

itive gate bias, reduced VGS in steps of −2V, setting the delay time, which

is the time between applying VGS and the measurement of ID, to 0.1 s. It

should, however, be noted that this is not in all cases the actual time between

two measurement, because the integration time for every measurement point

is set automatically by Keithley �rmware to obtain a su�cient signal to noise

ratio. Therefore, at very small currents, signi�cantly increased measurement

times were applied. VGS was decreased until we reached the most negative

reported gate bias (set to a value that did depend on Vth). Then VGS was

again increased to the highest positive value reported in the �gures. The

given device parameters were always determined for the sweep from positive

to negative VGS. VDS was −2V for the data reported in Fig. 3.8 and Fig. 3.10,

and -60V for the data in Fig. 3.11. The very low VSD in the �rst case was

chosen to maximize the linear region for data extraction, while in the TIPS-

pentacene devices we applied a larger VDS to avoid too small currents. All

measurements were performed under ambient light inside a glove box.
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Additional data for oxide thickness depended transfer curves

Figure 3.8: Additional transfer characteristics of pentacene based devices

including a T-SC/SA semiconductor-dielectric interface layer with nominal

(actual) oxide thicknesses of dox − n = 100 nm (dox = 102.2 nm), dox − n =

150nm (dox = 147.5 nm), and dox − n = 250 nm (dox = 245.0 nm). High

positive Vth correspond to devices before and low Vth to devices after exposure

to a �ow of pure NH3 gas. The source-drain voltage (VDS) was set to -2 V.

The increased hysteresis in the bottom plot is primarily a consequence of the

extended measurement range
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Table 3.3: Additional device parameters of (Si|SiOx|T-SC/SA|pentacene|Au)

transistors as a function of the oxide thicknesses (dox) before (top table) and

after NH3 exposure (bottom table). Threshold/onset voltages have been

derived with di�erent methods and are denoted as, VELR, VSD, and VSDL

(details see main paper), mobilities (µ), and on-to-o� ratios (Ion/Ioff ) are

reported. Ioff is de�ned as the drain current when the gate voltage equals

Von and Ion is the current for VGS equaling Von − 40V. The last line for each

oxide thickness gives the average values.

VELR−1 VSD−1 VSDL−1 µ1 (Ion/Ioff )1

dox cox VELR−2 VSD−2 VSDL−2 µ2 (Ion/Ioff )2

VELR−3 VSD−3 VSDL−3 µ3 (Ion/Ioff )3

VELR VSD VSDL µ Ion/Ioff

[nm]
[
nF
cm2

]
[V ] [V ] [V ] [ cm

2

V s
] [103]

22 29 40 0.22 20

102.2 34.8 16 19 36 0.24 30

22 27 38 0.25 40

20 25 38 0.24 30

40 46 70 0.13 6

147.5 23.0 42 46 70 0.11 5

36 39 56 0.13 50

39 44 65 0.12 20

88 96 136 0.14 2

245.0 14.1 85 94 136 0.13 0.8

96 103 136 0.13 3

90 98 136 0.13 2
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VELR− VSD− VSDL− µNH3−1 (Ion/Ioff )NH3−1

NH3−1 NH3−1 NH3−1

dox cox VELR− VSD− VSDL− µNH3−2 (Ion/Ioff )NH3−2

NH3−2 NH3−2 NH3−2

VELR− VSD− VSDL− µNH3−3 (Ion/Ioff )NH3−3

NH3−3 NH3−3 NH3−3

VELR− VSD− VSDL− µ Ion/Ioff

NH3 NH3 NH3

[nm]
[
nF
cm2

]
[V ] [V ] [V ] [ cm

2

V s
] [103]

−5 0 8 0.20 40

102.2 34.8 −7 −1 6 0.25 70

−3 2 10 0.21 70

−5 1 8 0.22 60

−17 −11 2 0.10 90

147.5 23.0 −14 −9 4 0.08 100

−17 −7 4 0.14 80

−16 −9 3 0.11 90

−8 0 18 0.12 70

245.0 14.1 −11 −1 18 0.10 40

−8 −4 24 0.14 5

−9 −3 20 0.12 40

Details on the x-ray re�ectivity measurement

The x-ray re�ectivity measurements were performed on a Bruker di�rac-

tometer (type: D8 Discover) using CuKα-radiation from a sealed tube. For

the primary and secondary side optics and the receiving slit a sequence of

0.05mm, 0.1mm and 0.1mm was used. On the secondary side, an automatic

absorber is mounted. To analyze the data, we �tted them using WinGixa

[187], which is an implementation of Parratt's recursive algorithm [188] in-

cluding interface, σox, and surface root mean square roughness, σT−SC/SA, ac-

cording to the approach of Nevot and Croce [189]. The kink around 2.5 nm-1

originates from the interference within the T-SC/SA layer, while the fast os-
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cillating fringes (see inset of Fig. 3.9) are a consequence of interference within

the SiOx layer. To obtain satisfactory agreement between measurements and

�ts (see Experimental section 3.6), the T-SC/SA layers had to be modeled

as a double layer structure, i.e. as consisting of two layers with di�erent

electron density. The corresponding thicknesses are denoted as dT−SC/SA−1

and dT−SC/SA−2. Thus, in total a three-layer structure has been used as a

model to �t the experimental data.

Figure 3.9: Specular x-ray re�ectivity measurements for three samples with

di�erent dox (data points: squares: dox = 102.2 nm, circles: dox = 147.5 nm,

+: dox = 245.0 nm; and corresponding �t curves). The inset shows a zoom

into a smaller qz range displaying the interference fringes due to the SiOx

layer (curves shifted for clarity).

Contact angle measurements

The contact angles were measured with a drop shape analysis system (com-

pany: Kruess GmbH, type: DSA 100) using deionized water and diiodomethane

(company: Sigma-Aldrich, product number: 158429) as test liquids (drop

volume 3µl). Based on the method by Owens Wendt [190], the surface free

energy per unit area Es of the T-SC/SA layers were calculated automatically.

The contact angles were obtained by means of the sessile drop method and
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were measured within 2 seconds.

Table 3.4: Diiodomethane Θd and water Θw contact angles for two indepen-

dent series for T-SC/SA layers grown on substrates with three di�erent oxide

layer thickness dox and the out of that calculated surface free energy Es. The

values are the standard deviations to the corresponding values derived from

�ve independent measurements.

Θd1 σd1 Θw1 σd1 Es1 σd1

dox Θd2 σd2 Θw2 σd2 Es2 σd2

Θd σd Θw σd Es σd

[nm] [1
2
] [1

2
] [1

2
] [1

2
] [mJ

m2 ] [mJ
m2 ]

36.1 1.0 66.2 0.6 50.2 0.3

102.2 34.8 0.7 57.7 1.1 55.0 0.3

35.5 62.0 52.6

37.2 1.1 68.6 0.8 48.7 0.3

147.5 35.6 0.3 63.1 0.9 51.9 0.1

36.4 65.9 50.3

36.5 0.8 70.2 0.2 48.2 0.2

245.0 35.6 0.7 62.1 1.5 51.6 0.3

36.4 66.2 49.9

NH3 gas exposure (experimental procedure)

We put our devices in a homemade measurement cell and �ooded the cell with

NH3 gas (company: Linde Gas, product number: UN1005), for either 30min

(data in Fig. 3.8) or 1min (data in Fig. 3.10).The NH3 pressure was 1.5 bar

and the volume �ow was approximately 8 lh-1. After the NH3 exposure, we

�ooded the cell with argon gas (company: Air Liquide, type: ALPHAGAZ

ARGON 1) until we could not detect ammonia at the gas outlet of the mea-

surement cell. Hazard warning! NH3 is highly toxic, thus experiments should

always be performed in a fume hood using appropriate gloves and protective

glasses!
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HCl vapor exposure (experimental procedure)

We put the ready-made devices over a beaker �lled with fuming hydrochloric

acid (company: Sigma-Adrich, product number: 30721) for 1min. Hazard

warning! HCl vapor is very acidic thus experiments should always be per-

formed in a fume hood using appropriate gloves and protective glasses!

Additional characteristics for the exposure of (Si|SiOx|pentacene|Au)

devices �rst to hydrochloric acid vapor (HCl) and afterwards to

ammonia gas (NH3)

Figure 3.10: (a) Transfer characteristics of di�erent devices before (low Vth)

and after exposure to HCl vapor (high Vth); (b) transfer characteristics of

the same devices after HCl exposure (high Vth) and after subsequently NH3

(low Vth) exposure in the bottom (Fig. 3.6 (b)).
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Additional data on TIPS-pentacene devices exposed to HCl vapor

or containing T-SC/SA layers

TIPS-pentacene devices containing a T-SC/SA layer at the interface between

the organic semiconductor and the SiOx dielectric, as well as 'conventional'

TIPS-pentacene devices exposed to HCl vapor show clearly negative Vth and

Von in contrast to pentacene based devices (see Fig. 3.8 and Fig. 3.10).

Figure 3.11: (a) Transfer characteristic of a (Si|SiOx|TIPS-pentacene|T-

SC/SA|Au) device with dox = 152 nm before (solid squares) and after expo-

sure to HCl vapor (open circles). (b) Transfer characteristic of a (Si|SiOx|T-

SC/SA|TIPS-pentacene|Au) devices with dox = 152nm. VDS is set to −60V.
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In this context, it should be mentioned that the investigated TIPS-pentacene

�lms are preferentially aligned in the (001) and (011) orientation as can be

inferred from the thin-�lm x-ray di�raction data shown in Fig. 3.12. This

means that the molecular backbones lie essentially parallel to the substrate

surface ((001) orientation) or are somewhat inclined (011 orientation), which

is clearly di�erent from the preferential orientation of pentacene on SiOx,

where the molecules typically stand (close to) upright [195]. This can cause

di�erences in the di�usion of gasses like HCl through the active layer. Con-

sidering, however, (i) that no acid doping is observed also for acidic SAMs

directly in the channel region, (ii) that the active regions are very thin, which

should allow HCl to di�use right to the channel independent of crystallite

orientation and (iii) that there should be a massive impact on the transistor

characteristics also if only the regions of the OSC layer close to the sur-

face were doped and thus made conducting, it appears safe to conclude that

TIPS-pentacene is not prone to acid doping (at least not when using HCl or

T-SC/SA as the reagents)

Figure 3.12: Θ/2∗Θ) scan of a pentacene layer spin-coated from toluene with

the substrate held at 60 ï¾1
2
C. The inset (courtesy of Armin Moser) shows

the schematic structure for the (001) orientation.

Quantum-mechanical simulations

The quantum-mechanical calculations were performed using Gaussian03 [193]

applying the B3LYP [194] hybrid functional and a 6-31G(d,p) basis set. To-
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tal energies were extracted from the last step in the geometry optimizations.

Note that we encountered serious convergence problems, when optimizing

the geometry of planarized TIPS-pentacene protonated at one of the central

C-atoms. To circumvent these problems, we �rst performed a geometry opti-

mization with loose convergence criteria (which did converge), then increased

the convergence criteria to the standard values and reduced the step-size in

the optimization process. Even this procedure yielded only partially con-

verged geometries (i.e., not all of the geometry convergence criteria could

be met). This problem prevailed when changing the optimizer to the New-

ton algorithm. As the di�erences between all obtained total energies (fully

converged with loose convergence criteria, and partially converged with stan-

dard criteria) were smaller than 1 meV, they were eventually accepted as the

appropriate values for planarized TIPS-pentacene protonated at one of the

central C-atoms. GaussView 2.1 [196] was used to plot the molecular struc-

ture in Fig. 3.13.

Figure 3.13: (a) B3LYP/6-31G(d,p) optimized gas-phase geometry of TIPS-

pentacene protonated at the central position

Calculations of the reaction enthalpies of proton transfer between T-SC/SA

or HCL and pentacene Calculations on isolated protonated/deprotonated

pentacene, HCL, and TSA molecules yield energy di�erences between 4.0 eV

and 4.7 eV (not correcting for basis-set superposition errors). These energies,

however, severely overestimate the actual situation, as they do not consider

the Coulomb attraction between the proton and the acid residue and also

neglect medium polarization e�ects, which additionally signi�cantly stabilize

111



the charge-separated situation. Describing the actual situation in the bulk is,

however, clearly beyond the scope of the present manuscript and is severely

complicated by the unknown details of the interface structure and by DFT's

tendency to overestimating charge delocalization.

Methodology for drift-di�usion based simulations

(this is a signi�cantly extended version of the description in the main manuscript)

The numerical model to describe device characteristics is a two-dimensional

drift-di�usion approach as described in Ref. [147] with special boundary con-

ditions at the source and drain electrodes. Charge carrier injection occurs

via thermionic emission and tunneling through a potential barrier (given by

the image charge model) in WKB approximation and is corrected by an in-

terface recombination current [191]. The corresponding system of equations

containing the Poisson equation, the drift-di�usion current density equation,

and the continuity equation with appropriate boundary conditions is solved

self-consistently on a non-regular two-dimensional grid [147] using an implicit

time integration.

During the simulation, the device geometry, the hole injection barrier

of 0.47 eV from gold into pentacene [192], and the dielectric constants of

pentacene (ε = 3.4) and SiO2 (ε = 3.9) are kept �xed. To describe the di�er-

ent onset voltages at di�erent device thicknesses, a �xed negative interface

charge distribution with a density of 1.5 x 1017 em-2 and an interface dipole

layer with a density resulting in a potential shift of 31V were placed at the

pentacene-SiOx interface. The latter were realized by placing two oppositely

charged space charge layers with an areal charge density of 2.0 x 1019 em-2 at

a distance of 3 ï¾1
2
.

To further account for the shape of the I-V curves obtained in the ex-

periments two types of traps are considered: (i) The occurrence of a hys-

teresis (cf. Fig. 3.13) is simulated by including bulk traps. The density

ptrap(x, y) of trapped holes is self-consistently determined for each time step

using the rate equation dptrap(x, y)/dt = 1/τ ′trapp(x, y) − 1/τ ′detrapptrap(x, y),

where p(x,y) denotes the hole density and τ ′trap and τ
′
detrap are the trapping
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and detrapping time constants, respectively. The latter are of the order of

seconds; the used numerical values are listed in Table 3.5. For the bulk

traps we assume that the available number of trapping sites far exceeds the

number of trapped carriers for the considered time scales (i.e., it does not

need to be considered explicitly) (ii) To properly account for the shape of

the transfer-characteristics in the sub-threshold region (cf. Fig. 3.13), ad-

ditional interface traps are incorporated [156]. To prevent a possible in�u-

ence on the hysteresis, they are treated as being always in the steady state,

which is a reasonable assumption as long as the associated time constants

are clearly shorter than the acquisition times for each measurement point.

A simulation including a single trap level is not su�cient to capture the

shape of the transfer characteristic at gate voltages close to the threshold-

voltage (see next section). This de�ciency can be mended by assuming a trap

distribution rather than a single trap level. The actual density of trapped

carriers pt is self-consistently determined depending on the mobile carrier

density at the interface and the width of the trap distribution. For the sake

of simplicity, the trap distribution is assumed to be rectangular shaped, to

have a width σ = 0.1 eV, and to be shifted by A = 0.1 eV with respect to

the hole transport level EHOMO. I.e., the trap density can be written as

Dt(E) = pt0/σΘ(E − (EHOMO + A))Θ(EHOMO + A + σ − E) with Θ(E ′)

denoting the Heaviside function and pt0 the total number of traps. To de-

scribe the density of trapped carriers, pt, we solve the following di�erential

equation: dpt(x, y)/dt = 1/τtrap(pt0 − pt)/pt0p(x, y)− 1/τdetrappt(x, y), where

the term (pt0 − pt)/pt0 is introduced to provide an upper limit of the total

number of trapped carriers; in the steady state one only needs to know the

ratio τdetrap/τtrap. For the above described rectangular density of states, the

latter becomes: τdetrap/τtrap = exp[(σ(1 − pt/pt0) + A)q/kBT ], where kB is

the Boltzmann constant, and T = 298K the temperature. The above two

equations are solved self-consistently.
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Table 3.5: Parameters used to simulate the transfer characteristics for all

oxide thicknesses dox. Mobility, µ; acquisition time per data point, t; trap-

ping time constant, ttrap, and detrapping time constant, tdetrap, of the long-

lived bulk traps; density of the short-lived interface traps, pt0. The values

of the hole mobility and the density of interface traps of the 100 nm device

di�er somewhat from the corresponding value in thicker devices. The dif-

ferently pretreated substrate in the 100 nm device presumably has interface

properties that deviate from the 150 nm and 250 nm devices and, thus, alter

interface-determined quantities such as mobility and interface trap density.

The deviation between the intrinsic mobility used here and the e�ective mo-

bility extracted from the experiments will be discussed in section 'Detailed

discussion of the impact of traps on the device characteristics'.

dox µ t pt0 τtrap τdetrap

[nm] [ cm
2

V s
] [s] [ 1

m2 ] [s] [s]

100 0.34 0.1 3.2 ∗ 1016 11 4

150 0.21 0.1 4.3 ∗ 1016 11 4

250 0.23 0.1 4.3 ∗ 1016 11 4

Comparison between measured and calculated transfer character-

istics

The simulated curves are in an excellent agreement with the measured ones

(cf., Fig. 3.14), in particular, considering that only a few degrees of freedom

have been taken to account in the simulations. Reasons for the residual

mismatch between theory and experiment could possibly be (i) more so-

phisticated trap-distributions, (ii) the varying data acquisition time of the

Keithley source meter at low device currents (vide supra, resulting in an over-

estimation of the hysteresis at small currents), and (iii) mobility degradation

that a�ects the high current region. The latter gives rise to an overestima-

tion of IDS for large negative VGS, which could either be accounted for by a

VGS-dependent mobility or assuming a mobility that decreases close to the

interface [146], where charge carriers are more strongly accumulated at large

negative VGS.
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Figure 3.14: . Comparison between simulated (black stars) and measured

(red squares) transfer characteristics (from top to bottom: dox−n = 100nm,

dox−n = 150nm and dox−n = 250nm).
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Detailed discussion of the impact of traps on the device character-

istics

Figure 3.15: Linear (left) and semi-logarithmic (right) plot of simulated

transfer curves for the dox = 100 nm device assuming �xed intrinsic mo-

bilities and interface charge layers upon increasing the number of considered

e�ects. The experimental curves are shown as red solid squares for compari-

son. (a) considering no further e�ects; (b) comparison between interface trap

distributions: a single interface trap level at 0.1 (green solid circles) and 0.2

eV (blue solid triangles) above the transport level and a constant interface

trap density between 0.1 eV and 0.2 eV above the hole transport level (cyan

solid diamond). (c) '�nal' model including the rectangular interface trap

density from b) and bulk traps as described in section 12 black solid stars()
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While the general observation of a gate-oxide thickness dependent Vth can

be consistently modeled by the space charge and dipole densities as dis-

cussed extensively in the main manuscript, the detailed shapes of the transfer

characteristics are not reproduced in a 'straightforward' calculation assum-

ing a �xed carrier mobility and disregarding traps. This becomes obvious

from a comparison between Fig. 3.14 and Fig. 3.15 (a). To further illustrate

that, Fig. 3.7 shows the evolution of the transfer-characteristics upon includ-

ing an increasing amount of e�ects. As discussed in the main text, the

switch-on voltage is quantitatively captured by the charge distributions at

the dielectric-pentacene interface.

Including various types of traps, the full characteristics can, however, be

recovered even regarding the hysteresis and a suitable o�-current. Which

details of the characteristics are a�ected by which physical e�ect can be seen

in Fig. 3.15, where we successively increase the complexity of the applied

model. Fig. 3.15 (a) compares the experimental transfer characteristics with

the one obtained in the simulations assuming a constant mobility of µ =

0.34 cm2/(Vs). The latter is somewhat larger than that extracted from the

experimental data. It can be regarded as an 'intrinsic' mobility that is deter-

mined by the transport properties of pentacene and by shallow traps that are

�lled/emptied at time-scales much faster than those relevant for the experi-

ment. It is necessary to start with such a large value of µ, as the 'e�ective'

mobility will be reduced when introducing traps in the following steps. A

satisfactory agreement between theory and experiment is also not achieved,

when using the experimentally determined e�ective mobility.

The correct description of the shape of the curves (in particular the sub-

threshold swing) requires the incorporation of interface traps [192]. It is

important to note here the quality of agreement needs to be assessed both

from the linear as well as from the semi-logarithmic plot. As illustrated in

Fig. 3.15 (b), the inclusion of a single level of short-lived traps causes the de-

sired reduced slope of the I-V curve in the sub threshold region (circles and

triangles). Upon inspecting the curves in the logarithmic plot (correspond-

ing right panel) it , however, becomes evident that a single trap level is even

qualitatively not su�cient to reproduce the measurements due to a marked
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kink, e.g., at VGS = 30V for a 0.1 eV trap. Rather, as shown as diamonds in

Fig. 3.15 (b), a distribution of traps can reproduce the shape satisfactorily,

since the resulting 'superposition' of trap levels smears out the kinks associ-

ated with a single trapping energy. Finally, the incorporation of additional,

long-lived traps gives rise to a hysteresis (Fig. 3.15 c). Regarding the origin

of residual deviations between theory and experiment see the discussion at

the end of section 'Comparison between measured and calculated transfer

characteristics'.
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