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Abstract
Simulation of the heat transfer at the end-windings of an electric machine is often
restricted by the quality of the coefficients used in the simulation model. This thesis
presents a method of obtaining correlations between the convective wall heat transfer
coefficient and parameters of the end-region of an electrical machine and its opera-
tional conditions. The data have been evaluated by computational fluid dynamics and
validated by measurements. Dimensionless numbers for the convective wall heat trans-
fer coefficients have been correlated to the operating conditions by the Gauss-Newton
method. This characterization provides a way of calculating values for the convective
wall heat transfer coefficient depending on the rotational speed and the end-shield
geometry. Due to the used dimension analysis, the result is adaptable on scaled ge-
ometries. It is not an exact method for calculating the convective convective wall heat
transfer coefficient, but provides a tool with sufficient accuracy for most engineering
purposes.

Kurzfassung
Die Genauigkeit der Wärmefluss-Simulation am Wickelkopf einer elektrischen Mas-
chine wird von der Qualität der verwendeten Koeffizienten im Simulationsmodell bes-
timmt. Diese Arbeit stellt eine Methode vor, die zur Gewinnung von Korrelatio-
nen zwischen den konvektiven Wärmeübergangskoeffizient und geometrischen Param-
eter der Endzone einer elektrischen Maschine, sowie deren Betriebsbedingungen di-
ent. Die Daten zur Korrelation wurden mithilfe von Computational Fluid Dynamics
erzeugt und mit Messungen validiert. Dimensionslose Kennzahlen für den konvek-
tive Wärmeübergangskoeffizienten wurden mit den Betriebsbedingungen anhand des
Gauss-Newton-Verfahren korreliert. Diese Charakterisierung bietet die Möglichkeit
die konvektiven Wärmeübergangskoeffizienten in Abhängigkeit von der Drehzahl und
Lagerschild-Geometrie zu approximieren. Aufgrund der verwendeten dimensionslosen
Kennzahlen ist die Approximation auch für skalierte Geometrien anwendbar. Es
handelt sich hierbei nicht um eine exakte Methode zur Berechnung des konvektiven
Wärmeübergangskoeffizient, sondern bietet ein Werkzeug welches Wärmeübergangsko-
effizienten des Wickelkopfes sehr schnell und für die meisten technischen Zwecke mit
hinreichender Genauigkeit ermittelt.
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Nomenclature
Latin symbols:

A area in m2

a radiation absorption coefficient
a1 SST turbulence model constant
ai Pi-Theorem variable
at specific technical work in J/kg
At technical work in J
Ah wetted crossectional area in m2

B constant value
C constant value
cp specific heat capacity in J/kgK
d diameter in m
dh hydraulic diameter in m
Dor outer rotor diameter in m
eo specific outer energy in J/kg
Eo outer energy in J
E absolute error
ENu absolute error of Nusselt number
eNu relative error of Nusselt number
e relative error in %
f frequency in Hz
F force in N
F1,F2 SST turbulence model

blending functions
F force vector in N
fB specific force per

unit volume in N/m3

f specific force vector per
unit volume in N/m3

f (.), F(.)function of (.)
g(.) function of (.)
g acceleration vector in m/s2

h specific enthalpy in J/kgK
hy height in m
H enthalpy in J
I current in A
I identity tensor
It turbulence intensity
k turbulence kinetic energy per

unit mass in m2/s2

ks surface roughness in m
KHFS sensitivity of heat flux sensor

in µV/(W/m2)
L characteristic length in m
Lx, Ly finite-differences for

Cartesian coordinates
l mixing length in m
lx geometry length in m
lh length in m

m mass in kg
n rotational speed in rev/min
n surface normal
nλ, nµ Sutherland exponents
O(.) order of (.)
P power in W
Pk production of turbulence

kinetic energy in kg/ms3

p pressure in Pa
q1. . . q4 characterization parameters
Q heat energy in J
Q̇ heat flux in W
q̇ heat flux density in W/m2

q̇w convection heat flux density in W/m2

q̇r radiation heat flux density in W/m2

q̇ heat flux density vector in W/m2

Qo outer heat energy in J
qo specific outer heat energy in J/kg
rth specific thermal resistance in Km2/W
R electrical resistance in Ω
Rs specific gas constant in J/kgK
Rth thermal resistance in K/W
sf geometry scaling factor
S magnitude of strain rate in 1/s
Sλ,Sµ Sutherland constant in K
T temperature in K
Te environmental temperature in K
Tw wall temperature in K
T∞ fluid temperature beyond the wall in K
t time in s
U inner energy in J
UB electrical potential at the brushes in V
Uh wetted cross-sectional

circumference in m
Ui inner energy in J
ui specific inner energy in J/kg
uτ friction velocity in m/s
u+ dimensionless velocity
u, v,w velocity in m/s
v velocity vector in m/s
V volume in m3

V Euclidean norm of velocity vector in m/s
Wm test function of weighted residual method
x Cartesian direction in m
x direction vector in m
y Cartesian direction in m
y distance to the wall in m
y0 initial finite volume cell height
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next to the wall in m
y+ dimensionless distance to the wall

z Cartesian direction in m

Greek symbols:

α heat transfer coefficient in W/m2K
αS heat transfer coefficient by radiation

in W/m2K
β volumetric thermal expansion coefficient

in 1/K
ε radiation emission-coefficient
ε turbulence eddy dissipation in m2/s3

η Kolmogorov microscale in m
Φ angle in °
∆T temperature difference in K
δ thickness of velocity boundary layer m
δij Kronecker delta
δt thickness of thermal boundary layer m
Γt eddy diffusivity Pa
κ von Kármán constant
λ thermal conductivity of air W/mK
λ anisotropic thermal conductivity W/mK
λf Darcy friction factor
λt turbulence thermal conductivity W/mK

µ molecular viscosity in m2/s
µt turbulent viscosity in m2/s
ν kinematic viscosity in m2/s
νt turbulence eddy viscosity in m2/s
ω turbulence frequency in 1/s
Πi Pi-Theorem dimensionless values
π constant value
ρ density in kg/m3

σ stress tensor in Pa
σ Stefan-Boltzmann constant in W/m2K4

σii principal stress in Pa
Θ+ dimensionless near wall temperature profile
τij shear stress in Pa
τt turbulent wall shear stress in Pa
τw wall shear stress in Pa
τ̃ total shear stress in Pa
τ viscose stress tensor in Pa

Dimensionless numbers:

Bi Biot number
Ec Eckert number
Eu Euler number

Gr Grashof number
Nu Nusselt number
Pr Prandtl number

Re Reynolds number

Subscripts:

a ambient
ab absorption
avg average
aprx approximation
D diameter as char. length
DE drive end
e environment
em emission
f fluid
fc forced convection

i, j, k alternating Cartesian
coordinates in index
notation

log logarithmic layer
max maximum
min minimum
mon monitor
nc natural convection
NDE non drive end
r radiation

s surface
tot total
vis viscose sublayer
w wall
ref reference
x, y, z Cartesian coordinates
∞ beyond the wall

Superscripts:

(i, j, k) iteration step
B body force
S surface force

+, ∗ dimensionless
log logarithmic layer
vis viscose sublayer



Chapter 1

Introduction

1.1 Motivation

Electric traction motors are steadily gaining importance in the drive-train as means of
transportation. Especially, public transport already uses electric traction motors to a
large extent. Due to the long operating times of the electric motor in such applications,
even a small improvement has evident consequences on operating costs.

Higher efficiency can be reached by customized machines exactly fitting the re-
quirements of the customer. The consequence is lower production numbers of the
same motor type and less capability for expensive prototypes. On the other hand,
there is an advantage in less weight and less energy consumption saving resources in
terms of copper, iron and hence weight and money.

Self ventilated traction motors have the problem of worse cooling at low revolution
speeds. Especially for start/stop scenarios, it is necessary for the motor to store (buffer)
the heat energy caused by the electric and iron losses within the machine, due to the
high torque and high current at low or zero velocity.

Electric traction motors are being used in both directions of rotation and in a wide
range of rotational speed. Therefore it does not make sense to optimize them for one
certain revolution speed or direction, which complicates the optimization of the motor
as regards efficiency.

To investigate this problem, it is necessary to simulate one operational cycle of the
vehicle. This involves a transient analysis with the energy balance of supplied, buffered,
converted and transported energy considered. No matter whether the calculation is
carried out by numerical simulation, derived by empirical formulas or a thermal circuit
method [30], a good description of the boundary conditions is mandatory to predict
the temperatures inside the motor with sufficient accuracy.

Since the thermal conductivity is generally constant, the conductive heat transport
within solids can be derived reliably. The problem becomes more complicated at the
surface where the convective and radiation heat transfer transports the heat energy
from the solid material into the surrounding space.

1



2 CHAPTER 1. INTRODUCTION

A reliable prediction of the temperature distribution in an electrical machine during
the design process depends basically on the used boundary conditions, heat sources
and heat sinks. The convective wall heat transfer coefficient appears in a boundary
condition of high importance for any type of thermal simulation of electrical machines.
It is a fundamental value which directly influences the calculated energy transport over
the system boundary, and thus defines the level of the inner temperature field. It is not
a constant value but depends on temperature-dependent fluid properties and factors
which are affected by the flow conditions of the surrounding fluid (air). These factors
can be geometry of the end-windings, geometry of the end-shield, ventilation flow
rate and revolution speed. Therefore, it is obligatory to adjust the wall heat transfer
coefficient for each time step in a transient simulation.

The magnitude of the wall heat transfer coefficient α in an environment with air
and forced convection ranges between 30 and about 300 W/m2K [48]. This wide range
entails the risk of non-negligible errors if transient calculations are carried out with a
constant wall heat transfer coefficient.

With analytical investigations known from the established literature, many machine
parameters have been predictable for years, but there are still parameters like the
convective wall heat transfer coefficients at the end-windings, which depend highly on
the complex geometry and cannot be calculated analytically [42].

An exact, analytical derivation of the wall heat transfer coefficient is possible for
very simple geometric setups under certain flow conditions, but due to the convoluted
shape it is not feasible for the end-windings of an electric machine. The value of
the local wall heat transfer coefficient αx has a linear dependence on the difference
of wall and fluid temperature ∆T = TW − Tf , only in the case of forced convection
with constant wall temperature or radiation with a vanishing temperature difference
∆T. For any other case of convection, condensation or radiation the dependence is
much more sophisticated [33]. On this account, only the average value of the wall heat
transfer coefficient over a certain area makes sense for the use in boundary conditions
in thermal field calculations. Nevertheless, the derivation of the local wall heat transfer
coefficient by computational fluid dynamics (CFD) is necessary, in order to validate the
simulations with measurements. Therefore, it has been necessary to obtain convective
wall heat transfer coefficients by measurements until other approaches become reliable
[42].

As sketched in Fig. 1.1 the convective wall heat transfer coefficient α can either
be calculated by empirical formulas, measured on existing machines or obtained by
CFD. Measurements demand the actual geometry and application of sensors, which
can be time consuming and requires operational resources. With CFD simulations
it is possible to investigate any kind of shape but it can become very tedious with
a rising level of detail. Empirical formulas on the other hand are easy to use and
fast in calculation. They can even be used in transient simulations of traction motor
drive cycles, with changing rotational velocities and thus changing convective wall
heat transfer coefficient inside the electrical machine in each time step. Therefore it is
beneficial to have empirical formulas for the examined geometry, which are available
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Figure 1.1: Approaches of deriving the heat transfer

in literature for typical geometries [88] but not for sophisticated shapes like the end-
windings of electrical machines.

On the one hand, the data from measurements can be used to validate the CFD
simulations (and vice versa), on the other hand the data can be taken to approxi-
mate the convective wall heat transfer coefficient with empirical formulas by means
of dimensional analysis and similitude theory as explained in [15] and [96]. In the
present investigation all data for the convective wall heat transfer coefficients have
been obtained by CFD and validated by measurements.

1.2 Literature review
Due to their elementary geometric shape an analytical description of the wall heat
transfer coefficient for cooling ducts and cooling fins has already done by [72]. Text-
books as [62, 78] and [29] introduce the conductive and the convective heat transport
but do not discuss the cooling characteristics of the end-windings or end-region. Since
the results of the temperature field analysis in an electric motor depend on the accu-
racy of the convective wall heat transfer coefficient, as explained in [50], the prediction
of such values is an essential part of the design process. Several researches on the issue
about heat transfer on end-windings of electric machines have been carried out in the
last decades. Recent publications concerning convective air cooled electrical machines
are mainly focused on smaller machines in a power class of a few kVA and with simple
cooling strategies.

A calculation of the convective wall heat transfer coefficients of totally enclosed fan
cooled (TEFC) motors has been established in [8], based on measured temperatures
at the end-windings and the end-shield, as well as calculated thermal resistances.
Detailed information about temperature measurements at the end-region of two types
of induction machines has been shown in [8], and hence a method for calculating the
convective wall heat transfer coefficient of the end-windings. This method has been
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tested on different motor-power classes in [9] and compared to a commercial thermal
analysis software in [11]. Since the convective wall heat transfer at the end-windings
depends highly on the geometry of the end-region and on the angular velocity of the
rotor, the values for the convective wall heat transfer coefficient can be distributed over
a wide range, depending on the type of machine, as outlined on a set of TEFC motors
in [81]. A summary of end-region convection correlations have been prepared in [82],
in addition to other heat transfer problems in electric machines. Different formulas for
the determination of the convective wall heat transfer coefficient of the end-windings
have been compared in [28] for a motor similar to the TEFC type. A scalability with
dimensionless numbers would be beneficial to the calculation of the convective wall
heat transfer coefficient of similar geometries.

Measured convective wall heat transfer coefficients at the end-region and cooling
ducts of through-ventilated induction motors have been published in [69] and [70].
These publications also investigate the differences of the end-windings’ heat transfer
between lap wound and concentric wound induction motors by using heat flux sensors
to determine local convective wall heat transfer coefficients and pitot-static tubes to
measure the velocity of the coolant. Since these measurements have been carried out
on specific locations at the end-windings an averaged heat transfer coefficient cannot
be determined accurately, which would be beneficial to a thermal network model.

An early numerical approach to solve the temperature distribution inside the stator
core with FEM has been published in [5]. Results of research about thermal manage-
ment in turbo or hydro generators have been published in [16,32,84,85,90–92]. The key
topics in these publications are the temperature fields inside specific parts of the stator
and rotor, dependence of the wall heat transfer coefficient on environmental pressure,
air mass flow and distribution of pressure but do not deal with the derivation of the
wall heat transfer coefficient on the end-windings itself.

A possible way of obtaining the convective wall heat transfer coefficients of com-
plex geometries is by numerical simulation of fluid flow with software for computational
fluid dynamics (CFD). The investigations in [65] and [64] have applied this method
to a TEFC type motor and have also identified some limits of this approach. CFD
simulations have been compared to measurements with heat flux sensors applied to an
experimental test rig in [61]. In [81], CFD has been introduced as a tool for the flow
visualizations. An optimization of the air mass flow inside an TEFC motor has been
investigated in [68] by comparing CFD simulations with differently modeled ventila-
tors. A comparison of the flow conditions in the end-region of a TEFC motor between
the original complex end-windings and simplified end-windings has been illustrated
in [60]. The cooling effects in radially ventilated stator ducts in an air cooled turbo
generator have been investigated in [52,53], using CFD for the calculation of the heat
transfer but without any details about the used simulation setup. A very comprehen-
sive and detailed investigation about CFD for rotating electrical machinery has been
published in [21]. This work contains measurements and CFD simulations of heat flux
and pressure loss on the example of the ventilation system of a salient pole generator,
including dimensionless correlations.
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Progress in the fields of computational power and numerical calculation of fluid
flow in the last decades offers the possibility to obtain certain motor parameters by
a numerical approach. Especially recent improvements of turbulence models [56, 57]
and transition models [49,55] are of great value to the accuracy of the convective wall
heat transfer coefficient, predicted by CFD. Even though a CFD simulation of the
convective wall heat transfer of a whole machine is hardly possible with reasonable
computational effort [87], it is still possible to solve sub-problems of the fluid flow with
the known boundary conditions.

Due to the different size and different winding types, the heat transfer values for the
investigated double air cooled system (DACS) induction motor cannot be compared
directly to the investigated TEFC motors presented in [11] and [82]. Basic differences
in the power class and the cooling system prevent a reasonable comparison with the
results obtained in this thesis.

1.3 Current practice
Prototypes are mostly uneconomic in the design process of a machine, if production
numbers of a certain machine type are small. Designing electrical motors by prior
numerical simulations is a state of the art method in industry. A survey of present
approaches for thermal analysis as well as a comprehensive list of references can be
found in [10].

Due to the high computational effort, CFD simulations of whole electrical ma-
chines are more the topic of academic research than the daily business in machine
development. With today’s computational power, the simulation of subproblems is
more common in industry. Most manufacturers of electric machines have a history
which goes back several decades. Their methods of machine development have grown
over years, improved step-by-step by some generations of engineers. The core-principle
of the thermal calculation is a thermal network model [31] as it has been used since the
early beginnings of electrical machine development. The early employment of comput-
ers has been very useful in accelerating the calculations with sometimes higher level of
detail and thus higher accuracy, but the method itself did not change much. Due to
simple calibration with measurements of manufactured machines within decades of de-
velopment these thermal network models satisfy the requested accuracy and savor the
confidence of manufacturers. Furthermore, these models are cheap and with today’s
computational power, able to solve transient problems, e.g. for vehicle drive cycles.
This grown method works well as long as the manufactured machines are within known
power classes, have similar shapes and known cooling methods. For any other machine
with an ’out of line’ cooling strategy, these individually calibrated thermal network
models might fail.

For novel concepts of electrical machines, a more flexible approach is required
for thermal calculation and for the calibration of thermal network models. Today’s
models in CFD can predict the convective wall heat transfer coefficient with acceptable
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accuracy, allowing a calibration of thermal and fluid flow network models. A derivation
of the thermal management by a thermal network model coupled with a fluid flow
network model has been presented by Traxler-Samek et. al [86]. In this paper the
authors examine the cooling process as an interaction of convective and conductive
heat transfer, as it appears in reality. A state of the art method for the design of
hydro generator ventilation has been introduced in [20], combining the benefits of the
simulation techniques CFD and fluid flow network.

1.4 Approach in this thesis
Modern electrical machines have to satisfy many requirements regarding the electrical,
mechanical and thermal behavior. Sometimes the improvement on one requirement
has to be carried out at the cost of another requirement and the determination of
the application-oriented ideal configuration becomes a challenging task. The design
of a new machine is often based on values for similar machines but marginal changes
of geometry. Even small changes in the geometry can have noticeable consequences
in the thermal behavior of a machine. Therefore a method is required, which allows
an interpolation between similar machine types or an extrapolation within a specific
range.

The aim of the present thesis is the prediction of the convective wall heat transfer
coefficient at the end-windings inside an electrical machine depending on known oper-
ating conditions and geometric dimensions of the end-shield and end-windings. Due to
the large number of different cooling methods for electrical machines, one specific cool-
ing type has been chosen for the investigations. Nevertheless, the presented method
of characterization can be used for any type of machine by combining and enhancing
the investigations in [35–42].

In [37–39,41,42], a proper configuration setup for CFD simulations has been inves-
tigated to achieve accurate values for the convective wall heat transfer coefficients and
have been validated by measurements. The flow conditions next to the end-windings
depend primarily on the rotational speed of the machines rotor and the ventilation
characteristics of the fan. Both have been considered in the characterization of the
end-windings’ heat transfer in [36] by means of dimensional analysis and theory of
similitude. Another important factor to the flow conditions next to the end-windings
is the shape of the inner side of the end-shield. By varying basic geometric dimensions
of the end-shield in two dimensional models, the end-windings’ heat transfer has been
changed and correlated to the geometric variations in [40]. This work has been com-
bined with [36] additionally to a set of scaled geometries on three dimensional models
in [35], allowing the characterization of the end-windings’ convective wall heat trans-
fer coefficient depending on the rotational speed, the fan characteristics, some basic
geometric dimensions and a geometry scale factor.

The investigations in this work have been carried out under steady state condi-
tions for specific operating points. Based on the results for these operating points, a
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characteristic function for the transient behavior has been obtained by approximation.

1.5 Structure of the thesis
The following Chapter 2 presents physical basics and tools which appear in or have
been used in this thesis. The accuracy of CFD calculations depends on the right
configuration of the fluid flow calculation. Different turbulence models have been
tested regarding the quality of the derived convective wall heat transfer coefficient.
Their configuration has been validated with empirical values of the heat transfer on
cylinders in a cross flow as explained in Chapter 3. In the same chapter the global-local
domain decomposition method has been introduced allowing the prediction of local
wall heat transfer coefficients of larger models with reasonable computational effort.
Chapter 4 presents measurements on an induction motor’s cooling system which have
been used for the validation and for the identification of operational conditions. These
operational conditions and the simulation setup of Chapter 3 have been employed for
the simulation of the heat transfer at end-windings in Chapter 5. With this validated
configuration setup, an analysis has been carried out in Chapter 6 which characterizes
the convective wall heat transfer coefficient in correlation to geometric variations and
changing operational conditions. The operational conditions used for the simulation
setup in Chapters 5 and 6 have been measured on a particular motor, introduced in
Chapter 4. This chapter also includes measurements of temperatures and heat fluxes,
which are compared to the simulated results followed by the conclusion and comments
on the scientific value in Chapter 7.

1.6 Employed commercial software packages
All CFD calculations which are presented in this work or have been accomplished with
the CFD software CFX from the software package ANSYS Academic Research v12.1
and v13.0. The meshes used for the CFD calculations have been created with the
ANSYS Mechanical 13.0 software and with ANSYS ICEM CFD 13.0. Calculations
and diagrams have been created with MATLAB R 2009b.



Chapter 2

Fundamentals

2.1 Heating and cooling of electrical machines

2.1.1 Heating process
Conversion of electrical into mechanical power (and vice versa) inside an electrical
machine is always linked to a conversion into heat to some extent. Heat is usually
not the intended purpose of the conversion process and is therefore denoted as power
loss, causing a rise in temperature inside the machine. At the beginning, all parts of
the machine have uniform temperature. The heating of different parts of the machine
depends on the local loss density and heat capacity of the material. With differently
rising temperatures in different parts of the machine, the arising temperature gradient
causes heat flux between the machine parts. Heat always follows the negative temper-
ature gradient and finally reaches a cooling medium which discharges the heat energy
to the environment. Temperatures and heat fluxes are rising inside the machine until
the discharged heat equals the generated heat caused by the loss density in every part
of the machine. Once the discharged and generated heat are balanced, the machine as
a whole discharges the same amount of power as the losses occurring inside are and
no more heat is stored inside the machine. Consequently, the temperatures inside the
machine remain at a steady state value, if the operating conditions stay constant.

The temperature difference between the coolant at the beginning of the cooling
cycle and a specific location in the machine is known as the over-temperature of this
location. The maximal over-temperature in an electrical machine is primarily lim-
ited by the thermal stability of the windings’ insulation material, which is classified
into insulation classes regarding thermal stability. The average over-temperature of
the windings is usually determined by measuring their electrical resistance, a proce-
dure known as resistance-method. Depending on the winding-type, an additional 5
to 15K [63] are added to the average over-temperature, in order to get the maximum
over-temperature of the winding. If the winding temperature is measured by a ther-
mometer (thermometer-method) different values have to be added, in order to get the
maximum over-temperature. The maximal allowable over-temperatures for specific

8
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parts of the machine are known as over-temperature limits and are listed in the IEC
60034-1 standard, as shown in Tab. 2.1.

Insulation class 130 (R) 155 (P) 180 (H)
Over-temperature limits (in K) 80 105 125

Table 2.1: Over-temperature limits of the windings of a rotating electrical machine in a power class
of less than 200 kVA and more than 600 VA cooled by air, evaluated by the resistance method (IEC
60034-1) [63]

The steady state can be achieved with a long operation time. Due to the heat capac-
ity of materials, the machine can be overloaded for short periods of time. Respecting
the required relaxing periods for cooling, the over-temperature limit of the windings
will not be exceeded. Since such operating conditions exist on a regular basis, the ten
ideal operation-modes from S1 (continuous running duty) to S10 (duty with discrete
constant loads) have been standardized in IEC 60034-1 [45]. This standard defines
operation modes with cyclic periods of load, non-load or down time conditions. [63].

2.1.2 Balance of energy
The cooling process of an electrical machine should also be considered from a thermo-
dynamic point of view. The energy state of an electrical machine at a specific point of
time can be explained by the first law of thermodynamics for a closed system

dQ + dAt = dEo + dUi , (2.1)

with the supplied external energy on the left-hand side and the stored energy at the
right-hand side [71]. In equation (2.1) Q and At stand for variables of the energy
transport and Eo and Ui stand for variables of the energy state and d denotes the
differential change. Considering the electrical machine as one system within a system
boundary, the transport variables dQ and dAt denote the energy transport across the
system boundary and the state variables dEo and dUi stand for the differential change
of energy change inside the system.

The types of externally supplied energy are heat Q and work At, which both have
to be positive when added to, or negative when taken away from the system. Since
reversible heat cannot be stored in an electrical machine, all the heat energy Q is
usually taken away from the system via the cooling process and is therefore negative
in (2.1). Any outer thermal energy Qo which is transferred across system boundaries
to the machine needs to be added (i.e. radiation, sunlight). The work At which is
transported across the system boundary can be split into mechanical work Atm and
electrical work Ate. Assuming the machine is in motor operation mode, the electrical
work has to be positive and the mechanical work, which is taken away from the system,
has to be negative. In generator operation mode of the machine, the mechanical work
has to be positive and the electrical work has to be negative in (2.1).
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Energy stored inside the system is separated into outer energy dEo and inner en-
ergy dUi. Since there are no relevant chemical processes which can store energy on a
molecular level, the stored heat energy is the only existing inner energy Ui.

Outer energy can be stored as kinetic energy dEo kin, potential energy dEo pot, elec-
trical energy dEo el or magnetic energy dEo mag. The magnetic energy is high in com-
parison to the electrical energy and would be the only outer energy in the case of a
transformer, but in the case of a rotating electrical machine the kinetic energy is the
dominating outer energy. The potential energy is usually not relevant. Electrical en-
ergy can be stored in a battery, which is usually not present inside the machine, or in
an electrical field. Capacitors inside the electrical machine are able to store electrical
energy, but its value is usually much smaller than the values of kinetic or magnetic
energy and can also be neglected. Nevertheless, the electrical energy and the magnetic
energy can become relevant for the outer energy at zero speed of rotation.

In the cooling process of an electrical machine, the transported energy is more
relevant than the stored energy, hence the system can be described in more detail with
the first law of thermodynamics for an open system [71]:

dAt + dQo +
∑

dmi(hi + eoi) = dUi + dEo (2.2)

with the transported energy at the left- and the stored energy at the right-hand side.
Since the derivative of the stored energy with respect to time is zero in steady state,
the energy balance can be expressed as:

dAte + dAtm + dQo +
∑

dmi(hi + eoi) = 0 , (2.3)

with specific enthalpy hi, specific energy eoi and mass mi for the i’th transport across the
system boundary. Considering a single coolant only with one transport into (h1 + eo1)
and one transport out of (−h2 − eo2) the system, the steady state flow process

at = h2 − h1 + eo2 − eo1 − qo (2.4)

covers all variables relevant to cooling, which is, in most cases, sufficient to describe
the process. All variables in (2.4) are given as specific energy per unit mass: technical
work at = At

m , enthalpy hi = Hi
m , outer energy eoi = Eoi

m and heat energy qo = Qo
m . The

enthalpy H includes the inner energy U and the energy stored in the pressure p for the
volume V, and can be expressed as:

H = Ui + pV , (2.5)

or, for specific values, with the density ρ:

h = ui + p

ρ
. (2.6)
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2.1.3 Heat sources
All the power provided to an electrical motor, which is not converted from electrical
to mechanical output power, is converted into heat Q and its derivative with respect
to time t can be considered as losses P:

P = dQ

dt
= Q̇ . (2.7)

From the thermal calculation point of view, the losses are considered as heat sources
and the coolant as a heat sink.

The geometric dimensions change in correspondence with the power class of the
machine. The crucial origin of heat in an electrical machine lies in the volume of
conductors and iron sheets. The process of cooling depends on the surface area of the
interface to the coolant. Since volume increases by the third power, while surface area
increases by second power of geometric dimensions, the problem of cooling is more
relevant to higher power classes and hence larger machines.

The internal arrangement of losses depends on the type of the machine. In order
to give a general overview, the losses are classified according to their physical origin as
ohmic losses Pcu, iron losses Pfe, friction losses Pfr and other losses. Ohmic losses occur
due to electrical current I in conductors like windings and brushes. Since brushes do
not have a current dependent voltage difference UB, the ohmic resistance of the brushes
is not linear and the brush losses Pbr are separate from the rotor winding losses.

Pbr = UB · I (2.8)

Other ohmic losses like rotor and stator winding losses and excitation losses can be
calculated using the ohmic resistance and the applied current.

Pcu = I2 · R (2.9)

Iron losses Pfe can be divided into hysteresis losses Phy, eddy current losses Ped and
anomalous losses (or excess losses) Pex. Both occur in the iron core due to alternat-
ing magnetization and depend on the frequency f of alternation. The dependence of
hysteresis losses is linear on frequency: Phy ∼ f. Since the eddy current losses depend
on the square of the frequency, Ped ∼ f2, the use of converters can have a high impact
on this type of losses. Friction losses Pfr are brush friction or bearing losses caused
by sliding contacts and windage losses caused by ventilation. These windage losses Pw
are caused by the fan and the rotor which convey the coolant through the machine’s
cooling system.

Except for windage losses of the ventilation process, almost all the energy from
electrical and mechanical losses have to pass the boundaries of the heated bodies
for the heat transport. The share of windage losses also known as dissipation losses
is usually small. Dissipation is a process which occurs in the fluid (coolant) when
the kinetic energy of eddies in the fluid gradually collapses into smaller eddies and
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finally turns into heat energy due to the internal friction and viscosity of the fluid.
Since dissipation losses are generated directly in the cooling fluid, there is no need to
transport these losses across the boundary.

The diagram in Fig. 2.1 shows a classification of losses in an induction motor
according to the sequence of the power flow. The windings in the stator, which are
connected to the electrical network, cause losses due to the ohmic resistance of the
conducting material. Since in most cases this material is copper, these ohmic losses
are also known as copper losses Pcus. Due to the alternating current in the stator

Motor input Pin Input to rotor Pinr
Mechanical power 
development Pm

Motor output Pout
Stator copper 

loss Pcus

Rotor copper 
loss Pcur

Friction loss Pfr

Stator iron loss Pfe Windage loss Pw

Figure 2.1: Power flow diagram of an induction motor including the sequence of appearance in the
energy flow.

windings and to the rotating magnetic field of the rotor, the alternating and rotating
magnetic field in the stator causes eddy current losses, hysteresis losses and anomalous
losses Pfe. The power from the stator is transmitted to the rotor over the air gap by
magnetic excitation of stator and rotor iron, similarly to the process occurring in a
transformer. This converted power is denoted as Pinr in Fig. 2.1 and can be interpreted
as the input power the rotor receives from the stator. Since the rotor revolves with
almost the same speed as the rotating magnetic field of the stator, the frequency in the
rotor conductors is only a few Hz at steady state operation, after the speed-up phase.
Due to the low frequency in the rotor, the eddy current losses can be neglected and
the ohmic losses Pcur dominate. The rest of the power is transformed to mechanical
power Pm which has to be reduced by the friction losses Pfr and windage losses Pw in
order to obtain the mechanical output power of the motor Pout.

2.1.4 Cooling methods
The heat energy of an electrical machine is discharged to the environment either di-
rectly by a coolant or indirectly through a heat exchanger. The over-temperature in
a machine can be controlled by the cooling method, the type of coolant, the coolant
streaming velocity, the distance and material between the heat source and the heat
sink.
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Numerous methods of cooling are available, which can be categorized by the num-
ber of cooling circuits arranged together, the type of coolant, the design of cooling
circuit and the conveying method of the coolant. When two cooling circuits arranged
in series, they are denoted as a primary and a secondary cooling cycle with a primary
coolant which passes the heat energy to the secondary coolant with the aid of a heat
exchanger. An open cooling cycle takes the coolant from direct or close environment
(e.g. ambient air or nearby water reservoir) and discharges the heated coolant to the
same environment. The primary cooling cycle is usually separated from the environ-
ment and therefore has to be a closed cooling cycle. Machines without any cooling
pipes or cooling ducts for air inlet and outlet can either take and discharge the coolant
from a direct environment in a free cooling circuit, or use the direct contact with the
environment for surface cooling.

Figure 2.2: Ventilation methods for small and medium size machines: (a) closed machine with surface
cooling and outer radial flow fan L (cooling method IC 4A1A1 or IC 411), (b) machine with open
cooling cycle, axial cooling ducts and one radial flow fan L (cooling method IC 0A1 or IC 01); (c)
machine with open cooling cycles, two radial flow fans L, axial and radial ducts in the stator (cooling
method IC 0A1 or IC 01) [63]

Depending on the type of coolant, cooling methods can be separated into gas-
cooled and liquid-cooled methods. For gaseous coolants, the conveying process can
be carried out by a shaft mounted fan or an externally driven fan. Liquids require a
pump usually driven externally. In small and medium sized machines the gas-cooled
methods with surface cooling are more frequently used. In order to protect machines
from contaminating dust or moisture, large-scaled machines are often built with a
closed primary cooling cycle. Machines which have a high circumferential velocity use
hydrogen (or sometimes helium) as coolant in a closed and pressure-resistant primary
cooling circuit. Beside the benefit of lower dissipation losses, the wall heat transfer
coefficient in hydrogen cooled machines is about 50% higher [63] than in air cooled
machines and they can operate in a protective atmosphere reducing oxidation. The
secondary coolant for such an assembly is usually water.

Water is the prevailing medium for liquid-cooled methods due to its high specific
heat capacity. This permits good cooling properties with small amounts (volumes) of
coolant, small cooling duct cross sections and low coolant flow velocities. In the case
of directly cooled conductors where the coolant flows directly inside hollow conductors
or in pipes next to the conductors, a liquid coolants such as water have a great benefit.

A standard for designation of cooling methods has been defined in IEC 60034-
6 [46]. The standard describes the cooling arrangement and the types of coolants
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using specific codes:

IC 5 A 1 A 1 ,

with IC for International Coding and subsequent code letters and numbers. In this
example 5, denotes the cooling arrangement of an integrated heat exchanger between
the primary and secondary cooling circuit with air (A) as coolant for both cooling
cycles. Self ventilation depending on the speed of rotation of the machine (1) has been
chosen for the movement (conveying) type of the primary and secondary coolant. The
codes for cooling arrangement, type of coolant and conveying type are listed and briefly
explained in the appendix (Tab. A.1, A.2 and A.3). A more detailed description of
the nomenclature can be found in the IEC 60034-6 standard. The following Fig. 2.3
demonstrates the explained cooling method.

Figure 2.3: Ventilation of a machine with a closed primary and an open secondary cooling circuit
(cooling method IC 5A1A1 or IC 511) [63]

The different constructions of the drive-train of vehicles require different types
of traction-motors. The weight of the vehicle and the number of wheels which are
driven directly by the traction-motors have an influence on the cooling-type. Other
influencing factors are the properties of the gear-box, the vehicles’ maximum speed and
the maximum traction torque, especially at zero speed. Depending on these properties,
various types of cooling systems have been developed to meet the desired requirements
of the vehicle manufacturer.

A common practice for describing the cooling method of an electrical motor is the
acronym of the cooling system itself, as shown in the first column in Tab. 2.2. Some
acronyms fit to IEC standards listed in the third column. Although this is a commonly
used nomenclature, it is not part of a recognized standard. Due to the large number of
different cooling strategies, only a few types are randomly listed in Tab. 2.2, without
any preference on technical properties. Some of them are considered in this work.

Due to limited space and weight, air is usually used as a coolant in electrical
traction motors. Optimizing the cooling process means optimizing the pressure driven
air flow through the machine. Efficient ventilators which provide this pressure can be
conveniently designed for one single speed of rotation and a specified rotating direction.
Due to the changing operational conditions, the ventilation of an electrical traction
motor is more challenging compared to motors with fixed operational conditions [63].
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Acronym Explanation IEC 60034-6 standard
TEFC Totally Enclosed Fan Cooled IC 4A1A1, IC 4A1A6
TESC Totally Enclosed Self Cooled
DACS Double Air Cooled System

TEAOM Totally Enclosed Air Over Motor
TETV Tube Ventilated IC 5A1A1, IC 5A1A6
SPDP Open Air type IC 0A1, IC 0A6
CACW Water Cooled IC 8A1W7
CACA Air Cooled IC 6A1A1, IC 6A1A6, IC 6A6A6
DPFC Drip Proof Fan Cooled
TENV Totally Enclosed Non-Ventilated

Table 2.2: Acronyms of cooling methods and the corresponding IEC standards

2.2 Heat transfer
As shown in [7], the transport of heat energy can rely on different physical effects such
as diffusion in materials, spatial movement of materials or electromagnetic radiation
between materials. Depending on the effect, three different means of heat transfer
are distinguished: conductive heat transfer, heat transfer by convection and radiation.
The descriptions of the following subsections are mainly abstracted from [7].

2.2.1 Conductive heat transfer
Conductive heat transfer is the transport of heat energy by the vector heat flux density
q̇ as a function of the direction vector x and time t [7]:

q̇ = q̇(x, t) . (2.10)

The heat flux direction is perpendicular to the isothermal lines, from higher to lower
magnitude of temperature. This direction coincides with that of the negative gradient
of temperature describing the fundamental law of heat conduction discovered by Jean-
Baptiste-Joseph Fourier:

q̇ = −λ · ∇T , (2.11)

where the temperature T and the thermal conductivity λ especially for fluids, depend
on local temperature and pressure. The thermal conductivity describes the amount of
heat per unit surface area which can be transported through a specific material. For
solid materials and for small changes in temperature and pressure the thermal con-
ductivity can be assumed as constant. The thermal conductivities of some selected,
technically relevant or exceptional materials are listed in Tab. 2.3. The thermal con-
ductivity is usually an isotropic material property with equal values in each direction.
For composite or laminated materials which consist of two or more materials with
different thermal conductivities, a homogenization of the thermal conductivity does
make sense, in order to simplify calculation. Such homogenization of materials can
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Material λ in W/mK Material λ in W/mK
Nanotubes ≈ 8000 Casted iron 41 . . . 55
Silver 427 Steel 13 . . . 48
Copper 399 Water 0.598
Aluminum 99.2% 209 Air 0.0257

Table 2.3: Thermal conductivity of some materials at a temperature of 20°C [6,48]

lead to an anisotropic thermal conductivity:

λ =

 λx
λy
λz

 . (2.12)

According to the second law of thermodynamics, the conductive heat flux describes
a non-reversible process flowing from the higher to the lower temperature against the
temperature gradient and has, for that reason, a negative sign. For a flat plate with
thickness b, surface area A and different temperatures Tw1 and Tw2 on the two surfaces,
the heat flux is

Q̇ = λ A

b
(Tw1 − Tw2) . (2.13)

2.2.2 Convective heat transfer
In contrast to solid bodies, the transport of heat inside a fluid is not restricted to
conductive heat transport. On the account of macroscopic fluid movements relative
to the heat source, heat energy is also transported by local fluid exchange. Hence the
convective heat transport depends not only on the fluid properties but also on the
local flow conditions next to the energy source.

Since a fluid typically adheres to the surface (y = 0) of a solid body, as sketched
in Fig. 2.8 on page 29, the velocity of the fluid relative to the surface is zero, which
is known as the non-slip-condition. The heat transport from the solid material to the
fluid starts with conductive heat transport and consequently Fourier’s fundamental
law of heat conduction is valid at the boundary from solid to fluid material. Hence
convective heat transport depends on the value of the fluid’s thermal conductivity λ
and the heat flux density q̇w directly at the surface can be expressed as:

q̇w = −λ
(
∂T

∂y

)
y=0

. (2.14)

The heat flux density depends on the difference between the surface temperature Tw
and the temperature of the fluid T∞

q̇w = α(Tw − T∞) , (2.15)

where the wall heat transfer coefficient α can be calculated analytically for very simple
geometries under certain flow conditions. An analytical way of calculation for convo-
luted surfaces and/or turbulent flow conditions does not exist. Therefore α has to be
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found empirically or by numerical methods. Using the equality of (2.14) and (2.15)
leads to:

α = −λ

(
∂T
∂y

)
w

Tw − T∞
. (2.16)

The ratio λ/α is illustrated in Figure 2.4 as the slope of the temperature profile next
to the surface [6].

w
al

l

Tf

0 y

λ/α
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Figure 2.4: Temperature profile of the fluid for convective heat transport from the solid surface to
the fluid

The wall heat transfer coefficient depends basically on the fluid properties and
on the flow conditions. Some examples for the magnitude of the wall heat transfer
coefficient are shown in Tab. 2.4. The wall heat transfer coefficient α is usually used

Fluid Flow condition α in W/m2K
Air free convection 6 - 30
Superheated steam or air forced convection 30 - 300
Oil forced convection 60 - 1.800
Water forced convection 300 - 18.000
Water boiling 3.000 - 60.000
Steam condensing 6.000 - 120.000

Table 2.4: Order of magnitude of convection heat transfer coefficients [48]

as a mean value for a specific surface. If the coefficient is used as a value for a specific
location at the surface it is very often designated as local wall heat transfer coefficient
αx.

2.2.3 Heat transfer by radiation
Besides convective heat transfer and heat transfer by conduction, every surface can
transfer heat energy by radiation of electromagnetic waves in and close to the infrared
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spectrum of light. The heat flux density q̇r which is caused by radiation can be
expressed as

q̇r = σT4 , (2.17)
rising with the fourth power of the surface temperature T and σ = 5.671 · 10−8 W/m2K4

for an ideally absorbed radiation. This correlation was first discovered by Josef Stefan
and Ludwig Boltzmann hence σ is called the Stefan-Boltzmann constant. Since most
bodies do not ideally emit or absorb radiation, the material property of the surface
has to be considered with the inclusion of the emission-coefficient ε

q̇r em = ε(T)σT4 (2.18)

for emitted radiation and the absorption-coefficient a

q̇r ab = aσT4 , (2.19)

for absorbed radiation, respectively. The total emitted or absorbed power can be
expressed with the surface area A as Q̇em = AεσT4 and as Q̇ab = AaσT4

e. Since the
process of emission and absorption appear simultaneously in most technical applica-
tions, the total balance of exchanged power is of interest. For an emitting body with
temperature T in an environment with temperature Te the resulting balance of power
is:

Q̇ = Q̇em − Q̇ab = Aσ(εT4 − aT4
e) . (2.20)

The use of a so called gray body in a black environment is sufficient in many technical
calculations. For such conditions, the absorption coefficient a can be assumed to the
equal to the emission coefficient ε:

Q̇ = Q̇em − Q̇ab = Aσε(T4 − T4
e) . (2.21)

In contrast to conduction and convection, radiation is also possible in vacuum. If the
heated body is surrounded by a fluid, convective heat transfer occurs simultaneously
with radiation and has to be considered in the overall heat flux density. Therefore
q̇ = q̇c + q̇r and

q̇ = α(T− T∞) + εσ(T4 − T4
e) = (α + αr)(T− Te) , (2.22)

with the temperature of environmental surfaces Te and the temperature of air T∞,
which can be assumed to be equal in many cases. This leads to a mathematical
description of the heat transfer coefficient by radiation:

αr = εσ
T4 − T4

e

T− Te
. (2.23)

One important property of heat radiation becomes evident from this equation.
Since the radiation heat flux depends on the fourth power of the temperature difference,
it has to be considered if the surface temperature is very high or if the simultaneously
existing heat flux by convection is very small, e.g. free buoyant convection [6].
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2.2.4 The wall heat transfer coefficient
The majority of English textbooks dealing with the topic of heat transfer denote (2.15)
as Newton’s law of cooling. According to [1], this is a widespread misconception. In
the year of 1701, Newton commented the cooling process of red glowing hot iron
as follows: Therefore if the Times of cooling are taken equal, the Heats will be in
Geometrical Ratio, and therefore are easily found by a Table of Logarithms [66]. As
pointed out in [1], Newton’s paper was originally written in Latin and he used the
word ’calor’, which was translated to the word ’heat’ in the 18th century, since the
word ’temperature’ had not yet been established. He explained the change in the
temperature of a hot body over time in the form of:

d∆T

dt
∼ −∆T, (2.24)

which describes a cooling curve. Newton was dealing with the process of cooling but
did not define a coefficient as we do today. Furthermore, he assumed that the whole
body had a uniform temperature and did not consider the surface of the body or
heat flux. Since the influence of area is crucial to the convective wall heat transfer
coefficient, it is questionable that Newton was the creator of this coefficient. The
concept of the wall heat transfer coefficient was most likely developed a whole century
later by Fourier. In 1822 he published an awarded earlier version of Analytical Theory
of Heat [26], which seems to be the first profound evidence of the wall heat transfer
coefficient [1].

The textbook interpretation of Newton’s law of cooling (2.15) adopts a very sim-
ple approach which meets the requirements in many cases. On the other hand, this
approach can fail on a quite simple example, as shown in [33] :
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Figure 2.5: Example of a heat transfer scenario with non-physical behavior of the convective wall
heat transfer coefficient as described in [33] and calculated by CFD

Assume a flat plate with the length L and a linearly declining surface temperature
Tw(x) > Tf from the leading edge at x = 0, with Tw(x) = Tf at x = L/2 to Tw(x) < Tf
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at the tailing edge x = L, as sketched in Fig. 2.5(a). The cooling fluid with temperature
Tf flows parallel to the plate, cooling the leading part and heating the tailing part.
Investigations in [75] have shown that the heat flux density q̇ becomes zero at x ≈ L/3
due to the already heated air flowing next to the surface in down-stream direction. In
this scenario the wall heat transfer coefficient is positive at the leading part, zero at
x = L/3, switches from −∞ to∞ at x = L/2 due to the vanishing temperature gradient
and is positive again at the tailing part of the plate, as shown in Fig. 2.5(b). Next to
the position x = L/2 the wall heat transfer coefficient suggests an unrealistically high
magnitude, which is physically not valid.

The complex process of energy exchange between a solid body and the surround-
ing fluid, cannot be described for each case with one single equation, e.g. cases of
free convection and forced convection can not be described with the same equation.
A closer look at the principle of cooling reveals some relevant details, as presented by
O’Sullivan [67] and Bohren [12]. The authors categorize the cooling process by histor-
ically different approaches in Newtonian cooling, Dulong-Petit cooling and Newton-
Stefan cooling. The classifications by O’Sullivan can be found in Appendix A.1.

A different classification was published by Herwig in [33], categorizing cooling into
the physical principles of free convection, forced convection, condensing and radiation.
In the case of free convection a linear correlation between q̇ and ∆T does not exist.
The flow condition is a function of the temperature dependent density ρ(T) of the
fluid. On a vertical plate with a constant wall temperature Tw, characteristic length
L, position 0 ≤ x ≤ L, thermal conductivity λ and laminar flow conditions, the wall
heat transfer coefficient is

α = Fnc(Pr) Gr1/4 λ (x L3)−1/4 , (2.25)

with the Grashof number Gr and Prandtl number Pr, both described in Subsection
2.3.9. Fnc(Pr) is a function for free (natural) convection depending on the Prandtl
number Pr. The Grashof number rises linearly with the characteristic temperature
difference ∆T, hence the wall heat transfer coefficient corresponds to α ∼ ∆T−1/4.
Consequently the heat flux density corresponds to the characteristic temperature dif-
ference ∆T with q̇ ∼ ∆T5/4 for laminar flow and q̇ ∼ ∆T4/3 for turbulent flow condi-
tions.

Forced convection, on the other hand, can be described for laminar flow conditions
on a plate with constant wall temperature Tw as

α = Ffc(Pr) Re1/2 λ (x L3)−1/2 . (2.26)

with the function Ffc(Pr) for forced convection dependent on the Prandtl number Pr
and the Reynolds number Re which is also described in Subsection 2.3.9. Since (2.26)
does not depend on the characteristic temperature difference ∆T, a linear dependence
as described in (2.15) is valid. In the case of turbulent flow conditions, the right hand
side of (2.26) changes, but remains independent of ∆T. Thus the linear dependence
of the wall heat transfer coefficient α on the characteristic temperature difference ∆T
remains linear for the mentioned conditions [33].
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2.3 Fluid dynamics

The heat transport by convection depends on the properties of the fluid and the state
of fluid flow. In order to express the quantity of the convective heat transfer, it is
essential to know what the flow conditions are. With regard to the flow simulation,
some fundamental basics of fluid dynamics are described in this section.

2.3.1 Fluid and viscosity

Matter which cannot sustain shear stress under resting conditions but is deforming
its shape is referred to as fluid [14]. A fluid is considered as a continuum and can be
either liquid or gaseous.

y τ

Figure 2.6: Shear of fluid between two horizontal plates with profiles of velocity u(y) and shear stress
τ

Consider a fluid between two parallel flat plates with constant distance y = hy, as
sketched in Fig. 2.6. On one plate, a force F is acting in parallel direction to the plates
and the other plate is fixed. Due to the constant force, the plate moves with constant
velocity u in the same direction and causes a shear stress τ in the fluid. Since no other
forces are acting on the fluid or the plates, the shear stress in the fluid is constant
in every plane parallel to the plates from y = 0 to h. Experiments on technically
important fluids (e.g. air and water) show that shear stress and velocity gradient are
proportional:

τ = µ
du

dy
, (2.27)

with the dynamic viscosity µ as a property of the relevant material. This also implies
that the fluid cannot sustain shear stress at rest. All fluids which meet this condition
are Newtonian Fluids [34].
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2.3.2 Conservation of mass
The theory of fluid dynamics assumes that mass cannot be produced or destroyed.
This axiom leads to the equation of conservation of mass [80]:

∂ρ

∂t
+∇ · (ρv) = 0 (2.28)

with velocity vector v = v(u, v,w) and density ρ. The conservation of mass in (2.28)
is written in the conservative form or divergence form. In the conservative form,
the exactly same amount of mass flows into a certain volume as it flows out on the
other side, if the volume is free of any sources or sinks. On the other hand the non-
conservative form or quasi-linear form of (2.28) is

∂ρ

∂t
+ (v · ∇)ρ+ (ρ∇ · v) = 0 . (2.29)

Without taking the density into account properly, the mass-flux through the bound-
aries of adjacent cells will not be canceled. Hence the conservative form of the conser-
vation equations is important to keep the total mass constant in numerical calculations.
In many applications, the density can be assumed as incompressible, which means that
it does not change during transport between locations x = x(x, y, z) or in time t. On
this account, the equation of continuity can be reduced to the conservative form for
incompressible fluids

∇ · (ρv) = 0 (2.30)
and to the divergence free condition for the velocity

∇ · v = 0 , (2.31)

respectively [22,43].

2.3.3 Conservation of momentum
The axiom of momentum from classical mechanics can be applied to liquid or gaseous
fluids [34]:

d

dt
(∆mv) =

∑
i

Fi . (2.32)

This derivative on the left hand side is vd∆m
dt +∆m dv

dt . Due to the conservation of
mass (2.32), d∆m

dt becomes zero and (2.32) can be expressed by

∆m
dv
dt

=
∑

i

Fi . (2.33)

With the expression of mass per unit volume ∆m
∆V = ρ and force per unit volume Fi

∆V = fi,
(2.32) can be written as

ρ
dv
dt

=
∑

i

fi . (2.34)
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The forces applied to a fluid are separated into mass or body forces and contact
or surface forces. Body forces fB

i occur due to centrifugal forces, Lorenz forces or
gravitational force

fB
i = ρg , (2.35)

with the acceleration gx, gy and gz in the direction of x, y and z, respectively.
The surface forces fS

i on a cubic control volume ∆V = ∆x∆y∆z occur in the form
of tension forces. Considering that fluids can not accommodate shear stress at rest
and are able to accommodate compressive stress but not tension stress, the surface
forces in direction x can be written as(

∂σxx

∂x
∆x

)
∆y∆z ,

(
∂τyx

∂x
∆y

)
∆x∆z and

(
∂τzx

∂x
∆z

)
∆x∆y , (2.36)

which, expressed per unit volume, become ∂σxx
∂x , ∂τyx

∂x and ∂τzx
∂x . The principal stress σxx

is defined perpendicularly to the control volumes face in the yz plane and the shear
stresses τyx and τzx in the yx plane and zx plane, respectively. All tensions occurring
on the cubic control volume are usually written in the stress tensor

σ =

 σxx τyx τzx
τxy σyy τzy
τxz τyz σzz

 . (2.37)

If the fluid is in rest with v = 0, then the shear stress is zero and the principal stress
remains at the value of the hydrostatic pressure p, which can be separated from the
principal stresses σxx, σyy, σzz in the stress tensor σ and the viscose stress tensor τ
remains

τ = σ − pI =

 σxx τyx τzx
τxy σyy τzy
τxz τyz σzz

−
 p 0 0

0 p 0
0 0 p

 =

 τxx τyx τzx
τxy τyy τzy
τxz τyz τzz

 , (2.38)

where I denotes the identity tensor. Combining (2.34), (2.35) and (2.38) as

fS
i = τ∇ = σ∇−∇p (2.39)

the conservation of momentum can be written in vector notation

ρ
dv
dt

= −∇p + σ∇+ fB , (2.40)

or in the coordinate-wise form [2]

∂(ρu)
∂t

+ (∇ · ρuv) = −∂p

∂x
+ ∂τxx

∂x
+ ∂τyx

∂y
+ ∂τzx

∂z
+ fB

x

∂(ρv)
∂t

+ (∇ · ρvv) = −∂p

∂y
+ ∂τxy

∂x
+ ∂τyy

∂y
+ ∂τzy

∂z
+ fB

y

∂(ρw)
∂t

+ (∇ · ρwv) = −∂p

∂z
+ ∂τxz

∂x
+ ∂τyz

∂y
+ ∂τzz

∂z
+ fB

z (2.41)
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with mass acceleration ∂(ρu)
∂t +∇ · ρuv, pressure force−∂p

∂x , viscose forces
∂τxx
∂x + ∂τyx

∂y + ∂τzx
∂z

and body forces fB
x , each per unit volume [17].

2.3.4 Conservation of energy
Similarly to the conservation of mass, the energy in a system cannot be created or
destroyed. The temporal change of a body’s energy equals the sum of the power of all
applied forces plus all the supplied energy per unit of time [80]. This can be expressed
mathematically as:

∂

∂t

[
ρ

(
e + V2

2

)]
+
[
∇ · ρ

(
e + V2

2

)
v
]

= ρfB · v− (∇pv)

+ ∂

∂x
(uτxx + vτxy + wτxz) + ∂

∂y
(uτyx + vτyy + wτyz) + ∂

∂z
(uτzx + vτzy + wτzz)

− (∇ · q) + q̇Q , (2.42)

with the total energy per unit volume

Et = ρ

(
e + V2

2

)
(2.43)

containing the inner energy ρe, the kinetic energy ρV2

2 and the Euclidean norm of the
velocity vector V = ||v||2 on the left-hand side [2]. The right-hand side of the equation
includes the power of the body forces ρfB · v, the surface forces −∇pv + ∂

∂x (.) + ∂
∂y(.)

+ ∂
∂z(.), all heat energy transported over the system boundaries ∇ · q and the inner

energy sources q̇Q.

2.3.5 Navier-Stokes equations
The flow conditions cannot be calculated with the equations on conservation of momen-
tum (2.41) and mass of incompressible fluids (2.31), because the number of unknowns is
higher than the number of equations. For constant density ρ, the momentum equation
for direction x can be written as

∂(ρu)
∂t

+ (∇ · ρuv) = −∂p

∂x
+ ∂τxx

∂x
+ ∂τyx

∂y
+ ∂τzx

∂z
+ fB

x (2.44)

By introducing Stokes’ law for frictional force

τxx = 2µ

(
∂u

∂x

)
, τyx = µ

(
∂v

∂x
+ ∂u

∂y

)
and τzx = µ

(
∂w

∂x
+ ∂u

∂y

)
, (2.45)

the tensions in (2.44) can be replaced by derivatives of velocities:

∂(ρu)
∂t

+ (∇ · ρuv) = −∂p

∂x
+ µ

(
∂2u

∂x2
+ ∂2u

∂y2
+ ∂2u

∂z2

)
+ fB

x (2.46)
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where µ is the dynamic viscosity of the fluid. Hence:

∂(ρu)
∂t

+ (∇ · ρuv) = −∂p

∂x
+ µ∆u + fB

x

∂(ρv)
∂t

+ (∇ · ρvv) = −∂p

∂y
+ µ∆v + fB

y

∂(ρw)
∂t

+ (∇ · ρwv) = −∂p

∂z
+ µ∆w + fB

z , (2.47)

The equations for continuity of momentum are along with the continuity of mass and
continuity of energy called the Navier-Stokes equations. With the help of the Navier-
Stokes equations, an exact solution can be achieved for specific cases of laminar fluid
flow and constant density.

2.3.6 Variables of the turbulent flow
Turbulent flow can be a desired flow condition, since convectional processes such as heat
or mass transport are more pronounced in comparison with laminar flow conditions.
Although the Navier-Stokes equations can be used to calculate laminar flow under
various conditions, they fail when the fluid flow is turbulent. On the other hand, a
turbulent flow always requires additional power to sustain the permanent fluctuation
of the fluid. Under turbulent flow conditions, the velocity v can be split into a time
average value v̄ and a fluctuating value v′ in the form of v = v̄ + v′. The average

Figure 2.7: Time averaged values for (left) steady state flow and (right) transient flow conditions [22]

and fluctuating components of the velocity vector v exist for each component u, v and
w in the appropriate directions x, y and z. As sketched in Fig. 2.7, only the u part
is shown in the direction x from the vector v if this behavior affects all dimensions
independently:

u(x, t) = ū(x, t) + u′(x, t) . (2.48)
Due to turbulence, stochastic oscillating lateral and longitudinal movements relative to
the mean flow of fluid particles require mechanical energy for permanent acceleration



26 CHAPTER 2. FUNDAMENTALS

and deceleration. The exchange of momentum and recurrent partial elastic deforma-
tion of fluid particles in a streaming fluid cause a transformation from kinetic into
thermal energy called dissipation. The isotropic dissipation rate with the unit m2/s3

is defined in [76] by:

ε = ν
∂u′i
∂xk

∂u′i
∂xk

, (2.49)

with index notation which is equivalent to

ε = µ

ρ

(∂u′

∂x

)2

+
(
∂v′

∂x

)2

+
(
∂w′

∂x

)2

+
(
∂u′

∂y

)2

+
(
∂v′

∂y

)2

+
(
∂w′

∂y

)2

+
(
∂u′

∂z

)2

+
(
∂v′

∂z

)2

+
(
∂w′

∂z

)2
 . (2.50)

With the resulting additional flow resistance, the fluid seems to have a higher shear
stress and hence a higher viscosity than under laminar flow conditions. According to
(2.27), this additional turbulent wall shear stress τt can be expressed for the fluid flow
with velocity u in direction x as:

τt = µt ·
∂u

∂y
(2.51)

where µt is the turbulent viscosity and y the direction perpendicular to the flow di-
rection and the wall surface. The turbulent viscosity µt depends on the local flow
conditions and is therefore a parameter of momentum exchange and not of fluid prop-
erties. The eddy viscosity which is widely used for numerical calculations is defined
by:

νt = µt

ρ
. (2.52)

Due to the dependence on turbulence, a universally valid expression of eddy viscosity
is not available [79]. As shown in Subsection 2.4.4, basic turbulence models use the
eddy viscosity to define the Reynolds stress tensor for the calculation of turbulent
flow. The permanent acceleration of fluid particles is a form of energy, which can be
expressed per unit mass by the turbulence kinetic energy k:

k = u′2 + v′2 + w′2

2
(2.53)

with the averaged fluctuating velocities for each Cartesian direction. Consequently, the
unit of the turbulence kinetic energy is m2/s2. For fluid boundary conditions (e.g. inlet
and outlet) a frequently used expression is the turbulence intensity It with isotropic
turbulence u′ = v′ = w′:

It = u′

ū
, (2.54)
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which is calculated for the flow in direction x by the isotropic fluctuating part and the
mean velocity ū [4]:

u′ =
√

2

3
k . (2.55)

An intensity above 10% can be considered as high and, if it is below 1%, as low
turbulence intensity. For the flow conditions in a cooling duct, the intensity in the
core of the flow can be described with the Reynolds number ReDh for the hydraulic
diameter Dh as [25]:

It = 0.16 (ReDh)−1/8 (2.56)

2.3.7 Reynolds Averaged Navier-Stokes (RANS) equations
The velocities for laminar flow in the Navier-Stokes equations in (2.47) can be replaced
by the time-averaged and fluctuating velocities as shown in (2.48). Assuming that
the time-average of the fluctuating value a′ = 0 is zero, the rules for calculating with
averaged values are:

a + b = a + b a = a ab = ab
∂a

∂s
= ∂a

∂s

As seen in (2.47), the Navier-Stokes equation for the x direction is

∂(ρu)
∂t

+ (∇ · ρuv) = −∂p

∂x
+ µ∆u + fB

x . (2.57)

Resolving (∇ · ρuv), the left hand side of this equation is:

∂(ρu)
∂t

+ ∂(ρu2)
∂x

+ ∂(ρuv)
∂y

+ ∂(ρuw)
∂z

= . . . (2.58)

and replacing the velocities by the mean and the fluctuating part as shown in (2.48)
leads to:

∂(ρ(u + u′))
∂t

+ ∂(ρ(u + u′)2)
∂x

+ ∂(ρ(u + u′)(v + v′))
∂y

+ ∂(ρ(u + u′)(w + w′))
∂z

= . . . .

(2.59)
The whole equation can be averaged by averaging the single terms according to the
rule a + b = a + b after resolving the products in the derivatives in (2.59):

∂(ρu)
∂t

+ ∂(ρu′)
∂t

+ ∂(ρu2)
∂x

+ 2
∂(ρuu′)
∂x

+ ∂(ρu′2)
∂x

+ ∂(ρuv)
∂y

+ ∂(ρuv′)
∂y

+ ∂(ρu′v)
∂y

+ ∂(ρu′v′)
∂y

+ ∂(ρuw)
∂z

+ ∂(ρuw′)
∂z

+ ∂(ρu′w)
∂z

+ ∂(ρu′w′)
∂z

= . . . . (2.60)
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Applying the rules a′ = 0 and ∂a
∂s = ∂a

∂s , the equation can be reduced to:

∂(ρu)
∂t

+ ∂(ρu2)
∂x

+ ∂(ρuv)
∂y

+ ∂(ρuw)
∂z

+ ∂(ρu′2)
∂x

+ ∂(ρu′v′)
∂y

+ ∂(ρu′w′)
∂z

= −∂p

∂x
+ µ∆u + fB

x , (2.61)

which can be abbreviated in index notation for the Cartesian coordinates:

∂(ρui)
∂t

+ ∂

∂xj

(
ρuiuj + ρu′iu

′
j

)
= − ∂p

∂xi
+ µ

∂2ui

∂x2
j

+ fB
i . (2.62)

For all three coordinates of the Cartesian coordinate system the Reynolds Averaged
Navier-Stokes can be written as:

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z
= −1

ρ

∂p

∂x
+ ν∆u− ∂u′2

∂x
− ∂v′u′

∂y
− ∂w′u′

∂z
+ gx

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z
= −1

ρ

∂p

∂y
+ ν∆v − ∂u′v′

∂x
− ∂v′2

∂y
− ∂w′v′

∂z
+ gy

∂w

∂t
+ u

∂w

∂x
+ v

∂w

∂y
+ w

∂w

∂z
= −1

ρ

∂p

∂z
+ ν∆w − ∂u′w′

∂x
− ∂v′w′

∂y
− ∂w′2

∂z
+ gz(2.63)

with the kinematic viscosity ν = µ/ρ. A detailed derivation of the RANS equations
can be found e.g. in [34,79]. These equations represent the basis of most fluid dynamic
simulation tools designed for engineering purposes. Due to the consideration of fluc-
tuating flow conditions, additional strains also known as Reynolds stress are included
on the right-hand side of the equation (2.63). Since the determination of the Reynolds
stress is computationally time-consuming, these additional strains are usually replaced
by special models in CFD simulations [25,80].

2.3.8 The boundary layer
Assume an impermeable surface (wall) parallel to the mean flow direction x of a fluid
(as shown in Figure 2.8). The fluid flow is considered laminar and in steady state.
Since the non-slip-condition is valid at the boundary, the relative velocity of the fluid
to the surface is zero directly at the surface (y → 0).

Examining the flow field next to the surface, it is evident that the velocity u(y) rises
with the increase of the distance y to the surface, until it reaches the velocity u∞ . In
the outer fluid flow, at a fictitious infinite distance perpendicular to the considered
surface, flow conditions are assumed to be not influenced by the examined surface.
The margin of the velocity boundary layer δ(x) is defined by the position where the
velocity profile u(y) reaches the value of the outer flow u∞ .

The thermal boundary layer δt(x) is defined in a similar manner. The fluid temper-
ature Tf at the surface equals the surface temperature T(y→ 0) = Tw. As shown in
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wall
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Figure 2.8: Boundary layers of velocity and temperature in a laminar flow

Figure 2.8 for the condition Tw > T∞, the fluid temperature reaches the temperature
of the outer flow T∞ asymptotically.

The thermal and the velocity boundary layers do not necessarily have the same
thickness, but can have approximately the same size for monoatomic gases. For poly-
atomic gases, liquids and liquid metals, the velocity and thermal boundary layers are
typically of different sizes. The ratio of the thicknesses of the boundary layers is
proportional to the square root of the Prandtl number (see Subsection 2.3.9) [80]:

δ

δt
∼
√

Pr (2.64)

From the relation in (2.64), it is evident that a Prandtl number of less than one
corresponds to a thicker thermal boundary layer δt, compared to the velocity boundary
layer δ. The Prandtl number of air in the temperature range from 0°C to 500°C rises
from Pr=0.71 to Pr=0.72, and can be assumed to be constant in most cases related to
electrical machines.

The physically and mathematically exact assumption for the boundary layer is the
asymptotic approach of u(y→∞) = u∞. Since the exact boundary layer would not
be in a finite range when using the exact assumption, an arbitrarily determined value
of 0.99 · u∞ has been defined as a practical margin of the boundary layer [80].

2.3.9 Dimensionless numbers in fluid dynamics
Experimental research has determined that fluids with low viscosity and large char-
acteristic length scales have similar flow conditions to fluids with high viscosity and
small characteristic length scales [7].

This relation is not arbitrary, but rather complies with a physical law, which is the
basis of several dimensionless numbers in fluid dynamics, e.g. the Reynolds-number.
The Reynolds number is proportional to the ratio of inertial forces to viscous forces [71]
and is defined by the velocity u∞, the characteristic length L and the kinematic viscosity
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of the fluid ν.
Re = u∞ ρ L

µ
= u∞ L

ν
. (2.65)

It indicates whether the flow condition is turbulent or laminar, e.g. in the case of a
pipe flow a Reynolds number Re < 2300 indicates a laminar pipe flow [79].

The Prandtl number defines the relation between flow field and temperature field [7]
and is defined as:

Pr = µ cp

λ
= ν

a
, (2.66)

with specific heat capacity cp and thermal conductivity λ.
The Eckert number Ec is a ratio describing the temperature field, e.g. for su-

personic flows or flow conditions with noteworthy internal friction (dissipation), with
temperature difference ∆T between the surface and the environment.

Ec = u2
∞

cp ∆T
(2.67)

In contrast to the Eckert number, the Grashof number Gr gains importance for slow
and buoyant flows driven by acceleration of gravity g and local change of density, which
can be characterized by the volumetric thermal expansion coefficient β:

Gr = g β L3 ∆T

ν2
(2.68)

On the other hand, the Grashof number is usually negligible for mechanically generated
flows.

A very important number for problems of heat transfer is the Nusselt number Nu,
which characterizes the ratio between the existing heat flux density and the theoretical
heat flux density caused by simple conductive heat transfer [13]. In general the Nusselt
number depends on the four numbers mentioned above:

Nu = F(Re,Pr,Ec,Gr) = α L

λ
, (2.69)

where Nu and α are the surface averaged values of the local Nusselt number Nux and of
the local wall heat transfer coefficient αx, respectively. Replacing the wall heat transfer
coefficient with the wall heat flux and temperature difference leads to the frequently
used expression

Nu = q̇w L

λ ∆T
. (2.70)

Due to the reasons mentioned above, the Eckert number and, in most cases, the
Grashof number can be neglected in the investigations of the present work. The Prandtl
number for air can be assumed to be constant in the considered range of temperature.
The only influencing factor in this investigation is the Reynolds number.

In problems related to conductive heat transfer and sometimes also convective
heat transfer, the Biot number can give useful information about the temperature



2.3. FLUID DYNAMICS 31

field inside solid material. Like the Nusselt number, the Biot number is defined by the
heat transfer coefficient α, the characteristic length L and the thermal conductivity λ:

Bi = α L

λ
. (2.71)

In contrast to the Nusselt number, the thermal conductivity of the solid material is
used for the Biot number. If the value of the Biot number in a specific problem is
below 2, an almost homogeneous temperature field inside the solid material can be
assumed [7].

The ratio between compressive force (pressure) and inertial force is known as the
Euler number Eu [79], determined by pressure p, density ρ and velocity u∞:

Eu = p

ρu2
∞
. (2.72)

2.3.10 Turbulent flow in wall-proximity
This subsection is based on derivations of turbulent flow in [80]. In technical applica-
tions for convective cooling, the flow conditions are usually turbulent and laminar flows
are exceptions. The laminar behavior of fluid flow parallel to the wall can be explained
by the Navier-Stokes equation (2.47) with the conditions u = f(y) and v = w = 0 by

0 = µ
d2u

dy2
. (2.73)

The vanishing second derivative of velocity indicates a constant shear stress τyx and a
linear dependence of velocity u on the distance to the wall y. For the same conditions,
the turbulent behavior of fluid flow parallel to the wall can be described by introducing
the Reynolds equation

ρv̄
∂ū

∂y
= ∂τ̃yx

∂y
. (2.74)

Since v̄ = 0, it reduces to ∂τ̃yx
∂y = 0, with the total shear stress τ̃yx containing the viscose

shear stress τyx and the Reynolds stress ρu′v′:

τ̃yx = τyx − ρu′v′ . (2.75)

Combining (2.73) and (2.75), the wall shear stress can be derived by integration as

τw = µ
∂ū

∂y
− ρu′v′ or τw

ρ
= ν

∂ū

∂y
− u′v′ (2.76)

respectively. The unit of the ratio τw/ρ is the square of velocity and therefore its
square root is known as friction velocity

uτ =
√
τw

ρ
, (2.77)
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which quantifies the fluctuating velocity of the turbulent flow. By re-arranging (2.76)
to

1 = d(ū/uτ )
d(y uτ/ν) −

u′v′

u2
τ

(2.78)

the dependence
ū

uτ
= f

(
y

uτ
ν

)
(2.79)

and
u′v′

u2
τ

= g
(

y
uτ
ν

)
(2.80)

can be identified. This universal law of the wall in (2.79) and (2.80) was discovered by
Ludwig Prandtl (1925) and is valid for all turbulent flow conditions next to the wall
which satisfy the above mentioned assumptions. Since the Reynolds stress disappears
next to the wall the function f can be derived by a Taylor series expansion from (2.79)

ū(y+)
uτ

= y+ d(ū/uτ )
dy+

∣∣∣∣∣
y=0

+ (y+)2 1

2

d2(ū/uτ )
(dy+)2

∣∣∣∣∣
y=0

+ (y+)3 1

6

d3(ū/uτ )
(dy+)3

∣∣∣∣∣
y=0

+ . . . , (2.81)

with ū(0) = 0 due to the non-slip condition. Here, y+ is the dimensionless wall distance
defined as

y+ = y
uτ
ν
. (2.82)

Due to the vanishing fluctuation at the wall u′v′|y=0 = 0, using (2.78), the first term
on the right hand side in (2.81) can be written as:

d(ū/uτ )
dy+

∣∣∣∣∣
y=0

= 1 . (2.83)

Building the first and second derivatives of (2.78), the second and third terms in (2.81)
become

d2(ū/uτ )
(dy+)2

∣∣∣∣∣
y=0

= 1

u2
τ

d(u′v′)
dy

dy

dy+ = 1

u2
τ

ν

uτ

[
∂u′

∂y
v′ + ∂v′

∂y
u′
]

y=0

= 0 (2.84)

and
d3(ū/uτ )
(dy+)3

∣∣∣∣∣
y=0

= 1

u2
τ

(
ν

uτ

)2
[
∂2u′

∂y2
v′ + 2

∂u′

∂y

∂v′

∂y
+ ∂2v′

∂y2
u′
]

y=0

= 0 . (2.85)

These terms also disappear due to the vanishing fluctuating velocity perpendicular to
the wall, hence

ū(y+)
uτ

= y+ + O(y+)4 . (2.86)

The influence of fluctuation on the velocity profile depends on the order of the fourth
power of the dimensionless wall distance O(y+)4. In a thin layer next to the wall, the
fluctuations do not disappear but the mean velocity is dominated by the viscose shear
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stress. Therefore this thin layer is called viscose sublayer. Between the viscose sublayer
and the zone with rising influence of the Reynolds stress the transition is smooth.

With a rising distance to the wall, the influence of the viscose stress decreases
and the Reynolds stress dominates the velocity profile. For this region, (2.76) can be
reduced to

τw = τt = −ρ(u′v′) . (2.87)

One approach for describing these fluctuations mathematically is provided by the for-
mulation of Boussinesq

τt = −ρ(u′v′) = νt
∂ū

∂y
, (2.88)

with the eddy viscosity νt which e.g. can be set to a constant value. Since the Reynolds
stress disappears next to a solid surface, this approach is inappropriate in cases with
the influence of walls but can be used for flow conditions without the wall influence.

Another approach is provided by the Mixing Length Model developed by Ludwig
Prandtl which considers the turbulent (wall) shear stress τt to be:

τt = −ρ(u′v′) = ρl2

(
dū

dy

)2

or τt = ρl2

∣∣∣∣∣dū

dy

∣∣∣∣∣ dū

dy
(2.89)

respectively. With the mixing length l, the eddy viscosity νt = ρl2
∣∣∣dū

dy

∣∣∣ is defined de-
pending on the velocity gradient next to the wall. Although this approach is not
an exact solution, the mixing length model produces good results for many practical
problems. Since the Reynolds stress has to disappear directly at the wall, the mixing
length is chosen to be linear depending on the wall distance with

l = κy . (2.90)

For a constant wall shear stress with τw = ρu2
τ , the mixing length model (2.89) can be

written as
uτ = κy

dū

dy
. (2.91)

By the integration of (2.91) the velocity profile of the logarithmic law of the wall
outside the viscose sublayer is obtained:

ū

uτ
= 1

κ
ln(y) + C (2.92)

where κ and C are empirical constants. A conversion using C = B + (1/κ)ln(uτ/ν)
results in the non-dimensional equation:

ū

uτ
= 1

κ
ln
(

y
uτ
ν

)
+ B . (2.93)
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The constants have been experimentally evaluated and have values of B = 5.5 and
κ = 0.41 [76, 80]. A more frequently used form of the logarithmic law of the wall, or
the log-law is

u+ = 1

κ
ln(y+) + B , (2.94)

with the dimensionless velocity u+ = ū/uτ . This log-law is valid at a certain distance
from the wall and for a developed explicit turbulent flow. On closer examination,
there are three distinct layers next to the wall, which can be defined by the value of
y+ [7, 80]:
Viscous sublayer 0 ≤ y+ ≤ 5: There is a linear correlation between wall distance

and velocity in the non-turbulent layer u+ = y+.

Buffer layer 5 ≤ y+ ≤ 30: The velocity profile changes with a smooth transition be-
tween the viscous sublayer and the logarithmic layer. Neither the linear correla-
tion, nor the logarithmic law of the wall is valid in this layer.

Logarithmic layer y+ > 30: A logarithmic correlation between wall distance and ve-
locity can be assumed in this area for a fully developed turbulent flow. Depending
on the referenced sources, the log-law is valid above different values of y+, ranging
from y+ > 26 to y+ > 60 [7, 48,80].

Figure 2.9: Logarithmic law of the wall [17]

2.4 Computational Fluid Dynamics
The Navier-Stokes equations (2.47) can be used for the analytical solution of basic
problems under laminar flow conditions. Since the majority of flow problems in engi-
neering are neither laminar nor do they involve simple shaped geometries, a numerical
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approach is required. Computational fluid dynamics (CFD) is a general term for nu-
merical calculations of fluid flow problems by dividing the calculation domain into
small parts of finite size and basic geometry. With this discretization the conservation
equations can be applied to the single finite volumes, which can be solved by different
methods. Common methods for the numerical calculation are: the finite difference
(FD) method and the finite volume (FV) method.

2.4.1 Discretization
The solution domain is discretized by a mesh whose nodes are used for the calculation
and is thereby divided into a finite number of non overlapping control volumes.

The FDmethod solves the differential form of conservation equations with the node-
values of the calculation mesh. This method is easy and effective to implement for
structured meshes, and especially with methods of higher order. A major drawback of
the FD method is its restriction to structured meshes and therefore to basic geometries.
Since FD methods have not been used in this work, they are not described in detail.

Different implementations of the FV method use different strategies for defining the
control volume center and hence the valid location of the calculated values. Using the

Figure 2.10: Two-dimensional structured finite volume mesh in the xy-plane [17]

mass center of the control volume, as shown in Fig. 2.10, is one way of implementation
which is beneficial to the accuracy of the averaged volume values. Values for the faces of
control volumes are interpolated between the mass centers of adjacent control volumes.
Another implementation of the FV method is the median dual approach which defines
the mesh nodes as centers of the control volumes. By using the edge centers and mesh
volume centers as corners, an apparent control volume is built around the calculation
node. Since the control volume faces are located on the edge center between the mesh
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nodes, the interpolated values for faces are more accurate than the ones obtained
with the mass center method [4, 22]. The following description, based on derivations
in [2,17,23,24], is used for a structured mesh in a two-dimensional xy-plane with control
volumes identified by the sequential numbers i and j for the position in the x and y
directions, as shown in Fig. 2.10.

Basic CFD methods use the RANS equations introduced in Subsection 2.3.7 to cal-
culate the fluxes of mass, momentum and energy. Due to the fluctuating and therefore
time dependent flow parameters and the fine mesh resolution, the calculation of the
Reynolds stresses with direct numerical simulation (DNS) is very time consuming, as
briefly outlined in Subsection 2.4.3 on page 43. Since the results of time-averaged flow
parameters are usually sufficient, it is more feasible to approximate the fluctuations
by turbulence models and calculate the flow conditions by the Navier-Stokes equations
replacing the molecular viscosity µ by the effective viscosity

µeff = µ+ µt . (2.95)

The turbulent viscosity µt, on the other hand, can be calculated e.g. by the turbulence
models described in Subsection 2.4.4 starting on page 43. With the modelled fluctua-
tions, the calculation mesh for solving the Navier-Stokes equations can be much coarser
than for a calculation with DNS reducing the computational effort for the solution.

For the following example, the external heat sources and the body forces fB have
been neglected, since buoyant or gravity forces have not been assumed. Therefore, the
equations for the conservation of momentum (2.41) for two spatial dimensions can be
simplified to

∂(ρu)
∂t

+ ∂(ρu2)
∂x

+ ∂(ρuv)
∂y

= −∂p

∂x
+ ∂τxx

∂x
+ ∂τyx

∂y

∂(ρv)
∂t

+ ∂(ρvu)
∂x

+ ∂(ρv2)
∂y

= −∂p

∂y
+ ∂τxy

∂x
+ ∂τyy

∂y
. (2.96)

For the same conditions, the conservation of mass in (2.28) can be written as

∂ρ

∂t
+ ∂(ρu)

∂x
+ ∂(ρv)

∂y
= 0 . (2.97)

The conservation of energy in (2.42) without the body forces and the energy transport
over the system boundaries can be written for two spatial dimensions as

∂Et

∂t
+ ∂(uEt)

∂x
+ ∂(vEt)

∂y
= −∂(pu)

∂x
− ∂(pv)

∂y
+ ∂

∂x
(uτxx + vτxy) + ∂

∂y
(uτyx + vτyy) + q̇Q .

(2.98)
The heat flux in (2.98) written in index notation is generally defined as

q̇Q = −λ∂T

∂xi
+ cpρT′u′i , (2.99)
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and

−cpρT′u′i = λt
∂T

∂xi
(2.100)

with the turbulent conductivity λt. The turbulent conductivity is defined with the
turbulent Prandtl number Prt = 0.9 as

λt = cpµt

Prt
. (2.101)

For two dimensional flow, the vector components of q̇Q are defined as

q̇Qx = −
(
λ+ cpµt

Prt

)
∂T

∂x

q̇Qy = −
(
λ+ cpµt

Prt

)
∂T

∂y
. (2.102)

The shear stresses in (2.96) written in index notation are generally defined as

τij = µ

(
∂ui

∂xj
+ ∂uj

∂xi
− 2

3
δij + ∂uk

∂xk

)
− ρ(u′′i u′′j ) (2.103)

and

−ρ(u′′i u′′j ) = µt

(
∂ui

∂xj
+ ∂uj

∂xi
− 2

3
δij + ∂uk

∂xk

)
− 2

3
δijk , (2.104)

with the turbulent kinetic energy k as defined in (2.53). Hence, for the flow calculation
in two dimensional domain the shear stresses are defined as

τxx = µeff
∂u

∂x
− µeff

2

3

(
∂u

∂x
+ ∂v

∂y

)
− 2

3
ρk

τyy = µeff
∂v

∂y
− µeff

2

3

(
∂u

∂x
+ ∂v

∂y

)
− 2

3
ρk

τxy = µeff

(
∂u

∂y
+ ∂v

∂x

)
. (2.105)

Since the equations (2.96), (2.97) and (2.98) have an identical structure, they can be
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written in vector notation with the flux vectors:

Q =


ρ
ρu
ρv
Et

 ,

E =


ρu

ρu2 + p− τxx

ρuv − τxy

(Et + p− τxx)u− τxyv + q̇Qx

 ,

F =


ρv

ρuv − τxy

ρv2 + p− τyy

(Et + p− τyy)v − τxyu + q̇Qy

 , (2.106)

with the velocities u and v, the total energy Et and the hydrostatic pressure

p = (γ − 1)[Et − 0.5ρ(u2 + v2)] . (2.107)

Hence, the Navier-Stokes equations in the two dimensional Cartesian coordinate sys-
tem without external heat or the body forces are in vector notation:

∂Q
∂t

+ ∂E
∂x

+ ∂F
∂y

= 0 . (2.108)

The finite volume method is based on the subdomain method, a special weighted
residual method [23]. For three spatial dimensions, the general formulation of the
weighted residual methods is∫∫∫

Wm(x, y, z) RWRM dx dy dz = 0 (2.109)

where Wm is a test function and RWRM the residual. In the subdomain method, the
test function is defined as Wm = 1 inside the subdomain and Wm = 0 outside the
subdomain. For equations like the continuity equation (2.97) with first derivatives
only, the subdomain method can be written for two spatial dimensions as

∫∫
ABCD

1

(
∂ρ

∂t
+ ∂(ρu)

∂x
+ ∂(ρv)

∂y

)
dx dy = 0 . (2.110)

By applying Green’s theorem, the double integral over the subdomain can be replaced
by line integrals:

∂

∂t

∫
ρ dV +

∫ B

A
(ρu)dy −

∫ D

C
(ρu)dy +

∫ C

B
(ρv)dx−

∫ A

D
(ρu)dy = 0 . (2.111)
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As illustrated in Fig. 2.10, the line integrals in (2.111) can be replaced by the sum of
the specific mass fluxes over the elements boundaries, with h = yB − yA = yC − yD and
k = xA − xD = xB − xC [23]:

∂

∂t
(hk ρij) +

DA∑
AB

[(ρu)h− (ρv)k] = 0 . (2.112)

Since the volume hk is independent of time, (2.112) can be divided by hk and the
discretized conservation of mass can be written as

∂ρij

∂t
+ (ρu)AB − (ρu)CD

k + (ρv)BC − (ρv)DA

h = 0 , (2.113)

with the flux components (ρu)AB, (ρv)BC, (ρu)CD and (ρv)DA. Different finite volume
methods can be distinguished by the way of evaluation of the flux terms. An overview
of different finite volume methods and methods of flux term calculation can be found
i.a. [43] or [44]. One basic method of evaluation is by averaging the fluxes as

(ρu)AB = 1

2
[(ρu)i+1,j + (ρu)i,j] and (ρu)CD = 1

2
[(ρu)i,j + (ρu)i−1,j] (2.114)

in x direction and

(ρu)BC = 1

2
[(ρv)i,j+1 + (ρv)i,j] and (ρu)DA = 1

2
[(ρv)i,j + (ρv)i,j−1] (2.115)

in y direction. Applying the average fluxes to (2.113), the discretized form of the
conservation of mass is

∂ρij

∂t
+ (ρu)i+1,j − (ρu)i−1,j

2k + (ρv)i,j+1 − (ρv)i,j−1

2h = 0 . (2.116)

The system of equations (2.108) can be solved e.g. implicitly with the Beam and
Warming scheme. To implement this scheme to the compressible viscose Navier-Stokes
equations, (2.108) changes to

∂Q
∂t

= RHS , (2.117)

with the spatial derivatives at the right hand side

RHS = −∂E
∂x
− ∂F
∂y

= − ∂

∂x

(
Ei − Ev

1(Q,Qx)− Ev
2(Q,Qy)

)
− ∂

∂y

(
Fi − Fv

1(Q,Qx)− Fv
2(Q,Qy)

)
. (2.118)

The flux terms in (2.118) are separated into the inviscid fluxes Ei and Fi and the viscose
therms Ev

1, Fv
1, Ev

2 and Fv
2 by applying (2.105) and (2.102) to (2.106). Therefore, the
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flux vectors in (2.106) can be written as

Q =


ρ
ρu
ρv
Et

 , E(Q) =


ρu

ρu2 + p
ρuv

(Et + p)u

 , F(Q) =


ρv
ρuv

ρv2 + p
(Et + p)v

 ,

Ev
1 + Ev

2 =


0

2
3
µeff(2ux − vy)
µeff(uy + vx)

µeffv(uy + vx) + 2
3
µeffu(2ux − vy) + λtTx

 ,

Fv
1 + Fv

2 =


0

µeff(uy + vx)
2
3
µeff(2vy − ux)

µeffu(uy + vx) + 2
3
µeffv(2vy − ux) + λtTy

 (2.119)

where the subscripts x, y next to the velocities u, v and the temperature T indicate a
derivative with respect to x or y, respectively [83]. The derivatives with respect to the
direction x are grouped in Ev

1 and Fv
1 and the derivatives with respect to the direction

y are grouped in Ev
2 and Fv

2, respectively [24]. For transient problems, the Beam-
Warming scheme uses the following general difference formula for the calculation of
the time steps

(1 + Θ2)∆Qn −Θ2∆Qn = ∆t(Θ1RHSn+1 + (1−Θ1)RHSn) , (2.120)

with ∆Qn+1 = Qn+1 −Qn and ∆Qn = Qn −Qn−1 at the time-step n. With the pa-
rameters Θ1 and Θ2, the stability and accuracy of the difference scheme can be mod-
ified [24]. Using the values Θ1 = 1 and Θ2 = 0, the compressible Navier-Stokes equa-
tions are solved with the Euler implicit scheme, first-order accurate in time. A three-
point backward implicit scheme can be applied with Θ1 = 1 and Θ2 = 0.5 which is
second-order accurate in time [83]. One time-step increment of the right hand side is

RHSn+1 = RHSn − ∂

∂x
(A∆Qn+1 −P∆Qn+1 −R∆Qn+1

x −∆Ev,n+1
2 )

− ∂

∂y
(B∆Qn+1 −T∆Qn+1 − S∆Qn+1

y −∆Fv,n+1
2 ) ,(2.121)

with the inviscid Jacobian matrices A and B and the derivatives

P = ∂Ev
1

∂Q
, T = ∂Fv

2

∂Q
, R = ∂Ev

1

∂Qx
, S = ∂Fv

2

∂Qy
. (2.122)

The right hand side (2.118) can be simplified by introducing

R∆Qn+1
x = (R∆Qn+1)x −Rx∆Qn+1

S∆Qn+1
y = (S∆Qn+1)y − Sy∆Qn+1 . (2.123)
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The cross-derivatives

∆Ev,n+1
2 = ∆Ev,n

2 + O(∆t2) and ∆Fv,n+1
1 = ∆Fv,n

1 + O(∆t2) (2.124)

can be replaced by the values from the previous time-step with second order accuracy
[24]. By introducing (2.121) and (2.124) in (2.120), the system of equations can be
written as

∆Qn+1 =
[

I + Θ1∆t

1 + Θ2

(
∂

∂x
(A−P + Rx)n − ∂2

∂x2
Rn

)

+ Θ1∆t

1 + Θ2

(
∂

∂y
(B−T + Sy)n − ∂2

∂y2
Sn

)]
∆Qn+1

= ∆t RHSn

1 + Θ2
+ 1 + Θ2

Θ2
∆Qn + Θ′1∆t

1 + Θ2

(
∂

∂x
∆Ev,n

2 + ∂

∂y
∆Fv,n

1

)
= ∆Qm , (2.125)

with the identity matrix I. For transient problems the constant Θ′1 is equal to Θ1.
Finally, the algorithm of the Beam-Warming scheme is{

I + Θ1∆t

1 + Θ2

(
Lx(A−P + Rx)n − L2

x(R)n
)}

∆Q∗ = ∆Qm , (2.126)

with {
I + Θ1∆t

1 + Θ2

(
Ly(B−T + Sy)n − L2

y(S)n
)}

∆Qn+1 = ∆Q∗ . (2.127)

In (2.126) and (2.127) . . .L2
x(R)n)}∆Q∗ implies . . .L2

x(R∆Q∗) and Lx, L2
x, Ly and L2

y
are the first and second order three point central differences for the directions x and
y, respectively [24].

Due to the central difference discretization, oscillations may occur at locations with
discontinuities which can be avoided with an additional dissipation term (damping) to
the Beam-Warming scheme:{

I + Θ1∆t

1 + Θ2

(
Lx(A−P + Rx)n − L2

x(R)n − εiL2
x

)}
∆Q∗ = ∆Qm − εe(L4

x + L4
y)Qn

(2.128){
I + Θ1∆t

1 + Θ2

(
Ly(B−T + Sy)n − L2

y(S)n − εiL2
y

)}
∆Qn+1 = ∆Q∗ , (2.129)

with
0 ≤ εe ≤

1 + 2Θ2

8(1 + Θ2) and εe

εi
= 2 . (2.130)

A steady-state solution can be achieved with the pseudo-transient method. The idea
of the pseudo-transient method is the solution of an equivalent transient problem,
solved until the solution reaches a steady-state and the time-steps can be considered
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as iteration steps. For the steady-state, the terms −P + Rx and −T + Sy can be
ignored, since the influence of µ and λ on Q can be neglected. Additionally to this
simplification, the solution of the pseudo-transient formulation with the first order
accurate Euler implicit scheme is more efficient [24,83].

Due to the conservative formulation of the FV method, numerical problems are
avoided at discontinuous positions e.g. at shock waves. Therefore, the FV method is
beneficial for the calculation of problems in fluid dynamics [17,22]. Since the structure
of the momentum equations (2.96) is similar to the structure of the transport equation
of turbulence, as shown in (2.137) and (2.142) on page 45, its discretization can be
applied in the same way.

2.4.2 Modeling turbulent flow
Most technically relevant flow conditions are turbulent. Since turbulent flow cannot
be treated like laminar or inviscid flow, different methods of calculation are required.

A turbulent flow is characterized by a clearly transient behavior of the fluid in
microscopic length scales. The chaotic fluctuation of fluid occurs in all three spatial
dimensions. Only a mean flow can be represented in two dimension for particular
cases. Fluid flow requires permanent charge of power to maintain the movement of
the fluids. This automatically causes turbulence under all flow conditions except for
laminar flows. The energy type of moving fluid particles is kinetic energy which is
converted irreversibly into heat energy by dissipation. Turbulence can be regarded as
a permanent process of producing and collapsing eddies in a wide-band length scale
which has to be calculated for accurate simulation of fluid flow. [22]

A variety of turbulence models are available today, each having strengths for specific
applications. Tab. 2.5 shows some of the commonly available models grouped by the
method of modeling turbulence. In this work, only the models which have been used

RANS Eddy-viscosity RANS Reynolds-Stress Eddy Simulation Models
Models Models (transient)

- Zero Equation model - LRR Reynolds Stress - Large Eddy Simulation
- Standard k-ε model - QI Reynolds Stress (LES)
- RNG k-ε model - Special, Sarkar and Gatski - Detached Eddy Simulation
- Standard k-ω model Reynolds Stress (DES)
- Baseline (BSL) zonal - SMC-ω model - Scale Adaptive Simulation
k-ω model - Baseline (BSL) Reynolds’ SST (SAS)

- SST zonal k-ω model Stress model
- k-ε model

Table 2.5: Commonly used turbulence models [4]

during the simulations are explained in detail. The relevant turbulence model is the
SST models. This model is based on the popular k-ε and k-ω turbulence models, which
also deserve an explanation.
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2.4.3 Direct numerical simulation
As outlined in Tab. 2.5, the turbulence models can be categorized in accordance with
their ways of resolving turbulent effects. The direct numerical simulation (DNS) is not
mentioned in this context. Since this method does not model but resolve turbulence,
it is the most expensive simulation method. DNS performs direct calculation without
models or averaging and therefore it is numerically the simplest method. The whole
flow domain is discretized by a very fine mesh, resolving eddies until they collapse
due to shear stress caused by molecular viscosity. The simulation domain must be at
least the size of the physical domain or the size of the largest occurring eddy. Due
to the absence of a turbulence model, this method must calculate the dissipation of
kinetic energy of particle fluctuation. The mesh resolution where dynamic (molecular)
viscosity is dominating is defined by the Kolmogorov length scale η, which can be
expressed by:

η =
(
ν3

ε

)1/4

, (2.131)

with kinematic viscosity ν and turbulent dissipation rate ε. In the case of air in a
technically relevant flow condition, a finite volume size of some micrometers would
be required to adequately discretize the flow domain. Even for simple problems, the
number of finite volumes and therefore the number of numerical operations would
rise dramatically. With a smaller length scale, the time scale would also decrease,
requiring a higher number of time steps. These requirements demand high calculation
power over a long period of time making DNS uneconomical for engineering purposes.
The implementation of steady state methods or two-dimensional simulation is not
possible in DNS. Nevertheless, this simulation method is the most accurate method
of numeric simulation and is therefore used for solving academic problems. Due to
the improvements in computational technology, in the future this method might also
become relevant for engineering purposes [22].

2.4.4 RANS models
Surface averaged values are sufficient for most engineering purposes. Detailed infor-
mation about the flow regime is not necessary if the target values are of acceptable
accuracy. In order to reduce calculation costs, the application of turbulence models
does make sense. Many popular turbulence models are based on the Reynolds Aver-
aged Navier-Stokes equations, as introduced in Subsection 2.3.7. RANS eddy viscosity
models use the idea of Osborne Reynolds by separating flow into an average flow com-
ponent and a fluctuating component, as shown in (2.48). All unsteady parts can be
removed by modeling the fluctuating components, including other transient aspects
of the fluid flow. Hence, a steady state simulation is possible if the type of flow is
physically in a steady state.

For an incompressible fluid, the conservation of mass (2.30) can be expressed by



44 CHAPTER 2. FUNDAMENTALS

the index notation as:
∂(ρui)
∂xi

= 0 (2.132)

and the momentum in (2.62) with neglected body forces as

∂(ρui)
∂t

+ ∂

∂xj

(
ρuiuj + ρu′iu

′
j

)
= − ∂p

∂xi
+ ∂τ ij

∂xj
, (2.133)

for Cartesian coordinates with the shear stress tensor τ ij = µ
(
∂ui
∂xj

+ ∂uj
∂xi

)
, shown in

(2.27) and (2.38), respectively. A mean scalar value φ can be calculated for the flow
regime by

∂(ρφ)
∂t

+ ∂

∂xj

(
ρujφ+ ρu′jφ

′
)

= ∂

∂xj

(
Γ
∂φ

∂xj

)
, (2.134)

with the diffusivity Γ. Since these equations contain the Reynolds shear stress ρu′iu′j,
the system of equations still has too many unknowns for a solution, which is also
known as the closure problem of RANS equations. This closure problem can either be
solved by approximation with empirical parameters, or by calculating the Reynolds
stress tensor with correlation of higher order, again using approximation models. Since
it seems impossible to find an exact solution of this closure problem, the introduction
of turbulence models is unavoidable. Commonly applied turbulence models use the
eddy viscosity νt (or turbulent viscosity µt respectively) for deriving the Reynolds
stress tensor, as shown in (2.52). It is assumed that the turbulent transport of mass,
momentum and energy is controlled by the turbulent viscosity µt in the same way as
laminar flow is controlled by the dynamic viscosity µ in the Navier-Stokes equations
(2.47). Due to this assumption the Reynolds stress can be written as

−ρu′iu
′
j = µt

(
∂ui

∂xj
+ ∂uj

∂xi

)
− 2

3
ρδijk . (2.135)

with the turbulent viscosity µt, the Kronecker symbol δij and the turbulence kinetic
energy k as shown in (2.53). The scalar values φ are derived likewise with the Reynolds
flux

−ρu′iφ
′ = Γt

∂φ

∂xj
. (2.136)

with eddy diffusivity Γt = µt/Prt which is defined by the turbulent viscosity and the
turbulent Prandtl number Prt [4, 22].

k-ε turbulence model

A basic definition of turbulence requires at least two dimensions for its characterization,
namely the turbulence kinetic energy k (or dimension of velocity) and a dimension of
length L. These parameters are related to each other via the dimensionless constant
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Cµ. In most turbulence models, the dimension of velocity is defined by the turbulence
kinetic energy k which can be derived from the momentum equation:

∂(ρk)
∂t

+ ∂(ρujk)
∂xj

= ∂

∂xj

(
µ
∂k

∂xj

)
− ∂

∂xj

(
ρ

2
u′ju
′
iu
′
i + p′u′j

)
− ρu′iu

′
j

∂(ui)
∂xj
− µ∂u′i

∂xk

∂u′i
∂xk

.

(2.137)
The terms on the left-hand side and the first term on the right-hand side can be
calculated directly. Turbulent diffusion is the second term on the right hand-side and
describes the transport of turbulence kinetic energy. It has to be modeled and in most
cases this is accomplished by gradient induced diffusion:

−
(
ρ

2
u′ju
′
iu
′
i + p′u′j

)
≈ µt

σk

∂k

∂xj
, (2.138)

with the turbulent viscosity µt and the turbulent Prandtl number σk of the k-ε model
which is a model constant. The third term on the right-hand side in (2.137) is the
production rate of turbulent kinetic energy. If the approach of eddy viscosity (2.135)
is used for calculating the Reynolds stress tensor, the production term can be approx-
imated by:

Pk = −ρu′iu
′
j

∂(ui)
∂xj

≈ µt

(
ui

∂xj
+ uj

∂xi

)
ui

∂xj
(2.139)

which can be calculated without any further approximations. The last term in (2.137)
represents the isotropic dissipation rate ε, as shown in (2.49), which finally leads to
the frequently implemented form of the k equation:

∂(ρk)
∂t

+∇ (ρujk) = ∇
[(
µ+ µt

σk

)
∇k
]

+ Pk − ρε . (2.140)

As mentioned previously, a dimension of length is required for definition of turbu-
lence. The idea of a turbulent equilibrium of production and dissipation and the fact
that dissipation participates in the energy equation lead to the following widespread
approach of the length scale L:

ε ≈ k3/2

L
. (2.141)

The turbulence dissipation rate can be obtained from the Navier-Stokes equations
by modeling the whole right-hand side, but it is more useful to consider the whole
equation as a model, which is defined for most k-ε models with:

∂(ρε)
∂t

+ ∂(ρujε)
∂xj

= Cε1Pk
ε

k
− ρCε2

ε2

k
+ ∂

∂xj

(
µt

σε

∂ε

∂xj

)
. (2.142)

The turbulent viscosity is defined in this model as:

µt = ρCµ
√

kL = ρCµ
k2

ε
. (2.143)
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The constant values in the equations above are:

Cµ = 0.09 , Cε1 = 1.44 , Cε1 = 1.92 , σk = 1 , σε = 1.3 . (2.144)

The whole system of equations can be solved by replacing the dynamic viscosity µ
with the effective viscosity µeff = µ+ µt in the RANS equations [22].

Based on equations (2.137) and (2.146) this turbulence model is denoted as the
k-ε model. It is used in a wide band of applications and may be adjusted with minor
changes, such as the addition of a term for consideration of the buoyant forces Pkb and
Pεb

k-ω turbulence model

The k-ω model introduces a second transport equation in addition to the k equation,
which includes the turbulence frequency ω. The calculation of the kinetic energy is
appropriate to the k equation in the k-ε model above with:

∂ρk

∂t
+∇ (ρvk) = ∇

[(
µ+ µt

σk

)
∇k
]

+ Pk − β∗ρk . (2.145)

Instead of dissipation, the k-ω model uses the transport of turbulent frequency ω:

∂ρω

∂t
+∇ (ρvω) = ∇

[(
µ+ µt

σω

)
∇ω

]
+ α

ω

k
Pk − βρω2 , (2.146)

with the turbulent viscosity defined by:

µt = ρ
k

ω
, (2.147)

the turbulence eddy dissipation rate:

ε = β∗ωk , (2.148)

and the constant values:

α = 0.09, β = 1.44, β∗ = 1.92, σ∗k = σ∗ω = 2 . (2.149)

[22]
Numerically, the k-ω model is very similar to the k-ε model. It shows its strength in

calculations regarding the viscose and logarithmic sublayer of the boundary layer close
to solid surfaces. In contrast to other models, it is relatively simple and numerically
stable, but still it is not able to accurately calculate the asymptotic behavior of the
turbulence in the free fluid flow. Another drawback is the inaccurate distribution of
the k and ε values in comparison to results from DNS calculations [56].
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Shear Stress Transport (SST) model

In the free stream region, the k-ω model has a deficit, which on the other hand is a
clear advantage of the k-ε model, compared to DNS results. The combination of the
two models with the aid of a blending function F1 results in a model called baseline
(BSL) model. The blending function is designed to be one in the boundary layer next
to the wall, where the original k-ω model prevails. In the free stream, the blending
function gradually declines to zero and the fluid flow is calculated with the transformed
k-ε model. The modification with respect to the transport of the principal turbulent
shear stress and the definition of eddy viscosity by

νt = a1 k

max(a1 ω, S F2) (2.150)

with constant value a1, magnitude of the strain rate S and a second blending function
F2, in addition to the implementation of the baseline model, leads to the shear-stress
transport (SST) model [4].

The original and implemented BSL and SST equations for turbulence transport
and blending function can be found in the Appendix (B.4).

Scale-adaptive simulation (SAS) model

The SAS turbulence model is based on the k-kL model [73,74] which includes an exact
transport equation for the turbulent length scale. The approach for the length scale
in [73] has strong theoretical foundations and provides a quantity which is proportional
to the size of the resolved eddies. Since the k-kL model has deficiencies in combination
with the logarithmic law of the wall, it did not succeed in commercial applications.
One fundamental difference to the SAS turbulence model is the calculation of the
length scale with the derivative of the velocity field. By keeping the second derivative
of velocity instead of the third derivative, the SAS turbulence model does function in
combination with the log-law and the length scale is proportional to the von Kármán
length scale [54]. For a two dimensional flow, the von Kármán length scale in x-
direction is defined as

LvK = κ

∣∣∣∣∣ ∂u/∂y

∂2u/∂y2

∣∣∣∣∣ (2.151)

with the von Kármán constant κ. In standard turbulence models, the length scale
is proportional to the thickness of the shear layer adjusting the local flow topology
incorrectly and therefore calculates with a higher diffusion [54, 58]. Since the SAS
turbulence model can only be used for transient simulations and not for steady state,
it requires a higher computational effort if averaged values are required. The transport
equations and model constants for the SAS turbulence model can be found in Appendix
B.5.
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Gamma-Theta transition model

The change from a laminar to a turbulent fluid flow is not a sudden transition but
rather a process which depends on various factors. Transition starts above a specific
critical Reynolds number which considers the prevailing velocity and the viscosity of
the fluid. The influence of other factors like the surface roughness or the upstream
turbulence intensity cannot be easily quantified. Since the whole transition process
has not yet been completely investigated, it is a current topic in the research of fluid
dynamics [34]. Similarly to the transition from laminar to turbulent flow, the reverse
process of relaminarization from turbulent to laminar flow is also not fully explainable
yet. The transition process can occur anywhere in the fluid flow domain where the re-
quired flow conditions are met. Due to its direct connection to attached and separated
flow conditions at surfaces and, therefore, to heat transfer problems, the transition in
boundary layers is of special interest [55].

In [59] the authors first introduced the Gamma-Theta model as an empirical ap-
proach to the simulation of transition. The same transition model has been imple-
mented with a few changes, as presented in [4, 49], in the commercial CFD software
package used in this work. It is based on two transport equations which use local infor-
mation of the calculation domain only. One of the primary variables is the strain-rate
(or vorticity) Reynolds number which is defined as

ReS = ρy2

µ

∂u

∂y
= ρy2

µ
S (2.152)

with the wall distance y, the density ρ, the viscosity µ and the absolute value of strain
rate S. Physically, y2S is responsible for the disturbance in the boundary layer and
ν = µ/ρ is responsible for damping the turbulence. The first transport equation for
the intermittency γ is used to locally initiate transition and to enable the produc-
tion term of the turbulent kinetic energy. The basis of this operation is the ratio of
the transition momentum-thickness Reynolds number and the strain-rate Reynolds
number. The second transport equation for the transition onset momentum-thickness
Reynolds number ReΘ considers the influence of the non-local turbulent intensity close
to the wall in the boundary layer. The Gamma-Theta transition (γ − ReΘ) model can
be used in connection with the BSL, SST and SAS turbulence models. A detailed
description of the Gamma-Theta model can be found in [49] and [55]. The definition
of the transport equations for γ and ReΘ can be found in Appendix B.6.

2.4.5 Boundary conditions
Wall function model

The boundary conditions of the turbulence equations are treated similarly to the
boundary conditions of scalar values. Such problems can be avoided by the use of
wall-functions which employ the idealized logarithmic-law of the wall (as shown in



2.4. COMPUTATIONAL FLUID DYNAMICS 49

Subsection 2.3.10) to approximate the near wall effects. With the assumption of bal-
anced production and dissipation of turbulence, friction velocity can be expressed as:

uτ = C1/4
µ

√
k , (2.153)

and the wall shear stress can be derived by:

τw = ρu2
τ = ρC1/4

µ κ
√

k
u

ln(y+eκB) , (2.154)

with the dimensionless distance of the wall y+, as shown in (2.82), derived by the
node-wall distance y0 and the kinematic viscosity ν = µ/ρ:

y+ = ρy0uτ
µ

. (2.155)

Tangential forces on the control volume faces can be calculated using the wall shear
stress (2.154), which is required for the boundary conditions of the momentum equa-
tions. Since the derivative of velocity parallel to the wall with respect to the perpen-
dicular direction y→ 0 cannot be calculated from values of the nodes next to the wall,
this approximation is unavoidable. When using the wall-function model, the diffu-
sive flux at the wall is set to zero in the k transport equation in order to obtain the
boundary conditions for the momentum equations. This means that the derivative of
k with respect to the perpendicular direction of the wall is zero, which is equivalent to
a Neumann boundary condition. The turbulence kinetic energy k is zero at the surface
but can assume a high value in nodes next to the surface. Hence the production rate
in the control volume next to the wall also requires a modification:

Pk ≈ −ρu′v′
∂(u)
∂y
≈ τw

u

∂y
. (2.156)

This modification is valid due to the nearly constant wall shear stress close to the wall,
but again requires a differentiation of the wall-parallel velocity. Since this velocity
gradient is not linear, a derivative with respect to the wall distance (∂u/∂y)n in the
mesh-node next to the wall would be wrong, as shown in Fig. 2.11. In this case a
derivative of the logarithmic-law of the wall with the values from the control volume
next to the wall can be used:

∂u

∂y
= uτ
κy

=
C1/4
µ

√
k

κy
, (2.157)

which is equivalent to the re-arranged equation (2.91) before integration to the log-law.
By knowing this velocity derivative, the wall shear stress and production rate can be
calculated [22].

Dissipation rate is derived by the assumption of balanced production and dissi-
pation of turbulence. In control volumes next to the wall, only the turbulent kinetic
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Figure 2.11: Velocity profile u(y) and mesh-nodes n next to the wall with the initial wall-node distance
y0, the velocity gradient at the wall (∂u/∂y)n and the velocity gradient in the mesh-node next to the
wall (∂u/∂y)w

energy is solved by the turbulence model and the dissipation rate is set proportional
to the turbulence kinetic energy:

ε =
C3/4
µ k3/2

κy
. (2.158)

A major drawback of the wall-model approach is its strong connection to the ide-
alized velocity profile of the log-law.

Since the velocity profile at the wall does not always fit the logarithmic profile,
e.g. at points of flow separation, the log law does not describe correctly the derivative
of velocity. In situations of clearly attached flow conditions, e.g. pipe flow, the wall-
model can calculate well approximated values. When using the wall-model approach in
situations with much flow separation, the calculation eventually prove to be incorrect.

Resolved near wall region

Close to the wall, the k-ε model, as shown in the last section, can encounter prob-
lems due to the numerical oscillation of k and ε which occasionally assume negative
values. Since both parameters are physically always positive, this can lead to conver-
gence problems in the solution. These problems can be reduced by refining the mesh,
especially in the direction perpendicular to the considered wall. Turbulence kinetic
energy at the surface must be zero k|y→0 = 0 due to the non-slip-condition, while the
turbulence dissipation rate ε, can be approximated by:

ε = ν

(
∂2k

∂n2

)
wall

or ε = 2ν

(
∂k1/2

∂n

)2

wall

. (2.159)

Since turbulence becomes non-isotropic close to the wall, modified k-ε models are
required when resolving the near wall region with a finer mesh. These are denoted as
Low-Reynolds turbulence models [22].
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Automatic near-wall treatment

A great benefit of the k-ω turbulence model is the availability of an exact solution
of the ω value in the viscose sublayer next to a wall. As in the wall function model,
the diffusive flux in the k equation is set to zero. The diffusive flux in the momentum
equation Fu is derived by:

Fu = −ρuτu∗ , (2.160)

with

u∗ = 4

√√√√√
√√√√µ

ρ

∣∣∣∣∣u0

y0

∣∣∣∣∣
4

+
(√

a1k
)4

(2.161)

and the friction velocity
uτ = 4

√
(uvis
τ )4 + (ulog

τ )4 , (2.162)

which contains the friction velocity for the viscose sublayer

uvis
τ =

√√√√µ

ρ

∣∣∣∣∣u0

y0

∣∣∣∣∣ (2.163)

and the friction velocity for the logarithmic layer

ulog
τ = u

1/κ log(y+) + B
, (2.164)

with the von Kármán constant κ and the log-law constant B. In order to correctly
approximate the near-wall effects at locations with a coarse mesh y+ > 11.06, the
automatic near-wall treatment works with a blending function between the logarithmic
and the sublayer region. As presented in [57], the blending between these dissipation
rates is accomplished by

ω =
√
ω2

log(y+) + ω2
vis(y+) . (2.165)

The dissipation rate in the logarithmic region is defined by:

ωlog = uτ
0.3κy

(2.166)

and the dissipation rate for the sublayer region is:

ωvis = 6ν

0.075y2
, (2.167)

with the non-dimensional wall distance y+ = y uτ/ν.
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Calculation of heat flux

In [47], the dimensionless near wall temperature profile Θ+ was evaluated from empiri-
cal data for different types of fluids with different Prandtl numbers. The dimensionless
near wall temperature profile is defined as

Θ+ = Tw − T∞
Tτ

, (2.168)

with
Tτ = q̇w

ρ cp uτ
. (2.169)

Based on this near wall temperature profile, the automatic wall treatment calculates
the heat transfer in the boundary layer.

Θ+ = Pr y+e−Γw +
(

2.12 ln(1 + y+) + βPr

)
e−1/Γw , (2.170)

with the functions

βPr = (3.85 Pr1/3 − 1.3)2 + 2.12 ln(Pr) and Γw = 0.01(Pr · y+)4

1 + 5 Pr3 · y+ , (2.171)

the Prandtl number Pr, as defined in Subsection 2.3.9. The automatic wall treatment
uses the distance to the first calculation node next to the wall with y0 = n0. Due
to historic and stability reasons the standard and scalable wall treatment use only a
quarter of the distance with y0 = n0/4. This temperature profile is valid for the viscose
and the logarithmic sublayer. The definition of the wall heat flux qw is:

q̇w = ρ cp u∗

Θ+ (Tw − T∞) , (2.172)

with wall temperature Tw and fluid temperature T∞ [4]. An example for the temper-
ature profile Θ+(y+) is shown in Fig. 2.12 as published in [47] for air with a Prandtl
number of Pr = 0.7 and y∗ = y+.

2.4.6 Mesh requirements
A mesh used for CFD simulations has to meet certain requirements. Especially if
the goal is to predict near-wall effects such as wall shear stress or convective heat
transfer, the elements next to the wall require a specific wall to mesh-node distance y0
depending on the Reynolds number and thus on the local fluid velocity and properties.
The approach of the wall function model assumes the validity of the logarithmic law
of the wall at solid surfaces, as shown in Fig. 2.11. The log-law itself is not an exact
description of the wall effects, but is rather a model. It describes the similarity of fluid
flow and turbulence next to a surface between two parallel plates or pipes with circular
cross sections and assumes a mean flow parallel to the wall, as shown in Subsection
2.3.10.
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Figure 2.12: Temperature profile Θ+ over the dimensionless wall distance y+ in a turbulent flow of
air on a plate based on experimental data [47].

The theory of the boundary layer assumes a thin boundary layer with thickness δ
compared to the characteristic length L as well as high Reynolds number.

1√
Re
∼ δ

L
= εb � 1 (2.173)

Due to the high Reynolds number, the inertial forces prevail over the viscous forces
and potential flow1 can be assumed outside the boundary layer. The viscous forces
are relevant directly next to the wall inside the boundary layer. This works as long
as the mean flow goes in the direction of a negative pressure gradient along the wall.
A problem occurs when the mean flow goes against a positive pressure gradient next
to the wall. Compared to the turbulent zone, the viscous layer stores less energy and
tends to follow the pressure gradient from higher to lower level of pressure against the
direction of the mean flow.

ν
∂2u

∂y2
= 1

ρ

∂p

∂x
< 0 (2.174)

In this situation, eddies caused by the return flow expand the boundary layer to a
thickness where (2.173) becomes questionable or even invalid and consequently influ-
ences all models which are based on this theory [76].

The validity of the simulated heat transfer coefficient with the wall function model
depends basically on the logarithmic law of the wall and thus the theory of the bound-
ary layer [37]. Hence the boundary layer of surface areas which are supposed to adjoin
separated flow conditions and are relevant for heat transfer results should be resolved
with mesh-layers of thin prisms during the meshing procedure [89]. A resolved bound-
ary layer requires a specific height of the first cell next to the surface for the calculation
of accurate values for the near wall effects. The use of prismatic cells next to the wall
is an established way of resolving the boundary layer, with an initial cell height of
y+ ≈ 1 for the first prism-layer. The following prism layers have a layer height growth

1Potential flow is an idealized frictionless and non-vortical flow [14,79]
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factor of 1.2 times the height of the layer beneath. For a proper resolution of the
boundary layer at least ten prism-layers are required. For basic geometries, the value
for the height of the first element can be calculated using the Reynolds number Re,
the characteristic length L and the desired value for y+ [4]:

y0 = Ly+
√

74Re−13/14 . (2.175)

Due to the small values of y0, the number of elements rises rapidly when the heat flux
of larger areas is investigated.

Depending on the model of near-wall treatment, the approximation of near-wall
effects in CFD simulations fits best to empirical data for values of about y+ ≈ 1 for
a resolved boundary layer or y+ ≈ 30 for a log-law wall model. As shown in [89], the
value of y+ = 11.06 represents the most unsuitable case and thus the model probably
describes the near wall effects with a higher error than above or below this value [42].



Chapter 3

Validation of the simulation setup

Simulating heat transfer by CFD is a time-consuming process due to the high number
of finite volume cells requiring a long computation time. The accuracy of the simula-
tion results depends essentially on the models and on the computation mesh used for
the simulation. The choice of a turbulence model depends on its accuracy regarding
convective wall heat transfer. In order to analyze the end-windings’ numerical model
with an adequate configuration, the parameters of the numerical simulations have been
tested on simple three-dimensional models. To ensure good agreement between the
CFD results and the real wall heat flux distribution, numerical models of a cylinder
in a cross flow have been investigated with configurations for different Reynolds num-
bers [42]. Several measurements of this setup have been published in the last decades
offering a high reliability of the results. The comparison of the measured and the
simulated results provides a good overview of the methods’ accuracy.

3.1 Cylinder in a cross flow
Circular cylinders are popular objects in fluid dynamic investigations. Despite their
simple geometry, the flow conditions around a circular cylinder vary greatly depending
on the circumferential position. It has an attached flow at the forward stagnation point,
flow separation at about 80° from the forward stagnation point as sketched in Fig. 3.1,
and separated turbulent flow in the downstream wake space. The downstream zone of
a cylinder has an unsteady but periodical behavior, which is known as the von Kármán
vortex street. The pressure and velocity are changing periodically at Reynolds numbers
as low as Re > 90 [76] creating an alternating force perpendicular to the mean flow and
periodical changes in heat transfer with respect to time. Beside its basic shape and the
diverse flow conditions, the circular cylinder is important in solving industrial problems
connected to structural analysis or heat transfer (e.g. tube bundle heat exchanger).
A sketch of the used setup is shown in Fig. 3.1. The Reynolds number Re of this
setup can be calculated with (2.65) using the diameter D as characteristic length, as
well as the free stream velocity u∞ and the temperature dependent kinematic viscosity

55
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u∞ Φ

T∞

Tw

αΦ

D0° 180°

Figure 3.1: Sketch of a cylinder in cross flow with diameter D, local convective heat transfer coefficient
αΦ, wall temperature Tw, fluid temperature T∞, free stream velocity u∞ and angle Φ = 0◦ at the
forward stagnation point

ν. This geometry has been extensively investigated and is therefore used in this work
for the validation of the numerical models in CFD. In the following subsections, the
empirical approaches are briefly described and compared to the numerical results.

The information about the average heat transfer from a cylinder (pipe) is sufficient
for many engineering purposes. Such cases have been investigated by [93, 94] and
[97] and give accurate results for a wide range of Reynolds numbers. For the model
validation, it is preferable to use local values of the wall heat transfer coefficient at a
specific circumferential location. These data can be found in the investigations of [27]
dealing with Reynolds numbers from Re = 70 800 to 219 000. Investigations of the
circumferential variation of the local Nusselt number NuΦ at lower Reynolds numbers,
starting from Re = 8 290, are available in [77].

The use of the Nusselt number is an established way to specify the heat transfer
for a more general expression of wall heat transfer. The local Nusselt number NuΦ
can be derived by (2.69) using the local heat transfer coefficient αΦ, the characteristic
length D and the thermal conductivity of air λ [42].

3.1.1 Empirical results
White

The wall heat transfer for a wide range of Prandtl numbers 0.7 ≤ Pr ≤ 300 and Reynolds
numbers 10 ≤ Re ≤ 105 can be calculated with

NuD = 0.3 + 0.62 Re1/2 Pr1/3

[1 + (0.4/Pr)2/3]1/4

1 +
(

Re

280 000

)5/8
4/5

, (3.1)

where NuD denotes the average Nusselt number with the diameter D as characteristic
length [94]. The Reynolds number (2.65) and Prandtl number (2.66) are both defined
in Subsection 2.3.9.

Whitaker

Considering the different values of the dynamic viscosity for bulk-temperature (’mixing
cup temperature’) µb and for wall temperature µ0, (3.2) shows a reasonable agreement
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with measurements at high-temperature gradients with a dynamic viscosity ratio of
0.25 ≤ µb/µ0 ≤ 5.2, for the range of Reynolds number 44 ≤ Re ≤ 105 and Prandtl
number 0.67 ≤ Pr ≤ 300:

NuD =
(

0.4 Re1/2 + 0.06 Re2/3
)

Pr0.4

(
µb

µ0

)1/4

. (3.2)

Zukauskas

Another empirical formula which gives an average Nusselt number NuD for a cylinder
in a cross flow is available in [97]. It can be used for a wider range of Reynolds numbers
1 ≤ Re ≤ 106 in comparison to (3.1) and (3.2) and is defined as:

NuD = C Rem Prn

(
Pr

Prs

)
, (3.3)

where n = 0.37 for Pr < 10, n = 0.36 for Pr > 10 and the values of the constants C and
m depend on the used Reynolds number, as shown in Tab. 3.1. All fluid parameters

Table 3.1: Coefficients for (3.3)

Re C m
1 – 40 0.75 0.4
40 – 1 · 103 0.51 0.5

1 · 103 – 2 · 105 0.26 0.6
2 · 105 – 1 · 106 0.076 0.7

are defined for the free stream temperature T∞, except the Prandtl number Prs, which
is defined for the surface temperature Tw.

Giedt

The aim of the investigation in [27] has been to identify the wall heat transfer coefficient
of a circular cylinder made of acrylic glass with an outer diameter of 101.6 mm and a
total length of 1016 mm. Different velocities and angles of attack of the free air stream
have resulted in different heat transfer coefficients at different angular positions on the
cylinder and thus different surface temperatures. A thin metal tape with a total length
of 1651 mm, thickness of 50.8 µm and width of 25.4 mm has been wrapped helically
around the cylinder for five full turns. The metal tape was made of nickel-chrome
alloy has an electric resistance of 0.86 Ω/m measured at T = 21°C. By applying an
electric current I to the metal tape, a uniform heat flux density q̇ has been achieved on
the surface of the cylinder. With a constant heat flux density at the surface, the only
degree of freedom has been the temperature difference∆T measured by thermocouples.
The heat transfer coefficient has hence been obtained as

α = q̇

∆T
∝ I2 R

∆T
. (3.4)
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The prepared cylinder has been exposed to the air flow of a wind tunnel with a 0.9144 m
wide nozzle opening. Iron-constantan thermocouples have been applied on one half of
the circumference at distances of 12.7 mm to measure the temperature variations. A
pressure sensor has been applied to the cylinder and the circumferential static pressures
have been measured by revolving the cylinder and placing the sensor at the desired
circumferential positions. The ambient temperature Tref has been measured using a
shielded iron-constantan thermocouple. The heat flux caused by radiation has been
considered analytically with an emission coefficient of ε = 0.2 for the nickel-chrome
tape. The Nusselt number has been evaluated with a thermal conductivity λ at an
average film temperature of:

Tavg = Tref + Tmax − Tmin

2
, (3.5)

with the maximum surface temperature Tmax and the minimum surface temperature
Tmin.

The numerical reconstruction of the setup requires an appropriate ambient temper-
ature for the calculation of the material properties of air in order to obtain accurate air
velocities for the Reynolds numbers given in the publication. The ambient temperature
is not given but can be estimated by the material properties. Regarding the calculation
of the wall heat transfer coefficient from the Nusselt number, a constant value is men-
tioned in the paper with α = 0.044 · Nu, which equals the ratio between the thermal
conductivity and the diameter of the cylinder1 λ/D = 0.25 W/m2K. For a diameter
of D = 0.1016 m, the thermal conductivity is λref = 0.25 · D = 0.02537 W/mK. With a
thermal conductivity of air λ10 = 0.02512 W/mK at T = 10°C and λ20 = 0.02587 W/mK
at T = 20°C [88], the average film temperature is approximately Tavg = 13.3°C. Due
to the vague factor of λ/D, the film temperatures can only be estimated with an accu-
racy of ±3.8°C. This uncertainty has not be considered in the subsequent calculations.
The difference between the maximal and the minimal temperature at the surface is
shown in the diagram in Fig. 3.2(b) with ∆T = Tmax − Tmin = 4.9°F = 2.7°C. Ac-
cording to (3.5), the reference temperature is Tref = Tavg −∆T/2 = 12°C. The exper-
iment has been carried out for different velocities of air and hence different Reynolds
numbers from 70 800 to 219 000. The values for the velocities are missing in the
publication and they have been re-calculated for the purposes of the present inves-
tigation by rearrangement of (2.65). The adequate kinematic viscosity has been
linearly interpolated between ν10 = 1.44 · 10−5m2/s and ν20 = 1.532 · 10−5m2/s with
ν12 = 1.457 · 10−5m2/s. The resulting velocities according to the Reynolds numbers
for a diameter D = 0.1016 m of the cylinder can be found in Tab. 3.2 on page 65.

Schmidt

The experimental setup in [77] has had the aim of measuring the wall heat transfer
coefficient along the circumference of a circular cylinder but using a different method

1Converted from λ/D = 0.044 Btu/(h ft2 F) with 1 Btu/(h ft2 F) = 5.6745 W/m2K



3.1. CYLINDER IN A CROSS FLOW 59

(a) Wall heat transfer (b) Temperature distribution

Figure 3.2: Distribution of (a) the wall heat transfer and (b) temperature distribution at the surface
with respect to the angle from the forward stagnation point [27]

than the one previously described. In order to investigate low and high Reynolds
numbers with the same setup, cylinders with three different diameters D = 50 mm,
100 mm and 250 mm have been used.

By constantly feeding the brass cylinder with steam, the surface has been kept at
a constant and uniform temperature of 100°C. An electrically heated and thermally
insulated copper bar has been embedded into the surface of the cylinder assuring a
smooth transition of the surface. By keeping the copper bar at the same temperature
as the rest of the cylinder, the wall heat transfer can be calculated using the surface
temperature and the supplied electrical power. Conductive heat transport between the
copper bar and the brass cylinder has been neglected due to the uniform temperature
and the resulting vanishing temperature gradient. Heat flux by radiation has been
considered with an emission coefficient of ε = 0.1 for the polished surface of the copper
bar.

The investigations have been carried out at an ambient temperature of Ta = 20°C
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(a) (b)

Figure 3.3: Wall heat transfer on two different cylinders with diameters of (a) 50 mm and (b) 100 mm
and hence different ranges of Reynolds numbers [77]

to 26°C kept constant within a range of 0.1°C for each test run. For the calculation of
the Reynolds and Nusselt numbers, the material properties for thermal conductivity
λ = 0.0241 W/mK and kinematic viscosity ν = 1.94 · 10−5 m2/s have been used. The
cylinders have been placed behind a 600 mm wide and 250 mm high nozzle connecting
two chambers with sizes 6× 5× 3 m and 6× 4× 3 m. The chambers have also been
connected with a fan, so the pressure in both of them has changed assuring a steady
pressure driven flow through the nozzle. The velocity in the nozzle has been measured
using a Prandtl pitot tube and the difference of pressures in the two chambers.

3.2 Fluid properties of the coolant
In order to consider the temperature dependence of the streaming fluid, the material
properties of air have been adjusted by calculating the parameters as listed in [88]
with a Gauss Newton method. The heat capacity cp has been approximated by the so
called zero pressure polynomial [3]

cp

Rs
= t1 + t2 T + t3 T2 + t4 T3 + t5 T4 , (3.6)
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Figure 3.4: Properties of dry air at a pressure of p = 1 bar from [88] (dots) including approximation
(line)

with the gas constant for air Rs = 287.12 J
kgK , the temperature T in Kelvin and the

following coefficients:

t1 = 3.574 t2 = 4.269 10−4 K−1

t3 = −4.185 10−8 K−2 t4 = 3.099 10−9 K−3

t5 = −2.385 10−12 K−4 .

The values for the dynamic viscosity µ have been approximated by the Sutherland
formula

µ

µref
= Tref + Sµ

T + Sµ
·
(

T
Tref

)nµ
, (3.7)

as well as the thermal conductivity λ

λ

λref
= Tref + Sλ

T + Sλ
·
(

T
Tref

)nλ
. (3.8)

In these formulae, Sµ and Sλ stand for the Sutherland constant while nµ and nλ repre-
sent the appropriate exponents. Values for the reference viscosity µref and the reference
thermal conductivity λref have been chosen from a material property table in [88] at the
reference temperature Tref = 325 K which is close to the mean operating temperature
of air in an electrical machine

Sµ = 77.8 K µref = 1.97 10−5 Pa s nµ = 1.57
Sλ = 60.7 K λref = 2.82 10−2 W/mK nλ = 1.68 .
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With this approach, the material properties have been approximated accurately in a
temperature range of about 253 K to 673 K. It is not recommended to use the same
parameters above or below this given range of temperature [36].

3.3 Simulation setup of the cylinder in cross flow
Simulations have been carried out with different turbulence models. The models used
have been the SST, the SAS, the k-ε and the k-ω models described in Subsection 2.4.4.
As shown in Fig. 3.5, the simulations with the SST turbulence model [56] and the
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(a) SST and standard k-ε turbulence model
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(b) SAS and k-ω turbulence model

Figure 3.5: Comparison between empirical results in [27] and different turbulence models as imple-
mented in ANSYS CFX and calculated in a transient CFD simulation setup for a Reynolds number
of Re = 70 800 [42]

SAS turbulence model result in acceptable agreement with Giedt’s empiric data up to
the break-off point at Φ ≈ 80°. Due to an ideally symmetric heat transfer of the top
half and the bottom half of the cylinder, the diagrams show only the distribution form
Φ = 0° . . . 180°, which is also valid for Φ = 360° . . . 180°. After the break-off point,
the flow starts to stall and the agreement between the calculated heat transfer with
the empiric data is poor. Even though the simulated heat transfer coefficient is not
exact, it is more accurate than the one obtained using the k-ω model or the k-ε model.
Compared to the empirical data, the numerical simulation with the SST model slightly
over-predicts the heat transfer. Even though the curve obtained by the k-ω turbulence
model is similar to the empirical data shown in [27], its average value for the Nusselt
number is less accurate than the Nusselt number from the SST model. Of the tested
models, the standard k-ε turbulence model [95] shows the lowest prediction accuracy.
Since the model has been designed for high Reynolds number applications, it is not
appropriate for simulating heat transfer for low velocities or small length scales, as
also confirmed in [18]. Depending on the Reynolds number, the results computed by
the SAS turbulence model are comparable to the results of the SST turbulence model
or are sometimes even more accurate, as shown in Fig. 3.5. The heat transfer derived
with constant fluid properties has the same circumferential distribution as the heat
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transfer derived with temperature-dependent fluid properties. However, the absolute
values do not match the empirical data [42]. Since the SAS turbulence model can only
be solved in transient simulations, the computational effort is much higher than for
the SST turbulence model, which can be used in steady state simulations. Therefore,
the SST turbulence model and steady state simulation setup have been chosen for the
following investigations.

In order to test the configuration parameters for different Reynolds numbers, more
test cases have been examined. The calculated and the simulated results including the
used operating parameters of the different test cases are presented in Tab. 3.2. In the
same table, the average values for NuD1, NuD2 and NuD3 which have been calculated
with (3.1), (3.2) and (3.3), are compared to the average Nusselt numbers of the data
in Fig. 3.2 and Fig. 3.3.

The validation of the simulation setup in the present work has been carried out
on three different geometries. The measurement setups described in Subsection 3.1.1
have been modeled using CFD for cylinders with diameters D = 102 mm as used by [27]
and D = 50 mm as well as D = 100 mm as used by [77]. The wire-frame of one used
geometry is shown in Fig. 3.6, including the streamlines from the model inlet to the
model outlet.

a
b

c

d

d

e
e

Figure 3.6: Geometry wire-frame and streamlines with (a) the model inlet, (b) the cylinder, (c) the
model outlet, (d) the model outflow region and (e) the periodical sectional planes.

The mesh next to the surface of the cylinder has been created with specific prop-
erties to achieve a dimensionless wall distance of y+ ≈ 1 (see (2.155)) for the highest
Reynolds number used with this model. The value of y+ must be considered during
the meshing procedure and defines the initial height y0 of the cells next to the wall
calculated with (2.175). These initial cells have been modeled as a prism layer followed
by at least 20 further prism layers with a cell height growth rate of 20% [38]. This
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has resulted in a very fine mesh close to the surface of the cylinder and a coarse mesh
at other boundaries, illustrated in Fig. 3.7, with a total number of approximately 1.4
million elements and about 0.4 million nodes, respectively.

Figure 3.7: Surface mesh of the cylinder and one sectional plane with the inflated mesh on the
cylinder.

The surface of the cylinder has been assumed to be a hydraulic smooth wall with
non slip condition and a uniform and constant surface temperature of Tw for the test
cases shown in [77] or constant wall heat flux q̇w, as used in [27], respectively. The
important values for the parameters are listed in Tab. 3.2. A fluid velocity u∞ normal
to the boundary has been defined at the subsonic model inlet with static temperature
Tin and turbulence intensity I of one percent. The model outflow has been defined as
an entrainment with the relative pressure of pout = 0 Pa, opening temperature Tout and
zero gradient turbulence. Test cases which are described in [27] have been modeled
with a constant fluid velocity normal to the boundary for the outlet in order to consider
the conditions of the wind tunnel. The outlet of the other test cases investigated in [77]
has been modeled like the outflow region in order to consider the pressure-driven air
flow between the two chambers. Translational periodicity with a general grid interface
(GGI) and direct intersection control has been defined for the sectional areas which
are perpendicular to the cylinder axis.

The air has been modelled as explained in Section 3.2 with temperature-dependent
fluid properties at a referent pressure of pref = 105 Pa. The turbulence of the steady
state and non buoyant flow simulation has been calculated with the SST turbulence
model, including the Gamma-Theta transition model, as introduced in subsection
2.4.4. The transport of energy has been calculated with the total energy equation
without calculating the viscose work term. Effects next to the cylinder’s wall have
been modelled using the automatic wall function which calculates the wall heat flux
with (2.172) and resolves the boundary layer according to y+ ≤ 1.

The solver has simulated the flow conditions by an upwind advection scheme and
high resolution turbulence numerics, using a local time-scale with a factor of five.
The solution process has been monitored by the area-weighted average of the wall
heat transfer coefficient at the surface of the cylinder. The bulk temperature used
for calculating the wall heat transfer coefficient has been set to the same value as the
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D Re Nuavg αavg Tin Tw q̇w u∞ NuD1 NuD2 NuD3 NuCFD
mm W

m2K °C °C W
m2

m
s (3.1) (3.2) (3.3)

102 70800 179.3 44.78 12 211 10.15 171.6 181.9 186.1 205.7
102 101300 236.6 59.08 12 211 14.53 217.4 224.1 230.8 268.1
102 140000 360.4 90.00 12 211 20.08 280.2 340.5
102 170000 442.8 110.57 12 211 24.38 314.8 393.8
102 186000 479.6 119.76 12 211 26.67 332.3 422.4
102 219000 515.0 128.59 12 211 31.41 366.4 479.9
050 8290 51.4 24.79 24 100 3.22 48.3 50.9 51.5 61.6
050 21200 93.1 44.85 24 100 8.23 82.0 86.9 90.4 124.2
050 33920 123.9 59.72 24 100 13.16 108.3 113.8 119.9 168.7
050 52800 171.5 82.64 24 100 20.49 142.2 147.0 156.3 225.5
100 15550 74.8 18.03 24 100 3.02 68.6 72.7 75.1 94.9
100 39800 140.7 33.91 24 100 7.72 119.3 124.8 132.0 190.1
100 64450 192.4 46.38 24 100 12.50 161.4 165.1 176.2 261.4
100 101300 265.3 63.94 24 100 19.65 217.2 214.8 231.1 353.3
100 170000 377.3 90.94 24 100 32.98 315.3 498.0
250 39200 119.7 11.54 24 100 3.04 118.2 123.8 130.8
250 102000 233.5 22.51 24 100 7.92 218.2 215.7 232.1
250 257600 471.8 45.49 24 100 19.99 411.1
250 426000 717.9 69.21 24 100 33.06 584.7

Table 3.2: Parameters according to the investigated Reynolds numbers in [27] and [77] compared to
the results of empirical equations of [93,94] and [97]

ambient temperature T∞.

3.4 Comparison of simulation results with empiri-
cal results

The values of the empirical results discussed in Section 3.1 depend on various pa-
rameters of the investigation setup. As described in [27] and [77], the actual setup
conditions have been compared to the different approaches of (3.1), (3.2) and (3.3), as
shown in Fig. 3.8.

In [27], a wind tunnel brings the fluid in motion and the cylinder is heated elec-
trically, assuring a constant heat flux q̇w and varying wall temperature Tw at the
cylinder’s surface. The investigation of [77], on the other hand, uses a pressure driven
fluid flow and a constant wall temperature Tw of the cylinder with a varying heat flux
q̇w. The fluid properties of air required for the calculation of the air velocities from the
Reynolds numbers and for the definition of the Nusselt numbers are available in [77],
but they match only partially the fluid properties used in [88]. Compared to [88],
the kinematic viscosity of ν = 1.94 · 10−5 corresponds to an average film tempera-
ture of T = 61.7°C which is the arithmetic average of fluid and wall temperature, but
the thermal conductivity of λ = 0.0241 W/m2K would correspond to a temperature of
T = −3.4°C. An accurate value for thermal conductivity is required for the calculation
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(b) T∞ = 24°C and Tw = 100°C

Figure 3.8: Comparison of different empirical results for (a) the setup of Giedt and (b) for Schmidt

of Nusselt numbers comparable to the empirically obtained numbers in [77], hence the
thermal conductivity has been changed to a value of λ = 0.0289 W/m2K corresponding
to the same film temperature as the kinematic viscosity. The fluid properties in [27]
have not been mentioned and have been calculated from other values. Since the kine-
matic viscosity ν increases by 74% within the temperature range of 0°C to 100°C and
the thermal conductivity increases by 30%, the lack of precise information about the
fluid properties used in these investigations can explain deviations from the simulation
results.
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Figure 3.9: Simulation results for different Reynolds numbers shown as solid line compared to the
results in [27] shown as circles using a cylinder with a diameter of D = 102 mm

The diagrams in Fig. 3.9 show a comparison between the measured values of
[27] and the results simulated by CFD. At the Reynolds numbers of Re = 70 800 and
Re = 101 300 the prediction is consistent with the empirical results at the leading
stagnation point. The point of flow separation, which can be identified by the lowest
Nusselt number at an angle of about 80°, has been estimated by CFD at a higher angle
than measured. The predicted results in the wake area are higher but still comparable.
At higher Reynolds numbers of Re ≥ 140 000 the prediction starts to get less accurate
for both zones: the attached flow at the leading stagnation point and the wake space
behind the cylinder.
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Figure 3.10: Simulation results for different Reynolds numbers shown as solid line compared to the
results in [27] shown as circles using a cylinder with a diameter of D = 102 mm
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Figure 3.11: Simulation results for different Reynolds numbers shown as solid line compared to the
results in [27] shown as circles using a cylinder with a diameter of D = 102 mm

Compared to the investigations of [77], the prediction with CFD shows good agree-
ment at very low Reynolds numbers as shown in Fig. 3.12. The difference between the
measured and the simulated results at the leading stagnation point can be explained
with incomplete or incorrect information about the used fluid parameters in [77]. Even
the angle where flow separation occurs matches the measured results and the Nusselt
number is predicted with an accurate magnitude. In the wake area, the values become
less consistent with the empirical data with an over-prediction of magnitude.

At higher Reynolds numbers, the consistency between simulated and measured val-
ues of the point of flow separation deteriorates. The simulation tends to estimate the
separation point about 10° behind the measured point but the magnitude of heat trans-
fer at this point is estimated with good accuracy even for higher Reynolds numbers.
Regarding the mean heat transfer in the downstream area of fluid flow, the relative
error of simulated and measured results is smaller for higher Reynolds numbers as
shown in Fig. 3.13 than it is for lower Reynolds numbers as shown in 3.12.

Since the characteristic length is not as obvious for the end-windings of an electrical
machine as it is for a cylinder, a single Reynolds number for a certain rotational speed
can hardly be specified. Basically, two different flow conditions can be identified at
the end-windings of the investigated type of motor, where a Reynolds number can be
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Figure 3.12: Simulation results for different Reynolds numbers shown as solid line compared to the
results in [77] shown as circles using a cylinder with a diameter of D = 50 mm
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Figure 3.13: Simulation results for different Reynolds numbers shown as solid line compared to the
results in [77] shown as circles using a cylinder with a diameter of D = 50 mm

defined theoretically by comparing the flow conditions with a flow parallel to a plate.
On the one hand, the angular speed of the rotor is causing a high velocity of air next
to the end-windings. In this azimuthal direction, the width of the conductors can be
chosen as characteristic length. On the other hand, the air coming from the cooling
ducts flows in axial direction over the end-windings. In this case, the overhang of the
end-windings is a proper characteristic length. Considering these two flow conditions
independently, the maximum Reynolds number will not exceed the value of Re = 105.
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Figure 3.14: Simulation results for different Reynolds numbers shown as solid line compared to the
results in [77] shown as circles using a cylinder with a diameter of D = 100 mm
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Figure 3.15: Simulation results for different Reynolds numbers shown as solid line compared to the
results in [77] shown as circles using a cylinder with a diameter of D = 100 mm
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3.5 Global-local domain decomposition method
As shown in the previous section, the calculation of the wall heat transfer requires
a very fine resolution of the mesh close to the surface. Due to the large surface
area, a properly resolved mesh of the whole end region of the investigated induction
motor would contain about 12 million finite volume cells which might exceed the
computational possibilities. In order to adopt the convective heat transfer problem to
the computational resources, a method is required which can simulate the heat transfer
problem piece by piece. This leads to the idea of the global-local domain decomposition
method, allowing simulation of fluid flow on a coarse mesh and simulation of the wall
heat transfer coefficient on a fine mesh but only at specific locations. In order to test
its validity, the heat transfer coefficient of the same cylindrical geometry has been
calculated as in Section 3.3 by using the global-local domain decomposition method.
Both the global and the local models are shown in Fig. 3.16. The global model on the

(a) Global model with boundary mesh of local model (b) Local model

Figure 3.16: (a) Streamline, cylinder and boundary area from local model in the global model and
(b) cylinder in the local model

left hand side shows streamlines starting from the model inlet (left), the surface mesh
of the back sectional plane, the cylinder and the location of the boundary mesh from
the local model. On the right hand side of Fig. 3.16, the local model is shown with
the shaded boundary interface and the surface meshes of the back sectional plane and
the cylinder.

The boundary conditions for the fine local mesh are taken from the flow simulation
on the coarse global mesh by transferring the velocity components for all Cartesian
coordinates u, v,w, the temperature T, the turbulence kinetic energy k and the tur-
bulence eddy dissipation ε from the coarse mesh to the boundary of the fine mesh.
Once a solution for the coarse mesh is available, the boundary node coordinates of the
fine mesh can be used for a user defined area to export the velocity, temperature and
turbulence variables to boundary condition profiles, as shown in Fig. 3.17.



3.5. GLOBAL-LOCAL DOMAIN DECOMPOSITION METHOD 71

(a) Velocities u, v,w (b) Temperature T

(c) Turbulence kinetic energy k (d) Turbulence eddy dissipation ε

Figure 3.17: Boundary conditions transfer from the global to the local model for a Reynolds number
of Re = 15 550

The local model has been solved with the configuration described in Section 3.3.
Due to the fine mesh resolution but small total size of the local mesh, the convective
wall heat transfer coefficient can be simulated with acceptable accuracy in a reasonable
period of time. The results of simulated wall heat transfer coefficients are shown in
Fig. 3.18 and Fig. 3.19, respectively.

The diagrams shown in Fig. 3.19 compare the results of the domain decomposition
method with the results from the simulation in 3.4 and the empirical results. A
noticeable detail is the higher wall heat transfer coefficient between the angles of
Φ = 20° and Φ = 70°. Nevertheless, the results of the domain decomposition method
in the wake area reproduce the empirical results with higher accuracy than without
domain decomposition. Especially at low Reynolds numbers, this method generates
good results with small errors, as shown in Fig. 3.19 (a).
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Figure 3.18: Simulated wall heat transfer coefficient at the cylindric surface of the local model with
Reynolds number of Re = 15 550
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Figure 3.19: Results of global-local domain decomposition calculation for different values of the
Reynolds number (solid lines), results calculated without domain decomposition (dashed lines) and
empirical results as published in [77] (circles)



Chapter 4

Measurements at the end-region

Despite the opportunities presented in the previous chapters, a totally reliable model
for predicting the convective heat transfer coefficient is not available yet. It is still
necessary to validate the derived values under certain operating conditions by mea-
surements. On the one hand, the results of this chapter are required for specifying
accurate operation parameters for the simulations. On the other hand, the measured
heat transfer values are necessary for the validation of numerical results. Since the
investigated fluid flow is inside the closed cooling cycle of an induction machine, the
operation parameters for the simulation such as mass flow or temperature cannot be
obtained easily. By measuring the static pressure inside one cooling duct of the induc-
tion machine, the air velocity inside this cooling duct has been identified for different
rotational speeds of the motor. For these different operational conditions, the wall
heat fluxes at several positions on the end-windings have been measured to obtain
points of comparison for the simulations presented in Chapter 5.

4.1 Investigated motor
The measurements have been carried out on an induction motor designed to be used as
a traction motor in a tramway, as sketched in Fig. 4.1. The motor with a rated power
of 120 kW at a rated speed of 2290 rpm has been designed to work in the whole range
of rotational speeds up to 4230 rpm in both rotational directions. The cooling type of
the machine is a so called double air cooled system (DACS) or IC 5A1A1, respectively,
as presented in Subsection 2.1.4. The cooling of the machine under investigation is
based on an inner air-circuit consisting of cooling ducts which pass through the rotor
as well as the stator and driven by an axis-mounted fan. This is a closed circuit and
thus protects the rotor and the stator end-region from contaminating dust. By means
of this circuit, the rotor losses and the losses in the end-winding region of the machine
are transferred to the stator yoke. Another axis-mounted fan discharges air through a
set of cooling ducts which are located radially outward of the inner-circuit ducts. The
air flow of this path is loaded with the iron losses and copper losses of the stator and
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Figure 4.1: Longitudinal section (A-A) and cross section of the investigated DACS motor with (a)
stator iron, (b) rotor iron, (c) path of inner cooling circuit, (d) fan of the inner cooling circuit, (e)
end-windings of the motors drive end, (f) cooling ducts of the inner cooling circuit in the stator, (g,h)
end-windings of the motors non drive end, (i) cooling ducts of the inner cooling circuit in the rotor,
(j) waste grease drain, (k) fan of the outer cooling circuit, (l) stator cooling ducts of outer cooling
circuit in the stator, (m) path of outer cooling circuit and (n) separation between inner and outer
cooling circuit

the losses handed over from the inner circuit. This is an open cooling circuit which
releases the heated air to the environment. In this investigation, only the inner cooling
circuit on the non drive end side (NDE) has been examined. The separation between
the inner and the outer cooling cycle is indicated by a dashed line on the right hand
side of Fig. 4.1. Due to the asymmetric shape of the end-shield, differences in the
heat flux of different conductors can be expected. The heat flux has been measured on
eight different conductors of the end-windings with four pairs of heat flux sensors, each
pair mounted at identical positions on different conductors. Two of these positions are
labeled (g) and (h) in Fig. 4.1. The waste grease drain which causes the asymmetry
of the end-shield is labeled (i) [36,41,42].

4.2 Determining the air mass flow in the machine

It is necessary to know the air mass flow ṁ in the cooling duct, in order to use it
as operation parameters in the simulation of the heat transfer values, presented in
Chapter 5. By measuring the loss of static pressure in the cooling ducts, the velocity
and hence the air mass flow can be calculated. Since the cooling ducts of the present
machine are parts of the laminated stator and rotor iron, a specific roughness exists at
their surfaces. Therefore the ducts cannot be considered as hydraulically smooth and
their roughness has to be taken into account in the calculation of the air mass flow ṁ.
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4.2.1 Determining the duct roughness
Due to the lamination of the stator sheets, the surfaces of the inner and outer cooling
ducts have the same absolute roughness ks in m [88]. The roughness has been deter-
mined by measuring the pressure loss along one outer cooling duct and the total air
mass flow ṁto of the outer cooling circuit. Uniform flow conditions in all cooling ducts
of the same size of the outer cooling circuit have been assumed and manufacturing tol-
erances have been neglected. The used measuring setup is shown in Fig. 4.2. It allows
the measurement of the total air mass flow of the outer cooling circuit. The ambient

Figure 4.2: Setup for measuring the total air mass flow ṁo of the outer cooling circuit with (a) the
air inlet, (b) four pressure probes at the narrowest position of the cone, connected by a ring-like
pipe, (c) the air inlet, (e) the investigated traction motor and (d) the pressure transducer, which
has been connected to an analog digital converter. The measurements have been carried out at
Traktionssysteme Austria GmbH

temperature and ambient pressure have remained constant during the measurements
at values of Ta = 28°C and pa = 95 600 Pa respecitvely. Using the ideal gas law

ρ = p

Rs · T
, (4.1)

the density ρ = 1.106 kg/m3 has been calculated with the ideal gas constant for air Rs =
287.12 J/kgK and the prevailing temperature. The kinematic viscosity ν = 1.608 · 10−5

m2/s has been obtained for the specific temperature by interpolating listed values for
dry air in [88].

The outer cooling circuit consists of two different types of cooling ducts with di-
ameters doA and doB, total numbers noA and noB and cross sectional areas AoA and
AoB, respectively1. Since the measurements have been taken at a cooling duct with

1Since most calculation steps have to be accomplished for both types of ducts, the index of the
variables has been changed to ox for these steps, to represent oA or oB.
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diameter doA, the iterative calculation of the roughness is based on cooling ducts of
type A. The initial value for the air mass flow ṁox and hence the velocity vox in the
cooling ducts have been determined by the total air mass flow ṁto, density ρ and the
total sum of cross sectional areas of all cooling ducts.

v(0)
ox = ṁto

ρ(noAAoA + noBAoB) . (4.2)

The iterative solution of the roughness starts with the calculation of the Reynolds
numbers Re(i)

ox for both types of cooling ducts with (2.65) for all rotational speeds
using the hydraulic diameters dox and velocities vox as parameters. Since the pressure
losses have been measured between positions along the cooling duct, the pressure loss
coefficients for the inlet and the outlet can be disregarded. Without these additional
losses at the inlet and the outlet the pressure losses in these cooling ducts can be
described by the Darcy-Weissbach equation [14]

∆po = λfo
l

do

ρ

2
v2

o , (4.3)

with the pipe length l between the considered positions for the pressure difference
∆po and the Darcy friction factor of the pipe-flow λfox. The friction factor has been
calculated by re-arranging (4.3):

λ
(i)
fox = 2 ∆po dox

l ρ
(

v
(i)
ox

)2 (4.4)

and hence the roughness ks has been solved by the re-arranged Colebrook and White
equation [88] with the values for the cooling circuit of type A

k(i)
s = doA

2

10γ − 18.574

Re
(i)
oA

√
λ

(i)
foA

 with γ = 0.5

1.7384− 1√
λ

(i)
foA

 . (4.5)

Since the roughness and the friction factor of a cooling duct do not change with the
operational conditions, the mean values for the various operational conditions k̄(i)

s and
λ̄

(i)
foA have been used for iteratively re-calculating the friction factor with the Colebrook

and White equation:

1√
λ̄

(j+1)
fox

= 1.7384− 2 log

2 k̄(i)
s

dox
+ 18.574

Re
(i)
ox

√
λ̄

(j)
fox

 . (4.6)

The new velocity for the type B cooling ducts has been calculated by

v
(i)
oB =

√√√√2 ∆po doB

l ρ λ̄(i)
foB

, (4.7)
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and the velocity of the type A cooling ducts by subtracting the air mass flow in the
type B ducts from the total air mass flow ṁto

v
(i)
oA = ṁto/ρ− noB AoB v

(i)
oB

noA AoA
. (4.8)

Using these new velocities, the next iteration step can be derived by re-starting with
the calculation of the Reynolds numbers and the friction factor in (4.4).

The roughness has been calculated using the pressure probe values between the first
and the fourth, the second and the fourth and the first and third positions. According
to the positions, the values of the lengths have been changed to l = 0.112 m (for II-IV
and I-III) and l = 0.168 m (for I-IV), respectively. The obtained average value of the

I-IV II-IV I-III
f voB voA ReoA ∆p λfoA ks ∆p λfoA ks ∆p λfoA ks
Hz m/s m/s Pa 10−2 mm Pa 10−2 mm Pa 10−2 mm mm
50 13.5 15.6 25357 37 4.32 0.333 21 3.68 0.188 25 4.38 0.347
60 16.4 19.1 31176 54 4.17 0.305 30 3.48 0.159 35 4.06 0.278
70 19.4 22.6 36903 75 4.14 0.302 44 3.64 0.196 49 4.05 0.283
80 21.7 25.8 42121 94 3.98 0.271 52 3.30 0.139 62 3.94 0.262
90 24.5 29.0 47251 119 4.00 0.279 68 3.43 0.165 79 3.99 0.275
100 27.3 32.0 52084 147 4.07 0.297 83 3.45 0.170 97 4.03 0.287
110 30.2 34.4 56151 180 4.29 0.349 102 3.64 0.209 122 4.36 0.367
k̄s in mm 0.305 0.175 0.300 0.260

Table 4.1: Calculation of the average roughness of cooling ducts

cooling duct roughness k̄s is the arithmetic mean value of all derived values in Tab.
4.1. Since, for the calculation of the air mass flow, the inner and the outer cooling
ducts have been assumed to be uniform, the average roughness can be used for the
cooling ducts of the inner and the outer cooling cycle [42].

4.2.2 Air mass flow in the inner cooling cycle
The parts of the inner cooling circuit are encapsulated by the end-shields and cannot be
accessed during the operation of the machine. A particular construction is necessary
in order to obtain values which characterize the air mass flow in the inner cooling
circuit. This construction is sketched in Fig. 4.3.

Four holes have been drilled at equidistant positions along one cooling duct labeled
(f) in Fig. 4.1. Other cooling ducts of the inner cooling cycle and the same type, at
different circumferential positions, are not accessible during operation of the machine.
Beside the holes offering access to the cooling duct, two holes have been drilled in
each end-shield. Pressure probe pipes have been placed in these drill holes, in order
to measure the static pressure in the positions shown in Fig. 4.3. The pressures have
been measured at certain rotational speeds of the motor, with a fully signal-conditioned
pressure transducer measuring in the range of ±500 Pa with non-linear properties and
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p1 p4p3p2pDE pNDE

NDEDE
m
.

Figure 4.3: Longitudinal section of a cooling duct with attached pressure probes. The air mass flow
ṁ inside the duct can be derived by the measured pressure loss ∆p = p1 − p4

hysteresis of 0.1%. By electronically collecting more than 100 pressure values within
a time period of about 10 seconds, a mean value of the relative pressure between
the pressure probes shown in Tab. 4.2 has been estimated for further calculations.
As shown in Fig. 4.4, the loss of static pressure inside the cooling ducts changes
linearily in relation to the position along the length of the ducts even for turbulent
flow conditions, allowing extrapolation of the static pressure at the inlet of the cooling
duct.
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Figure 4.4: Loss of static pressure along the cooling ducts for different frequencies f of supply current
and corresponding rotational speeds.

For the calculation of the air mass flow in the inner circuit, it is necessary to deter-
mine the pressure loss ∆pi = pi1 − pi4 inside the cooling duct, as well as the diameter
di of the cooling duct, the distance l between the pressure probes of pi1 and pi4, the
kinematic viscosity ν of air at fluid temperature Tf and the roughness ks of the inner
surface of the cooling duct. With an initial estimation of the velocity v(0)

i in the cooling
duct, the air mass flow has been calculated by an iterative refinement of the velocity
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v(k)
i . One iteration step k consists of the calculation of the Darcy friction factor

λ
(k)
fi = 2 ∆pi dki

lρ
(

v
(k)
i

)2 , (4.9)

the Reynolds number

Re
(k)
i = v

(k)
i dki

ν
, (4.10)

the Darcy friction factor λ(k+1)
fi by the Colebrook-White equation

1

λ
(k+1)
fi

=
1.7384− 2 log

2 ks

dki
+ 18.574

Re
(k)
i

√
λ

(k)
fi

2

(4.11)

and the velocity inside the cooling ducts with

v
(k+1)
i =

√√√√ 2 ∆pi dki

λ
(k+1)
fi l ρ

. (4.12)

Once the change of the friction factor between two consecutive iterations is below a
tolerance (this usually occurs in less than ten iterations), the air mass flow in one
cooling duct of the inner cooling cycle ṁi can be calculated by

ṁi = vi ρ Ai , (4.13)

where ρ is the density of air at a certain temperature and A is the cross-sectional area
of the cooling duct [42]. The results for air velocity and air mass flow in one cooling
duct is listed in correspondence with the measured pressures in Tab. 4.2.

static pressure probes calculated
f Ta Tm pa pi1 pi2 pi3 pi4 pDE ρ Re v ṁi
Hz °C °C hPa Pa Pa Pa Pa Pa kg/m3 m/s g/s
50 29.0 76.3 945 1.35 2.72 4.57 6.10 24.27 0.942 3 159 4.13 0.782
70 25.1 75.1 944 3.32 6.27 9.39 12.07 48.11 0.944 4 417 5.74 1.089
90 28.1 70.5 956 5.75 9.63 14.55 18.69 80.00 0.969 5 503 6.98 1.360
110 28.1 67.0 956 8.60 14.67 21.70 27.41 118.00 0.979 6 796 8.47 1.667

Table 4.2: Relative static pressure at different positions of the inner cooling cycles cooling duct
compared to the static pressure pNDE in the end-shield of the non drive end side including flow
properties at average temperature Tm = (Tf + Tw)/2.

4.3 Heat flux measurement
The heat flux density q̇ from the end-windings to the surrounding air has been mea-
sured using thermopiles as heat flux sensors at specific positions of eight end-winding
conductors at the non drive end side of the motor.
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Due to the size of the investigated motor, the end-windings offer some areas where
heat flux sensors can be applied. Depending on the type of sensor, it is either permitted
to only slightly bend the sensor for application or it is recommended not to bend it at
all. Therefore, the application surface has to offer a planar area where the sensor can be
applied which, in this case, has dimensions of 10× 30 mm or 5× 60 mm, respectively.
A smaller sensor would be desirable, but due to the measuring principle, a certain
sensor area is necessary to achieve a gaugeable signal. The heat flux sensors have
been fixed to the surface with a special type of glue which withstands operational
temperatures of up to 150°C [51].

Due to the asymmetry of the end-shield, the two heat flux sensors in each pair
have been placed at identical positions on different conductors as sketched in Fig. 4.1
where measuring point HFS-5 is labeled (g) and measuring point HFS-6 is labeled (h).
For an accurate calculation of the heat transfer coefficient α, the fluid temperatures Tf

Heat flux sensor

Pt100
Pt100

Heat flux sensor

Figure 4.5: Measuring points HFS-5 and HFS-6 at opposite conductors of the end-windings

have been measured by Pt100 temperature sensors next to the surface of the heat flux
sensors. The wall temperatures Tw have been measured by separate thermocouples
inside the heat flux sensors shown in Fig. 4.5. Based on these measured values, the
convective heat transfer coefficient α can be derived as

α = q̇

Tw − Tf
, (4.14)

if forced convection and homogeneous wall and fluid temperature can be assumed [33].

4.3.1 Heat flux sensor
The used heat flux sensors consist of a polymeric plate as a substrate with known
thickness h and thermal resistance Rth. As shown in Fig. 4.6, the top and bottom
sides of this plate are covered by thermocouples individually connected through the
substrate to a thermopile. The heat flux sensors shown in Fig. 4.5 and used in this
investigation utilize Type-T thermocouples for measurement. The sensitivity of the
heat flux sensor depends on the number of thermocouples in the thermopile and thus
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Figure 4.6: Schematic sketch of a heat flux sensor in cross-sectional view with free stream velocity u,
free stream temperature T∞ (= Tf), wall temperature Tw, thermal resistance Rth, sensor thickness h,
sensor output voltage U and heat flux q̇

the sensor area. In this investigation, sensors with areas of 100 mm2 and 250 mm2 and
sensitivities of about KHFS = 0.6µV/(W/m2) and KHFS = 1.5µV/(W/m2), respectively,
have been used. One separate Type-T thermocouple inside the heat flux sensors,
which is not connected to the thermopile, is used to measure the surface temperature
Tw. This value is necessary for the calculation of the convective wall heat transfer
coefficient α from the measured heat flux q̇ as in (4.14) [37].

4.3.2 Power supply
The measurements have been completed for several different rotational velocities of
the rotor, operated in no-load conditions. In order to achieve higher temperatures in
the end-region, the motor has been overexcited.

Since the used heat flux sensors generate a signal in the range of some millivolts
and are connected to the measuring amplifier by a two-wire circuit, they are sensitive
to induced interference voltages. In order to avoid such interferences, the operation
has been accomplished without an inverter for the power supply. As shown in Fig. 4.7,
the operation power has been generated by a machine unit with Ward Leonard Speed
Control System, which is capable of generating three-phase sinusoidal voltage of up to
Um = 630 V and a frequency up to f = 100 Hz. The induction motor on the left hand
side of Fig. 4.7 is connected to the public electric network. It mechanically drives a
DC generator which, in turn, supplies a DC motor. A synchronous generator creates
the electric power for the investigated motor shown on the right hand side of Fig. 4.7.
The frequency f has been changed by regulating the excitation of the DC motor, while
the voltage Um has been controlled with the excitation of the synchronous generator.

Using a 30 channel data acquisition system, all signals for temperature and heat
flux have been simultaneously measured, digitally converted and stored including a
time stamp for each time step of 4 s. In order to collect approximately one hundred
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M1n n M2 m

Figure 4.7: Schematic diagram of the power converting machine unit with Ward Leonard Speed
Control System

sets of data for each operating point of the machine, the voltage and frequency have
been held constant for several minutes.

4.3.3 Thermal resistance of the sensor

As generally known, any sensor affects the measured physical value. In the present
case, the heat flux density is measured by the temperature difference between the
top and bottom surface of the heat flux sensor, which means that the measured wall
temperature deviates from the real wall temperature. This difference is necessary to
measure the heat flux through the sensor, but it leads to an error in the calculation of
the heat transfer coefficient.

The thermal resistance from the conductors surface to the environmental air con-
sists of the thermal resistance of the insulation Rth I and the thermal resistance of the
convective heat transfer Rth C. Assuming that the used glue has approximately the same
thermal conductivity as the conductors’ insulation (resin), the thermal resistance of
the heat flux sensor Rth H will additionally affect a small portion of the conductors’ sur-
face where the heat flux sensor is mounted. Therefore the overall thermal resistance of
the conductor is Rth1 = Rth I + Rth C, and Rth2 = Rth I + Rth H + Rth C for the sensor area,
respectively. As the heat transfer coefficient α increases, the thermal resistance of
convection decreases. However, due to the rising heat flux density q̇, the influence of
the thermal resistance of the heat flux sensor Rth H becomes ascending, resulting in
greater errors for higher heat transfer coefficients.

The surface area not covered by the heat flux sensor has been assumed to be five
times higher than the area of the heat flux sensor. A relative thermal resistance of the
heat flux sensor has been specified by the manufacturer with rthH = 4 · 10−4 Km2/W.
Assuming the thermal conductivity of the insulation is λI = 0.25 W/mK and its thick-
ness is lI = 1 mm, one can calculate the total thermal resistance Rth wH with the heat
flux sensor and Rth woH without the heat flux sensor with:

Rth = rth

A
= l

A λ
= 1

A α
= ∆T

Pth
(4.15)

The higher the value of the convective heat transfer coefficient α, the greater the
relative error of the thermal resistance ERth = (RthwH − RthwoH)/RthwoH, as shown in
Tab. 4.3.
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α Rth C1 Rth C2 Rth wH Rth woH ERth
W/m2K K/W K/W K/W K/W %

10 200 1000 173.44 173.33 0.064
200 10 50 15.11 15.00 0.714

Table 4.3: Example of the relative error of thermal resistance at high and low values of the heat
transfer coefficient

4.3.4 Sensor positions

Duct No1

Duct No4

Duct No28
Duct No30

No58 & 59
No2

No8

Figure 4.8: Front view at the end-windings with numbering order of cooling ducts and conductors

In order to identify the positions of the sensors, the conductors have been numbered
from No1 to No60 and the cooling ducts from No1 to No30, respecively. Looking axially
at the end-windings, the numbering of the cooling ducts starts next to the top position
counting clockwise, as shown in Fig. 4.8. The conductors are numbered in the same
way as the cooling ducts and according to the stator slots starting next to the stator
slot at the top position.

Four pairs of heat flux sensors have been applied to the end-windings. The two
heat flux sensors in each pair have been fixed at identical positions on two different
conductors as shown in Fig. 4.9 to Fig. 4.12. Each of these figures show one pair of
heat flux sensors applied to identical positions for all four positions HFS-A to HFS-
D, as shown in the next chapter in Fig. 5.5. In order to obtain reliable information
about the air-temperatures next to the sensors, they have been measured by Pt100
sensors positioned next to the heat flux sensors as shown in 4.5. The sensors HFS-5
and HFS-6 have been applied to the tips of the end-windings by adapter plates made
of copper to accomplish a more homogeneous distribution of wall temperature and to
provide flat surfaces for sensor application. Measurements at the opposite side of the
end-windings’ tips have been taken by the sensors HFS-9 and HFS-10 directly glued
to the conductors’ insulation. At the position on the end-windings conductors close to
the rotors end-ring, high values of heat transfer have been expected. In this position
the sensors HFS-11 and HFS-12 have been glued to the conductors with thermally
conducting tape. Measurements at the position of the conductors which are close to
the outlets of the cooling ducts have been taken by the sensors HFS-13 and HFS-
14. The temperature of the fluid entering the end-region has been measured by two
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(a) HFS-5 at conductor No58 (b) HFS-6 at conductor No27

Figure 4.9: Heat flux sensors applied at position HFS-A on the end-windings

(a) HFS-9 at conductor No59 (b) HFS-10 at conductor No45

Figure 4.10: Heat flux sensors applied at position HFS-B on the end-windings

separate Pt100 sensors at the outlets of cooling ducts No4 and No28, as shown in
Fig. 4.13. A complete wiring list of the used measurement amplifier can be found in
Appendix C.1.

4.3.5 Measured heat flux
In Fig. 4.14 to Fig. 4.17, the values measured by all heat flux sensors are shown as
boxplots, depending on the frequency of the power supply and the respective rotational
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(a) HFS-11 at conductor No22 (b) HFS-12 at conductor No11

Figure 4.11: Heat flux sensors applied at position HFS-C on the end-windings

(a) HFS-13 at conductor No2 (b) HFS-14 at conductor No8

Figure 4.12: Heat flux sensors applied at position HFS-D on the end-windings

speed. The upper and lower levels of the boxes are calculated with the upper and lower
quartile of the measured values. One quartile contains a quarter of measured values
above or below the median for one specific operation point. The horizontal line in
the box is the value of the median from the data recorded at the specific operation
point. The whiskers above and below the box show the value range of the rest of the
data with the maximum range of the inter-quartile length. Outliners which are outside
the inter-quartile range above or below the box are shown as crosses. The ordinates
of the diagrams have been limited to a minimum wall heat transfer coefficient of
αmin = 0 W/m2K and a maximum value of αmax = 450 W/m2K, since negative values
or coefficients above this range are assumed to be non-physical.

As shown in the figures, the values measured are wide spread at many operation
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(a) Duct No28 (b) Duct No4

Figure 4.13: Pt100 sensors measuring the air-temperature at the outlets of two cooling ducts of the
inner cooling cycle

points. This measuring error can be explained with the following reasons. As men-
tioned above, the heat flux sensors gain a signal caused by the heat flux in the range
of some millivolts and are glued directly to the conductor, separated only by a thin
layer of insulation. Each heat flux sensor and temperature sensor is connected to the
measuring equipment by an unshielded two-wire circuit. The temperature gradient be-
tween conductor and fluid is small, especially at higher revolution speeds with higher
air mass flow and hence better cooling of the conductors. This small gradient causes a
small signal of the heat flux sensor and increases the relative error of the temperature
difference measurements, since the values of wall and fluid temperature are close. In
this case, effects mentioned in Subsection 2.2.4 cause an unphysical behavior of the
wall heat transfer coefficient. Due to the asymmetric (non rotation-symmetric) shape
of the end-shield, as well as to the difference in the number of stator ducts and slots,
the measured values of the pairs of heat flux sensors at identical measuring points
differ from each other, as shown in some diagrams in Fig. 4.14 to Fig. 4.17.
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(b) HFS-6

Figure 4.14: Measured wall heat transfer coefficient at different frequencies of supply power
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(a) HFS-9
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(b) HFS-10

Figure 4.15: Measured wall heat transfer coefficient at different frequencies of supply power
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(a) HFS-11

0

50

100

150

200

250

300

350

400

450

10 20 30 40 50 60 70 80 90 100
f in Hz

α 
in

 W
/m

2 K

(b) HFS-12

Figure 4.16: Measured wall heat transfer coefficient at different frequencies of supply power
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(a) HFS-13
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(b) HFS-14

Figure 4.17: Measured wall heat transfer coefficient at different frequencies of supply power



Chapter 5

Simulated heat transfer of the end
region

The geometry of the induction machine on which the measurements in Chapter 4 have
been carried out has been used for the present simulations. As shown in Fig. 4.1, this
type of machine consists of two separate cooling circuits with a separate fan for each
circuit. To obtain detailed information about the heat transfer at the end-windings
inside the closed inner cooling circuit, measurements alone are not sufficient but are
required for validation. For further use in heat transfer calculations, the average
values of the heat transfer coefficients are required, rather than coefficients at certain
positions with small areas of heat flux sensors, as collected in Chapter 4. In order
to obtain reliable coefficients for a heat transfer characterization (see Chapter 6), the
simulation of wall heat transfer coefficients has been validated in the present chapter.
The measured heat transfer values at the end-windings can only be compared to areas
in the simulation setup which correspond to the positions where the heat flux sensors
of the actual measurements have been placed. Due to its non-symmetric shape, the
end region cannot be split into periodic regions as a whole, but as explained in the
meshing procedure in Subsection 5.1.1, a separation into a periodic and a non-periodic
volume is possible. As presented in Subsection 2.4.6, the mesh at the surface has to
resolve the boundary layer to accurately simulate the wall heat transfer. Since the
number of finite volumes would be too high with a resolved boundary layer at the
whole end-windings surface, the simulation in this chapter has been carried out with
the global-local domain decomposition method, as explained in Section 3.5.

The investigation presented in this chapter has been accomplished in connection
to previous research published in [37–39] and [41,42].

89
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1 2

3
4

5

(a) Side view

6 7

(b) Front view

Figure 5.1: Global model of the NDE end region with (1) the model air inlets, (2) cooling ducts of the
inner cooling circuit in the stator, (3) the end-windings, (4) the end-shield, (5) the model air outlets,
(6) cooling ducts inside the rotor iron and (7) the end-ring.

5.1 Domain decomposition global model

5.1.1 Global model geometry and mesh

Like the measurements, the CFD simulation is focused on the end region of the non-
drive-end (NDE) side of the same induction machine’s inner cooling circuit, as de-
scribed in Section 4.1. As shown in Fig. 5.1(a), the stator domain of the model
contains the surfaces of the end-windings, the end-shield and the half length of the
inner cooling circuits ducts of the stator iron. The rotor domain contains the surfaces
of the half length of the cooling ducts inside the rotor iron, the end-ring and the shaft.
Since the air gap between the rotor iron and the stator iron is 1-2 millimeters wide, it
has been assumed that it is not relevant to the flow conditions around the end-windings
and it has not been modeled or meshed in the present model.

Some details of the end-shield are shown in Fig. 5.2 as e.g. the waste grease
drain which renders a segmentation of the end-shield into equal parts of rotational
periodicity impossible. The end region contains four bracings reaching deeper into the
end region than the cooling fins. As shown in the results, these bracings influence the
flow conditions and, consequently, the heat transfer.

The end-windings shown in Fig. 5.1(a) obviously have a periodic structure which
can simplify the simulation model. Since the end-shield shown in Fig. 5.2 cannot
be simplified with the same periodicity as the end-windings, the stator domain has
been split into a periodic part with the end-winding and a non-periodic part with the
end-shield and stator cooling ducts.
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a

b b

c c

Figure 5.2: Perspective view of the air volume shaped by the inner surface of the end-shield with (a)
the waist grease drain (b) two of a total of four bracings and (c) cooling fins

The stator and rotor dimensions have been taken from the original engineering
drawings. One conductor of the end-windings has been modeled with the software
package CATIA V5 and has been imported into ANSYS Workbench. All other end-
windings have been copied from the single imported end-winding. Due to the manu-
facturing process of the stator windings, the tolerance of the end-winding dimensions
is in the range of several millimeters and does not fit exactly to the used model. This
imprecision may lead to a difference between the measured and the simulated heat
transfer values. Since the whole circumference of the end-shield has been modeled
without simplification, realistic flow conditions in the end region can be expected.

In order to compare the results of different conductors independent of changing
mesh quality, an identical mesh for each conductor is required. Since a free-mesh-
algorithm would create different surface meshes on different conductors and conse-
quently a different volume mesh, a periodical mesh sector has been created for the
angle of one single conductor, as shown in 5.3(a). As visible in the same figure, the
surface of the end-windings has been meshed by four layers of prismatic cells to assure
at least nine mesh elements between adjacent conductors.

(a) Periodical mesh of the end-winding (b) End-winding
mesh

(c) Total stator mesh

Figure 5.3: Periodical sector and assembled mesh of the end-windings and mesh of the whole stator
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This periodical mesh has been copied for each further conductor in azimuthal di-
rection to create the total mesh of the end-windings, as shown in 5.3(b). Based on the
end-windings’ surface mesh in 5.3(b), the rest of the volume inside the end-shield has
been created using a tetrahedral free mesh, shown in Fig. 5.3(c)

The rotor of the induction machine has been created in a similar way. As shown
in Fig. 5.4(a), the periodical shape of the rotor has been used to create the mesh of
one quarter of the circumference of the rotor. By copying and rotating this mesh three
times, the whole rotor domain has been created, as shown in 5.4(b)

(a) Periodical mesh sector of the rotor mesh (b) Total rotor mesh

Figure 5.4: Periodical sector and assembled mesh of the rotor

The cooling ducts of the stator and the rotor have been created by sweeping the
surface mesh of the cooling ducts’ cross-sectional area into the axial direction of the
machine. After copying the periodical mesh parts in both domains, covering mesh
nodes have been merged to obtain a consistent mesh for the stator domain and the
rotor domain.

5.1.2 Global model simulation setup
For the simulation setup, the stator domain shown in Fig. 5.3(c) and the rotor domain
shown in Fig. 5.4(b) have been connected by a frozen rotor general grid interface
(GGI) linking the stationary to the rotating domain. The simulation has been started
for the same rotational speeds n which have also been used during the measurements.
All ventilation ducts in Fig. 5.3(c), which are connected to the stator, represent the
model air inlets. The inlets in the stator domain have been configured with an opening
pressure of pin = 0 Pa and inlet fluid temperatures Tin for different rotational velocities
n, in accordance with the measured results, as listed in Tab. 5.1. In addition to the
inlet fluid temperature Tin, the wall temperature Tw of the end-windings has also been
adjusted for the different simulations with different rotational speeds, also listed in
Tab. 5.1. All other surfaces of the stator and the rotor domains have been assumed
to be adiabatic walls. The measurements of the air mass flow have been taken at one
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f n Tin Tw ṁtot/ṁmon
Hz min−1 K K
50 1503 346 353 30.54
60 1800 346 353 30.58
70 2104 345 352 30.63
80 2400 343 349 30.67
90 2700 341 346 30.71
100 3007 338 342 30.76

Table 5.1: Variated operating parameters

single cooling duct, as presented in Subsection 4.2.2. Due to the non-symmetric end-
shield, the flow conditions in the end region are changing with the azimuthal angle.
Consequently the air mass flow in the single stator cooling duct is varying depending
on its angular position. To consider this, the air mass flow of the same cooling duct
examined during the measurements has been monitored and adjusted during the CFD
simulations. The total air mass flow has been set to the model air outlets which are
parts of the rotor domain shown in Fig. 5.4. The ratio between the total air mass
flow ṁtot and the air mass flow of the monitored cooling ducts ṁmon is listed in Tab.
5.1 for all used rotational speeds. Due to the linear correlation between the air mass
flow in the cooling ducts and the rotational speed of the machine, the air mass flow of
the monitored (and measured) cooling duct has been calculated by linear interpolation
between zero and maximal air mass flow at maximum speed

ṁmon = ṁmax · n
nmax

. (5.1)

The surfaces of the cooling ducts and the end-windings have been set to rough wall
with a sand grain roughness height of ks duct = 0.26 mm for the cooling ducts which
has been determined by measurements as described in Section 4.2. The environmental
pressure of p0 = 956 hPa has not changed during the measurements. Therefore, a
reference pressure of pref = p0 has been set for all simulations [42].

The transport of enthalpy has been solved with the total energy equation which
includes the kinetic energy effects. Compared to sonic speed, the velocities of air
around the end-windings are relatively low, hence a rise of air temperature due to
dissipation has not been assumed. Dissipation is viscose work and is a part of the
conservation of energy in the Navier-Stokes equations. Since the influence of dissipation
is negligible, it has been disabled for the solution. Due to the relatively high rotational
velocity of the rotor compared to velocities, which can be caused by free convection,
buoyant forces caused by gravity have been neglected during the numerical calculation.
Compared to the convective heat transfer inside the end-shield and the low temperature
difference between walls, the heat transfer by radiation is relatively low and has been
neglected as well.

The configuration of turbulence models has been set in accordance with the vali-
dation setup for the global local domain decomposition method presented in Section
3.5.
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5.2 Domain decomposition local model

5.2.1 Local model geometry and mesh
The local model has been used to calculate the flow around the single conductors on a
refined mesh, using boundary conditions calculated in the global model. Fig. 5.5 shows
one conductor as it has been examined with the positions HFS-A to HFS-D where heat
flux sensors have been applied to some conductors. As shown in the measurements,

HFS-C

HFS-D

HFS-A

(a) Left side view (b) Front view

HFS-B

(c) Right side view

Figure 5.5: Conductor of local domain with the different positions of heat-flux sensors HFS-A to
HFS-D

four pairs of heat flux sensors have been applied on eight different conductors. Each
pair of sensors has been fixed at an identical position HFS-A to HFS-D. In order to
obtain identical calculation meshes for all conductors, one single conductor has been
meshed and the mesh of all other conductors has been obtained by transformation of
the mesh coordinates with an angle of six degrees for the remaining 59 conductors.
Consequently, each of the four sensor positions is available on all 60 conductors but
only 24 of them have been used for comparison with the measurements presented in
Chapter 4.

The mesh for the local model has been created by first building an envelope area
around the conductor as sketched in Fig. 5.6. This envelope area must not touch or

a

b

c

Figure 5.6: Local model of the conductor with (a) the cord, (b) the resin-impregnated support and
(c) the envelope area

cross any surfaces of adjacent conductors or the end-shield. The volume between the
conductor’s surface and the envelope area has been filled with a block-structured mesh
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with refined hexahedral cells at the conductor’s surface. This provides a dimensionless
wall distance of y+ ≤ 1 with an initial finite volume cell height of y0 = 10 µm next to
the surface.

5.2.2 Local model simulation setup
As already presented in Section 3.5, the boundary conditions of the local model have
been taken from the solution of the global model. By importing the envelope area as

(a) Side view (b) Front view

Figure 5.7: Envelope area of the conductor’s №54 local domain imported into the global domain for
definition of the local domain’s boundary conditions

shown in Fig. 5.7 into the global model, the relevant variables of velocity, turbulence
and temperature for each calculation node at the local model’s envelope surface have
been exported into a boundary condition profiles file. This file has been created for
all 60 conductors and each of the six investigated rotational speeds. The boundary
condition profiles at the envelope include the temperature T, the velocity magnitude
|u|, the turbulence kinetic energy k and the turbulence dissipation rate ε as shown in
Fig. 5.8.
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(a) Temperature (b) Velocity magnitude

(c) Turbulence kinetic energy (d) Turbulence eddy dissipation

Figure 5.8: Boundary conditions for the envelope area of the local domain at a rotational speed of
n = 3007 min−1
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5.3 Results of the global local domain decomposi-
tion model

As seen in the example presented in Chapter 3, a reliable heat transfer coefficient can
only be obtained if the condition y+ ≤ 1 is satisfied (see Section 3.5). This cannot
be achieved with acceptable computational demand in a global model, therefore, a
global local decomposition has been applied. The simulation of the global model has
been executed with the solution of the total energy equation (2.42) included in order
to obtain valid temperature values for the local domains boundary conditions. Since
the energy equation also includes the solution of the heat flux, an analysis of the
wall heat transfer coefficient can easily be performed, even though it has been derived
with the logarithmic law of the wall. The absolute quantity of the wall heat transfer
coefficient may not be accurate, nevertheless, a qualitative illustration is informative.
The contour plot in Fig. 5.9 shows the local wall heat transfer coefficient α, where
the blue areas designate its lowest values and the red areas the highest. The cooling

Figure 5.9: Convective wall heat transfer coefficient at the end-windings with the end-shield sketched
as a wire-frame obtained from the global model

ducts of the stator generate a jet flow condition after the ducts’ outlet which causes
a locally higher heat transfer coefficient at the end-windings. This locally increased
heat transfer is shown in Fig. 5.9 as yellow contours, recurring azimutally with the
same periodicity as the cooling ducts. The averaged values of the wall heat transfer
coefficients at the global meshes, as shown in Fig. 5.9 are listed in Tab. 5.2, including
minimum, average and maximum values of the dimensionless wall distance y+.

In creating the local models, care has been taken to get values of y+ ≤ 1 next to
the conductors surfaces. In order to obtain comparable results, identical meshes of all
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n α y+
avg y+

min y+
max

min−1 W/m−2K
1503 13.40 1.63 0.06 5.94
1800 14.86 1.87 0.07 6.99
2104 16.59 2.07 0.06 7.57
2400 18.86 2.35 0.09 8.00
2700 20.76 2.60 0.08 8.81
3007 22.55 2.90 0.14 10.10

Table 5.2: Simulated wall heat transfer coefficient obtained from the global model

conductors have been developed. The only difference between the separate conductors
is the transformed coordinate system and the individual boundary conditions for each
conductor obtained from the global mesh, as shown in Fig. 5.8. Each of the 60
conductors has been simulated for six different rotational speeds using the respective
boundary conditions profile obtained from the global models. One example of the
simulation on the local model is illustrated in Fig. 5.10 and shows the wall heat
transfer coefficient on conductor №54 for a rotational velocity of n = 3007 min−1.

(a) Left view (b) Front view (c) Right view

Figure 5.10: Local wall heat transfer coefficient on the surface of conductor №54 for a rotational
velocity of n = 3007 min−1

The values of the average wall heat transfer coefficients for each conductor and each
rotational speed are shown in the diagrams in Fig. 5.11. The results for each conductor
are shown as circles. Also, the wall heat transfer coefficients of all conductors have
been averaged for each rotational speed and are presented in the right bottom corner
of the diagrams. These are average values of the whole end-windings calculated in the
local meshes and thus can be compared with the results from the global mesh, shown
in Tab. 5.2. It is evident that the results of the global and local mesh match with
a relative error of less than 2%. This shows that for this particular problem, the y+

values used in the global model shown in Tab. 5.2 are also sufficient. This can be
explained as follows.

Obviously, the heat transfer at the end-windings is caused by an attached flow
parallel to the wall, rather than by a highly turbulent separated flow next to the wall.
Therefore, the logarithmic law of the wall is valid at most locations of the end-windings
and the wall heat transfer can be calculated with good accuracy with the log-law. A
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comparison between adjacent conductors for the different rotational velocities shows
an alternating behavior from one conductor to the next. As shown in Fig. 5.9, the jet
flow of the cooling ducts causes a higher heat transfer at specific locations. Since the
number of conductors of this machine is two times greater than the number of cooling
ducts, it is obvious that the heat transfers of every second conductor are comparable
and thus altering from one to the next conductor.

The diagrams in Fig. 5.12 show a comparison of the simulated values, shown
as circles, to the values measured in Chapter 4, shown as squares. These values
have been examined on the conductors equipped with heat flux sensors during the
measurements and at identical positions on the adjacent conductors, shown as triangles
in the diagrams. The heat flux at identical positions is spread widely between some
neighboring conductors, e.g. as shown in Figs. 5.12(a), 5.12(c) or 5.12(g). On the one
hand, this is caused by the unequal number of cooling ducts and conductors. On the
other hand, the air flow inside the end-shield is disturbed by the waste grease drain
and the bracings shown in Fig. 5.2.

In some diagrams in Fig. 5.12, poor congruence between simulated and measured
results can be observed. Beside errors caused by CFD, the measurements also exhibit
a certain error. The manufacturer of the used Pt100 temperature sensors ensures an
accuracy of DIN class A between −90°C and 300°C in the DIN EN 60751 standard [19].
For a measured temperature of 80°C this error class guarantees an absolute temperature
accuracy of 0.31°C. Although all sensors have been calibrated at the environmental
temperature, an absolute error of less than 0.1°C cannot be guaranteed. Since the
difference between fluid and wall temperature is below 8°C for all rotational speeds,
the measuring error can have high influence on the wall heat transfer coefficient, as also
discussed in Subsection 2.2.4. As shown at the end of Chapter 4, the measured results
presented here are average values of sometimes widely spreading measuring data of
the same sensor. The wider the measuring samples spread, the more samples would
be necessary to get statistically significant values. For some operation points of the
machine, the number of collected samples is too small. Nevertheless, the average values
fit into the general trend of steadily rising heat transfer with increasing rotational
speed.

Another source of error is the accuracy of the conductors’ manufacture. The real
end-windings do not satisfy an exact periodicity due to manufacturing tolerances which
can cause e.g. an azimutal offset of the heat flux sensors’ position of some degrees. In
the model, on the other hand, the conductors have been rotated and copied by an angle
of exacly six degrees. As already mentioned, the heat flux at identical positions on
adjacent conductors can differ widely, hence a misplaced conductor in the real machine
can have a different heat flux compared to the simulated conductor.
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(e) n = 2700 min−1
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(f) n = 3007 min−1

Figure 5.11: Averaged values of the wall heat transfer coefficient for all conductors at different rota-
tional speeds
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(a) HFS-05 at position HFS-A
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(b) HFS-06 at position HFS-A
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(c) HFS-09 at position HFS-B
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(d) HFS-10 at position HFS-B
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(e) HFS-11 at position HFS-D
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(f) HFS-12 at position HFS-D
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(g) HFS-13 at position HFS-C
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(h) HFS-14 at location HFS-C

Figure 5.12: Simulated results of the local wall heat transfer coefficients (circles) compared to the
measured results (squares) and at identical positions on two neighboring conductors (triangles)



Chapter 6

Characterizing the heat transfer

Predicting the thermal behavior of complex geometric shapes by calculating the ther-
mal field inside solid materials depends on the availability of proper values of the wall
heat transfer coefficient. Simulation of the heat transfer at the end-windings of an elec-
tric machine is often restricted by the quality of the coefficients used in the simulation
model.

Since this coefficient depends basically on the usually turbulent fluid flow, there is
practically no way of calculating it exactly in any case. Earlier investigations on heat
transfer problems used experimental setups to obtain non-dimensional correlations
from the measured heat transfer values, as outlined in [93]. The correlations of such
publications have been defined for simple geometries like flat plates or pipes and have
been listed in works of reference, e.g. in [88]. Since the geometry of the end-windings
depends on a range of parameters, a large number of geometry-variations are necessary
and thus measurements on varied geometries would be very costly. Hence measurement
based correlations can hardly be found in literature for such geometries.

A correlation between tangential velocity and the wall heat transfer coefficient has
been found for totally enclosed fan cooled motors, as shown in [8]. Since electrical
machines of a higher power class have typically other cooling systems, different corre-
lations are necessary. In [70], an electrical machine has been investigated extensively
which has a comparable cooling system to the machine investigated in this work.
Since the measurements have been taken on a single geometry, only a correlation to
the rotational speed would be possible. The investigation in this chapter has been
accomplished in addition to former research published in [36] and [40].

The non-dimensional descriptions of correlations have the benefit of scalability de-
pending on specific characteristic lengths. A characteristic length can be the diameter
of a pipe in the case of a pipe-flow or the length of a plate in the case of a fluid flow
parallel to a flat plate. In case of a more complex shape, as that of the end-windings
of an electric machine, the characteristic length is not obvious.

The data for correlations of the wall heat transfer coefficient had been collected by
measurements in the past. Today the progress in computer and simulation technology
provides tools for replacing the majority of measurements on experimental setups. By
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using CFD, it has become possible to simulate the fluid flow including the relevant
effects, like the convective wall heat transfer. This technology cannot be considered
an exact method, since it is based on non-exact models to some extent. Nevertheless,
it provides sufficient accuracy for most engineering applications.

The following chapter gives an outline of obtaining correlations between the con-
vective wall heat transfer coefficient of the end-windings and geometrical as well as
operational conditions. The heat transfer values of a variety of geometries have been
computed by CFD before correlating them to the known conditions with the Gauss-
Newton method.

The result is a set of characterization parameters which allows the calculation of the
wall heat transfer coefficient by a simple formula which can be applied e.g. to a thermal
network model for drive cycle simulations of traction motors. This characterization
provides a way of calculating values for the convective wall heat transfer coefficient
depending on specific degrees of freedom for the rotational speed of the rotor and the
geometry of the end-shield. Due to the conversion into dimensionless numbers, the
result is also applicable on scaled geometries.

6.1 Dimension analysis and Pi-Theorem
A physical magnitude has three attributes: value, unit and dimension. Dimension is
an agreement with the purpose of quantifying a natural principle with a value. This is
a convention about the principle and not a result of the principle. The dimensions of a
specific system are categorized as fundamental dimensions and derived dimensions. For
example, in a dynamic system, the fundamental dimensions are length, time and mass.
The derived dimensions for this system can be force, velocity and acceleration, which
are products of powers of fundamental dimensions. The choice of the fundamental
dimensions is a matter of agreement but still has to satisfy the following two criteria:

• No fundamental dimension can be derived from other fundamental dimensions.

• Each derived dimension of the considered problem can be obtained from the
fundamental dimensions.

Units are classified as fundamental or derived units, according to their dimensions [34].
The Pi-Theorem [34] can be used to calculate a common solution for any correlation
as a function of a specific number of dimensionless values. For the correlation of n
variables ai with m fundamental dimensions with

f(a1, a2, . . . , an) = 0 , (6.1)

the solution of the correlation has the common form

F(Π1,Π2, . . .Πn−m) = 0 . (6.2)
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The Πi values in (6.2) represent a set of (n−m) independent and dimensionless values.
Depending on the actual problem, a specific set of fundamental dimensions is required.
A system of the three fundamental dimensions length (L), time (Z) and mass (M) turns
out to be reasonable for finding solutions to dynamic problems. Since this system is
not able to define a value of heat energy, an additional dimension for the temperature
is required. Hence heat transfer problems can be defined from the thermodynamic
point of view by the dimensions of length (L), time (Z), mass (M) and temperature
(T).

The main task in the dimension analysis is the definition of relevant values and a
target value which are specific to the problem. A list of relevance separates the values
into five categories, from R1 to R5, and each value has to be controlled depending on
its influence on the target value. If the change of a value might change the target value
it should be included in the list of relevance, as shown in Tab. 6.1.

R1 Target value Value to be determined
R2 Geometric values Characteristic geometrical values
R3 Process values Characteristic values for the intensity of the process
R4 Material properties Material properties which can be relevant for the process
R5 Constants Constant values of physical relations

Table 6.1: List of relevance

6.2 Simulation
The focus of this investigation has been on the end-windings of the non drive-end side
of various variations of the induction motor examined in Chapter 4, as shown in the
outlined detail A in Fig. 6.1. The analyzed motor type in this chapter is the same

Figure 6.1: Longitudinal section of the investigated induction motor with the outlined detail A [40]
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type as the analyzed motor used for the measurements in Chapter 4 and simulations
in Chapter 5 and is described in detail in Section 4.1. This motor type is used as a
traction motor and operates in the whole velocity range up to the maximal rotational
speed. Since the values of convective heat transfer are changing with the rotational
speed, these speed dependent values of the cooling cycle are of interest.

6.2.1 Geometry

The analysis of the convective heat transfer with CFD programs requires a very fine
mesh at the surface of the end-windings. Hence the number of degrees of freedom
increases dramatically and it becomes necessary to focus the simulation on just one
certain part of the machine. Since a principle solution of this problem is required,
not the whole circumference of the end-region containing the stator and the rotor has
been modeled. In contrast to the motor presented in Chapters 4 and 5, a rotational
periodicity has been assumed. The number of stator slots is an integer multiple of the
number of the cooling ducts which are equally spaced over the whole circumference.
On this account, a sector has been considered for the investigations by CFD which
covers only one cooling duct and two conductors. The rotor of this machine features
an equal number of cooling ducts on two different pitch circles. Like the stator, the
rotor has been simplified by a section containing one pair of cooling ducts, one duct
from the outer pitch circle and one duct from the inner pitch circle. One drawback of
this simplification is the inaccurate modelling of the end-shield. In the real machine
it does not have the same rotational periodicity as the end-windings or stator cooling
ducts. The geometry which has been used for the CFD investigations is shown in Fig.
6.2, which also explains the parts of this model. Starting at the model’s air inlet, the

Figure 6.2: Used sectors for the CFD simulation with the stator-volume containing (a) model air
inlet, (b) cooling duct of the stator, (c) stator duct outlet, (d) end-windings and (e) end-shield. The
rotor-volume contains the, (f) short circuit ring, (g) shaft, (h) rotor duct inlets, (i) rotor cooling ducts
and (j) model air outlet.
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coolant flows through the stator cooling duct, passes the end-windings, the end-shield
and the short circuit ring and flows through the rotor cooling ducts to the model’s air
outlet.

6.2.2 Variations
Modifications of the end-shield geometry lead to a change of the local fluid velocity
around the end-windings. Due to this change of velocity, the value of the convective
heat transfer at the end-windings’ surface is affected. In order to investigate the
correlations of geometric variations to the heat transfer, the geometry of the end-
region has been modified. The three geometric dimensions end-shield hight lV, end-
shield diameter lH and overhang of the end-windings lA, as shown in Fig. 6.3, have been
changed and 16 different geometries and calculation meshes, respectively, have been
created. All other dimensions have been kept constant for all geometric variations, but
have been used for the correlations. In order to consider the heat transfer on the scaled

lA

lH

l Vl E

l D

l B

lT

lF

or

Figure 6.3: Geometric dimensions which have been used for this investigation. The dimensions lV, lE
and lK represent radii measured from the rotational axis of the machine.

end-regions, the 16 different geometries have been converted to larger geometries scaled
by 20%. The scaled geometries have been re-meshed with the same mesh properties
as the original geometries. With four different rotational speeds of the rotor and two
different values for the air mass flow in the stator cooling ducts each, a total number
of 256 CFD simulations on 32 different meshes have been accomplished to obtain the
calculation of the correlation.

In order to achieve a proper wall treatment at the surface of the end-windings by
CFD, thin inflated mesh layers have been created at the the end-windings’ surface-
mesh. With ten layers of prismatic cells, a growth factor of 1.2 and a total thickness
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of 1 mm for all layers, a dimensionless cell height of y+ < 1 has been achieved, even
for the highest rotational velocity of the rotor.

6.2.3 Boundary conditions
The wall heat transfer coefficients have been identified by CFD simulations with dif-
ferent boundary conditions determined by varying revolution speeds n of the rotor and
air mass flows ṁin through the stator cooling ducts at a constant air temperature. At
the rotor’s circumference, the revolution speed causes a maximum angular velocity
w which can be calculated from the revolution speed n expressed in revolutions per
minute and the outer diameter Dor of the rotor iron or end-ring, respectively:

w = Dor π n
60 . (6.3)

Each model has been analyzed with four different rotational velocities to achieve a
correlation with the heat transfer.

A certain mean velocity v in the stator cooling ducts is caused by the air mass flow
at the inlet ṁin which can be obtained as

v = ṁin

ρ A
(6.4)

where ρ is the density of air at atmospheric conditions and A denotes the cross sectional
area of the stator cooling ducts [36].

In the real machine, the air mass flow ṁin is a function of rotational speed n and
is affected by the pressure to mass flow characteristics of the fan of the inner cooling
cycle. For a general description of the machine it should be independent of the fan to
provide more freedom in the design process. To achieve this, the functional relationship
between air mass flow ṁin and rotational speed n is split and the two variables are given
as separate and independent parameters. Since the air mass flow through the cooling
ducts ṁ depends linearly on the rotational speed n, the ratio ṁ/n of these values is
a constant value for a specific fan. In order to make the correlations dependent on
the fan characteristics two different ratios of air mass flow to rotational speed ṁ/n
have been investigated. Their used values including the resulting values of wall heat
transfer coefficient can be found in Tab. 6.2 for the non scaled geometry and in Tab.
6.3 for the scaled geometries, respectively.

Since the heat transfer of the scaled geometries should be comparable to the results
of the original geometries, the rotational speed and the velocity in the stator cooling
ducts has to be adjusted to achieve equal Reynolds numbers inside the machine. For
the same Reynolds numbers of scaled and original geometry the velocity w and hence
the rotational speed n has to be adjusted by the same factor of sf = 1.2 as the ge-
ometry, since the kinematic viscosity ν can be assumed to be constant. Decreasing
the circumferential velocity by the scaling factor requires a reduction of the rotational
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speed by the square of the scaling factor with

nscaled = noriginal

s2
f

(6.5)

The air mass flow of a fan rises with the third power of the diameter and thus with the
scaling factor at equal rotational speed. Since the rotational speed is reduced by the
square of the scaling factor and the cross section rises with the square of the scaling
factor, the resulting velocity in the cooling ducts decreases linearly achieving equal
Reynolds numbers in the cooling ducts for the original and scaled geometry:

vscaled = voriginal

sf
(6.6)

The temperature of air at the model’s air inlet, labeled (a) in Fig. 6.2, has been set
to Tin = 350 K. The air has been modeled with temperature dependent fluid properties
and with a constant density of

ρ = p0

Rs Tin
, (6.7)

with the reference pressure p0, the ideal gas constant for air Rs = 287.12 J/kgK and
the temperature at the model’s air inlet Tin in K. The heat capacity cp has been
approximated by a so called zero pressure polynomial and the thermal conductivity λ
and dynamic viscosity µ have been modeled by the Sutherland formula, as described
in Section 3.2. The wall temperature has been defined as Tew = 360 K for the end-
windings and Tes = 330 K for the end-shield. All other walls of the simulation model
has been assumed to be adiabatic. The model’s air outlets, labeled as (j) in Fig. 6.2,
have been set to a subsonic entrainment with 0 Pa relative pressure.

As mentioned above, the model has been simplified to a small sector, in order
to reduce the computational effort. Due to this simplification, sectional areas evolve
for the stator and the rotor, which have been defined as interfaces with rotational
periodicity. Since the number of cooling ducts in the stator and the rotor is not equal,
the sector-angle of the rotor-volume is different from the sector-angle of the stator-
volume. For this reason, the volumes of stator and rotor have been connected by a
frozen rotor interface, which supports this pitch change.

Thermal radiation is a phenomenon in which the heat flux rises with the fourth
power of temperature difference. Since this temperature difference between surface
and environment has been expected to be not higher than 10 K the total amount
of transported heat energy by radiation has been assumed to be small and therefore
neglected in this investigation.

6.2.4 Simulation results
In order to achieve acceptable results for the convective wall heat transfer coefficient,
a CFD simulation setup with the Shear-Stress-Transport (SST) turbulence model for
a steady state simulation has been chosen, as described in [37]. The configuration of
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the models have been set according to the validation setup, as described in Section
3.3. After solving the CFD simulation of all model variations, the convective wall heat
transfer coefficients α have been obtained by calculating the area weighted average
of the heat transfer coefficient over all surfaces of the end-windings. The results have
been listed in Tab. 6.2 and 6.3, respectively. Knowing the wall heat transfer coefficient
α, one can easily calculate the corresponding Nusselt number with (2.69), as shown in
Section 6.3.

n in min−1 1000 2000 3000 4000 1000 2000 3000 4000
ṁ in 10−3 kg/s 0.260 0.521 0.781 1.041 0.545 1.090 1.635 2.180
lV lH lA α α
mm mm mm W/m2K W/m2K
175 80 90 9.4 16.0 21.5 26.7 15.5 25.5 34.8 43.1
175 90 100 9.6 16.3 22.2 27.6 15.1 24.7 32.7 39.8
175 95 90 6.9 13.5 18.2 24.3 11.4 20.0 26.8 33.1
175 95 95 8.6 15.4 20.9 26.4 12.8 21.8 29.4 36.0
175 95 100 8.4 15.0 21.1 26.3 13.3 22.6 30.2 37.1
175 125 90 6.9 11.4 14.8 18.3 11.1 19.1 25.6 31.7
175 125 100 6.6 10.9 16.6 19.8 11.0 19.3 26.1 32.4
180 95 90 7.6 13.9 19.9 25.6 11.3 20.0 27.4 34.0
180 95 95 7.8 14.9 20.8 26.8 12.3 21.6 29.6 36.5
180 95 100 7.9 14.6 20.4 25.6 13.0 22.8 31.0 38.1
185 80 90 9.1 15.9 20.9 26.5 15.0 25.2 33.9 41.5
185 90 100 8.9 15.7 22.1 27.1 14.9 25.1 33.3 40.6
185 95 90 6.8 12.7 17.1 23.3 10.7 19.4 26.3 32.8
185 95 100 7.5 14.1 20.2 25.2 12.4 21.8 29.5 36.2
185 125 90 5.3 11.5 12.8 16.0 9.9 18.0 24.5 30.8
185 125 100 4.9 11.1 12.4 15.9 9.6 17.6 24.1 30.2

Table 6.2: Area weighted average of the convective wall heat transfer coefficient α at the end-windings
depending on rotational velocity of the rotor for the variations of the original geometry.

6.3 Characterization of the wall heat transfer coef-
ficient

Since an analytical calculation of the convective wall heat transfer coefficient fails in the
case of the convoluted shape of the end-windings, an alternative approach is required.

6.3.1 Non-dimensional approach
An alternative solution has been found in the dimension analysis by correlating varia-
tions of boundary conditions and geometric modifications to the convective heat trans-
fer coefficient on the end-windings. In fluid dynamics, the use of dimension analysis
is a common method, as shown on the example of the Reynolds number (2.65). By
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n in min−1 694 1389 2083 2778 694 1389 2083 2778
ṁ in 10−3 kg/s 0.312 0.625 0.937 1.250 0.654 1.308 1.962 2.616
lV lH lA α α
mm mm mm W/m2K W/m2K
210 96 108 8.2 13.5 17.9 22.3 12.6 20.4 26.9 32.6
210 108 120 8.4 13.9 18.6 23.3 13.0 20.9 27.5 33.4
210 114 108 6.9 11.9 16.3 21.2 9.9 17.0 23.0 28.3
210 114 114 7.2 12.4 17.2 21.7 10.6 18.0 24.2 29.7
210 114 120 7.7 13.1 17.6 22.4 11.7 19.3 25.7 31.4
210 150 108 6.5 10.9 14.7 18.1 9.6 16.4 22.2 27.4
210 150 120 6.6 11.2 15.1 19.0 9.8 16.8 22.6 27.8
216 114 108 6.2 12.0 16.9 21.6 9.5 16.9 23.2 28.8
216 114 114 6.5 12.3 17.1 21.8 10.1 17.9 24.4 30.1
216 114 120 7.0 13.1 17.9 22.6 11.3 19.4 26.2 32.2
222 96 108 8.1 14.6 19.3 23.7 13.3 21.4 28.4 34.6
222 108 120 8.1 14.1 19.1 23.8 13.1 21.7 28.7 34.9
222 114 108 6.3 12.3 17.2 22.0 9.7 17.1 23.4 29.0
222 114 120 7.2 12.9 18.3 23.1 11.6 19.8 26.6 32.6
222 150 108 4.7 9.2 12.8 19.2 9.0 15.8 21.8 27.1
222 150 120 5.1 10.4 14.4 20.4 8.9 16.0 22.2 27.6

Table 6.3: Area weighted average of the convective heat transfer coefficient α at the end-windings
depending on rotational velocity of the rotor for the scaled geometry.

relating the velocity and length to the viscosity, the quotient becomes a criterion about
the extent of turbulence.

Like the Reynolds number the Nusselt number (2.69) describes a physical phe-
nomenon by making the convective wall heat transfer coefficient α dimensionless.

As shown in [48], there is also a correlation between the Nusselt number and other
dimensionless numbers, as for instance:

Nu = F(Re,Pr,Ec,Gr) . (6.8)

In the case of air as coolant and the common temperature range inside an electric
machine, the Prandtl number (see (2.66)) remains almost constant at about Pr = 0.7
and can be included in a constant factor. The Eckert number Ec becomes relevant
for supersonic fluid flow, which does not occur in the investigated electric motor. If
the fluid flow is caused by buoyant forces, the Grashof number Gr dominates, which
can be assumed at zero rotational velocity. Buoyant forces cannot be used with the
simplified model, since the direction of gravity has no rotational periodicity. Since the
Eckert number can be neglected in subsonic problems and the Grashof number due to
the forced flow conditions, the correlation between Nusselt and Reynolds numbers can
be simplified to:

Nu = F(Re) = C · Ren (6.9)
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6.3.2 Method
The aim of this work is finding a correlation between the Nusselt number, which
describes the convective wall heat transfer and the flow conditions around the end-
windings. In this particular case it is assumed that the heat transfer depends on the
flow conditions of air only, since the fluid properties remain almost constant but are
still temperature dependent. According to (6.1) the relevant variables of the heat
transfer problem can be identified as

α = f(v,w, lV, lH, lA, lF, ν, λ) , (6.10)

with wall heat transfer coefficient α, the velocities v and w, the geometric dimensions
lV, lH, lA and lF the kinematic viscosity ν and the thermal conductivity λ. The con-
ductor width lF is a geometric dimension which only depend on the geometry scaling
factor sf . A list of relevance is shown in Tab. 6.4 with h = 9 relevant variables. The

Relevance Derived dimension Unit SI unit
R1: α Wm−2K−1 kgs−3K−1

R2: lV, lH, lA, lF m m
R3: v, w ms−1 ms−1

R4: ν m2s−1 m2s−1

R5: λ Wm−1K−1 kgms−3K−1

Table 6.4: List of relevant variables

transfer problem requires m = 4 fundamental dimensions length (in m), time (in s),
mass (in kg) and temperature (in K) for a suitable characterization. For the set of
n−m = 5 independent variables, the characterization must satisfy (6.2). Since di-
mensionless numbers for turbulence and heat transfer are available with the Reynolds
number and the Nusselt number, the procedure in the dimension analysis of making
the variables dimensionless is obsolete. The correlation according to (6.9) is sufficient
but a description of C, Re and q is required in accordance with

Π5 = F(Π1,Π2,Π3,Π4) . (6.11)

The flow conditions and velocities next to the end-windings depend on the angular
velocity wi of the short circuit ring or the rotor and the velocity vi in the stator cooling
ducts, respectively. The angular velocity can be derived by the rotational speed ni and
the diameter of the short circuit ring Dor with (6.3). By using the air mass flow ṁ
and cross-sectional area of the stator cooling ducts A, the velocity in the cooling ducts
can be calculated with (6.4). These velocities have been considered by the Reynolds
number at the end-windings close to the stator cooling ducts outlets

Π1i = vi Lvi

ν
= Re(v) , (6.12)
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with the characteristic length Lvi and the Reynolds number at the end-windings close
to the short circuit ring by

Π2i = wi Lwi

ν
, (6.13)

with the characteristic length Lwi. The characteristic length Lvi is the overhang of the
end-windings, labeled lAi in Fig. 6.3 and the characteristic length Lwi is the width of a
conductor, labeled lFi in Fig. 6.3. The index i denotes one of the 256 CFD simulations.

On the other, hand the fluid flow around the end-windings is influenced by sectional
areas in the flow path which has to be passed by the coolant. In the present case
especially those sectional areas are of interest which represent a bottleneck in the flow
path and constrain the air to a higher velocity. Such possible constricted cross-sectional
areas can be found on two locations around the end-windings, one in radial and one
in axial direction between end-windings and end-shield, as shown in Fig. 6.4. The

a

b

Figure 6.4: Bottlenecks in the air flow path between end-windings and end-shield (a) in radial direction
and (b) in axial direction

hydraulic diameter dh is an established parameter in fluid dynamics, which describes
the influence of the cross-sectional area to the flow conditions. It is defined as

dh = 4 · Ah

Uh
(6.14)

which is a ratio of four times the wetted area Ah and the wetted circumference Uh of
the cross-sectional area. By calculating these hydraulic diameters of the bottlenecks
with

Lzi = 2(lHi + lTi − lAi) (6.15)
and

Lri = 4(lVi − lEi) , (6.16)
and taking them as the characteristic length in the calculation of the Reynolds number,
the third and the fourth dimensionless factors can be calculated as

Π3i = v Lzi

ν
(6.17)
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and
Π4i = v Lri

ν
. (6.18)

The fifth dimensionless factor is the Nusselt number which can be calculated with
(2.69) using the wall heat transfer coefficient α from the CFD simulation and the
characteristic length Lui. During the investigation, a characteristic length Lui for the
end-windings of

Lui = lAi + lDi π

2
(6.19)

has proved to be reasonable.
By combining the values Π1i to Π4i, the most important parameters are expected

to be covered in order to calculate the Nusselt number:

Nuaprx i = Πq1
1i · Π

q2
2i · Π

q3
3i · Π

q4
4i · q5 . (6.20)

6.3.3 Approximation
By using the Gauss-Newton method, the coefficients q1 . . . q5 have been adjusted to
minimize the error between (6.20) and the values simulated with CFD, shown in Tab.
6.2 and 6.3, respectively. The resulting characterization parameters for the approxi-
mation of the wall heat transfer coefficient at the end-windings are presented in Tab.
6.5. The results of this approximation have been plotted in Fig. 6.5 to 6.8 as functions

Table 6.5: Characterization parameters

q1 q2 q3 q4 q5
0.6764 0.2161 -0.1307 -0.0034 0.0638

of the Reynolds numbers of the cooling ducts Re(v) which have been calculated with
the CFD simulations. Compared to the computed values of the wall heat transfer
coefficient by CFD, the average relative error of the approximation can be specified for
this data set with eNu = 5.4% and the maximum relative error with max(eNu) = 53%.

Revising the results of the approximation, one has to be careful concerning the
physical validity of the values q1 to q5, since the Gauss-Newton method might find
solutions which are mathematically optimal but physically invalid. The Nusselt num-
ber on a flat plate rises with the length and with the Reynolds number of the plate.
Since the flow conditions along the overhang lAi of the end-windings can be compared
to the conditions of a flat plate the Nusselt number must rise with a rising overhang
lAi and the factor q1 has to be positive. The Nusselt number should rise with rising
rotational speed, hence the factor q2 must have positive values. For a preset air mass
flow, the fluid velocity should rise if the cross-sectional area and hydraulic diameter in
(6.15) and (6.16) becomes smaller, hence it is more likely that the factors q3 and q4
have negative values. Since the Reynolds and the Nusselt numbers are positive, the
factor q5 has to be positive as well.
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6.3.4 Application
With the availability of the end-windings’ heat transfer characterization, the wall heat
transfer coefficient α can be obtained easily for similar geometries analyzed in this
work. Once the geometry and operational parameters are available for a specific mo-
tor the Pi-values can be calculated with (6.12), (6.13), (6.17) and (6.18). By knowing
the Pi-values the Nusselt number of a specific operation point can be calculated by
(6.20) including the characterization parameters in Tab. 6.5. Rearranging (2.69), the
wall heat transfer coefficient α can the be obtained with the characteristic length Lu
as calculated in (6.19) and the thermal conductivity of air λ for the prevailing tem-
perature. Applying this characterization to the geometry investigated in chapters 4
and 5 the approximated heat transfer coefficients αaprx can be calculated, as shown
in Tab. 6.6. The approximated wall heat transfer coefficients have been compared
with the simulated values from the global model αglob in Tab. 5.2 and the results of
the local model αloc in Section 5.3, also shown in Tab. 6.6. Since this characteriza-

n w ṁ v Π3 Π4 Nu αaprx αglob αloc
min−1 m/s kg/s m/s – – – W/m2K
1503 18.1 7.6E-04 4.00 2915 4127 61.4 13.8 13.4 13.7
1800 21.7 9.2E-04 4.79 3492 4943 70.4 15.9 14.9 15.0
2104 25.3 1.1E-03 5.59 4081 5778 79.3 17.9 16.6 16.6
2400 28.9 1.2E-03 6.38 4655 6591 87.6 19.7 18.9 18.9
2700 32.5 1.4E-03 7.18 5237 7414 95.8 21.6 20.8 21.2
3007 36.2 1.5E-03 7.99 5833 8258 103.9 23.4 22.6 22.9

Table 6.6: Application of characterization to the geometry investigated in the chapters 4 and 5
including a comparison of the results

tion is based on a specific range of geometric dimensions and operational conditions,
the interpolation inside these ranges is safe. Heat transfer coefficients calculated for
geometries or operational conditions which were extrapolated outside these ranges,
might be calculated with a much higher error than estimated in here.

6.3.5 Discussion
With the aid of dimension analysis it has been possible to extract a set of parameters
which allow the characterization of the average convective wall heat transfer coefficient
on the end-windings of a traction motor. The characterization with a non-dimensional
correlation has the benefit of scalability depending on specific characteristic lengths.

In the present chapter the procedure of obtaining correlations of the convective
wall heat transfer coefficient of the end-windings and geometrical plus operational
conditions has been outlined. The employment of CFD allows the simulation of the
fluid flow including the according effects, like the convective wall heat transfer. In
the present case 32 different geometries with two different values for the air mass
flow in the stator cooling ducts and each with four different rotational speeds of the
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rotor have been investigated. Out of these 256 CFD simulation cases the data for
the correlation of heat transfer and operational conditions have been extracted. The
computed heat transfer values of the varied geometries have been correlated to the
known boundary conditions and geometric dimensions with the Gauss-Newton method.
Interpreting the obtained characterization parameters in Tab. 6.5, one can see that
the Reynolds numbers affect the heat transfer to a higher extent than the geometric
ratios. Especially the fluid flow from the stator cooling ducts has a large influence
to the overall heat transfer. In Fig. 6.5 to Fig. 6.8, the simulated results have been
compared to the approximations. Each diagram contains the average heat transfer as
Nusselt number obtained from eight different CFD simulations with two different ratios
of rotational speed n to stator cooling duct mass flow ṁ. The two different ratios ṁ1/n
and ṁ2/n have been approximated with the obtained characterization parameters of
this chapter, shown as solid lines in the diagrams. Additionally to these results, the
relative errors between the simulated and approximated Nusselt numbers have been
plotted together with the corresponding simulation results. Each pair of the left and
right hand side diagrams refer to a non-scaled and a scaled pair of geometries. Since the
CFD simulations of one pair of non-scaled and scaled geometry has been accomplished
with boundary conditions for theoretically equal Reynolds numbers, the corresponding
Nusselt numbers in the diagrams in Fig. 6.5 to 6.8 should match each other. In all
these pairs of diagrams the results differ more or less. Especially the results of the
diagram-pairs in Fig. 6.8(e) to Fig. 6.8(h) stray widely up to a maximum error of
53%. Since these are comparisons of equal simulation setups, this difference can be
identified as an error of the CFD simulation. Therefore this difference can be identified
partially as an error of the CFD simulation, which was also experienced during the
CFD simulations by non properly converging residuals. The average error on the other
hand remains mostly below 10% which is sufficient for most engineering purposes.

The benefit of this parameter set is a more flexible way of calculating the wall heat
transfer coefficients. Compared to other approaches, this method allows more degrees
of freedom regarding the basic end-shield dimensions and a scalability of the geometry
as a whole.

Additional results of models with more variations of geometry and additional di-
mensionless ratios can be appended to the existing data, in order to make the presented
method more flexible to other geometries.
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Figure 6.5: Simulated results and approximation of the Nusselt number for variations of geometry
including the relative error in percent
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Figure 6.6: Simulated results and approximation of the Nusselt number for variations of geometry
including the relative error in percent
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Figure 6.7: Simulated results and approximation of the Nusselt number for variations of geometry
including the relative error in percent
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Figure 6.8: Simulated results and approximation of the Nusselt number for variations of geometry
including the relative error in percent



Chapter 7

Results and Conclusion

7.1 New scientific results

Investigations known from the literature are focused, with some exceptions, on TEFC
motors. Due to a different cooling strategy of traction motors with DACS, empirical
models for the convective wall heat transfer coefficient of the end-windings of TEFC
motors cannot be used for DACS motors. The recent advances in CFD, e.g. [49, 56],
allow the numerical calculation of the convective wall heat transfer coefficient with
acceptable accuracy. Hence, the approach of this thesis is based on CFD and on
measurements for validation.

The capability of CFD for predicting the convective wall heat transfer coefficient
has been identified on a cylinder in a cross-flow. It has been shown that the prediction
of the convective wall heat transfer coefficient with the SST turbulence model is not ex-
act but correlates with the empirical results with acceptable accuracy. The simulation
has been accomplished with different velocities showing that the agreement is better
for low Reynolds numbers which are more likely in the end-region of the investigated
machine.

Due to the non-periodical shape of the end-region of the measured motor, the CFD
simulations have taken into account the whole circumference of the end-region. In
order to obtain accurate values of the wall heat transfer coefficient, the simulations
have been carried out with a resolved boundary layer mesh using the global-local
domain decomposition method. The results have shown that the local models have
led to no significant improvements in this particular case. The simulated values of the
wall heat transfer coefficient have been validated by locally measured values.

A transient thermal network for calculating the thermal management of a traction
motor requires a fast way of calculating the convective wall heat transfer coefficient.
The implementation of a rough approximation is more useful in this case than the
computationally costly CFD method. Therefore, a characterization of the convective
wall heat transfer coefficient has been created in this thesis which allows the variation
of rotational speed, cooling duct air mass flow, end-windings overhang, end-shield

120
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diameter and end-shield height, as well as a variation by a total scaling of the geometry.

7.2 Conclusion
In order to efficiently deploy the available resources in the manufacturing process of
electrical machines, a comprehensive understanding of the utilization of each single part
of the machine is valuable. By visualizing various physical mechanisms, simulations
support this understanding to a large extent.

For the simulation of the thermal management of an electrical machine, boundary
conditions like the convective wall heat transfer coefficient are required. The accuracy
of the thermal management simulation depends highly upon the accuracy of these
boundary conditions. The quantity of transferred heat depends on the coolant (fluid)
and on the flow conditions next to the heated surface. In the case of a self ventilated
motor, the flow conditions depend exclusively on its rotational speed. Traction motors
have to operate in the full range of rotational speed, from zero at start conditions to the
highest rotational speed at the vehicle’s maximum velocity. Since the flow conditions
depend on the rotational speed and thus on the operation cycle of the traction motor,
an accurate transient simulation of the heat management requires convective wall heat
transfer coefficients depending on the rotational speed.

The heat transfer inside the cooling ducts is comparable to a pipe flow, which has
been investigated satisfactorily in the past and the results are available in reference
books as [88] for a large number of different flow conditions and fluids. These flow
conditions can often be reduced to 2-D problems and some of them can even be solved
analytically. Due to the convoluted shape of the end-windings, the prediction of the
convective wall heat transfer coefficient on their surfaces requires a more sophisticated
approach. Regarding traction motors, a variety of different cooling methods with
different shapes of end-windings and end-shields are feasible. Therefore it is unlikely
to find a common solution for all types of end-windings, hence this work is focusing on
one specific type of traction motor. The method used in this work, on the other hand,
is applicable to any type of cooling method and shape of end-region, respectively.

The investigation of the convective wall heat transfer has been carried out using
computational fluid dynamics (CFD), briefly described in Section 2.4. The velocity of
air and its turbulence next to a wall is a major factor for its convective heat transfer
coefficient. With the method of CFD it is possible to gather velocity information about
fluid conditions which were hardly gaugeable in the past. The underlying models of
CFD are able to calculate accurate results within certain limits but may yield wrong
results, if the limits of one model are disregarded. To ensure proper use of these CFD
models, the simulation setup has been validated on a circular cylinder by comparing the
simulation results to previously published measurements. In Chapter 3 this validation
has been carried out in accordance with established investigations.

One type of end-windings has been investigated with measurements at specific
positions. Due to the shape of the end-windings and the size of the used heat flux
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sensors, local values of the convective wall heat transfer coefficient have been measured
rather than values averaged over the whole end-windings’ surfaces. Heat flux sensors
with a larger sensing area would gain a more averaged result and would hence be
beneficial to such investigations. Since it is not possible to bend the used type of
heat flux sensors, the application of larger sensors to the convoluted surface of the
end-windings is impossible.

The end-windings of the investigated traction motor are cooled by a closed cooling
circuit, which are not accessible during operation without modifications of the motor.
In order to obtain values of the air mass flow inside the cooling ducts, the loss of static
pressure along the cooling ducts has been measured. The air mass flow depends not
only on the static pressure but also on the roughness of the surface inside the cooling
ducts. This roughness has also been evaluated by measuring the static pressure inside
the cooling ducts of the outer cooling circuit. Since this is an open cooling circuit,
values of the total air mass flow have been available during the operation. By measuring
the total air mass flow of the machine, the air mass flow inside the single cooling ducts
of the outer cooling cycle have been available. These measurements including the
corresponding calculations are presented in Chapter 4.

On the one hand, CFD is very helpful to get a survey of the heat transfer over the
whole surface. On the other hand, measurements can be performed at certain spots
only, but are indispensable to validate the simulation results [42]. The end-region
of a real induction machine has no strict rotational periodicity. Some non-periodic
shapes as waste grease drain, bracings and fins whose numbers are not equal to the
number of the end-windings can cause different flow conditions on different end-winding
conductors. Hence, the convective wall heat transfer coefficient varies azimuthally at
the conductors. Obviously a more accurate comparison between measurements and
simulation can be achieved by modeling the whole circumference of the machines end-
region, rather than a single sector. Since CFD simulations of convective heat transfer
problems require a very fine calculation mesh, a computable limit on contemporary
computers can be reached very fast.

Despite the permanent improvement of commercial CFD software, the prediction of
convective heat transfer coefficients is still a demanding subject. Especially for cooling
purposes, the examined geometry is rarely optimized for fluid flow and thus causes
flow separation and re-attachment, which can not always be simulated accurately by
CFD, the choice of the turbulence model is essential, as presented in [42]. In Chapter
5 the measured results of the local convective wall heat transfer coefficients have been
compared to the simulated results. These simulations have been carried out for the
whole circumference of the end-windings with the global-local domain decomposition
method to appropriately consider the shape of the end-region.

With this validated simulation setup, a characterization of the end-windings’ con-
vective wall heat transfer coefficient has been carried out. By the use of CFD, a number
of different end-winding geometries and different operational conditions have been in-
vestigated to find the different values of the convective wall heat transfer coefficient at
the end-windings.
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With the aid of the Pi-Theorem, a correlation between the convective wall heat
transfer coefficient and the operational conditions, as well as the geometrical changes
of the end-shield has been found. The result is a flexible approximation of the Nusselt
number dependent on operational conditions. The Nusselt number is, as customary, a
function of the Reynolds number but adapted by additional parameters, as shown in
Chapter 6. It is not only a function of the rotational speed and the mass flow through
the cooling vents but also a function of some basic geometric values [35]. With the
dimensionless Reynolds numbers and Nusselt numbers the result is also applicable to
scaled geometries with similar shapes. The attained characterization of the convective
wall heat transfer coefficient provides an easy and fast way to forecast the heat flux
from the end-windings and is, therefore, well suitable for transient simulations with
thermal network models. Describing the air mass flow through the cooling vents with
the rotational speed of the rotor, the performance of the ventilator can be considered.
This also provides an improvement for optimizing the properties of the ventilator [36].

The surface of the real end-windings is partially smooth and partially rough, due
to resin impregnated bandages wrapped around the conductors. These investigations
have been made on hydraulically smooth surfaces, since measurements have been car-
ried out with heat flux sensors with smooth surfaces. The conditions at the end-
windings’ surface depend on the manufacturing processes to a high extent and are
therefore subject to statistical distribution of smooth and rough regions on the sur-
face. Therefore a number of identical motors would be required to find a statistically
significant result.
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Appendix A

Fundamentals

A.1 Wall heat transfer coefficient classification

A.1.1 Models of cooling of thermal systems
In [67] the author arranges the different models chronologically and named it by their
inventors.

Newtonian cooling

It is the first known approach describing the principle of cooling of a solid body.
1

A

dQ

dt
= q̇ = α(Tw − T∞) (A.1)

Under certain circumstances the so called Newton’s law of cooling is valid if the fol-
lowing conditions are satisfied:

• The ratio α/cp of the wall heat transfer coefficient α and the specific heat for
constant pressure cp remains constant.

• The surface of the observed solid has a uniform temperature Tw.

• The ambient temperature T∞ of the fluid remains constant during the considered
period of time.

• No internal sources of heat generation inside the solid body.

Dulong-Petit cooling

Under circumstances of mixed cooling principles, the linearized approach in (A.1) is
potentially insufficient. For a combination of cooling by radiation, conduction and
convection with low velocity, the following power-law relationship is applicable:

q̇ = g(Tw − T∞)n (A.2)
The factors g and n can be identified by fitting (A.2) to empirical results.
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Newton-Stefan cooling

Introducing the findings of Stefan and Boltzmann, a more theoretical approach than
(A.2) can describe the cooling of solid bodies with mixed cooling principles:

q̇ = α(Tw − T∞) + εσ(T4
w − T4

e) , (A.3)

with the environmental temparature Te of radiating solid surfaces.

A.2 IEC-60034-6 Tables

Abbr. Circuit arrangement
0 Free cooling cycle
1 Cooling cycle with pipe or duct as coolant inlet
2 Cooling cycle with pipe or duct as coolant outlet
3 Cooling cycle with pipe or duct as coolant inlet and outlet
4 Surface cooling
5 Built in heat exchanger with environmental fluid as secondary coolant
6 Attached heat exchanger with environmental fluid as secondary coolant
7 Built in heat exchanger with externally supplied fluid as secondary coolant
8 Attached heat exchanger with externally supplied fluid as secondary coolant
9 Heat exchanger separated from the machine and externally supplied fluid

as secondary coolant

Table A.1: Denotation of cooling circuit arrangement in IEC 60034-6 standard

Abbr. Medium Abbr. Medium Abbr. Medium
A Air F Frigen H Hydrogen
N Nitrogen C Carbon dioxid W Water
U Oil S Others Y Not yet defined

Table A.2: Denotation of coolant for primary and secondary cooling cycle in IEC 60034-6 standard

Abbr. Conveying type
0 Buoyant free convection
1 self ventilated, depending on rotational speed of machine
5 Forced ventilation by an integrated module independent from rotational

speed of machine
6 Forced ventilation by an attached module independent from rotational

speed of machine
7 Separated independent driven cooling module
8 Relative movement of the coolant (machine is moving or fluid flow of coolant)
9 Other methods than mentioned obove

Table A.3: Denotation of conveying type in IEC 60034-6 standard
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Fundamentals CFD

B.1 Vector-variable form of the Navier Stokes equa-
tions

∂Q
∂t

+ ∂E
∂x

+ ∂F
∂y

+ ∂G
∂z

= S (B.1)

Q =


ρ
ρu
ρv
ρw

ρ(e + V2

2 )

 S =


0
ρgx

ρgy

ρgz

ρ(ugx + vgy + wgz) + ρq̇

 (B.2)

E =


ρu

ρu2 + p− τxx

ρuv − τxy

ρuw − τxz

ρ(e + V2

2 ) + pu− uτxx − vτxy − wτxz + q̇x

 (B.3)

F =


ρv

ρuv − τxy

ρv2 + p− τyy

ρvw − τyz

ρ(e + V2

2 ) + pv − uτxy − vτyy − wτyz + q̇y

 (B.4)

G =


ρw

ρuw − τxz

ρvw − τyz

ρw2 + p− τzz

ρ(e + V2

2 ) + pw − uτxz − vτyz − wτzz + q̇z

 (B.5)
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B.2 k-ε model
Turbulence transport equations:

∂ρk

∂t
+ ∂

∂xj
(ρujk) = ∂

∂xj

[(
µ+ µt

σk

)
∂k

∂xj

]
+ Pk − ρε+ Pkb (B.6)

∂ρε

∂t
+ ∂

∂xj
(ρujε) = ∂

∂xj

[(
µ+ µt

σε

)
∂ε

∂xj

]
+ ε

k
(Cε1Pk − Cε2ρε+ Cε1Pεb) (B.7)

Model constants and other equations for k-ε model:
σk = 1 σε = 1.3 Cε1 = 1.44 Cε2 = 1.92
Cµ = 0.09 σρ = 0.9 or 1 κ = 0.41 C3 = 1
Pεb = C3 ·max[0,Pkb] production and dissipation option

µt = Cµρk2

ε eddy viscosity

ε = ν
∂u′

i
∂xk

∂u′
i

∂xk
isotropic dissipation rate

B.3 k-ω model
Turbulence transport equations:

∂ρk

∂t
+ ∂

∂xj
(ρujk) = ∂

∂xj

[(
µ+ µt

σk

)
+ ∂k

∂xj

]
+ Pk − β′ρkω + Pkb (B.8)

∂ρω

∂t
+ ∂

∂xj
(ρujω) = ∂

∂xj

[(
µ+ µt

σω

)
∂ω

∂xj

]
+ α

ω

k
Pk − βρω2 + Pωb (B.9)

Model constants and other equations for k-ω model:
β′ = 0.09 α = 5/9 β = 0.075 σk = 2
σω = 2 κ = 0.41 C3 = 1
Pωb = ω

k ((α+ 1)C3 ·max[0,Pkb]− Pkb production and dissipation option

µt = ρ k
ω eddy viscosity

L =
√

k
ω turbulent length scale

ω = 1
Cµ

ε
k turbulence eddy frequency

Other equations for k-ε and k-ω model:
Pk = µt

(
∂ui
∂xj

+ ∂uj
∂xi

)
∂ui
∂xj
− 2

3
∂uk
∂xk

(
2µt

∂uk
∂xk

+ ρk
)

production rate of turbulence

Pkb = − µt
ρσρ

gi
∂ρ
∂xi

full buoyancy model

Pkb = − µt
ρσρ

ρβgi
∂T
∂xi

Boussinesq buoyancy model
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B.4 Baseline and Shear Stress Transport Model
B.4.1 Original BSL and SST equations:
Model equations as published in [56]

Original k-ω model:

dρk

dt
= τij

∂ui

∂xj
− β∗ρωk + ∂

∂xj

[
(µ+ σk1µt)

∂k

∂xj

]
(B.10)

dρω

dt
= γ1

νt
τij
∂ui

∂xj
− β1ρω

2 + ∂

∂xj

[
(µ+ σω1µt)

∂ω

∂xj

]
(B.11)

Transformed k-ε model:
dρk

dt
= τij

∂ui

∂xj
− β∗ρωk + ∂

∂xj

[
(µ+ σk2µt)

∂k

∂xj

]
(B.12)

dρω

dt
= γ2

νt
τij
∂ui

∂xj
− β2ρω

2 + ∂

∂xj

[
(µ+ σω2µt)

∂ω

∂xj

]
+ 2ρσω2

1

ω

∂k

∂xj

∂ω

∂xj
(B.13)

Blending function F1:
F1 = tanh(arg4

1) (B.14)

arg1 = min

(
max

( √
k

β′ωy
; 500ν

y2ω

)
; 4ρk

CDkwσω2y2

)
(B.15)

CDkw = max

(
2ρ

1

σω2ω

∂k

∂xj

∂ω

∂xj
; 1.0 · 10−10

)
(B.16)

Blending function F2:
F2 = tanh(arg2

2) (B.17)

arg2 = max

( √
k

β′ωy
; 500ν

y2ω

)
(B.18)

Blending the model constants:
φ1 = (σk1, . . . ), φ2 = (σk2, . . . ) and φ = (σk, . . . ):

φ = F1φ1 + (1− F1)φ2 (B.19)

BSL and SST k transport equation:

dρk

dt
= τij

∂ui

∂xj
− β∗ρωk + ∂

∂xj

[
(µ+ σkµt)

∂k

∂xj

]
(B.20)

BSL and SST ω transport equation:

dρω

dt
= γ

νt
τij
∂ui

∂xj
− βρω2 + ∂

∂xj

[
(µ+ σωµt)

∂ω

∂xj

]
+ 2ρσω2

1

ω

∂k

∂xj

∂ω

∂xj
(B.21)

Model constants and other equations for BSL and SST model:
Constant values for (B.10) and (B.11):
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σk1 = 0.5 σω1 = 0.5 β1 = 0.075 β∗ = 0.09 κ = 0.41

γ1 = β1/β
∗ − σω1κ

2/
√
β∗

Constant values for (B.12) and (B.13):

σk2 = 1 σω2 = 0.856 β2 = 0.0828 β∗ = 0.09 κ = 0.41

γ2 = β2/β
∗ − σω2κ

2/
√
β∗

BSL and SST transport equations as implemented in ANSYS CFX v13 [4]

∂(ρk)
∂t

+ ∂(ρujk)
∂xj

= ∂

∂xj

[(
µ+ µt

σk

)
∂k

∂xj

]
+ Pk − β∗ρωk + Pkb (B.22)

∂(ρω)
∂t

+ ∂(ρujω)
∂xj

= ∂

∂xj

[(
µ+ µt

σω

)
∂ω

∂xj

]
+ (1− F1) 2ρ

σω2ω

∂k

∂xj

∂ω

∂xj
+ α

ω

k
Pk − βρω2 + Pωb

(B.23)

B.5 Scale Adaptive Simulation (SAS) Transport model
Turbulence transport equations as implemented in ANSYS CFX v13 [4]:

∂ρk

∂t
+ ∂(ρujk)

∂xj
= ∂

∂xj

[(
µ+ µt

σk

)
∂k

∂xj

]
+ Pk − ρCµkω (B.24)

∂ρω

∂t
+ ∂(ρujω)

∂xj
= ∂

∂xj

[(
µ+ µt

σω

)
∂ω

∂xj

]
+ (1− F1) 2ρ

σω2ω

∂k

∂xj

∂ω

∂xj
+ α

ω

k
Pk − ρβω2 + QSAS

(B.25)
Model constants

ζ2 = 3.51 σΦ = 2/3 C = 2 CS = 0.11

Other equations
SAS source term:

QSAS = max
[
ρζ2κS2

(
L

LvK

)2

− C
2ρk

σΦ
max

(
1

ω2

∂ω

∂xj

∂ω

∂xj
,

1

k2

∂k

∂xj

∂k

∂xj

)
, 0

]
(B.26)

Pk = µtS2 production term

Pk = min(Pk,Climρε) limiting production term with clip factor Clim

Sij = 1
2

[
∂ui
∂xj

+ ∂uj
∂xi

]
strain rate tensor

S =
√

2SijSij magnitude of strain rate
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L =
√

k
c1/4
µ ·ω

length scale of modeled turbulence

LvK = κS
u′′ the von Kármán length scale

|u′′| =
√

∂2ui
∂x2

k

∂2ui
∂x2

j
second derivative of velocity

B.6 Gamma-Theta transition model
The formulation of the γ − ReΘ transition model as presented in [49]:
Transport equation for intermittency γ:

∂(ργ)
∂t

+ ∂(ρujγ)
∂xj

= Pγ1 − Eγ1 + Pγ2 − Eγ2 + ∂

∂xj

[(
µ+ µt

σγ

)
∂γ

∂xj

]
, (B.27)

Transition sources:

Pγ1 = Flengthca1ρS(γFonset)cα and Eγ1 = ce1Pγ1γ (B.28)

Destruction or relaminarization sources:

Pγ2 = ca2ρΩγFturb and Eγ2 = ce2Pγ2γ (B.29)

Transport equation for transition momentum-thickness Reynolds number ReΘ:

∂(ρReΘ)
∂t

+ ∂(ρujReΘ)
∂xj

= PΘt + ∂

∂xj

[
σΘt(µ+ µt)

∂ReΘ

∂xj

]
(B.30)

Model constants for γ − ReΘ model:

ce1 = 1.0 ca1 = 2.0 cα = 0.5 ce2 = 50 ca2 = 0.06 σγ = 1.0

S strain rate magnitude

Flength empirical correlation controlling the length of the transition region

Ω vorticity magnitude



Appendix C

Measurement

C.1 Measurements of heat flux

Chan. Sens. Type Label Position
1 PT100 T-D5-in Duct 5 inlet
2 PT100 T-D4-out Duct 4 outlet
3 PT100 T-D29-in Duct 29 inlet
4 PT100 T-D28-out Duct 28 outlet
5 PT100 Tf-13 Conductor 2 HFS-C
6 HFS U-13 Conductor 2 HFS-C
7 TC/T Tw-13 Conductor 2 HFS-C
8 PT100 Tf-12 Conductor 8 HFS-D
9 HFS U-12 Conductor 8 HFS-D
10 TC/T Tw-12 Conductor 8 HFS-D
11 PT100 T-ESNDE End shield NDE
12 PT100 Tf-5 Conductor 58 HFS-A
13 HFS U-5 Conductor 58 HFS-A
14 TC/T Tw-5 Conductor 58 HFS-A
15 PT100 Tf-14 Conductor 11 HFS-C
16 HFS U-14 Conductor 11 HFS-C
17 TC/T Tw-14 Conductor 11 HFS-C
18 PT100 Tf-11 Conductor 22 HFS-D
19 HFS U-11 Conductor 22 HFS-D
20 TC/T Tw-11 Conductor 22 HFS-D
21 PT100 Stator
22 PT100 Tf-10 Conductor 45 HFS-B
23 HFS U-10 Conductor 45 HFS-B
24 TC/T Tw-10 Conductor 45 HFS-B
25 PT100 Tf-9 Conductor 59 HFS-B
26 HFS U-9 Conductor 59 HFS-B
27 TC/T Tw-9 Conductor 59 HFS-B
28 PT100 Tf-6 Conductor 27 HFS-A
29 HFS U-6 Conductor 27 HFS-A
30 TC/T Tw-6 Conductor 27 HFS-A

Table C.1: Wiring list for YOKOGAWA DC-100 measurement amplifier

139


