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Abstract

Free Space Optics (FSO) or optical wireless systems provide high data rate solution for bandwidth
hungry communication applications. Carrier class availability is a necessity for wide scale accept-
ability which is extremely difficult to achieve in the case of optical wireless links. FSO links are
highly weather-dependent and different weather effects reduce the link availability. Employing a
hybrid network consisting of an FSO link and a back up link in the GHz frequency range renders
high availability besides providing comparable data rates.
The thesis proposes different switch over algorithms for hybrid FSO/RF and analyses their perfor-
mance under different weather conditions. After a short description of the available technologies
in this thesis, first the different weather influences on FSO and GHz links are analysed. In the fol-
lowing part merits and demerits of useful Switch-Over technologies of FSO-RF-Hybrid-Networks
are analysed and discussed. Considering the results of these investigations, the best suited solution
(Algorithm) is proposed which has been evaluated in practice. After the implementation and real-
isation of this Switch-Over technology, some applications are considered. At the end as a special
application, the performance of hybrid wireless networks has been analysed for power optimisation
of wireless sensor networks.

Zusammenfassung

Free Space Optics (FSO) oder optische Freiraumübertragungssysteme bieten eine hohe Datenrate
und somit eine Lösung für bandbreitenintensive Kommunikationsanwendungen. Die von den Te-
lekomprovidern klassifizierte und geforderte Verfügbarkeit ist im Fall der optischen drahtlosen
Verbindungen eine Notwendigkeit, aber schwer erreichbar, weshalb die Akzeptanz der Systeme
äuSSerst gering ist. FSO-Verbindungen sind sehr witterungsabhängig und verschiedene Wetter-
Effekte reduzieren die Zuverlässigkeit und Verfügbarkeit der Übertragungsstrecke. Durch die
Verwendung eines Hybrid-Netzwerkes, bestehend aus einer FSO-Verbindung und einer Back-Up-
Verbindung im GHz-Frequenzbereich (RF) wird eine hohe Verfügbarkeit mit vergleichbaren und
brauchbaren Datenraten erreicht.
In der vorliegenden Arbeit, werden verschiedene Umschalt-Algorithmen für Hybrid-Verbin-dungen
(realisiert mit RF und FSO) vorgeschlagen, wobei deren Leistungsfähigkeit unter diversen Wetter-
bedingungen analysiert wird. In der Arbeit werden nach einer kurzen Darstellung der vorhandenen
Technologien zuerst die unterschiedlichen Witterungseinflüsse auf FSO und GHz Links untersucht
und miteinander verglichen. Im folgenden Teil der Arbeit werden sinnvolle Möglichkeiten der ver-
schiedenen Switch-Over-Technologien eines FSO-RF-Hybrid-Netzwerks analysiert und diskutiert,
sowie deren Vor- und Nachteile erarbeitet. Auf Grund dieser Untersuchung wird die geeignetste Lö-
sung (Algorithmus) vorgeschlagen, welche auch praktisch getestet wurde. Nach der Implementie-
rung und Realisierung dieser Switch-Over-Technologie wurden noch Anwendungsfälle betrachtet.
AbschlieSSend wurde als spezielle Anwendung die Leistung eines Hybrid-Wireless-Netzwerkes
zur Leistungsoptimierung von Wireless Sensor Networks analysiert.
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1 INTRODUCTION

The thesis presents the weather influences analysis of Free Space Optics/ RF hybrid net-
work so that hybrid FSO /RF combination with highest availability can be selected. As
fog is the major concern for FSO, the comparative analysis of different fog attenuation
predicting models is also presented. Different switch over algorithms are proposed and
their performance is analysed in terms of availability. The traffic data requirement and
availability of FSO/RF network have been comparatively analysed. Power Consumption
efficient Wireless sensor networks employing FSO/RF hybrid networks are analysed.
The thesis analyses the performance of hybrid FSO/RF hybrid network under conditions
of fog, rain, snow and cloud. This analysis can help the selection of FSO wavelength and
back up links for achieving high availability.

1.1 Overview

Line of sight optical wireless high-bandwidth transmission links have tremendous potential
to serve for the future huge data transmission requirements. The concept of transmitting
information through the air by means of modulated light signal is quite simple: a narrow
beam of light is launched at a transmission station, transmitted through the atmosphere,
and subsequently received at the receive station Inherent high carrier frequency (in 20 THz
- 375 THz range) enables Free Space Optics (FSO) to provide communication with highest
data rates. License free communication, easy installation, avoiding electromagnetic pollu-
tion and wiretapping safety are few other advantages. Additionally, FSO communication
provides solution to problems like first / last mile access connectivity, broadband internet
access to rural areas and disaster recovery etc. Next generation high speed optical net-
works can employ FSO links in point-to-point as well as optical multi-input multi-output
(MIMO) configurations [26, 56]. Some of the possible implementation scenarios are de-
lay free web browsing and data library access, electronic commerce, streaming audio and
video, video on demand, video teleconferencing, real time medical imaging transfer, en-
terprise networking, work-sharing capabilities and high speed interplanetary internet links
[5]. FSO communication is recently investigated for ground-to-ground (short and long dis-
tance line of sight (LOS) terrestrial links), satellite uplink/downlink, inter-satellite, satellite
or deep space probes to ground, ground-to-air (e.g., Unmanned Area Vehicle (UAV), High
Altitude Platforms (HAP) etc.) / air-to-ground terminal. This endeavour has resulted in
some successful experiments by European Space Agency (ESA) like SILEX (Semicon-
ductor intersatellite link) - the link between Optical Ground Station (OGS) and ARTEMIS

1



2 1 Introduction

(Advanced Relay Technology Mission Satellite) and the earth reconnaissance low earth
orbit (LEO) satellite SPOT-4 [36]. The performance of RF and optical links has been
compared for deep space communication and optical communication link has been found
suitable for high data rate near earth satellite links [101].

1.2 Motivation

The widespread growth of the technology has been held back by reliability and availability
issues [55, 20] related to weather influenced attenuations like fog, snow and rain. The fog
is the major attenuating factor as it causes significant attenuation for non negligible time
[38, 59]. Consequently FSO short fall of the desired carrier grade availability of 99.999%.
The alternate solution is to use back up RF link in order to cope the weather effected re-
duced availability of FSO link [47]. Different combinations of FSO and back up transmis-
sion links had been proposed for various application scenarios like hybrid link for airborne
applications [105], ad-hoc mobile networks [31, 30] and terrestrial and space applications
[15, 32, 47, 96]. The idea behind using such a hybrid network is to utilize the potential of
other link when main link is not fully functional.
However, the availability analysis in the presence of weather influenced attenuations can
be helpful for selecting the optimum FSO/RF hybrid network. This analysis can provide
a way out to achieve the required carrier grade availability. The performance analysis of
different switch over algorithms can enhance the utilisation of potential provided by two
technologies while maintaining the availability of hybrid network.

1.3 Different back up link technologies

The two technologies Millimeter Wave (mmW) system and IEEE 802.11 generally used
and installed in Graz University of Technology as back up link are discussed here.

1.3.1 Millimeter Wave (mmW) system

Due to their high carrier frequencies ranging from several tens of GHz up to more than 100
GHz Millimeter Wave communication systems also offer very high data rates comparable
to FSO. Operated at the diffraction limit, high directivity can be achieved even with small
antenna dishes in the range of 20 cm. Although the frequency range up to 375 GHz is gov-
erned by Frequency Control Commissions worldwide, there are some license-free bands
available like 77 GHz with limitations in power and other properties.
The most promising technology for a cost-effective market solution is based on integrated
semiconductor amplifiers. For this new technology however, several technical challenges
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exist. Temperature drift of oscillators and filter stages, noise , low available output power
and device aging under thermal stress are critical points today. As the price increases
much for Millimeter Wave semiconductor amplifiers, system costs would increase much
with link distance, for a given bit rate and availability.
The channel for terrestrial outdoor mmW communication links has different characteris-
tics as compared to wireless optical communication. Rain causes the main attenuation
contribution. Fog on the other hand is less important (except for wavelengths which are
absorbed by water vapours, as in the 22 GHz range). This complementary behaviour gives
rise to the concept of a hybrid system, combining advantages of FSO and mmW to a wire-
less communication link offering high data rates and high availability at reasonable costs.
The mmW equipment at Graz university of Technology was a prototype designed for an
LMDS experimental setup operating at 10 - 100 Mbit/s (depending on modulation scheme
and symbol rate) at a carrier frequency in the 40.5 - 43.5 GHz band.

1.3.2 IEEE 802.11 standards

The IEEE 802.11 [29] is an international standard of physical and MAC layer specifica-
tions for wireless local area networks in the 5 GHz and 2.4 GHz public spectrum bands.
The original version supports data rates of 1-2 Mbps but this initial specification was ex-
tended by the amendment IEEE 802.11a which specifies the operation in the 5 GHz band
with a nominal data rate of 54 Mbps.
The IEEE 802.11 standard has many features that motivate to use it as a back up link. The
major goal of a back up link is to withstand fog attenuation when the main link (FSO) is
strongly affected by fog. Research studies have shown that links below 10 GHz frequency
are optimal back up links for highly available hybrid wireless networks as these links show
negligible attenuation due to fog. The IEEE 802.11a back up link does not cause an abrupt
performance decline but rather provides soft degradation of the data rate during a fog event.
Another reason to support IEEE 802.11a as back up link is license free usage.
The preference of 802.11a as back up link over 2.4 GHz link is favoured due to the absence
of radio interference caused by microwave ovens or an overcrowded band with overlapping
channels. Thus 802.11a should provide an increased reliability regarding the bandwidth
or a total link failure. Moreover concerning the regulatory conditions in Europe it is pos-
sible to operate 5 GHz equipments outdoors with far higher output levels compared to the
widely used IEEE 802.11b/g standard (2.4 GHz). This transmit power level is only allowed
if transmission power control (TPC) and dynamic frequency selection (DFS) is enabled to
avoid interference with other equipment operating in this frequency range [28]. The latter
also helps against interference on specific channels. Additionally suitable antennas which
give a narrower beam are used to provide behaviour comparable to the FSO link. This
results in an even more robust link between the two points except the uncertain event of an
interfering system inside the beam.



4 1 Introduction

1.4 Thesis structure and Research contributions

The combined FSO/RF hybrid network can achieve high availability. However efficient
switch over algorithm is required to avoid redundant transmission on both links. Differ-
ent switch over algorithms are proposed. These algorithms improve the performance of
the hybrid FSO/RF hybrid network while maintaining the availability achieved by redun-
dant transmission on both links. Implementation of self synchronising algorithm and load
balancing algorithms are also presented. The link loss during switch operation required
forward attenuation prediction. Forward attenuation prediction algorithm is analysed.
As an application, Power consumption efficient Wireless sensor networks employing FSO/RF
hybrid networks are analysed. Switch over algorithm for such Wireless sensor network is
proposed that improves the life time of Wireless sensor network.
The detailed availability analysis under different weather conditions was required for FSO/RF
hybrid network. The intention was to evaluate the existing FSO/RF hybrid network so that
the optimal hybrid network with highest availability can be selected. As fog is the major
attenuating factor, the comparison of existing fog attenuation predicting models was im-
portant so that the most accurate attenuation prediction can support the availability anal-
ysis. This analysis required the attenuation measurements. Previous results showed that
different fog types can produce different attenuations. The data was collected from differ-
ent locations Nice, Graz and Prague with the motivation of analysing location dependent
attenuation behaviour.
The state of the art literature survey of the FSO/RF hybrid networks is discussed in Chap-
ter 2. The main contributions of the thesis are the simulation for weather effect analysis of
FSO/RF hybrid network, different FSO wavelength attenuation comparison analysis, dif-
ferent fog attenuation predicting models comparison analysis, availability analysis of dif-
ferent FSO/RF hybrid network combinations presented in Chapter 3; proposing of different
switch over algorithms, their performance analysis in terms of throughput and bandwidth
utilisation, implementation of self synchronising approach, and load balancing algorithms
in chapter 4. The implementation and measurement based on implementation, comparison
of traffic data and availability data of FSO/RF hybrid network, proposal and analysis of
switch over algorithm for power efficient Wireless sensor network employing FSO/RF hy-
brid network and Forward attenuation prediction and future application of hybrid network
for Satellite and HAPs are discussed in Chapter 5. Chapter 6 conclude the thesis with
summary of results. The originality and significance of the above thesis contributions is
reflected by publication of parts of this thesis in several refereed conference proceedings
and journals (End of the thesis "Own Publications").
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The benefits of FSO motivates to use it for high data rate demanding communication ap-
plications. However FSO also poses some important challenges such as sensitivity to mis-
alignment between transmitter and receiver, atmospheric turbulence induced fading, and
severe signal attenuation caused by adverse weather conditions such as fog. This makes
the achievement of carrier class availability of 99.999% a great challenge. The addition
of back up link can provide the solution. This approach has created significant interest in
hybrid FSO/RF hybrid networks.

2.1 Earlier Hybrid networks

Kim and Korevar [47] analysed that FSO can meet the required carrier class availabil-
ity with reduced range depending upon the link budget. For instance they observed that
FSO links should be less than 140 m with link budget of 54 dB and less than 286 m for
a link margin of 100 dB. To achieve much larger metro access, they proposed FSO/RF
hybrid network with RF link of 2.4 GHz and concluded that carrier class availability can
be achieved with some compromise on bandwidth.
Scot Bloom [15] proposed FSO/RF hybrid network with 60 GHz back up link for last mile
access. He observed that in majority of the cities in the world FSO can obtain carrier class
availability only within 500 m. He quoted one plus one equals 5 nines for hybrid FSO/RF
network.

2.2 First FSO/RF hybrid network implementations

Ahmet Akbulut et al. [32] presented the results for 1550 nm FSO/ 2.4 GHz RF (802.11b)
hybrid network at Ankara University Turkey. He first time explained the design procedure
for hybrid network. He showed that Laser link was up for much higher availability 99.98%
as he used longer wavelength of FSO 1550 nm.
Wolfgang Kogler et al. [49] used mmW as back up link for FSO/RF hybrid network at Graz
University of Technology, Austria. The FSO link was 850 nm used for 2.7 km and back up
link was operated at 40-43 GHz. The ping test was used as a measure of availability and
yearly availability of 99.926 % was achieved despite the low individual link availability of
97%.

5
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Erich Leitgeb, Michael Gebhart et al. extended the work of Kogler and presented the
results in [52]. They showed that despite 80% FSO availability in December and overall
93.6% average yearly FSO availability, hybrid network achieved 99.926% availability.

2.3 Tactical and Earlier Air borne applications of hybrid network

Milner and Davis [58] presented hybrid FSO/RF network application for tactical opera-
tions. They discussed the topology and diversity control, pointing, acquisition and tracking
(PAT) and joint FSO/RF transceiver with PAT. It was shown that Flexible, hybrid FSO/RF
wireless networks with topology control have the ability to provide high availability with
performance that can be optimized in the competing problems of link physics, traffic flows,
and network management.
Tzung-Hsien Ho et al. [41] extended the work of Milner and Davis and came up with
testbed in order to conduct studies of the performance of FSO/RF links under various
atmospheric conditions; and investigate network performance using discrete event simula-
tion. In order to make their network simulations realistic, they incorporated the real-world
performance of FSO and RF links through the atmosphere, including attenuation of FSO
by clouds, FSO degradation by turbulence and the effects of rain. The results confirmed
that the hybrid link provided reliability through redundancy.
Kashyap and Shayman presented routing framework for FSO/RF backbone networks in
[46]. They addressed the issue of providing obscuration tolerant paths (paths having instan-
taneous backup) to traffic on a hybrid RF/FSO backbone network, given a traffic profile.
As FSO links offer higher bandwidth and security, while RF links offer more reliability, so
they introduced the concept of criticality index for traffic profile entries, which was used
in determining the fraction of traffic for each profile entry which is routed on obscuration
tolerant paths. They provided optimal algorithms for the case where traffic can be split
over multiple paths.
Wu et al. [104] focused on examining availability of an airborne hybrid RF/FSO links.
The channel model was established based on factors such as scattering, absorption, scin-
tillation, etc. Based on the channel model, along with cloud information acquired from
the ISCCP database, they produced the probability distribution of capacity for both the RF
and FSO channels. From the results, it was shown that FSO alone can only achieve a very
small availability, due to its strong sensitivity to cloud blockage. But with a backup RF
link, availability can be significantly increased due to the immunity of RF signals to cloud
attenuation. However, if backup RF links is used during FSO down time, capacity is still
significantly reduced due to bandwidth limitations on the RF channel.
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2.4 Further details of first proposed switch over

Akbulut et al. extended their work of [32] and presented new results in [8]. They presented
the results of two years availability measurement. As they used the longer wavelength of
FSO 1550 nm, they measured the average availability of 99.986%. They observed that
snow storms are the most destructive for the availability of FSO.

2.5 Other hybrid networks

Llorca et al. [54] presented methodologies for modeling and simulation of hybrid FSO/RF
networks. Individual link propagation models were derived using scattering theory, as well
as experimental measurements. Network performance in the form of dropped packets and
average end-to-end delay was measured for low, medium and high obscuration scenarios.
The results conclusively showed performance improvement with topology control and en-
hanced link state routing for mobile hybrid FSO/RF networks. They considered FSO 1550
nm and RF 1 mm.
Derenick et al. [31] considered FSO/RF hybrid network for mobile adhoc networks. The
primary motivation of using FSO for such networks is the tremendous throughput provided
by FSO over long link distances. However, the technology also offers additional advan-
tages such as lower per-bit power consumption and a secure/robust transmission medium.
They proposed optimal deployment scheme so that robots can autonomously establish op-
tical links over sufficiently long distances as well as the formulation of a mobile network
architecture can exploit high throughput FSO channels. They also provided initial experi-
mental results from autonomous deployments of a hybrid FSO/RF MANET with real-time
video data routed across both optical and RF links [30].
Sana et al. [96] proposed a novel Ethernet-based wired/wireless broadband access net-
working architecture that utilizes the existing wired trunk feeder fiber of either passive
optical network (EPON) infrastructure along with a hybrid FSO/RF reliable wireless con-
nectivity to the end-users Optical Network Units (ONUs). By combining the benefits of
both FSO and RF technologies, the proposed integrated networking solution can provide
a downstream bandwidth of up to 2.5 Gbps per wavelength and 99.999% availability at a
range of 1 km in all weather conditions fewer packet drops, less delay and better through
put.
Jia et al. [42] investigated BER performance of the hybrid FSO/RF system operating at-
mospheric attenuation channels. The performance was demonstrated using numerical sim-
ulations. They concluded that in FSO systems, BER increases sharply with the decreasing
visibility through fog while BER increases as the rain rate is growing in RF systems.
Wu and Kavehard [105] focused on examining availability of an airborne hybrid RF/FSO
links. A channel model was established, incorporating factors such as scattering, absorp-
tion, scintillation, etc. Based on the channel model, along with the cloud information
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acquired from the ISCCP database, they produced the probability distribution of capacity
for both the RF and FSO channels. From the results, it was shown that FSO-alone can
only achieve a very small availability, due to its strong sensitivity to cloud blockage. But
with a backup RF link, availability can be significantly increased due to the immunity of
RF signals to cloud attenuation. However, if a backup RF link is used during FSO down
time, capacity is still significantly reduced due to bandwidth limitations on the RF channel.
For relatively thin clouds, multiplexing schemes can be used to significantly improve FSO
channel capacity, and thus enhance the FSO subsystem availability.
A patent [3] used an optical, wavelet-based fractal modulation of ultra-short light pulses as
part of a high-bandwidth communications system. The preferred embodiment utilizes the
scheme as part of a hybrid wireless optical and RF transmission system for broadband com-
munications among fixed and/or mobile platforms. An ultra-short pulse laser, high-power
WDM-ARRAY laser or high-power incoherent light sources may be used. Computer-
generated hologram techniques are employed in designing the optical transceiver subsys-
tems for spectral encoding and decoding of wavelet patterns. Part of the design goal is
to select a diversity receiver Field-of-View (FOV) in a way that the effects of scintillation
are reduced by as much as possible. Compared to existing optical wireless systems, the
invention offered a much higher average transmission bit rate and a much smaller bit error
rate outage value, thus enabling highly available FSO links. Wireless transceiver will be
capable of communications with nearly line-of-sight FSO links and will be more tolerant
to shadowing. Also, the optical medium is designed to be more secure than counterparts
against any intrusion.
Till the start of the thesis work, the state of the art work on hybrid network either did not
provide the details of switch over for network or only used redundant transmission on both
links. The switch over algorithms were analysed so that potential of both technologies can
be optimally utilised while maintaining the availability provided by the hybrid network.
Moreover a detailed analysis of the weather influences on hybrid network was required so
that availability optimum combination of FSO/RF network can be selected for implemen-
tation of FSO/RF hybrid network. The detailed analysis was required for all the weather
influences like fog, rain, snow and clouds. The analysis and results are presented in the
next chapters.



3 WEATHER EFFECTS ANALYSIS OF HYBRID FSO/RF
NETWORK

Despite the great potential of wireless optical communication, its widespread deployment
has been hampered by reliability or availability issues related to atmospheric variations.
Research studies have shown that FSO specific attenuation has peak values of 120 dB/km
in continental fog conditions in Graz (Austria) and 480 dB/km in maritime fog conditions
in La Turbie (France) [59]. In addition to fog, weather effects of rain and snow restricts
FSO to achieve the carrier class availability of 99.999%. The alternate solution is to use
back up link. The availability for such a hybrid network of FSO and 40 GHz back up link
was measured to be 99.92% in spite of 96.8% availability of FSO alone [52]. However, the
weather effects on both of the links should be thoroughly investigated in order to fully as-
sess the shortcomings of hybrid network. It is thus important to investigate the appropriate
characteristics of such hybrid network and to identify which back up frequency ranges are
best suited to overcome weather attenuations of FSO for terrestrial and space networks. In
this chapter weather effects on hybrid network of optical wireless link and GHz frequency
back up links are analyzed for the most deterrent weather phenomenon like fog, rain, snow
and clouds.

3.1 Fog Effects on FSO

The main challenge for the implementation of outdoor short-range optical wireless links
is the atmospheric attenuation caused due to absorption and scattering. Water particles
and carbon dioxide cause the absorption of optical signals. Scattering takes place in fog,
haze, rain and snow and it causes portion of light traveling from a source to deflect away
from the intended receiver [1]. Among various atmospheric attenuation effects on FSO
communication, fog is the most important factor. It is highly deterrent for achieving high
availability in FSO, causing significant attenuation for considerable amount of time. As
the size of fog particles is comparable to the transmission wavelength of optical and near
infrared waves, it causes attenuation due to scattering. The most accurate way to calculate
attenuation in case of fog droplets is based on Mie scattering theory. However, it requires
detailed information of fog parameters like particle size, refractive index, particle size
distribution etc. which may not be readily available at a particular location of installation.
Moreover it involves complex computations.

9
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3.1.1 Fog attenuation models based on visibility

Another approach is to predict specific attenuation due to fog using visibility data. The
visibility is the distance to an object where the image contrast drops to 5% of what it
would be if the object were nearby instead. The wavelength used to measure the visibility
is 550 nm which is used as visibility reference. The transmissiometer in meteorological
stations or at airports usually operate at 550 nm center wavelengths with 250 nm bandwidth
to collect visibility data.
The models Kruse [37], Kim [48] and Al Nabulsi [61, 17] are discussed here. These
models use visibility to predict specific attenuation. The specific attenuation for both Kim
and Kruse model is given by

αFog =
10logV %

V (km)
(

λ
λ0

)−q. (3.1)

Here V(km) stands for visibility, V% stands for transmission of air drops to percentage
of clear sky, λ in nm stands for wavelength and λ0 as visibility reference (550 nm). For
Kruse model [37].

q =





1.6 if V > 50 km;
1.3 if 6km <V < 50 km ;
0.585V

1
3 if V < 6km.

(3.2)

According to Kim [48] the value of the q parameter is,

q =





1.6 if V > 50 km;
1.3 if 6km <V < 50 km ;
0.16V +1.34 if 1km <V < 6 km ;
V −05 if 0.5km <V < 1 km ;
0 if V < 0.5km.

(3.3)

Eqn. 3.2 implies that for any meteorological conditions, there will be less attenuation
for higher wavelengths. Therefore, attenuation of 1550 nm is expected to be lesser than
attenuations at shorter wavelengths. Kim rejects such wavelength dependency of optical
attenuations for low visibility range conditions as in dense fog.
Al-Naboulsi [61, 17] characterizes advection and radiation fog separately and proposed
two different models for advection and radiation fog. The advection fog is formed by the
movements of wet and warm air masses above the colder maritime surfaces while Radia-
tion fog is related to the ground cooling by radiations over continental surfaces. According
to Al-Naboulsi the advection fog model is,

αADV (λ ) =
0.11478λ +3.8367

V
(3.4)

and for radiation fog model is,

αRAD(λ ) =
0.18126λ 2 +0.13709λ +3.7502

V
. (3.5)
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The specific attenuation for both types of fog can simply be calculated as follows,

AFog(dB/km) =
10

ln(10)
(α(λ )). (3.6)

3.1.2 Wavelength Comparison of different FSO wavelengths

The long wavelengths have been found to be more resistant to fog attenuations and it has
been analysed that long wavelengths typically have better fog penetration as high as twice
(stable fogs) and ten times (selective fogs) the transmission of shorter wavelengths [7]. It
has been observed that the 3.5-micron line-of-sight laser communication system can ob-
tain an acceptable quality of service for a line-of-sight propagation [39]. In addition to
the advantages of less attenuation under a wide variety of channel conditions long wave-
lengths also exhibit increased safety and immunity to solar background interference [91].
However, all currently available commercial FSO systems are using wavelengths between
0.78µm to 1.55µm. The key benefit of these wavelengths is that components are readily
available since they are similar to the components used in fibre optic communications and
other industrial and consumer applications.

3.2 Effect of Fog on GHz Links

The small fog droplets also cause scattering and significant attenuation for backup radio
frequencies greater than 10 GHz. While the effect on frequencies lesser than 10 GHz is
ignorable. In case of fog droplets with size lesser than 0.01 cm and frequencies below 200
GHz, the Rayleigh approximation is valid. The total water content per unit volume can be
used to express attenuation. The specific attenuation γFog is given by [89],

γFog = KlM, (3.7)

Eqn. 7 where
γFog : specific attenuation in dB/km within the cloud or fog
Kl: specific attenuation coefficient (dB/km)/(g/m3)
M: liquid water density in cloud or fog (g/m3).

The specific attenuation coefficient can be calculated using mathematical model based on
Rayleigh scattering. This model uses double-Debye model for the dielectric permittivity
ε( f ) of water, where ε(f)= έ + j ´́ε . The specific attenuation coefficient is given as,

Kl =
0.819 f

´́ε(1+η2)
. (3.8)
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where f is frequency in GHz, ε is complex dielectric permittivity (union of real and imag-
inary parts) andη is,

η =
2+ έ

´́ε
. (3.9)

The complex dielectric permittivity of water is given as,

´́ε( f ) =
f (ε0− ε1)

fp(1+( f
fp

)2)
+

f (ε1− ε2)

fs(1+( f
fs
)2)

. (3.10)

έ( f ) =
f (ε0− ε1)

(1+( f
fp

)2)
+

f (ε1− ε2)

(1+( f
fp

)2)
+ ε2. (3.11)

In the above expressions fp and fs are principal and secondary relaxation frequencies in
GHz respectively and are expressed as,

fp = 20.09−142(
300
T
−1)+294(

300
T
−1)2 (3.12)

fs = 590−1500(
300
T
−1). (3.13)

here T is temperature in Kelvin and

ε0 = 77.6−103.3(
300
T
−1); (3.14)

ε1 = 5.48; (3.15)

ε2 = 3.1. (3.16)

Visibility range can be expressed in terms of liquid water content as [33],

V = 0.024M−0.65. (3.17)

where V is the visibility range in km and M is liquid water content in g/m3.

3.3 Rain attenuation of FSO

When the optical signal passes through the atmosphere, it is randomly attenuated by fog
and rain. The main attenuation factor for optical wireless link is fog. However, rain also
imposes certain attenuation.
When the size of water droplets of rain becomes large enough to cause reflection and
refraction process, these droplets cause wavelength independent scattering [100]. Most of
the rain drops fall in this category. The attenuation linearly increases with rainfall rate, and
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the mean of the raindrop sizes increases with the rainfall rate and is in the order of a few
mm [6]. The specific attenuation of wireless optical link for rain rate of R mm/hr is given
by [100]

αRain = 1.076R0.67. (3.18)

The most general form of raindrop size distribution function Na is given by Weibull [18]

Na =
NT

a0Va
φ(n)n(

a
ao

)n−1e−φ(n) a
ao n. (3.19)

such that a0 = d(za)be−cza and φ(n) = Γn(1+ 1
n).

Here za is the rainfall rate of raindrops having radius a. The most common rainfall has
following values [18]:
d = 0.941, b = 0.336, c = 0.471102 and n = 3.

The overall constant in the above equation NT represents the total number of raindrops
of all sizes in unit volume. The total scattering coefficient by rain can be derived from the
following Eq.( 3.20) [6]:

β rain
scat = ∑

a
πa2NaQscat(

a
λ

). (3.20)

Here Qscat is the scattering efficiency, also referred to as the Mie attenuation coefficient.

3.4 Rain attenuation of GHz links

The performance of the microwave communication system is also effected by rain atten-
uation. Although the propagation of signals is greatly disturbed by fog, clouds and dust
particles but rain is the major attenuating factor at frequencies above 10 GHz [94].The
relationship between specific attenuation and rain rate is given by

γRain = kRα (3.21)

where k and α depend upon the frequency and microstructure of rain. The theoretical back
ground of the above relationship is given in [86].The main parameters associated with rain
are shape, drop size distribution and temperature of rain drops.
The shape of the rain drops can be spherical, spheroid , oblate or shapes described by [92].
The shape of the drop does not play significant role because the error between specific
attenuation by spherical shape and other shapes is less than 10% for mmW [86, 21].
Different raindrop-size distributions have been reported. The earliest paper on the size of
raindrops was by Laws and Parsons [50]. Later, Marshall and Palmer proposed the famous
exponential raindrop-size distribution [57]. Other distributions include Joss [44],Gamma
distribution [13] and Weibull distributions [43]. The temperature is another important
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factor. However, the temperature does not effect significantly above 15 GHz. Generally
0◦C. and 20◦C. are used temperatures for attenuation prediction. But 20◦C is a reasonable
assumption for attenuation prediction of terrestrial links [34].
There are two popular models for prediction of rain attenuation; ITU [88] terrestrial model
and Crane [22, 23, 24] models.
According to ITU-R model, constant k and α in Eq. 3.21 is given as

k =
(kH + kV +(kH − kV )cos2 θ cos2τ)

2
, (3.22)

α =
(kHαH + kV αV +(kHαH − kV αV )cos2 θ cos2τ)

2k
. (3.23)

The values of constants kH , , kV , αH and αV are given in [88]. The values of k and α in
Eq. 3.21 are also given in Crane model for different frequencies.

3.5 Snow attenuation on FSO

Fog, rain and other precipitations causes the scattering of the light and the laser beam
power is attenuated resulting in reduction of received signal strength. Consequently either
complete link failure or bit errors occurs when received signal fluctuations are large and
received signal level decreases drastically [10]. The amount of light attenuation is propor-
tional to number and size of fog, rain and snow particles [6, 18]. It is well known that
variation in the received signal strength increase with the amount of rainfall [10, 102, 12].
Since snow flakes are generally larger than rain drops, the received signal strength fluctu-
ation will be larger for snow and snow attenuation is not ignorable [9]. The snow flakes as
large as 20 mm have been reported [107, 51] and a large snowflake can cause link failure
if laser beam is narrow. When a snowflake crosses the laser beam, the receive signal level
depends on the diameter of the snowflake and distance from the transmitter, as well as the
position of the snowflake relative to the cross section of the beam [9]. The FSO attenuation
due to snow has been classified into dry and wet snow attenuations. If S is the snow rate
in mm/hr then specific attenuation in dB/km is given by [60].

αSnow = aSb (3.24)

If λ is the wavelength, then for dry snow the values of parameters a and b are,
a = 5.42×10−5λ +5.4958776 and b = 1.38.
The values of same parameters for wet snow are,
a = 1.023×10−4λ +3.7855466 and b = 0.72.
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3.6 Snow attenuation for GHz links

The fog, rain or snow particles affect the GHz link due to scattering. In the calculation of
the scattering properties of various kinds of hydrometeors, the knowledge of their dielec-
tric properties is fundamental. Snow particles are the complicated mixtures of ice with air,
water, or both. The mixing rate and the shapes of the constituents may vary considerably
depending on external meteorological conditions to which snow particles are exposed. In
the theoretical treatment of the electrical properties of such a mixture, it is assumed that the
component materials are large enough to be able to assign their dielectric functions. Nev-
ertheless, finding the "effective" dielectric function of such a mixture is a quite difficult
problem since a large number of interactions can occur among the component materials;
the solutions can only be obtained by various approximations. The radio wave attenuation
due to snow are difficult to analyze as there is lot of weather dependent variation in shape,
dielectric constants and size distribution of snow flakes. It is certain that the attenuation
due to dry snow in the microwave region is an order of magnitude less than that due to rain
of the same rate of precipitation. However, wet or watery snow gives attenuation compa-
rable to that due to rain in the microwave and millimeter-wave regions. Attenuation often
exceeds that of rain; attenuation as large as six to seven times the attenuation due to rain
was reported [87]. Measurements made at a wavelength of 0.96 mm by have indicated that,
at this wavelength range, the attenuation even by dry snow exceeds by 30 to 40 percent the
attenuation due to rain of the same intensity [85]. This indicates that the snow attenuation
may be increasingly important as wavelengths get short. The specific snow attenuation
γSnow in terms of snow rate S is given as follows [85]

γSnow = 0.00349
S1.6

λ 4 +0.00224
S
λ

. (3.25)

3.7 Experimental Setup

The attenuation measurement campaign at Graz, Austria was carried out in the winter
months from 2004 to 2005 and 2005 to 2006. IR link at 850 nm and 950 nm wavelengths
was used for a distance of 79.8 m and 650 m. The optical transmitter used has two inde-
pendent LED based light sources. One operates at 850 nm center wavelength with 50 nm
spectral width at a full divergence of 2.4 deg which emits 8 mW average optical power;
average emitted power in this case after the lens is about 3.5 mW. Second source operates
at 950 nm center wavelength with 30 nm spectral widths at a beam divergence of 0.8 deg
using four LEDs each emitting 1 mW to produce the same average power at the receiver.
The data was collected and sampled at 1 s. The results were reported in [59, 38]. In year
2004, with the same FSO system the measurement campaign was also carried out in La
Turbie, France for dense advection fog conditions. Additionally, the measurement setup
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here also included the visibility range transmissiometer operating at 550 nm centre wave-
length.
At Prague, Czech Republic two commercially available systems, the NOKIA MetroHop-
per 57.650 GHz frequency and ELVA-Link PPC-100/STM-1 93.370 GHz systems both
using V polarisation are operational since Dec. 2000 and Dec. 2005, respectively. The
channel length is about 850 m. Recording margin of 57.650 GHz and 93.370 GHz links
is 27 dB and 30 dB whereas the transmit powers are 5 dBm and 17 dBm, respectively.
Here an FSO link operating at 850 nm is also used for the same channel length of 850 m.
Transmitted power of this FSO system is +16 dBm, divergence angle is 9 mrad, receiver
aperture is 515 cm2 and the recording fade margin is about 18 dB.
The meteorological conditions were recorded using a BW video camera. Weather obser-
vation system at the receiver end uses Vaisala PWD11 device for visibility range measure-
ment and the rain rate was measured using two tipping bucket rain gauges with different
collecting areas.
The availability of hybrid FSO/RF network system installed at Graz is analysed. This sys-
tem uses FSO 850 nm system (main link) and 40 GHz mmW (back up link) as two parallel
links. The characteristics of this hybrid system are presented in Table 3.1.
The availability of this hybrid system A(t) is the probability that the system works cor-
rectly at time t. If the cumulative period of an existing link is TUP and cumulative period
of the total time of measurement is TUP +TDOWN then by [62] the availability is,

A =
TUP

TUP +TDOWN
×100% (3.26)

By [8], if the received signal strength is 3 dB above the receiver sensitivity then the bit
error rate reduces to 10−9 with OOK modulation of FSO. This criterion is considered as a
measure of correct working of our hybrid system in the availability analysis.

3.8 Results and analysis of Fog Attenuation Effects on FSO Link

Simulation were carried out to compare the measured value of fog FSO specific attenuation
under moderate radiation fog conditions in Graz to the fog FSO specific attenuation values
for wavelength 850 nm, 950 nm and 1550 nm predicted by three different models of Kim,
Kruse and Al Naboulsi. The results were presented in [81, 70].

Figure 3.1 shows comparison of attenuations by different models at 850 nm, 950nm and
1550 nm wavelengths and measured specific attenuation value at Graz (Austria) against a
radiation fog event of 25.10.05. In Figure 3.1, the measured value of attenuation has been
taken as 120 dB/km against a visibility range of 100 m. This value is closer to attenuation
value as predicted by Kruse model. According to [38], the atmospheric attenuations are
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Table 3.1: Properties of FSO, mmW and FSO, WLAN Hybrid Systems [76]

System FSO mmW WLAN

Tx Wavelength 850 nm 40 GHz 5.2 to 5.825 GHz

Tx Technology VSCEL Semiconductor Amplifier Semiconductor Amplifier

Tx Power 2mW(+3dBm) EIRP 16 dBW 1.26 mW 1 dBm

Tx Aperture Diameter 4x25mm Convex lens Antenna gain 25 dB Antenna gain 30dBi

Beam divergence 2.5 mrad 10 degree -

Rx Technology Si-APD Semiconductor LNA Semiconductor Amlifier

Rx acceptance angle 2 mrad 10 degree 30 dBi

Rx aperture 4x25mm Convex lens - -

Rx sensitivity -41 dBm Noise figure 6 dB Noise figure -94 dBm

Specific Margin 7 dB/km 2.6 dB/km 14 dB/km
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Figure 3.1: Comparison of attenuations by different models for Graz fog event [81].

wavelength dependent that means system operating at longer wavelengths has better range
performance than systems at shorter wavelengths. The simulations show that this effect is
more prominently observed for Kruse model as the Kim model does not show any wave-
length dependent attenuation behaviour against a visibility range lower than 500 m. The
Al Naboulsi radiation fog model is also simulated for the two mentioned wavelengths (850
nm and 1550 nm) and it was observed that this model too does not show any considerable
wavelength dependent attenuations for moderate continental fog (radiation fog) conditions.
A similar comparison was carried out for dense maritime fog (advection fog) conditions at
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Figure 3.2: Predicted and measured attenuation of 950 nm for Nice fog event [81].
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Figure 3.3: Magnified comparison of 950 nm attenuation for Nice fog event [70].

La Turbie (France) The Figure 3.2 plot (taken from [59]) shows a comparison of different
models predicted and measured attenuation data of 950 nm for La Turbie (Nice, France)
against a fog event of 28.06.04 for a visibility range up to 1000 m . In [59], the magni-
fied view up to 350m visibility was presented and it was concluded that we cannot prefer
any particular model over the other since the attenuations in dense maritime fog case are
wavelength independent. In [81] a comparison of different models and measured attenu-
ation data for 950 nm for La Turbie (Nice, France) against a fog event of 28.06.04 for a
visibility range up to 250 m has been shown in Figure 3.3. Figure 3.4shows a comparison
of attenuation predicted by different models and measured attenuation data for 850 nm for
La Turbie (Nice, France) against a fog event of 28.06.04 for a visibility range up to 1000



3.8 Results and analysis of Fog Attenuation Effects on FSO Link 19

0 200 400 600 800 999
0

50

100

150

200

250

300

350

400

450

500

Visibility in meters

S
pe

ci
fic

 a
tte

nu
at

io
n 

in
 d

B
/k

m

 

 

Kim model
Kruse model
Al Naboulsi radiation model
Al Naboulsi advection model
Measurement points

Figure 3.4: Predicted and measured attenuation of 850 nm for Nice fog event [75].
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Figure 3.5: Magnified comparison of 850 nm attenuation for Nice fog event [75].

m. The magnified view presented in Figure 3.5 shows a comparison of different models
and measured attenuation data for 850 nm for La Turbie (Nice, France) against a fog event
of 28.06.04 for a visibility range up to 250 m..

3.8.1 Fog attenuation model comparison

This requires a statistical analysis for the measured attenuation data to qualify the best
model. The statistical analysis in terms of Mean square error (MSE) is performed in [75].
The MSE has been computed by dividing the sum of the square of the errors between
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model predicted attenuation Predatt and measured attenuation Measatt by the total number
of measurements Total as shown in Eq. 3.27.

MSE = ∑(Predatt −Measatt)2

Total
(3.27)

As the measurement was done for 850 nm and 950 nm in Graz, the MSE of the models
has been shown for these wavelengths in Figure 3.6. As there was only one measured
value for Graz, the MSE for Al Naboulsi model seems to be much higher. Moreover like
Kim model, there is no significant difference between MSE of 850 nm and 950 nm for
Al Naboulsi model. These results show that MSE for Kruse model seem to be the best
for Graz. As this is one value, anything cannot be deducted certainly and it shows only a
course estimate.
The mean square error of 950 nm wavelength for this event is shown in Figure 3.7. The
mean square error of 850 nm wavelength for this event is shown in Figure 3.8. Figure
3.7 and Figure 3.8 show that advection fog model has the minimum MSE in comparison to
other models. The reason may be the existence of Maritime fog in La Turbie and advection
model may be better fit for this fog. The higher error in MSE for 850 nm may be due to
any measurement error.
The mean square error for Prague is shown in Figure 3.9. As the measurement was done
with only 850 nm wavelength, MSE of different models are presented for 850 nm only.
These results favour Kruse model. Again like Graz, Prague has continental fog and Kruse
model seems to be better fit for Continental fog.
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Figure 3.6: Mean Square Error of different models for Graz data [75].
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Figure 3.7: Mean Square Error of different models for 950 nm Nice data [75].
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Figure 3.8: Mean Square Error of different models for 850 nm Nice data [75].

3.8.2 Long wavelength fog attenuation comparison

The comparison analysis of long wavelength attenuation has been performed in [77, 78].
As Kruse model has been found better fit for Continental fog, it has been used to show
the wavelength comparison of different wavelengths in Figure 3.10. Figure 3.10 shows
comparison of the specific attenuation of different wavelengths for visibility up to 500 m
using Kruse model. It can be observed that specific attenuation for longer wavelengths is
less. At extremely low visibility, the specific attenuation at 850 nm and 950 nm is almost
100 dB/km more than the specific attenuation at 10 µm. This shows that under dense fog
with extremely low visibility, 10 µm surpasses the performance of 850 nm and 950 nm.
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Figure 3.9: Mean Square Error of different models for 850 nm Prague data [75].
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Figure 3.10: Kruse model attenuation comparison of different wavelengths [77].

The comparison of different wavelengths has been simulated using Al Naboulsi radiation
model in Figure 3.11for Dense Maritime fog and this figure shows comparison of the
specific attenuation of different wavelengths for visibility up to 500 m using Al Naboulsi
model . Al Naboulsi model also does not exhibit any wavelengths dependent specific
attenuation. It seems also contradictory to the measured results of [91].This shows that
Kruse model seems to be better fit for wavelength comparison analysis. Keeping in view,
this argument, the comparison of wavelength attenuation has been performed using Kruse
model for the fog event of La Turbie, France. Figure 3.12 shows the comparison of the
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Figure 3.11: Al Naboulsi model attenuation comparison of different wavelengths [77].

specific attenuation of 950 nm and 10 µm wavelengths for fog event of 28.06.04.
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Figure 3.12: Attenuation comparison of 950 nm and 10 µm for Nice fog event. [77].

3.9 Results and analysis of Fog Attenuations on GHz Links and
Hybrid Network

The effect of fog attenuations on radio frequencies in the range of 10 GHz up to 200 GHz
were simulated. The normal temperature variation at Graz in winter is from −20◦C to
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10◦C and to simulate the fog attenuation behaviour, the temperatures of−20◦C,−10◦C,0◦C
and 10◦C were considered. The liquid water densities of 0.05 g/m3 and 0.5 g/m3 that cor-
respond to visibility ranges of 300 m and 50 m, respectively [89] were considered. Figure
3.13 shows specific attenuation for frequencies greater than 10 GHz for liquid water den-
sity of 0.05 g/m3 . Figure 3.14 shows Specific attenuation for frequencies greater than 10
GHz for liquid water density of 0.5 g/m3. It is clear from Figure 3.13 and Figure 3.14 ,
that higher the frequencies more the attenuations we can expect under foggy conditions.
Additionally, for GHz frequencies below 100 GHz the attenuations are more at −20◦C
and −10◦C when compared with attenuations at temperatures of0◦C and 10◦C . This
behaviour is reversed for GHz frequencies beyond 100 GHz as the attenuations are more
at0◦C and 10◦C than the attenuations at −20◦C and −10◦C observed for the both liquid
water density values. It is important to mention here that by increasing the liquid water
density 10 times we observe an increase of 10 times in the specific attenuation values. Fur-
ther, it can also be noticed that for frequencies higher than 200 GHz, there is a difference of
1 dB/km between temperatures of−20◦C and 10◦C. This further implies that temperature
difference has insignificant role towards attenuations at GHz range.
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Figure 3.13: Attenuation of GHz frequencies for liquid water density of 0.05 g/m3 [81].

Simulations were also performed to compare fog attenuations at different frequencies for
exaggerated extremely low visibility range. Figure 3.15 shows the comparison of fog atten-
uations by FSO link operating at 850 nm and different GHz links up to 200 GHz frequency
for the visibility range up to 500 m at 10◦C temperature. Kruse model is simulated here
for FSO link attenuation at 850 nm. The significance of 850 nm wavelength selection here
is that the FSO system used in availability analysis has this wavelength as main link.

Since the attenuation behaviour of GHz frequency link is almost the same for temperatures
of 10◦ C and 0◦C, as already mentioned above. So temperature of 10◦ C is selected for
simulations here. It is noticed that a very high difference in fog attenuation levels for the
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Figure 3.14: Attenuation of GHz frequencies for liquid water density of 0.5 g/m3 [81].
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Figure 3.15: Attenuations comparison between FSO and GHz frequencies [70].

FSO and GHz links as the fog attenuation for GHz frequency range is much lesser than for
FSO link. However, it is alarming that a back up link operating at 200 GHz frequency may
suffer attenuations higher than 200 dB/km for extremely low visibility range.
Furthermore, it is noticeable that for extremely low visibility range the fog attenuations of
GHz frequency range are significantly high and are up to such an extent that these frequen-
cies no more complete the requirement of back up link. If availability is the only concern
and data rate is insignificant for a certain application, then low frequencies should be pre-
ferred for the back up link.
In Figure 3.16, time series of continental fog event recorded on 28.09.2007 at Prague
(Czech Republic) and behaviour of 850 nm FSO, 58 GHz and 93 GHz links are presented
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by providing the comparison of attenuations for 850 nm FSO link, 58 GHz and 93 GHz
links. The specific attenuation suffered by two GHz links is almost same and two curves
overlap each other. It can be seen that despite huge variation in visibility range, the at-
tenuation in GHz links remains insignificant whereas FSO link suffers more than 20 dB
attenuations on link distance of 850 m. The solid bold line shows the visibility in meters.
Now in order to perform availability analysis for combined FSO/40 GHz link, individual
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Figure 3.16: Comparing 850 nm FSO, 58 GHz and 93 GHz for Prague fog event [70].

FSO and 40 GHz links a representative dense maritime fog event measured on 28.06.04
on a 28 m channel length at La Turbie is taken. The time series of fog attenuations and the
corresponding visibility range variations are shown in Figure 3.17 for the mentioned event.
The bold solid line shows the visibility in meters whereas dotted line shows attenuation in
dB/km.
The corresponding availability analysis plot that shows specific attenuations and the cal-

culated availabilities is plotted in Figure 3.18. If 3 dB is reduced from fade margin of FSO
link using OOK modulation, the specific margin reduces to 5.88 dB/km to achieve BER
of 10−9 on a link distance of 2.7 km. It means, whenever the specific attenuation exceeds
this threshold the FSO link is no more available to maintain a BER of 10−9. The modu-
lation of FSO link is considered as OOK. Similarly, the same specific margin is utilised
to maintain a BER of 10−9 on a link distance of 2.7 km with 40 GHz link. Due to high
specific attenuations the FSO link has only 0.51 % availability while on the other hand the
negligible fog attenuations in case of 40 GHz back up link renders 100 % availability. As
a result the overall combined availability of this hybrid network goes up to 100 %.
Availability analysis simulations of a combined hybrid (850 nm FSO/40 GHz) link, 850
nm FSO link and 40 GHz link were performed as shown in Figure 3.18 for a dense mar-
itime fog event mentioned in Figure 3.17. Due to fog attenuation any link can be either in
operationally active state or down state. The operationally active state of FSO and 40 GHz
links are represented by values of 400 and 500, respectively. Whereas the operationally



3.9 Results and analysis of Fog Attenuations on GHz Links and Hybrid Network 27

1050 1100 1150 1200 1250 1300 1350 1400 1450
0

200

400

600

Minutes of day

A
tte

nu
at

io
n 

in
 d

B
/k

m

1050 1100 1150 1200 1250 1300 1350 1400 1450
0

2000

4000

6000

V
is

ib
ili

ty
 in

 m
et

er
s

Figure 3.17: FSO 850nm attenuation and visibility for Nice fog event [70].

active state of hybrid network is represented by a value of 600. Similarly the down states
of FSO, 40 GHz and combined hybrid network are represented by values of 100, 200 and
300, respectively. It is important to remember that these values are only a representation of
operationally active or down states and the availability of any particular link is calculated
by the percentage of the time that link had operationally active state. For example, FSO
had the operationally active state of only 2 minutes out of total measured 389 minutes,
thus making its availability as 0.51%. Therefore, FSO has been represented now for op-
erationally active state by a value of 400 for 2 minutes whereas FSO link down states has
been represented by a value of 100 for 387 minutes. The same argument holds for 40 GHz
and combined hybrid network availability. The criterion for these link state simulations is
that it always satisfies the requirement for a BER of 10−9.
The comparison analysis of FSO 850nm/ 40 GHz hybrid system and FSO 850 nm/WLAN
hybrid system was performed in [76]. The comparison does not exhibit any advantage
of using WLAN over 40 GHz back up link as both back up links provide the same im-
provement in availability. The use of 40 GHz back up link seems to be advantageous as it
provides higher carrier frequency that can support high data rate demanding applications
during fog events.
The immunity of 10 µm to fog motivated to compare the availability achieved by FSO
alone with the availability achieved by FSO 850 nm/ WLAN hybrid sytems. The proper-
ties of FSO 850 nm/ WLAN hybrid sytems are mentioned in 3.1 where as the link budget
summary of FSO 10 µm is based on a 500mW source, OOK modulation, 100mm Rx aper-
ture and a 1km range link with at 155Mbps. The specific margin is 41 dB as mentioned
in [91]. The simulation of WLAN attenuation and 10 µm wavelength are performed us-
ing [89] and [37] respectively. The results were presented in [78]. Due to high specific
attenuation, 850 nm link has only 0.51% availability whereas 100% availability of WLAN
link due to it negligible attenuation improves the combined availability of 850nm/WLAN
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Figure 3.18: Attenuation and link states of FSO 850 nm/ 40 GHz for Nice fog event [70].

hybrid network up to 100%. The negligible attenuation of 10 µm makes the 100% avail-
ability of 10 µm link. Availability values of 700, 600 500 and 400 represent when com-
bined 850nm/WLAN , 10 µm link, WLAN link and 850 nm link are available respectively
whereas availability values of 350, 300, 200 and 100 represent when combined, 10 µm,
WLAN link and 850 nm link are not available respectively depending on 10−9 BER cri-
terion. Figure 3.19 shows comparison of the specific attenuation, availabilities for 850
nm, WLAN, 10 µm and Combined 850 nm/WLAN availability for a fog event. Figure
3.19 shows the significant advantage of using 10 µm link over 850 nm/WLAN hybrid net-
work. 10 µm link does not need any fail over or switch over. Although both 10 µm link
and 850nm/WLAN hybrid network show 100% availability but 10 µm link provides high
data rate link. These observations strongly recommend to prefer 10 µm link over hybrid
network of shorter wavelength FSO/RF.

Monte Carlo simulation for FSO availability estimation under fog conditions

The fog attenuation results use measured data. However, the randomly varying visibility
motivates to use it as a random variable and perform Monte Carlo simulation to predict
attenuation for this random visibility. Kruse model has been used to predict the attenuation
from this random variable of visibility as the results of Kruse model were close to the
measured data for continental fog. The results were presented in [71]. The random values
of visibility between 400m (extremely low visibility) and 10 km were generated using
uniform distribution. The number of random values taken is 100000. From these visibility
values, the attenuation was evaluated using Kruse model. These 100000 attenuation values
and link budget consideration were used to find the status of reception of the optical signal.
These 100000 optical signal reception status values were used to evaluate one availability
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Figure 3.19: Availability of FSO 850 nm/ WLAN and FSO 10 µm for fog event [78].

value. The whole above process was repeated 100000 times to find 100000 availability
values. These 100000 different availability values were used to make the histogram. The
simulation was performed using Matlab. The results are presented in Figure 3.20. The
results show that availability of FSO link remains around 87% during different visibility
values of fog conditions.
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Figure 3.20: Histogram of FSO link availability for different visibility values [71].



30 3 Weather Effects Analysis of Hybrid FSO/RF network

3.10 Results and analysis of Rain Attenuations Effect on Hybrid
Network

The effect of rain attenuations on the FSO link and GHz links has been simulated by em-
ploying ITU-R model [88] and the model as mentioned in Eq. 3.18 that relates specific
attenuations with different rain rate. The specific attenuation behaviour of different GHz
links has been simulated using ITU model [88] in Figure 3.21. The results were presented
in [83, 70]. It is evident through this simulation that the specific attenuation does not
change notably for frequencies greater than 60 GHz. However, the GHz links operating
below 10 GHz have specific attenuations that are quite lower than 10 dB/km for rain rates
up to 155 mm/hr. This information can be useful in selecting a suitable back up link be-
cause a back up link for FSO main link in a hybrid system must be chosen in a manner such
that it should have the least possible effects of weather attenuations to achieve an overall
high availability. Prior to simulating the behaviour of model presented in Eq. 3.18, it is
important to recall here that rain attenuations for FSO link are wavelength independent,
but this is not the case for GHz frequency link.Figure 3.22 shows Simulations of specific
attenuation for FSO and different GHz links at different rain rates. According to simula-
tions as shown in Figure 3.22 based on model mentioned in Eq. 3.18, it is quite clear that
for a rain rate of 155 mm/hr FSO attenuation easily exceed 30 dB/km. However, these
attenuations are quite less in comparison when compared with attenuations for 40 GHz
and 100 GHz links with the same rain rate.

Moreover, for GHz links operating below 40 GHz frequency the rain attenuations are
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Figure 3.21: Specific attenuation simulation of GHz links for different rain rate [70].

quite low in comparison with the FSO link attenuations. This may create a trade off in
the selection of a back up link for the hybrid system. If reliability of hybrid network is
the major driving force then links below 10 GHz should be the optimum choice for usage
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Figure 3.22: Specific attenuation for FSO and GHz links at different rain rates [70].

as a back up link. And also due to the fact that, for the 6 GHz link (ISM band), there
are negligible weather dependent attenuations. Similarly, if for the back up link relatively
higher data rates comparable to the main FSO link are mainly required and with it slightly
lower reliability is acceptable, then a back up link operating just below 40 GHz frequency
should be preferred.
The effects of rain on different GHz frequencies have been simulated and are compared
with two representative measured rain events that occurred on May 2002 and September
2002 at Graz, Austria . Figure 3.23 shows the time series of measured rain rate and simu-
lated specific attenuations for different GHz links against rain event of May 2002 at Graz
(Austria) whereas Figure 3.24 shows time series of measured rain rate and simulated spe-
cific attenuations for different GHz links against rain event of September 2002 at Graz
(Austria). The rain rates of 102 mm/hr and 113 mm/hr were recorded, and correspond-
ing attenuations on the 40 GHz link were 27 dB/km and 30 dB/km against May 2002 and
September 2002 rain events, respectively. For comparison 102 mm/hr and 113 mm/hr rain
rates were taken and simulated them for 6, 10, 40, 100 GHz frequency and FSO links.
The corresponding plots of rain attenuations are shown in Figure 3.23 and Figure 3.24
separately for the two rain events of May 2002 and September 2002. The bold solid line
indicates the rain rate in mm/hr in Figure 3.23 and Figure 3.24. According to these plots,
there is no behavioural change related to the two events at different GHz and optical fre-
quencies. However, as expected the specific attenuation of frequencies below 10 GHz is
much lesser than optical attenuations for the two rain events.

Hence if data rates can be compromised for locations with very frequent rainfall, then
frequencies below 10 GHz, like as in the ISM band, are highly suitable for usage as a
back up link frequencies to the main FSO link in a Hybrid FSO/RF communication link.
This observed trend of rain attenuations simulated for different frequencies against two
representative rain events of Graz can also be complemented through a representative rain
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Figure 3.23: Simulated GHz attenuations for Graz rain event of May 2002 [70].
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Figure 3.24: Simulated GHz attenuations for Graz rain event of September 2002 [70].

event recorded on 18.09.2007 at Prague (Czech Republic) as Prague just like Graz is a
continental location. Rain attenuations were measured on the 850 nm FSO, 58 GHz and
93 GHz links at Prague. Figure 3.25 shows time series of representative rain event at
Prague (Czech Republic) on 18.09.2007 and behaviour of FSO 850 nm, 58 GHz and 93
GHz links. In Figure 3.25, the bold solid line in the plot indicates the rain rate in mm/hr. It
is easily observable that the two GHz links suffer more rain attenuations when compared
with the rain attenuations (max. up to 7 dB/km) recorded on 850 nm FSO link. Moreover,
the 93 GHz link has suffered more attenuations than the 58 GHz link. This suggests the
need to take appropriate measures, like for example enough link margin, while selecting a
particular frequency back up link in order to have acceptable data rates, high availability
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and least effect of weather dependent attenuations for certain applications.
Similarly the availability analysis simulations were performed against the representative
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Figure 3.25: Comparing FSO 850 nm, 58 GHz and 93 GHz for Prague rain event [70].

rain event of 18.09.2007 recorded at Prague. Figure 3.26 shows the comparison of the spe-
cific attenuations and link state values for FSO 850 nm, 40 GHz and combined hybrid link
for a rain event of 18.09.2007. The specific attenuations for 40 GHz link were simulated
by applying the model as mentioned in [34]. The criterion for the availability analysis
simulations for the rain event is the same as it was for the fog case i.e., BER of 10−9 with
OOK modulation of FSO.
According to these simulations, availability values of 60, 45 and 30 represent when hy-
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Figure 3.26: Attenuations and link state of FSO /40 GHz for Prague rain event [70].

brid (850 nm FSO/40 GHz) link, 850 nm FSO and 40 GHz links are available, respectively.
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While the availability values of 20, 15 and 5 represent when hybrid (850 nm FSO/40 GHz)
link, 850 nm FSO and 40 GHz links are not available, respectively. According to the sim-
ulations the measured availability by the hybrid link for the representative rain event case
was only up to 42.86%, equal to the same value of availability that is achieved through
850 nm FSO link only. This suggests that if improvements in availability are required
against rain effects concerning regional locations that have high average probability of
rainfall then GHz frequency back up link in the lower frequencies range, preferably below
40 GHz, should be preferred.
The comparison analysis of FSO 850nm/ 40 GHz hybrid system and FSO 850 nm/WLAN
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Figure 3.27: Attenuations and link state of FSO / WLAN for Prague rain event [76].

hybrid system was performed in [76]. The availability analysis of FSO 850nm/ WLAN
hybrid system is shown in Figure 3.27. Figure 3.27 shows comparison of the specific at-
tenuations and link state values for FSO, WLAN and combined hybrid link for a rain event
of 18.09.2007. According to these simulations, availability values of 60, 45 and 30 repre-
sent when hybrid (850 nm FSO/WLAN) link, 850 nm FSO and WLAN links are available,
respectively.The advantage of using WLAN as back up link over 40 GHz link becomes
prominent for rain event. This time the combined availability for FSO/40 GHz hybrid net-
work remains only up to the FSO link availability of 42.86%. The combined availability
of FSO/WLAN link on the other hand improves to 100% due to negligible attenuation of
WLAN link for rain event. This suggests that if improvement of availability is required for
rain event, back up link with lower frequencies should be selected.
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3.10.1 Comparison of FSO 10µm availability with the availability of FSO
850nm/WLAN hybrid system for rain event

The properties of FSO 850 nm/ WLAN hybrid sytems are mentioned in Table 3.1 where as
the link budget summary of FSO 10 µm is based on a 500mW source, OOK modulation,
100mm Rx aperture and a 1km range link with at 155Mbps. The specific margin is 41 dB
as mentioned in [91]. The simulation of WLAN attenuation and 10 µm wavelength are
performed using [88] and model as mentioned in Eq. 3.18 respectively. The results were
presented in [78]. Figure 3.28 shows comparison of the specific attenuation, availabilities
for FSO 850 nm, WLAN, 10µm and Combined 850 nm/ WLAN availability for a rain
event of 18.09.2007 at Prague. In Figure 3.28 availability values of 65, 60, 45 and 30
represent when FSO 10 µm, combined 850nm /WLAN, WLAN link and FSO 850 nm link
are available respectively whereas availability values of 25, 20, 15 and 5 represent when
FSO 10 µm, combined 850nm /WLAN, WLAN link and FSO 850 nm link are not available
respectively depending on 10−9 BER criterion. The FSO 850 nm has 42.86% availability
whereas both WLAN and 10 µm have 100% availability. Again the availability of 850 nm/
WLAN hybrid network is same as the availability of 10 µm FSO link but FSO 10 µm link
has the advantage of high data rate.
Figure 3.28 also shows that specific attenuation of both FSO links is same. But due to eye
safety concerns, higher power transmission at 10 µm increases the availability at this link.
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Figure 3.28: Availability of FSO 850 nm/WLAN, FSO 10µm for Prague rain event [78].
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3.10.2 Monte Carlo simulation for FSO availability estimation under rain
conditions

The rain attenuation results use measured data. However, the randomly varying rain rate
motivates to use it as a random variable and perform Monte Carlo simulation to predict
attenuation for this random occurrence of rain rate.The results were presented in [71].
The random values of rain rate between 1 mm/hr and 155 mm/hr were generated using
uniform distribution. The total number of values taken is 100000. From these rain rate
values, the attenuation was evaluated using equation 8. These 100000 attenuation values
and link budget consideration were used to find the status of reception of the optical signal.
These 100000 optical signal reception status values were used to evaluate one availability
value. The whole above process was repeated 100000 times to find 100000 availability
values. These 100000 different availability values were used to make the histogram. The
simulation was performed using Matlab. The results are presented in Figure 3.29. The
results show that availability of FSO link re-mains around 7.6% during different rain rate
values.
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Figure 3.29: Histogram of FSO link availability for different rain rate values [71].

3.11 Results and analysis of Dry Snow Attenuations Effects on
Hybrid Network

The snow attenuations on FSO link installed at Graz were measured against a dry snow
event that started on 25.11.05 and lasted till 28.11.05. The results were presented in
[74, 70]. Figure 3.30 below shows time series of specific attenuations corresponding to
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a dry snow event recorded on 25.11.05 to 28.11.05 at Graz (Austria). The changes in spe-
cific attenuations corresponding to this snow event were about 10 dB/km measured on a
second scale. Keeping in view such rapid changes in specific attenuations on a second
scale, it is recommended that the backup link should be used as early as possible upon
detection of a snow event in order to avoid any link losses.
The highest value of snow rate S calculated, using the model mentioned in Eq. 3.24, is
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Figure 3.30: Attenuations of a dry snow event at Graz (Austria) [70].

about 7 mm/hr against this dry snow event. The attenuations of GHz frequencies against
this snowfall rate are simulated using Eq. 3.25. The corresponding simulation plot is
shown in Figure 3.31 which showsimulation of specific attenuation for GHz frequencies
up to 100 GHz against a snowfall rate of 7 mm/hr . It was found out that effect of GHz
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Figure 3.31: Attenuation of GHz frequencies for snowfall rate of 7 mm/hr [70].
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frequencies below 25 GHz in terms of dry snow attenuations is insignificant when com-
pared with dry snow attenuations by FSO link for the corresponding snow rate. Even the
frequencies below 60 GHz do not exhibit considerable attenuations for such snowfall rates.
The plot as shown in Figure 3.32 shows simulated specific attenuation of different GHz fre-
quencies for a snowfall rate against snow event of 25.11.05 to 28.11.05 at Graz (Austria).
The simulations for wet snow are not performed here as wet snow has negligible effect in
terms of snow attenuations on the performance of FSO link. From the plot as shown in
Figure 3.32, it can be observed that as GHz frequencies increase the corresponding specific
attenuations also increase with the same instantaneous snowfall rate.
A comparison of Figure 3.30 and Figure 3.32 suggest that the specific attenuations intro-
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Figure 3.32: Attenuation of GHz links for Graz snow event [70].

duced by 100 GHz link are almost 9 times lesser than the specific attenuations introduced
by FSO link for the same snowfall rate. Figure 3.32 simulations further suggest that only
100 GHz link has considerable specific attenuations for 7 mm/hr snowfall rate and the GHz
frequencies lower than 60 GHz are not affected significantly by the snowfall rate. These
observations suggest that for a location having a high frequency of snowfall events, back
up link up to 60 GHz can be the optimal choice.

The availability analysis simulation was also performed for the dry snowfall event case as
shown in Figure 3.33, corresponding to the snow attenuations as shown in Figure 3.30.
Figure 3.33 shows the specific attenuations and corresponding link state values of a hybrid
(850 nm FSO/40 GHz) link, 850 nm FSO and 40 GHz links. The availability criterion for
the dry snow event case is the same as that was considered for the fog and rain events case
i.e., a BER of 10−9 with the OOK modulation of FSO.
The link state values of 60, 45 and 30 are represented for hybrid (FSO/40 GHz) link, 850
nm FSO and 40 GHz links, respectively, when these links are in operationally active state.
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Figure 3.33: Attenuation and link state for FSO /40 GHz for a snow event [70].

While link state values of 20, 15 and 5 represent when hybrid link, 850 nm FSO and 40
GHz links are in down state, respectively. The simulations on availability showed that 40
GHz back up link could help achieve 100% availability in case of dry snow events to the
hybrid link despite the 39.49% availability that is achieved by FSO link only.
The comparison analysis of FSO 850nm/ 40 GHz hybrid system and FSO 850 nm/WLAN
hybrid system was performed in [76]. It was observed that for a snow event availability
improvement by both back up links is same and both hybrid networks achieve 100% avail-
ability despite the 39.49% availability for FSO link. In this case, 40 GHz back up link
should be preferred as it can support higher data rated due to higher carrier frequency.

3.11.1 Comparison of FSO 10µm availability with the availability of FSO
850nm/WLAN hybrid system for snow event

The properties of FSO 850 nm/ WLAN hybrid sytems are mentioned in 3.1 where as the
link budget summary of FSO 10 µm is based on a 500mW source, OOK modulation,
100mm Rx aperture and a 1km range link with at 155Mbps. The specific margin is 41 dB
as mentioned in [91]. The simulation of WLAN attenuation and 10 µm wavelength are
performed using the model mentioned in Eq. 3.25 and using the model mentioned in Eq.
3.24 respectively. The results were presented in [78]. Figure 3.34 shows comparison of
the specific attenuation, availabilities for FSO 850 nm, WLAN, 10µm and Combined 850
nm/ WLAN availability for a snow event The simulations have been performed assuming
that snow was dry. As wet snow attenuation is negligible for FSO, its impacts are not
considered. In Figure 3.34 availability values of 65, 60, 45 and 30 represent when 10 µm,
combined, 850 nm/ WLAN, WLAN link and FSO 850 nm link are available respectively
whereas availability values of 25, 20, 15 and 5 represent when FSO 10 µm, combined 850
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nm/WLAN, 4WLAN link and FSO 850 nm link are not available respectively depending
on 10−9 BER criterion. It can be observed that availability improvement by FSO 850
nm/WLAN links reaches 100% availability despite the 39.49% availability for FSO 850
nm link whereas FSO 10 µm link availability is 76.83%. In this case, FSO 850 nm/ WLAN
proves to be superior.
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Figure 3.34: Availability of FSO 850 nm/ WLAN and 10µm for a snow event [78].

3.11.2 Monte Carlo simulation for FSO availability estimation under snow
conditions

The snow attenuation simulations use measured data. However, the randomly varying dry
snow rate motivates to use it as a random variable and perform Monte Carlo simulation
to predict attenuation for this random occurrence of dry snow rate. The random values of
dry snow rate between 1 mm/hr and 15 mm/hr were generated us-ing uniform distribution.
The total number of values taken is 100000. From these dry snow rate values, the atten-
uation was evaluated using equation 9. These 100000 attenuation values and link budget
consideration were used to find the status of reception of the optical signal. These 100000
optical signal reception status values were used to evaluate one availability value. The
whole above process was repeated 100000 times to find 100000 availability values. These
100000 different availability values were used to make the histogram. The simulation was
performed using Matlab. The results are presented in Figure3.35. The results show that
availability of FSO link remains around 0.36% during different dry snow rate values.

The overall summary of availability analysis for measured data is presented in Table 3.2
showing availability of FSO 850 nm, 40 GHz, FSO 850nm/40 GHz,WLAN, FSO 850
nm/WLAN and FSO 10µm Systems under different weather conditions.
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Figure 3.35: Histogram of FSO link availability for different dry snow rate values [71].

Table 3.2: Availability of different links under different weather conditions [70, 78]

System Dense Maritime Fog Rain Snow
FSO 850 nm 0.51% 42.86% 39.49%

40 GHz 100% 14.29% 100%

FSO 850nm/40 GHz 100% 42.86% 100%

WLAN 100% 100% 100%

FSO 850nm/WLAN 100% 100% 100%

FSO 10µm 100% 100% 76.83%

3.12 Cloud attenuation of different optical wavelengths and GHz
frequency range

Optical wireless communication provides link for uplink and downlink of satellite com-
munication. Moreover these links can be used for intersatellite communication and High
Altitude Platforms (HAP) communication. However cloud attenuation as high as several
tens of decibels has been reported [40] for such optical wireless links. Consequently,
clouds can completely block the optical beams passing through them.

3.12.1 Cloud attenuation of different optical wavelengths

The cloud attenuation of FSO link plays an important role as it causes link outage for
several hours. The accurate estimation of cloud attenuations for real environment is ex-
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tremely difficult due to heterogeneity of cloud particle density and diversity of cloud types.
There are some empirical models that predict fog attenuation on a terrestrial optical wire-
less communication link in terms of visibility range. But such models are not applicable
in order to estimate cloud attenuations considering vertical path length and elevation angle
involved for ground-space link paths.
The clouds are formed by the condensation and deposition of water above the surface of
the earth. The clouds can be characterised by several physical parameters such as cloud
height, thickness, water content, droplet size, variability and horizontal extent. Water is
the major constituent of all precipitation types including all types of clouds. Water droplet
diameters in clouds, fog, and haze range from 0.1 to 100 µm and their density is from 1
cubic centimetre to 1000 cubic centimetre [2]. The nominal value of liquid water content
varies between 3.128 x 10−4 g/m3 for thin cirrus cloud type, to 1.0 g/m3 for a cumulus
cloud [97].
According to electromagnetic theory, each water droplet extinguishes the radiation with
spectral features related to its radius and to the complex refractive index that varies with
the wavelength. The cloud attenuation for FSO can be estimated by using three major
physical parameters of cloud temperature, liquid water content and the cloud droplet size
distribution. The behaviour of complex refractive index of water plays an important role
in determining the FSO attenuations by absorption and scattering effects. The real part of
complex refractive index depends on speed and propagation direction of optical wireless
signal and is related to optical wave phase angle changes. Consequently it contributes to-
wards the scattering of the optical beam. The imaginary part of complex refractive index
helps in determining the attenuation contribution by absorption process. The Ray model
[97] has been employed in [63] to find complex refractive index.
The cloud attenuation using Mie scattering theory can be estimated by considering the
cloud drop size distribution parameter. Generally, the size distribution of atmospheric
particulates is represented by two analytical functions, the lognormal distribution and the
modified gamma distribution. Modified gamma distribution is generally considered best fit
for fog and clouds case, whereas lognormal distribution is generally used to model rain and
various atmospheric aerosols [97, 48, 59]. Modified Gamma distribution is represented by
Eq. (3.28)

n(r) = Narαexp−Br,0≤ r < ∞. (3.28)

with

B =
α

γrγ
mod

(3.29)

where n(r) is the volume concentration of cloud droplets per unit radius in cm−3µm−1 at
radius r in µm and rmod is the mode radius which is the radius of maximum frequency
in µm. The constants α and γ describe the slope of the size distribution, while a is the
normalisation constant ensuring that the integral over all radii yields N, the total number
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density in cm-3. The value of the γ parameter is considered equal to one for all clouds.
The parameters of size distribution of different clouds with their effective radius, number
density N and the liquid water content are given in [97].
To apply Mie scattering theory, we assume cloud droplets to be spherical in shape and
are suspended in space while acting independently with a complex refractive index [16].
Although in reality all the particles are not spherical in shape but this fact does not seem
to have a large impact on the accuracy of the results calculated using Mie scattering theory
[97]. The total expected specific attenuation (dB/km) can be estimated by Mie scattering
as follows,

γ(λ )∼= 105
∞∫

0

Qd(
2πr
λ

, ń)πr2n(r)dr (3.30)

where r is the radius of the cloud particle in cm, λ is the transmission wavelength in µm,
n(r) is the particle size distribution and Qd is the Mie scattering efficiency [16] dependent
on the size parameter 2πr

λ while ń is the real part of the complex refractive index. Generally
refractive index is complex and given by,

n = ń+ i ´́n (3.31)

where ń is the real part of the complex refractive index representing the scattering capacity
of the particle and ´́n represents the absorption of the particle [16].
The extinction, scattering and absorption efficiencies can be obtained by normalizing the
corresponding cross sections and are strongly dependent on the parameter r

λ ,

Qa =
Ca

πr2 ,Qd =
Cd

πr2 ,Qe =
Ce

πr2 (3.32)

where Ca, Cd and Ce are the absorption, scattering and extinction cross-sections respec-
tively. According to the energy conservation principle,

Qe = Qd = +Qa (3.33)

Clouds attenuation for FSO links can be estimated by using Eqn. 3.30 by considering
modified gamma distribution as given by Eqn. 3.28 and the extinction efficiency given by
Eqn. 3.33.
Fog attenuation studies for different optical wavelengths have lead to the conclusion that
usage of longer optical wavelengths is very advantageous in order to mitigate the fog ef-
fects.This motivated to study the effects of different optical wavelengths on clouds so that
an optimal performance wavelength could be chosen for our future ground-space optical
links. The results were presented in [63].

The simulations are performed for wavelengths of 650 nm, 750 nm, 850 nm, 1050 nm,
1550 nm, 3.5 µm and 10 µm. The Mie scattering efficiency is simulated for a temperature
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Figure 3.36: Complex refractive index for different wavelengths [63].
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Figure 3.37: Mie scattering efficiency for different cloud particle radii [63].

of 0◦C. This temperature has been taken to calculate the complex refractive index for each
wavelength using Ray model [97]. Figure 3.36 shows the complex refractive index for the
above mentioned wavelengths. There is no significant difference in real part of the com-
plex refractive indices at different wavelengths.

Complex refractive index calculated in the last step has been used to simulate Mie scatter-
ing efficiency. To avoid complexity in plot, only wavelengths of 1050 nm, 1550 nm, 3.5
µm and 10 µm are simulated in Figure 3.37.Figure 3.37 shows Mie scattering efficiency
of different wavelengths for different cloud particle radii.
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Figure 3.38: Modified Gamma distribution for different clouds [63].
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Figure 3.39: Specific attenuation for different wavelengths in Cumulus Cloud [63].

Modified Gamma distribution for different clouds is simulated in Figure 3.38. This fig-
ure shows that Altostratus cloud has highest volume concentration of cloud droplets. The
volume concentration value obtained here using standard parameters for different cloud
type is considered to find specific attenuation of the cloud droplets having radii up to 100
micron.
Figure 3.39 to Figure 3.45 show an approximate estimate of optical specific attenuation
in dB/km for different cloud types at already mentioned optical wavelengths. It can be
observed that for most of the clouds types, optical attenuation by longer wavelengths is
comparatively very low.
As evident from plot in Figure 3.39, shorter wavelengths have lesser attenuation as com-
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Figure 3.40: Specific attenuation for different wavelengths in Stratus Cloud [63].
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Figure 3.41: Specific attenuation for different wavelengths in Stratocumulus Cloud [63].

pared to longer attenuations for cumulus cloud droplets radii up to 20 micron. This same
behaviour is evident in case of nimbostratus cloud for the same droplet radii as shown in
Figure 3.43, below. But this trend of optical attenuations does not seem to follow in case of
other cloud types like stratus, stratocumulus, altostratus and the thin cirrus cloud types in
Figsure 3.40 , Figure 3.41, Figure 3.42 and Figure 3.45, respectively. A very different kind
of optical attenuations behaviour is observed for the case of cirrus cloud as simulated in
Fig. 9, below. The plot shows that almost the same level of attenuations is reached for the
optical wavelengths considered, for cirrus cloud particle radii up to 60 micron. However,
for cirrus cloud particle radii greater than 60 micron, the attenuation behaviour seems to
follow the same trend as shown by cumulus and nimbostratus cloud types. This signifi-
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Figure 3.42: Specific attenuation for different wavelengths in Altostratus Cloud [63].
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Figure 3.43: Specific attenuation for different wavelengths in Nimbostratus Cloud [63].

cant difference in the behaviour of optical attenuations in different cloud types suggests
the variation in corresponding cloud type microphysics. This cloud particle microphysics
plays a very decisive role in determining the corresponding attenuations reached when op-
tical transmissions are made through a respective cloud.
The total specific attenuation is calculated using Eqn. 3.30 for the optical wavelengths and
results are presented in Figure 3.46. It can be observed that 10 µm wavelength has much
lesser specific attenuation for most cloud types. It is easily observable that the optical
attenuation in thin Cirrus cloud seems to be very small when compared with other cloud
types having very high attenuation. However, as evident from this plot, the optical atten-
uation in thin Cirrus cloud is much higher than fog and reach up to several ten thousand



48 3 Weather Effects Analysis of Hybrid FSO/RF network

0 20 40 60 80 100
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Radius in  mircron

S
pe

ci
fic

 a
tte

nu
at

io
n 

in
 d

B
/k

m
 fo

r 
C

iru
s 

C
lo

ud

 

 

650 nm
750 nm
850 nm
950 nm
1050 nm
1550 nm
3.5 micro m
10 micro m

Figure 3.44: Specific attenuation for different wavelengths in Cirrus Cloud [63].
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Figure 3.45: Specific attenuation for different wavelengths in Thin Cirrus Cloud [63].

decibels. Additionally, at 3.5 micron the attenuation is highest as compared to the other
optical wavelengths considered but attenuation is lowest at 10 micron. The same trend
follows in all other cloud types except cumulus and nimbostratus clouds as evident from
Figure 3.46.

3.12.2 The cloud attenuation for GHz frequency range

The communication feeder links between gateways and telecom satellites will face rigor-
ous requirement by the future broadband access missions. The presently used frequency
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Figure 3.46: Total specific attenuation by different clouds at different wavelengths [63].

bands by feeder links for communication to GEO satellites are C, Ku and Ka bands. How-
ever, new microwave bands like Q and V bands can be explored for future bandwidth hun-
gry applications. The atmospheric propagation effects on such high frequencies induce
reduced availability due to signal degradation.Free space optical communications (FSO)
is an attractive alternative to RF communication links with applications like Deep-space
communications, Inter-satellite links, terrestrial long and short distance links and optical
links between HAPs and UAVs .However the cloud attenuation of FSO causes complete
blockage of the link.An alternate can be the combined FSOC/RF hybrid network. The
GHz frequency range cloud attenuation is analysed here.
The specificcloud attenuation for GHz frequency range is given by [89]. This specific at-
tenuation calculation along with liquid water content [97] for different clouds was used to
simulate the attenuation suffered by different GHZ frequency ranges for different clouds.
Simulations were performed for C band ( 4 GHz and 6 GHz), Ku band ( 10 GHz and 14
GHz), Ka band ( 20 GHz and 30 GHz), Q band ( 35 GHz and 50 GHz) and V band (
55 GHz and 75 GHz). Figure 3.47 shows the Specific attenuation estimated for different
clouds on log scale for different GHz frequency bands. The logarithmic results in Figure
3.47 do not show any huge difference between the specific attenuation of different frequen-
cies.
Figure 3.48 shows the Specific attenuation estimated for different clouds on linear scale

for different GHz frequency bands. Figure 3.48 shows that higher frequency bands suffer
more attenuation by different clouds and the specific attenuation difference between 4 GHz
C band frequency and 75 GHz V band frequency for Cumulus cloud is nearly 3 dB/km.
For other clouds, this difference is even less and the difference for Cirrus and Thin Cirrus
cloud is almost negligible. This advocates for the use of high frequency bands.
The high bandwidth hungry future communication applications pose the requirement to

use FSO between optical ground stations and satellites. However strong cloud attenua-
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Figure 3.47: Log scale GHz attenuation estimated for different clouds [72].
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Figure 3.48: Linear scale GHz attenuation estimated for different clouds [72].

tion hampers to use this technology for the satellite communication. One solution is to
use the FSO/RF hybrid network and utilize the RF bands when there is blockage of FSO
link. The analysis show that 10 µm wavelength suffer the least attenuation among different
FSO wavelengths. Among different RF frequency bands, the cloud attenuation is high for
higher frequencies. However the difference of specific attenuation is not as significant as
in case of FSO wavelengths. This advocates using high frequency RF bands along with
large wavelength FSO link for high data rate demanding applications.



4 PROPOSED SWITCH OVER ALGORITHMS AND THEIR
PERFORMANCE ANALYSIS

Free Space Optics (FSO) links provide usage of high bandwidth and the flexibility of wire-
less communication links. However, weather patterns like fog and heavy snow fall limit
the availability of FSO. Another technology providing similar properties regarding offered
data rates and flexibility of set up is Millimeter Wave Technology (mmW), operating at
several tens of GHz. In this case, heavy rain limits mmW link availability. Another back
up link technology WLAN can achieve better availability of hybrid network. A combi-
nation of FSO/mmW or FSO/WLAN technologies had been proved to be very effective
to achieve very high availability. Different hybrid architectures of these two links and
switch-over techniques are presented in this chapter and their prototype implementation
and performance is analysed.

4.1 First version proposed switch-over algorithm and its
performance

The first proposed switch over algorithm was for FSO and mmW systems and results were
presented in [80]. The tested Free Space Optics equipment was a MultiLink system with
155Mbps data rate featuring a multiple beam system. The distance between the two setup
FSO units was 2.7 km, connecting unit 1 at "Studienzentrum, Inffeldgasse 10" to unit 2
at the "Observatory Lustbühel". In order to get more information about the influence of
the weather, the link distance was made longer than specified by the manufacturer for this
system. A maximum range of 1 km is guaranteed for the MultiLink system.
The terminal station for the microwave communication system consisted of the outdoor
equipment, which contained the upconverter with the power amplifier and the low noise
amplifier with the downconverter. The indoor equipment consisted of an L-band converter
and an access system . The received signal was shifted down from 40 GHz to 1 GHz,
which was further converted down in the indoor equipment to 70 MHz. For the measure-
ment setup a continuous mode modem was used to measure the receive power. Hence, the
absolute measured power was an image of the channel influenced by weather conditions.
As mentioned before, the main disturbance for the microwave link was rain. Therefore the
rainfall was also required to be measured very accurately. On the bases of the available
rain measurement data from the 2D video distrometer of cooperation partner "Institute of
Applied Systems Technology (Joanneum Research)", the average rainfall can be calculated

51
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over an arbitrary time interval. This 2D video distrometer measures the size, shape and the
velocity of each raindrop.
The switch over algorithm was based on the following concept. Given the SNR the re-
quired power at the receiver, in order to produce a desired BER value, can be calculated
for OOK modulation. Under different noise and atmospheric attenuation conditions, how
much power must be transmitted can then be derived [8]. The signal level at the receiver
should be checked for a certain threshold and when the received signal level falls below
this threshold, there should be a switch over from FSO to MMW and whenever the signal
goes above another higher threshold, there should be a back switch over from MMW to
FSO. Thus system remains available despite the degradation in FSO link. The channel
selection algorithm is shown in Figure 4.1.

Figure 4.1: Channel selection by switch over [80].

4.1.1 Simulation results of first proposed switch over algorithm for one year
availability data

The data for the analysis was taken from the measurement campaign. Basically two types
of measurements were carried out. The first recorded the received power and the second
observed the link at the network layer using the network program "PING". Each link of
the point to multipoint network must have a line of sight with the according Fresnel zone.
Concerning the link to the Observatory Lustbuehel, the clearance from the line of sight
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was 6 times the first Fresnel zone [52]. The link budget for the long distance displayed a
signal to noise ratio of 15 dB. The modems in use could lock at a SNR of 8 dB., hence the
resulting margin for rain was 7 dB, which was much smaller than necessary for achieving
a satisfactory availability. In the EU-project "EMBRACE" a margin of 18 dB has been
proposed to obtain an availability of 99.95%. The following results of this switch over
analysis were presented in [80].

10 20 30 40 50 60 70 80 90 100
0

1

2

3

4

5

6

7

8

9

10

11

Time Percentage

A
ct

iv
ity

 

 

6.Combined availability
5.Availability with switch
4.Switch to MMW
3.Switch to FSO
2.FSO
1.MMW

Figure 4.2: Mean year availability and switch activity for both channels [80].

10 20 30 40 50 60 70 80 90 100
0

1

2

3

4

5

6

7

8

9

10

11

Time Percentage

A
ct

iv
ity

 

 

6.Combined availability
5.Availability with switch
4.Switch to MMW
3.Switch to FSO
2.FSO
1.MMW

Figure 4.3: December 2001 availability and switch activity for both channels [80].

It can be seen from these graphs that switch over maintains availability of combined redun-
dant links. The advantage of using switch over is that while maintaining the availability
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Figure 4.4: January 2002 availability and switch activity for both channels [80].
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Figure 4.5: Availability and switch activity for maximum FSO availability month [80].

of combined redundant links, it avoids transmission of extra power for back up link when
FSO link is available.

4.1.2 Performance of first proposed switch over algorithm for different weather
conditions

The same switch over algorithm was analysed for one year measured availability data of
mmW and for four years availability data of FSO [79]. Figure 4.7 shows the proposed
switch over for FSO and mmW. FSO signal is continuously monitored against a threshold.



4.1 First version proposed switch-over algorithm and its performance 55

10 20 30 40 50 60 70 80 90 100
0

1

2

3

4

5

6

7

8

9

10

11

Time Percentage

A
ct

iv
ity

 

 

6.Combined availability
5.Availability with switch
4.Switch to MMW
3.Switch to FSO
2.FSO
1.MMW

Figure 4.6: Availability and switch activity for minimum FSO availability month [80].

If FSO signal falls below the threshold, it switches to mmW signal. Then besides monitor-
ing FSO signal, it starts monitoring mmW signal for a certain threshold. If mmW signal
is above its threshold and FSO signal is below its higher threshold, it remains on mmW
link. If FSO signal exceeds higher threshold, it keeps mmW active till FSO link becomes
stable. Although main link FSO despite of being available is not used in this time but it
helps in avoiding rapid switching. When both links are down, it keeps both active in order
to detect the recovery of any link. By the use of this switch over availability of redundant
links is maintained without wasting extra redundant transmission power. The switch over
behaviour results were presented in [84] for different weather conditions. Figure 4.8 shows

Figure 4.7: Physical view of the system with switch over [79].

the snow event recorded at Graz on 28.11.2005. Switch Over value of 90 represents the
FSO usage whereas switch over value 5 represents the MMW usage only. The simulation
of 40 GHz attenuation has been performed with the assumption of dry snow fall using [60].
The FSO link is operational for 39.49% of snow event.

The behavior of switch over is also simulated for a fog event measured on 25.10.2005
at Graz. Figure 4.9 shows the specific attenuation measurement for FSO 850 nm link. In
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Figure 4.8: Switch Over activity for a snow event [84].

Figure 4.9 FSO measurement means FSO specific attenuation in dB/km. The switch over
combined load balancing mode has been represented by a value of 40 whereas switch over
value of 0 represents only MMW usage when FSO attenuation exceeds its specific margin
of 7 dB/km. This shows that for a fog event with specific attenuation of 110 dB/km, switch
over can use both links in load balancing mode for 39.14 % of total fog event time. The
behavior of 40 GHz link has been simulated using [89] and [33].
Figure 4.10 shows the performance of switch over for a rain event in Prague. In Prague,
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Figure 4.9: Fog event and switch over behavior [84].

FSO link at 850 nm has been operated on a path length of about 850 m. Transmitted power
is +16 dBm, divergence angle is 9 mrad and optical receiver aperture is 515 cm. Rain
rate was measured using two tipping bucket rain gauges with different collecting areas.
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In Figure 4.10, switch over value 4 represents FSO usage which amounts to be 71.42%,
whereas switch over value 0 represents either MMW usage or none of the link. In this
event MMW has not been used at all and no link was available for 29.58% of time. This
is due to the fact that the rain is highly detrimental for MMW and there is no such time in
this rain event when 40 GHz link availability is better FSO. During this time as explained
earlier, both links will be kept active till any of the link regains its operational status. This
suggests that lower frequency back up links should be used in the regions with high rain
rate. The behavior of 40 GHz link has been simulated using measured rain rate and [88].
The comparison of measured availability shows that fog has the most deteriorating effect
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Figure 4.10: Rain event and switch over behavior [84].

on FSO availability. This fact had been observed in winter months especially in December
in which minimum FSO availability was recorded. Snow also affected the FSO availabil-
ity in these months. In the simulation of winter months, it shows that for worst case of
FSO link availability, the backup link usage has been increased by switch over to maintain
the availability. For the months of spring and summer, FSO availability is more than 99%.
Causes of less than 1% failure in summer were heavy thunderstorms and mist in night [52].
Behaviour of switch over was simulated for the months of June and it has been shown that
switch over tries to combat the effect of hailstorm and mist by activating mmW link during
that time. However it restricts wastage of mmW usage when it is not required. Simulations
were carried out for all 12 months of the year. The results are presented here in the form of
chart. It shows that average usage of backup mmW link for the whole year was less than
15%.
Figure 4.11 shows comparison of average availability by combined redundant links and

simulated availability with switch over for all months of the year. It can be seen by the
Figure 4.11 that irrespective of different weather conditions of the year, switch over tries
to maintain the availability achieved by using redundant links. Besides maintaining the
availability of the link, switch over avoids unnecessary redundant use of back up link. In
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Figure 4.11: One year availability comparison of redundant links and switch over [84].

the Figure 4.12, MMW usage has been simulated for the exaggerated worst condition of
FSO link establishing and breaking on alternate instants.
Figure 4.12 shows comparison of average mmW usage without switch over and simulated
mmW usage with switch over for the whole year. Figure 4.12 shows the huge difference
between mmW usage with and without switch over. It not only saves expensive semicon-
ductor amplifier power but also improves aging. Here unavailability of FSO has been sim-
ulated with the exaggerated case of alternate available and unavailable events that would
occur rarely in the reality. This exaggeration doubles mmW usage. In reality, approxi-
mately half of this usage is expected which further decreases the amplifier power usage.
It was concluded that the benefits of FSO motivate to use it as last mile access. However
the deterioration of weather attenuation can be coped with backup link of comparable data
rate. But use of back up link as continuously transmitting redundant link is not a good
solution. The available power in semiconductor amplifier in the GHz range is small and
expensive. Moreover greater usage of equipment causes aging. The switch over can help
to increase the usage of FSO link while maintaining availability. By selecting one link,
it avoids wastage of transmission power for redundant MMW channel when FSO link is
available. The simulations show that average usage of back up link for maintaining the
availability achieved by redundant link is 14.79%. It means switch over can provide the
same availability by avoiding back up link transmission more than 85%.

4.2 Second version proposed Switch-Over algorithm: Self
Synchronising approach

This algorithm was proposed for FSO and IEEE 802.11 standard. The IEEE 802.11 is
an international standard of physical and MAC layer specifications for wireless local area
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Figure 4.12: One year comparison of mmW usage with and without switch over [84].

networks (WLANs) in the 2.4 GHz public spectrum bands. Its original specification sup-
ports data rates of 2 Mbps. More recent amendments (IEEE 802.11a/b/g) allow higher
data rates (11 Mbps and 54 Mbps, respectively) and exploit other frequency bands (5 GHz
band with 54 Mbps). The selection of an IEEE 802.11a standard compliant backup link
has been governed by different reasons: The major goal of the backup link is to maintain
link availability when main link (FSO) is strongly affected by fog. Research studies have
shown that frequencies below 10 GHz show negligible attenuation due to fog. Therefore,
a hybrid wireless network built up of FSO and a 5 GHz WLAN link provides high avail-
ability regarding weather conditions. Another advantage of this link is the fact that it is
using a license-free band at a relatively low frequency, where the technological problems
of amplification, temperature drift and similar have mostly been overcome. The 5 GHz
band is less populated and, thus, devices in this band are less susceptible to interference.
A higher transmit power allows greater distances than IEEE 802.11b/g devices do. In ad-
dition to that, the emerging IEEE 802.11n standard allows for data rates up to 600 Mbps in
a MIMO scenario. Thus, data rates comparable to the FSO link can be achieved with off-
the-shelf equipment in WLAN scenarios as well. Future studies will show if this also holds
for long-range directional links. The wireless optical communication system available at
Technical University Graz is the GoC MultiLink 155/2 and supports data rates up to 155
Mbps over a distance of 2.7 km. The WLAN link was built with two embedded PCs using
high-gain grid antennas and Ubiquiti XR5 miniPCI WLAN cards. These are getting used
for further performance improvements since they provide fairly high receiver sensitivity
and therefore are able to connect sites over up to 50km depending on the antennas used.
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4.2.1 Proposed setup for installation

The properties of the FSO and the WLAN system are given in Table 4.1. The system
proposed uses a hybrid link to interconnect two sites of the campus of the Technical Uni-
versity of Graz: The newest part of the campus bearing most developed lecture rooms
and high speed internet access ("Inffeldgründe") and a remote observatory of the campus
devoted to space research ("Observatorium Lustbühel"). Figure 4.13 shows the proposed
link together with a map of the city of Graz. The distance of 2.7 km between these two
parts exceeds the manufacturer’s specification of the FSO system. Still, as it was proven in
a test setup this increased link distance only reduces the error margin, while still making a
undisturbed communication possible during acceptable weather conditions.

Table 4.1: Properties of FSO, WLAN Hybrid System [66].

System FSO WLAN

Tx Wavelength 850 nm 5.20-5.825
GHz

Tx Technology VSCEL Semiconductor
Amplifier

Tx Power 2mW(+3dBm) 1.26mW (1
dBm)

Tx Aperture Diameter 4x25mm Convex lens Antenna gain
30 dBi

Beam divergence 2.5 mrad -

Rx Technology Si-APD Semiconductor
Amplifier

Rx acceptance angle 2 mrad 10 degree

Rx aperture 4x25mm Convex lens -

Rx sensitivity -41 dBm -94 dBm

Specific Margin 7 dB/km 14 dB/km

The idea of switch over is quite trivial. The FSO link is the default link, as it allows for a
higher bandwidth. If the optical received signal strength (ORSS) on this link falls below
a certain value, the multiplexer switches to the WLAN link [8, 80]. If the received signal
strength on the FSO link goes up again, the system switches back. Therefore, it is only
necessary to acquire the FSO link quality, which is measured in 10 levels. At level 0 the
optical link completely breaks down, whereas all higher levels show little to no bit errors
at all.
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Figure 4.13: Link between different campus sites (2.7 km) [66].

In weather conditions unfavourable for FSO, transitions between optical signal strength
levels occur at a quick succession. Therefore, without a hysteresis the switching rate of
the multiplexing device could exceed the network’s ability to adapt to a changing infras-
tructure. In fact, the RS232 interface of the GoC MultiLink 155/2 updates the link quality
data every second. Hysteresis is ultimate solution to avoid rapid switching back and forth.
A synchronization-efficient switch-over algorithm is implemented. The block diagram in
Figure 4.14 shows the physical arrangement of the system. At one end there is a multi-
plexing device, while de-multiplexing on the other end is performed by any commercially
available switch. As a multiplexing device, two possibilities were evaluated; A self-made
PHY layer multiplexer and a Linksys WRT54GL, in which we exploited the virtual LAN
(VLAN) capabilities to switch between the two links. The latter device operates on the
MAC layer, but still provides transparency.

Figure 4.14: Physical arrangement of the system [66].

The transceiver on multiplexer-end always connects to the active link, i.e. either the FSO
link with high bandwidth or the WLAN link with a lower bandwidth. The switch on the
other end assumes both links active.
Since FSO is completely implemented on PHY layer and since the WLAN link is operated
in switching mode, both links can be considered transparent to MAC layer. Therefore, the
switch only receives packets with the MAC address from the multiplexer-end transceiver.
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Figure 4.15: A first test of the MUX

This switch now maps MAC addresses to ports. If a packet with the MAC address from the
multiplexer-end arrives at the switch, the port from which it came becomes the outgoing
port for packets. If now, due to switch-over, a packet with the same source address arrives
at another port, the MAC table gets updated, so that the new port is the destination for
outgoing packets. Thus, this system is self-synchronizing. In addition to that, link speed
is determined by the switch according to the capacity of the medium connected to the out-
going port. Therefore, the bandwidth on the main link is not limited by the redundant link
bandwidth.
However, there may be packet loss if the multiplexer on the multiplexer-end side switches
over but no packets are transmitted from the multiplexer-end. If now the switch-end trans-
mits, these packets are lost at the multiplexer. This can be overcome with the ordinary TCP,
which automatically transmits ACK packets and thus ensures a proper and fast switching
table update. The following Lab. and simulation results were presented in [66].
A few tests were performed to evaluate the performance of the equipment, in terms of
bandwidth and link loss time (LLT) during a switching event. Bandwidth and LLT were
measured with Iperf 1.7.0 and WireShark 1.0.3. With a first test (depicted in Figure 4.15)
of the determined the RF capabilities of the self-made Ethernet multiplexer (MUX). This
and the following tests were performed with Iperf, a network analysis tool. This test re-
vealed that the MUX is not a limiting factor in the overall network connection. For both
lines a total TCP bandwidth of 94 Mbits/s was achieved. A UDP test showed that (with a
default bandwidth of 1.05 Mbits/s) the datagram loss was 0% (0 out of 2676).

The scenario depicted in Figure 4.16 is similar to the actual scenario, with the difference
that the two Ethernet cables are replaced by an FSO link and a WLAN link, respectively.
This test showed that - speaking about the RF capabilities of the MUX - a significant
amount of crosstalk is produced on the line which is not in use. If we now use a switch
which does not shut off ports which are not in use but instead listens on them all the
time, the damaged differential signals significantly reduce the overall bandwidth (to 15
- 25 Mbits/s). Therefore, a proper choice of the switch is absolutely necessary, until a
complete re-design of the MUX PCB was done. A bridging module running on an Alix
embedded PC seems to be an excellent choice, since TCP bandwidths of 94 Mbits/s and
UDP loss of 0% (0 out of 893) could be achieved. The LLT during a switching event can
be related to the auto-negotiation in which the participating devices exchange information
about transmission parameters, such as speed or duplex mode. The MUX physically dis-
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Figure 4.16: Using and appropriate switch for testing the MUX

Figure 4.17: Testing the MUX in an DHCP environment

connects an Ethernet cable on one port and connects another cable at another port, making
such a negotiation necessary. If Fibre-Ethernet media converters or WLAN access points
are used the switch does not need to perform auto-negotiation, because the connections
between the devices and the switch are not influenced. Instead, only a link negotiation at
the multiplexer-end has to be performed. A test in which the MUX was clocked with a
2 s-periodic signal failed completely, because link negotiation could not take place. This,
however, is a problem which should not occur in the final scenario, in which the switch
never gets unplugged, because it is always connected to the FSO/RF equipment.

Finally, as it can be seen in Figure 4.17 we made a ping test, with which we determined the
delay for packets to be redirected if at least one of the PCs acquires a new network address
via DHCP - recall that the PC on the near-end briefly looses its connection and therefore
has to reconnect to the network. We found out that over an interval of 18 s no ping packets
could be transmitted.

In a final test scenario (Figure 4.18), we substituted the FSO link with a fibre cable, so that
we could measure the effects of the media converters without the influence of weather. Al-
though the FSO system allows bandwidths of up to 155 Mbps, we have used Fast Ethernet
components with a nominal bandwidth of 100 Mbps only. This is due to the reason that

Figure 4.18: Actual Lab Test for Switch-Over System
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Table 4.2: Bandwidth and UDP Datagram Loss (MUX and VLAN) [66].
Fiber WLAN Fiber FDX WLAN FDX

Bandwidth TCP (Mbps) 91.9 18.8 76 + 68 8.9 + 10.2
Loss UDP 1 Mbit 0.12% 0% 0% 0.23%
Loss UDP 10 Mbit 0.04% 0.024% 0.02% 0.059%
Bandwidth TCP (Mbps) 94.2 20.2 79.8 + 45.9 7.1 + 11.9
Loss UDP 1 Mbit 0% 0% 0% 0%
Loss UDP 10 Mbit 0% 0% 0% 0.08%

Table 4.3: Average Link Loss Time [66].
MUX VLAN

From WLAN to Fibre 1.62 s 1.54 s
From Fibre to WLAN 1.63 s 1.02 s

Fast Ethernet equipment is cheaper and more widespread, so a qualitative evaluation of
different components can be done more easily. The WLAN link was built up of two Com-
pex WP54AG Wireless Access Points in access point mode and wireless adapter mode,
respectively.

In the first series we tested the self-made hardware multiplexer (MUX), which simply
connects one Ethernet cable to any of two other cables on the PHY layer. First, all links
were built up with category 5 cables in order to evaluate the bandwidth and crosstalk of
the MUX. This test showed that attenuation can be neglected for Fast Ethernet, since we
achieved bandwidths of 94 Mbps. The limiting factors in this case are most likely the
network interface cards of the transmitters on both ends. The bandwidth of the overall
infrastructure therefore is limited by the Fast Ethernet components and the WLAN de-
vices.

Exact results of bandwidth tests can be seen in Table 4.2. However, another test revealed
that the crosstalk cannot be neglected. The resulting LLT can be seen in Table 4.3.

Although the MUX does not influence the bandwidth, it introduces slightly more problems
with UDP, resulting in a higher datagram loss, which may be due to a bad RF design of the
PCB. Still, satisfying results could be achieved.

In a second series of tests the multiplexing device was a Linksys WRT54GL wireless
router with OpenWrt 7.9 as an operating system. Switching between different ports was
done by changing the configuration of the VLANs. This way, a switch can be logically
divided into a series of switches, each one operating in a different VLAN. The actual
VLAN in use was configured that way, so that it only contained the port connected to the
switch-end transmitter and the port connected to the desired link, namely WLAN or Fibre,
respectively. By changing the configuration i.e. removing the Fibre port and adding the



4.2 Second version proposed Switch-Over algorithm: Self Synchronising approach 65

Table 4.4: Link availability and average bandwidth for different methods [66].
Pure FSO TC PT (T=60 s)

Availability % 67.43 98.62 99.37
Link Loss % 32.57 1.38 0.63
Bandwidth (HDX) Mbps 61.9 67.30 65.1
FSO underutilization % 0 0.69 3.88

WLAN port for example, the Ethernet frames were now directed over the desired link.
The re-configuration was done with a single command. Again, bandwidth and LLT were
evaluated. As it can be seen in Table 4.2, half duplex bandwidth in VLAN implementation
was increased in both WLAN and Fibre case compared to the MUX design. UDP datagram
loss could be neglected. Table 4.3 reveals that LLT was much lower for all scenarios tested
compared to the MUX design. Yet, since the switch of the Linksys WRT54GL uses a
store-and-forward algorithm, a few packets are transmitted over the in-active link after
VLAN re-configuration. If now such a re-configuration is done during a total link loss,
these packets stored in the internal memory of the switch cannot be properly forwarded,
resulting in a slightly higher LLT. The determination of this actual time is within the scope
of future work, however. Despite this fact, VLAN switching definitely outperforms MUX
switching, so the final measurement scenario will most likely use this mechanism.

4.2.2 Simulations and Validation

All Matlab simulations performed are based in a set of measurements from [38] at the
Technical University of Graz. The campaign was started on September 29th 2005 and
ended on March 1st 2006. The optical link was built up over a distance of 79.8 m between
two buildings of the campus. 14 fog events were recorded during that time, among them
the one used for simulations . Since the MultiLink 155/2 system allows for a per-second
measurement, but only for a per-minute recording of the ORSS, a disrete ORSS signal
was derived from the continuous one recorded by the above mentioned measurement cam-
paign.

The data used for this set of information was recorded during a fog event on October 25th,
2005, between 03:00 and 11:00, as seen in Figure 4.19. During this event, FSO avail-
ability was reduced to 67.43%. This particular event was chosen instead of a long term
period, since longer periods lack of a significant number of threshold crossings relative to
the observation interval. That is, the FSO link may be available for weeks, succeeded by
a day-long period of total link loss. On average, fog events like the one considered here,
contribute little to a whole-year average. Considering these fog events separately helps to
distinguish the advantages and disadvantages of different switch-over methods. Further-
more, extrapolating the measurement results to longer periods of time makes carrier class
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Figure 4.19: Comparison of discrete and continuous ORSS values [66].

Figure 4.20: Average Unavailability from Oct. 2000 to Sep. 2001 [62].

availability of 99.999% achievable. For example, by looking at Table 4.4 one can verify
that by taking the overall measurement campaign into account, the proposed methods can
easiliy increase the availability to values exceeding 99.9%. Figure 4.20 on the other hand
shows that the measurements were recorded during times of maximum FSO link failures.
Therefore, an extension of these measurements to an all year average, assuming little FSO
loss during the summer months would lead to an availability of 99.996%. To even further
increase availability to carrier class, one would have to optimize the proposed algorithms
with data from more than one single fog event. This, however, is within the scope of future
work. For the simulations, an arbitrary receiver sensitivity of -22 dBm was assumed. This
choice can be justified by the multitude of FSO equipment available, which in turn bears a
variety of different transmitters and receivers, let alone link distances. Setting the receiver
sensitivity to a particular value can therefore be done without loss of generality. In fact, the
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choice of -22 dBm was governed by the reason that this value was crossed by the ORSS a
certain number of times.

According to Table 4.3, LLT was set to 3 s to allow either of the discussed multiplexing de-
vices and include an additional margin for eventually slow link establishment. The WLAN
link was assumed to be available all the time, an assumption which can be justified by the
fact that WLAN will only be used during fog events and that these events have little influ-
ence on the wavelengths used by WLAN. For bandwidth simulations FSO bandwidth was
set to 91.9 Mbps and WLAN bandwidth to 18.8 Mbps according to Table 4.2. All meth-
ods employing a power hysteresis had an upper threshold exactly 1 dBm or 1 unit above
the receiver sensitivity for the continuous or discrete case, respectively. Performance was
tested by changing the value of the lower threshold only, while keeping the width of the
hysteresis constant.

Pure threshold comparison (TC) yields an increase in availability to 98.62% while achiev-
ing best bandwidth performance for both continuous and discrete ORSS measurements.
Since the focus of this work is put on availability, the following methods were optimized
with that regard.
As one can imagine, finding the optimum switching methods together with its parameters
means finding an acceptable trade-off between average bandwidth and availability. If the
assumption would hold that the WLAN is available without interruption, transmitting on
this link only would definitely ensure 100% availability. Yet, even if this assumption is
justified by the fact that the WLAN link is only little affected by fog, the bandwidth is pro-
hibitively low for that one. Pure threshold comparison (TC), as it was already mentioned,
could provide an increase in performance in terms of availability and average bandwidth
(see Table 4.4). Unfortunately, as Figure 4.21 shows, to increase the reliability of the
overall link, pure TC cannot be used because of fluctuations causing too many switching
operations. Table 4.4 compares the pure FSO solution to hybrid systems with different
switch-over algorithms: TC and a combined power and time hysteresis (PT). Latter one
will prove to perform best in terms of availability. The remainder of this section is devoted
to a more complete evaluation of simulation results. An even more complete discussion of
this topic can be found in [67].

4.3 Third version proposed Switch-Over algorithm: Filtering and
time hysteresis approach

The main purpose of the switch-over algorithm is to cope with fluctuation noise. There are
physical methods to reduce this noise, e.g. by using multi-link systems, wide apertures or
saturated amplifiers [4]. Yet, long-distance links still suffer from fluctuation, and therefore
switch-over methods have to be designed according to that. Pure threshold comparison
(TC) would result in too many switching operations, which in turn decreases bandwidth
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Figure 4.21: Bandwidth for different switch-over methods [66]

and availability by the occurring LLTs. Filtering and hysteresis would be possibilities to
overcome fluctuation noise, to name only a few. It is the purpose of this section to introduce
a few of these methods.

Finally, the designer has to take into account that changes in the average ORSS values as
well as fluctuations strongly depend on the diurnal and seasonal time as well as on the ge-
ographic location. Thus, not only different devices but also different locations, sometimes
even different seasons require separately designed algorithms.

4.3.1 Power Hysteresis (PH) and Time Hysteresis (TH)

Making use of a power hysteresis is a well-established method in wide fields of electron-
ics, communications and signal processing and will be covered only briefly. Making use of
PH has the purpose of getting hold of the unwanted variations of the ORSS by preventing
to many switch-over operations. The design of the hysteresis is therefore strongly depen-
dent on the amount of variations. Furthermore, since availability is the major concern of
the proposed system, the lower threshold has to be set accordingly. At the least, the lower
threshold has to be set to the receiver sensitivity; however, setting it to higher ORSS values
leads to an increase in availability.
TH is another method which operates directly on the ORSS values but still prevents perfor-
mance decrease due to numerous switch-over operations. Unlike PH, only one threshold
is defined at a value higher than the receiver sensitivity. After crossing this threshold, the
incoming ORSS values are evaluated for a certain wait period T . Only if they do not cross
the threshold again in this given time (i.e. stays below or above), a swich-over operation
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is performed. In order to optimize the design with respect to availability, this wait pe-
riod is only employed for switching to the FSO link which is vulnerable to fog events and
may loose its connectivity from time to time. Switching in the opposite direction is done
immediately.

4.3.2 Filtering

Methods subsumed under filtering are performed directly on the ORSS values. Varia-
tions in these values are smoothed, so that simple threshold crossing algorithms can be
employed. The threshold may be identical or greater than the receiver sensitivity - the
latter choice providing higher availability values. Filters of different orders N and types
can be considered; among them moving average (MA), triangular (TR) and exponentially
weighted moving average (EWMA) filtering. Their impulse responses can be character-
ized as follows, each one for n = 0..N−1:

hMA[n] =
1
N

(4.1)

hT R[n] =
1− n

N

∑n hT R[n]
(4.2)

hEWMA[n] =
e
−n ln10

N

∑n hEWMA[n]
, (4.3)

where for EWMA the filter coefficient is defined by the order so that the last value is less
than 10% of the first value. Filters have to be designed carefully in order to smooth the
signal, but still allow for reacting timely on critical changes in the ORSS. As it can be seen
in Figure 4.22, all filters applied to the ORSS signal provide smoothing of the unwanted
variations. In terms of smoothing MA performs best; on the other hand, this filter lacks
of the capability to react timely on critical changes in the ORSS. Especially higher filter
orders suffer from that problem. TR and EWMA filters perform similar, since both of them
fulfill the fading condition. Their smoothing capabilities are small compared to MA, but
in turn allow for fast reactions on link loss. A trade-off has to be found, which filter type
and filter order to take.

4.3.3 Combined Methods

Applying two or more of the methods mentioned above was a possibility which had to be
evaluated as well. It might be interesting, for example, if the simultaneous employment
of TH and PH yields any improvement on availability. Similarly, it might be the case that
filtering beforehand improves the performance of hysteresis techniques.
Looking at Figure 4.23 one can easily see that PH is a powerful tool for increasing avail-
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Figure 4.22: Comparison of filter properties [67].

Figure 4.23: Availability for PH and filtered PH [67].

Figure 4.24: FSO underutilization for PH and filtered PH [67].
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Figure 4.25: Availability for TH and filtered TH [67].

ability. Especially, if the lower threshold is reasonably larger than the receiver sensitivity,
availabilities of 99.9% could be achieved. Even more so, if the signal was smoothed by
MA filtering beforehand. Unfortunately, Figure 4.24 reveals that for these thresholds FSO
underutilization is prohibitively large, which in turn leads to a decrease in performance in
terms of average bandwidth. The introduced constraint therefore limits the lower threshold
to values below -21.7 dBm. For these thresholds, on the other hand, MA filtering seems
to reduce the overall availability. Moreover, higher filter orders even lead to worse avail-
ability values. This is due to the fact that both MA and PH are designed to mitigate the
variations in the ORSS - combining these methods, on the other hand, only increases the
time to react on changes of the link quality. As a result availability is decreased. Other
filter types, like TR or EWMA perform better than MA, because these filters allow for
faster reaction because of their forgetting factor. Still, pure PH cannot be outperformed by
filtering beforehand.

4.3.4 Results by using Time Hysteresis

Figure 4.25 reveals that applying a temporal hysteresis cannot outperform PH in terms of
availability. The threshold is set to the receiver sensitivity, and one may suggest that by
setting the threshold to higher values (like it is done in PH) availability could be increased.
Alas, this does not hold. Increasing the threshold to higher ORSS values only increases
FSO underutilization (see Table 4.5). Still, PH provides a more reliable link. This also
applies for MA-filtered TH, for the same reason as already mentioned above. TH and MA
both cope with varying ORSS, a combination of these methods fails to react on decreasing
link quality in a timely manner. Again, with increasing filter order availability values
worsen, this time even more drastically. Although TR and EWMA filters perform better,
pure TH still delivers best results. The advantage of TH can be seen from Figure 4.26,
where one can see that the average bandwidth is relatively high. This is caused by a very
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Figure 4.26: Average bandwidth for TH and filtered TH [67].

Figure 4.27: Availability for different filter types and orders [67].

small FSO underutilization, which indeed stays below 6% over all possible wait periods.
Pure TH, compared to filtered TH, suffers from a higher dependency between wait period
and bandwidth. In fact, for longer wait periods filtered TH provides higher bandwidhts as
pure TH. Yet, this does not justify filtering because of availability concerns.

4.3.5 Results by using Filtering

Figure 4.27 shows that performance in terms of availability is increased by increasing the
threshold, which is easy to comprehend. Interesting, though, might be the fact that higher
orders perform better than lower ones, as long as the threshold is set to values high enough.
Additionally, even more interesing is that for high orders MA performs worst, while its
performance is best for lower orders. This can be explained easily by taking the fading
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Figure 4.28: FSO underutilization for different filter types and orders [67].

properties of EWMA into account. High order EWMA filters perform smoothing, but also
allow timely reaction on critical changes in the ORSS. Lower orders of EWMA or TR lack
from these smoothing characteristics, therefore variations in the ORSS stay harmful. Low
order MA copes better with these variations than TR or EWMA of the same order (see
Figure 4.22). A look at Figure 4.28 on the other hand reveals that the increase in threshold
compared to the receiver sensitivity is limited due to the FSO underutilization constraint.
The threshold has to be below -21.2 dBm in order to keep underutilization below 10%.
Another intersting point is illustrated in Table 4.5, where one can see that for both EWMA
and TR higher filter orders not only perform better in terms of availability, but also in terms
of bandwidth. This astonishes even more by taking into account that also the FSO under-
utilization is increased for higher orders. The reason for this can be found by looking at the
relatively small guard band between receiver sensitivity and threshold. By switching over
to WLAN too late, link loss is not only introduced by the switching operation itself, but
also by FSO unavailability. Thus, by more efficient smoothing availability and bandwidth
values can be improved, even if FSO underutilization is also increased.

4.3.6 Results by using Combined Methods

Since the previous sections revealed that a combination of filtering with whatsoever type
and order with either TH or PH yields no improvement, the last thing to discuss is a com-
bination of time and power hysteresis (PT). For this, we can also try to find out if filtering
is sensible here. Again, the lower threshold was set to receiver sensitivity, whereas the
higher threshold was 1 dBm higher. As Figure 4.29 shows, reasonable performance can
be achieved by combining these two methods, as long as no filtering is involved. Unfor-
tunately, simulation results show that the wait period is limited to less than 40 s, because
for longer periods FSO underutilization is prohibitively large (Figure 4.30). It is interest-
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Figure 4.29: Availability for PT and filtered PT [67].

Figure 4.30: FSO underutilization for PT and filtered PT [67].

ing, though, that with increasing filter orders not only the availability is reduced, but also
the average bandwidth decreases due to higher FSO underutilization. This can again be
related to the fact, that both PH and TH already cope with variations in the ORSS, and
applying filtering therefore is useless. Again, EWMA and TR perform better than MA, but
still pure PT cannot be outperformed. By increasing the lower threshold to values above
the receiver sensitivity, availability can be improved significantly. Yet, this method is not
available because of its high FSO underutilization ( Table 4.5). As the same table shows,
best performance can be achieved with this method even for relatively short wait periods
of 10 s.
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Table 4.5: Comparison of different switch-over methods [67].
Method LT UT T N Avail. BW Under.

dBm dBm s - % Mbps %
TC -22 -22 - - 98.62 67.30 ≈ 0
PH -21.7 -20.7 - - 99.69 60.65 9.93
TH -22 -22 10 - 99.28 63.53 1.58

-22 -22 60 - 99.68 63.63 5.82
-22 -21 10 - 99.38 58.34 12.87

MA -21.2 -21.2 - 10 99.25 60.60 9.66
MA -21.2 -21.2 - 60 99.46 60.57 9.98
TR -21.2 -21.2 - 10 99.15 60.56 9.65
TR -21.2 -21.2 - 60 99.59 60.69 9.84
EWMA -21.2 -21.2 - 10 99.18 60.59 9.64
EWMA -21.2 -21.2 - 60 99.56 60.68 9.82
PT -22 -21 10 - 99.77 62.58 7.35

-22 -21 40 - 99.83 60.97 9.61
-21 -20 10 - 99.83 55.66 16.87

4.4 Fourth version proposed switching algorithm: Load balancing
approach

The redundant link usage of mmW along with FSO increases the availability up to 99.92%.
However, the available bandwidth of mmW link was wasted redundantly during the opera-
tional time of main FSO link. Keeping in view these considerations, a bandwidth efficient
switch-over has been proposed that will efficiently utilize the overall bandwidth of the hy-
brid system. The implementation strategy of the proposed switch-over is explained below.
In default mode, FSO system is operational and mmW link can be used for sending addi-
tional data, hence the total bandwidth of the system is increased. The signal level at the
receiver should be monitored for a certain threshold. When the FSO link received signal
level falls below this threshold, the system should switch-over from FSO to mmW. Under
this condition of switch-over, mmW sends the data whereas FSO transmit the test data so
that receiver can monitor the FSO link for its recovery. The FSO received signal strength is
continuously monitored and compared until it exceeds a certain higher threshold as an in-
dication of its recovery so that there should be a return to load sharing on two independent
data streams. In this way, system remains available all the time despite the degradation in
FSO link under severe fog conditions. The same strategy is employed in case of mmW
link failure by monitoring test mmW received signal strength against a higher threshold
to avoid rapid back and forth switching. When both links are down, it sends test data on
both links in order to detect the recovery of any of these links. The threshold for switch-
ing should be adjusted so that it should initiate and complete switching process before
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the actual FSO or mmW link failure. The packets received should be acknowledged and
when the receiver detects corrupted packets or low threshold level, it sends this informa-
tion to the transmitter on both links. When the transmitter detects any link failure either by
detecting threshold or retransmission request, it sends the packet next to the last acknowl-
edged packet by the receiver on operational link and test data on the failed link. As the
link between two communicating devices is the same, the threshold detection is expected
simultaneously on both sides. In addition to threshold detection, retransmission request by
the receiver on the basis of exceeding a certain acceptable BER is the second check for a
link failure. The test data is used for monitoring the recovery of the failed link. Once both
links regains their operational status, both sides perform handshaking for the link status
information transfer and acknowledgement of last packet received by the active link and
then both links start load sharing. Figure 4.31 and Figure 4.32 present logical block dia-
gram and physical overview of the proposed Switch-over between FSO and mmW links
respectively.

Figure 4.31: Channel selection by load balancing Switch over [65].
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Figure 4.32: Physical view of load balancing Switch over [65].

4.4.1 The principles of Load sharing

The proposed switch-over greatly enhances the bandwidth utilization by employing the
idea of load sharing during the time when both links are operational, which amounts to
be more than 90% of the total measured time, This reduces the bandwidth wastage from
100% to less than 10% of the total measured time.
The availability data used for analysis was for FSO and mmW systems. The properties of
two systems used for the experiment are presented in Table 4.6.
The following results were presented in [65]. Keeping in view the availability data mea-

Table 4.6: Properties of FSO, mmW Hybrid System [65].

System FSO mmW

Tx Wavelength 850 nm 40 GHz

Tx Technology VSCEL Semiconductor
Amplifier

Tx Power 2mW(+3dBm) EIRP 16 dBW

Tx Aperture Diameter 4x25mm Convex lens Antenna gain
25 dB

Beam divergence 2.5 mrad 10 degree

Rx Technology Si-APD Semiconductor
LNA

Rx acceptance angle 2 mrad 10 degree

Rx aperture 4x25mm Convex lens -

Rx sensitivity -41 dBm Noise figure 6
dB

Specific Margin 7 dB/km 2.6 dB/km
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sured during 2001-2003 for the hybrid system consisting of FSO and mmW links, avail-
ability of the two channels is simulated with and without switch-over. This availability
data consists of a ping test such that each time two ping tests were performed to measure
the availability of each link. Whenever less than 2 ping acknowledgements for any link
were detected, it is assumed for the simulation that switch over will detect a threshold for
switching. The principle utilized for a simulation of the proposed switch-over behaviour is
mentioned in Figure 4.31 . Results for the whole year as calculated by simulation routines
for switch-over are displayed in Figures 4.33, 4.34 and 4.35. Figure 4.33 shows compar-
ison of average availability by combined redundant links and simulated availability with
switch over for all months of the year. Figure4.34 shows comparison of mmW usage with-
out Switch-over and simulated mmW usage with Switch-over for all the month of the year.
Figure 4.35 shows comparison of average mmW usage without switch over and simulated
mmW usage with switch over for the whole year.

Figure 4.33: All months availability comparison with and without load balancing [65].

Figure 4.34: All months mmW usage comparison with and without load balancing [65].

It can be seen by the graph presented in Figure 4.33 that irrespective of different weather
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Figure 4.35: Whole year mmW usage comparison with and without load balancing [65].

conditions during the whole year switch-over tries to maintain the availability achieved by
using redundant links. Besides maintaining the availability of the link, switch-over avoids
unnecessary redundant usage of back up link. In the following graphs presented in Fig-
ures 4.34 and 4.35, mmW usage has been simulated for the exaggerated worst condition of
FSO link failure and recovery on alternate instants. These results also show the significant
difference between mmW usage with and without switch-over. It saves redundant trans-
mission of mmW bandwidth which can be used to transmit useful additional data by load
sharing.
In these simulations, switch-over is assumed to be fast enough to perform switching on the
basis of threshold detection before the actual ping failure is received by any link. Finally,
the availability reduction due to delay in switch-over is simulated and results are presented
in Figure 4.36. In the simulation presented in Figure 4.36, a unit time is taken as the time
delay between a transmission and acknowledgements of the ping. Simulation results show
that if switch-over delay is very small, such that threshold detection and switch-over pro-
cesses take place before the actual ping failure is detected; then switch-over maintains the
availability achieved by continuous redundant link. The availability simulations with and
without switch-over are based on the assumption that switch-over is fast enough to perform
switching on the basis of threshold detection before the actual ping failure occurs.

The throughput improvement with this technique was presented in [82]. Based on the
whole year measurement, it has been found by simulation that switch-over uses nearly
88% of the time for sending data on both links thus increasing the bandwidth utilization.
The switch-over sends data, 2% of the time only on FSO and approximately 8% of the
time only on mmW link. In comparison to this approach, redundant data approach sends
same data at both links for the whole time. Moreover it requires high data rate FSO link to
decrease to slow mmW data rate for synchronization.
Figure 4.37 shows the impact of switch-over for improving throughput. Ordinate shows
the percentage of total time operation. It can be seen that combined data rate of both links
can be obtained for 88% of total operational time with switch over. It also shows for com-
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Figure 4.36: Availability reduction due to delay in switch over process [65].

parison that without switch-over, the maximum throughput will be the throughput of low
throughput link for whole of the time.

In Figure 4.38, performance of switch-over is simulated for different throughput ratio

Figure 4.37: Comparison of two links usage with and without switch-over [82].

of FSO and mmW link. Thus a ratio of 1 means that the throughput of FSO and mmW
are equal and a ratio of 10 indicates that throughput of FSO is 10 times the throughput of
mmW link.Figure 4.38 shows that the performance of switch over increases significantly
with the increases in difference of throughputs of two links. If there is a huge difference
between, the throughputs of two links, switch-over exhibits many folds efficient bandwidth
utilisation. Even if both systems have same throughput, throughput of the hybrid network
with switch-over is 88% better than the throughput without switch-over. It was concluded
that by selecting both links for information transfer, it avoids wastage of redundant trans-
mission bandwidth of mmW channel when FSO link is available. The simulation shows
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that if both links provide same throughput, the throughput of hybrid network with switch-
over is 88% more than the throughput without switch-over. If the throughput of FSO is 10
times the throughput of mmW link, switch-over makes the throughput more than 10 times
the throughput of hybrid network without switch-over.
Then switch over implementation prototype for load balancing of FSO and WLAN was

Figure 4.38: Comparison of throughput with and without switch-over [82].

presented in [69]. Essentially three cases have to be considered i.e. both, one or none of
the links are operational. This leads to different strategies for each of the cases except the
total failure where every system has difficulties. The second case, that only one of the
links is available, implies a switch to the appropriate link or a redundant transmission on
both channels. For the first case, that both are operational, it seems likely to use a load-
balancing scheme for an utilisation of the complete available bandwidth. Thus the data is
split into two independent data streams that are sent on two channels. This scenario im-
proves the bandwidth utilisation of both links and back up link is not wasted for redundant
transmission when the other link is operational.
For a load-balancing system a common problem arises by the fact that the receiving side
gets packets out of order. There are two possibilities to avoid this impact on bandwidth
with the use of TCP. One possibility is to use a UDP-based or UDP-tunneling protocol for
connection-based purposes like Stream control transmission protocol (SCTP). The other
option is the setting of the reordering threshold accordingly but it provides only a small
improvement either due to management overhead or increased retransmission. Nonethe-
less this option is chosen because of the relatively good reordering algorithm of the Linux
TCP/IP stack and the opportunity of a transparent communication channel regarding Eth-
ernet traffic.
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4.4.2 Hardware Setup

The whole system is built up according to Figure 4.39. The first requirement for a dynami-
cally adapting load-balancing is the measurement of the link quality indicating values. This
determines the ratio of usage for the two links which has to be easily adjustable. The link
quality of the FSO system can be monitored through access of the Optical Management
Interface (OMI). In addition to data channel fiber, there is provision of another fiber that
can access OMI. It poses the requirement of another special media converter for the OMI
fiber that converts from optical signal to RS232 standard output. Regarding the WLAN the
SNR or RSSI as indicator for the link quality can be used. This leads to a WLAN device
which provides a driver where the signal quality parameters can be easily accessed like
Atheros based chipsets. The chosen WLAN device is an Ubiquiti XR5 miniPCI card.
The time to determine the signal levels of the connected devices is mainly dependent on

Figure 4.39: Physical arrangement of the system References [69].

the time required till the measured physical condition will be transmitted and received.
For the WLAN interface it is a relatively small amount of time because of the direct access
to the driver module and the possible measurement for every received beacon. From the
GOC Multilink 155 the link quality can be queried at least every 700ms.
Additionally the FSO system data interface has to be connected to the load-balancing sys-
tem. To accomplish this one media converter is needed for each FSO system. The con-
verted interface is then connected to one of the Ethernet ports of the system.
The whole scenario shows rather high demands for fast decisions, short packet routing
times and good programming capabilities. Thus the decision for an embedded PC seems
very likely. Therefore two PC Engines Alix 2C3 Boards were chosen which incorporate an
AMD Geode (500MHz) CPU, 256 MB RAM, a VIA VT6105M Ethernet with 3 Ethernet
ports, two USB 2.0 ports, a serial port (RS232) and a miniPCI slot. This provides a suffi-
cient amount of computing power and enough interfacing capabilities while having a small
and power-efficient system. As it is convenient for the kernel messages to keep a working
system console on the serial port the RS232 output from the FSO system is converted from
RS232 standard to USB standard and connected to one of the USB ports of the system
board.
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4.4.3 Software Setup

The current choice of equipment makes it quite likely to use an embedded Linux distri-
bution as operating system to have a stable and extensible platform. The provided source
code helps to do extensions to the internal network data processing rather easy. In the ac-
tual installation the Atheros driver (WLAN) has to be included as well and a software tool
would be used to monitor and set the parameters for load balancing. The time to take an
appropriate decision depends on the load of the system which is influenced by multitasking
and the efficiency of the implementation. For a rather simple algorithm and an efficient
(CPU) load-balancing a decision time of 0.3 s to 0.5 s seems reasonable.
Furthermore this software tool has to change the load-balancing parameters. Hence these
should be easily accessible from user space to have an easy programming interface while
still providing the setting to occur in less than 1.5s.
Different approaches can be used to perform load balancing between FSO and wireless
LAN. In layer 2 approach, load-balancing problem gets solved on the data link layer and
is by definition transparent to the upper layers including the network layer. To accomplish
the task with Linux a so-called "bonding device" is needed. This bonding device can use a
variety of modes including a round-robin mode which uses each of the bonded interfaces
equally on a by-frame basis. The module source has therefore to be extended to use the
module with the unequal links.
Another approach is to use the traffic control framework under Linux. Linux uses inde-
pendent queuing disciplines (qdisc) for every accessible interface. These qdiscs are getting
filled with actual data to be transmitted and are getting emptied by the device driver for the
specific interface. Therefore a qdisc has full control over the data being sent. In effect this
technique gives a high efficiency which is mainly dependent on the scheduling algorithm.
Anyway a physical failure or any other decrease in bandwidth can not be detected by the
qdisc itself.
These qdiscs can also be used for data distribution among several interfaces like the True
or Trivial Link Equalizer (TEQL) which is an already working and efficient implementa-
tion of this concept. In contrast to the mentioned goal TEQL is doing an "equalization" of
all attached interfaces which means that each interface gets the same amount of data. An
efficient alternative would be the alteration of this module to have a weighted distribution
over the interfaces which is adjustable at runtime. A good choice for the used algorithm
seems to be a deficit weighted round-robin scheduling because of the fast operation.
These qdiscs can also be used for data distribution among several interfaces like the True
or Trivial Link Equalizer (TEQL) which is an already working and efficient implementa-
tion of this concept. In contrast to the mentioned goal TEQL is doing an "equalization" of
all attached interfaces which means that each interface gets the same amount of data. An
efficient alternative would be the alteration of this module to have a weighted distribution
over the interfaces which is adjustable at runtime. A good choice for the used algorithm
seems to be a deficit weighted round-robin scheduling because of the fast operation.
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Another way to do a load distribution is the definition of a multi-path route with different
weights for the specific links/routes to the same destination. The weight factor influences
the ratio of distribution on these different routes. Nonetheless it was not possible to get an
acceptable result with this technique and the distribution was not working on a per-packet
basis because of route caching for a point to point link prevents a weighted distribution.
An already working implementation and a straight-forward setup look advantageous.
Additionally to the load-balancing mechanism also a "bridging interface" (Linux module
"bridge") is needed to establish a transparent connection between the outside networks on
both ends and the bonded interfaces. Those bridging interfaces are only limited in through-
put by the processing speed of the CPU. If there is no CPU limitation they are achieving a
performance which is nearly equivalent to a commonly available switch. The advantages
of this approach are that it is transparent to Ethernet traffic and nearly immediate reacts to
a link failure.
Thus the chosen operating system is Voyage Linux v0.5.2 (Kernel 2.6.23) distribution
which is lightweight and easily extensible. A good load-balancing implementation will be
a modified version of the bonding device because of its widespread use and long develop-
ment time. The modification includes a deficit weighted round-robin (DWRR) scheduler
which requires only constant computing time to process a packet and does a fair distribu-
tion regarding the throughput.

4.4.4 Test results and measurements

A few tests were performed to verify the performance of different techniques. The testing
scenario is built up to compare different load-sharing mechanisms which are already avail-
able in the Linux kernel. As the goal is only the possibility of an efficient operation, the
achievable bandwidth holds as an appropriate indicator. The concrete behavior is figured
out by different bandwidth test tools. For this scenario a bad interoperability gets mini-
mized by using two equivalent systems with the same Fast Ethernet chip sets.
Therefore the scenario consists of two interconnected system boards as indicated in Fig-

Figure 4.40: Schematic test setup [69].

ure 4.40. Two crossover cables are connecting the two boards such that each board has two
used Ethernet ports.
The components used to test are two Alix 2C3 Boards, AMD Geode (500MHz) CPU,
256 MB RAM, VIA VT6105M Ethernet, two crossover Ethernet cables and Ubiquiti XR5
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WLAN. The operating system is Voyage Linux v0.5.2 (Kernel 2.6.23). The used band-
width test software is iperf version 2.0.2 (03 May 2005) pthreads and NPtcp (NetPipe)
version 3.6.2.
As a first test the simplest solution gets tested: The operation of the two links is completely
independent and no load-sharing at all is done. For completeness there are also the test re-
sults for the WLAN link included. As setup the links are just getting IP addresses for a
point-to-point link.
During this test a simple round-robin scheduling for each frame is used so that every fol-
lowing packet gets transmitted over the next connection. Two separate tests were per-
formed with a bridging or bonding of the two connections on the receiving side.
It can be seen in Figure 4.41, Table 4.7 and Figure 4.42 that the combined speed of the
separate interfaces can nearly be reached with the chosen equipment. Anyway the already
mentioned problem of out-of-order packets persists but it can be seen as well that the cho-
sen software configuration can cope with this impact as the TCP tests show.

The results were presented in [69]. The data measured in 2002- 2003 for hybrid system

Table 4.7: Bandwidth results tested with Iperf [69].

TCP Mbps UDP Mbps Out of order
packets

Separate IF1 94.2 95.6 1

Separate IF2 94.3 95.6 1

WLAN 32.1) 37.5 1

WLAN Turbo 55.5 70.7 1

Bond-Bridge 187 190 38322

Bond-Bond 187 190 30322

TEQL 185 191 136492

consisting of FSO and mmW was used for simulation of the behaviour of load balanc-
ing switch-over. The measured ping test availability data is such that two pings for each
link were used. Whenever less than 2 ping acknowledgements for any link were detected,
switch over will detect a threshold through RS232 interface. The availability data was
taken by two pings every minute. If the previous measurement detects a threshold, the
maximum estimated delay a switch over takes to switch from load balancing on both links
to only one link is less than 3 seconds. This delay time shows that switch over takes place
much before next ping acknowledgements if threshold condition has been detected. In one
simulation, load balancing switch over behaviour has been simulated for a fog event. As
the maximum measured time for resumption of communication after switching from load
balancing situation to only one link was measured as 2 seconds, this 2 seconds time has
been considered as switch over delay in the simulations.



86 4 Proposed switch over algorithms and their performance analysis

Figure 4.41: Bandwidth over different packet sizes (NPtcp) [69].

Figure 4.42: Aggregated bandwidth over different packet sizes (NPtcp) [69].

Simulations show that if switch-over delay is 3 seconds, switch-over process takes place
much before the actual ping failure was detected. Consequently switch over maintains the
availability achieved by continuous redundant link.
The load balancing switch over performance is also simulated to compare the usage of
two links with and without switch over as shown in Figure 4.43. In these simulations it is
assumed that WLAN will not suffer the unavailability as measured for MMW as weather
effects below 10 GHz are negligible. It can be noticed that load balancing switch over can
optimize the hybrid network with combined throughput of both links for more than 90%
of the time.
More precise performance of switch over can be analysed by simulating its behaviour for

a fog event. The optical received power was measured for this event on 31.01.06 for 80m
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Figure 4.43: Comparison of two links usage with and without switch over [69]

link. Figure 4.44 shows the received optical power measured at different minutes of the
day. In this event optical power attenuates below -35 dBm. The FSO receiver sensitivity
is -41 dBm. The received optical power of -35 dBm is taken as threshold for switching to
WLAN link in the simulation. For hysteresis, -34 dBm is taken as threshold for switching
back to FSO link. The measured switch over delay of 2 seconds is taken as the time re-
quired to complete the switching from one link to other.
Figure 4.45 shows the switch over behaviour for this fog event. Switch value 1 indicates

Figure 4.44: Received optical power measured at different minutes of the day [69].

switch to combined throughput load balancing mode whereas switch value 0 indicates
switch over to WLAN link only.
It was concluded that the limiting factor causing reduced availability for FSO is weather
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Figure 4.45: Switch over behaviour for fog event at time resolution of one minute [69].

attenuation. A back up link like unlicensed IEEE 802.11a has the potential of withstand-
ing weather effects specially fog. Due to unlicensed nature, it can suffer interference by
nearby users. However, the directional antenna can reduce this impact. This can improve
the overall availability of hybrid network. The prototype of load balancing switch over
is developed for hybrid wireless network. The performance of prototype has been eval-
uated by Laboratory tests and analysed by simulating for more than one year measured
data. The simulation shows that switch over provides combined throughput of two links
for more than 90% of the time while maintaining the availability measured by redundant
transmission on both links. The fog event simulation also shows that switch over can adopt
to the real world fog event. However, the key to the success of switch-over is to reduce
switch over delay that must avoid any link availability loss.



5 IMPLEMENTATION AND APPLICATIONS

The comparison of different algorithms showed that load balancing approach can provide
higher throughput than other approaches. The load balancing approach was considered
for implementation.The current switch over techniques rely on the current received signal
[52, 105, 31, 30, 15, 47, 32, 8, 96, 80, 45]. It has been analyzed that by this technique,
switch over from one link to other may produce link loss time of a second [66]. However,
the prior estimation of received signal strength can improve the performance of switching
between two links by avoiding this link loss. The prior estimation based on LMS algo-
rithms has been analysed.
The applications of hybrid FS/RF networks like data traffic over hybrid network, applica-
tion in wireless sensor network are analysed. The future application in satellite and HAPS
is also discussed.

5.1 Implementation

The foremost requirement for a dynamically adapting load-balancing is the measurement
of the link quality indicating values. This determines the ratio of usage for the two links
which has to be easily adjustable.

5.1.1 Hardware Setup

The whole system was built up according to Figure 4.39 as discussed in chapter 4.The link
quality of the FSO system can be monitored through access of the Optical Management
Interface (OMI). In addition to data channel fiber, there is provision of another fiber that
can access OMI. It poses the requirement of another special media converter for the OMI
fiber that converts from optical signal to RS232 standard output. Regarding the WLAN the
SNR or RSSI as indicator for the link quality can be used. This leads to a WLAN device
which provides a driver where the signal quality parameters can be easily accessed like
Atheros based chipsets. The chosen WLAN device is an Ubiquiti XR5 miniPCI card.
The time to determine the signal levels of the connected devices is mainly dependent on
the time required till the measured physical condition will be transmitted and received.
For the WLAN interface it is a relatively small amount of time because of the direct access
to the driver module and the possible measurement for every received beacon. From the
GOC Multilink 155 the link quality can be queried at least every 700ms.

89



90 5 Implementation and applications

Additionally the FSO system data interface has to be connected to the load-balancing sys-
tem. To accomplish this one media converter is needed for each FSO system. The con-
verted interface is then connected to one of the Ethernet ports of the system.
The whole scenario shows rather high demands for fast decisions, short packet routing
times and good programming capabilities. Thus the decision for an embedded PC seems
very likely. Therefore two PC Engines Alix 2C3 Boards were chosen which incorporate an
AMD Geode (500MHz) CPU, 256 MB RAM, a VIA VT6105M Ethernet with 3 Ethernet
ports, two USB 2.0 ports, a serial port (RS232) and a miniPCI slot. This provides a suffi-
cient amount of computing power and enough interfacing capabilities while having a small
and power-efficient system. As it is convenient for the kernel messages to keep a working
system console on the serial port the RS232 output from the FSO system is converted from
RS232 standard to USB standard and connected to one of the USB ports of the system
board.
Additionally a DFC77 receiver was attached to one of the devices to provide an accurate
time source for the whole setup.
The Alix 2C3 boards were attached inside a box that is originally designed for electrical
outdoor wiring. Additionally a plastic front and back plane was constructed to prevent
accidental touching or contact to other devices located in the same case as shown in Figure
5.1 and Figure 5.2.

The actual distribution is done by kernel module. This kernel decides for each packet,

Figure 5.1: Alix board with open front plane.

which path it will take. For the efficient implementation, several issues have to be taken
into account.
The load balancing has to be dynamically adjustable during the operation so that ratio of
load balancing matches the current link properties. Another point is the switching of the
operation mode. In case of probable failure of one link, the operation mode should change
from load distribution to broadcasting mode where each interface is transmitting the same
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Figure 5.2: Alix board with open front plane.

information. This can greatly improve the availability.

5.1.2 Measurement of WLAN and FSO bandwidths

The GoC system was used to measure the actual bandwidth of FSO system. The FSO
throughput measurements in the range of 10 Mbps to 120 Mbps were considered as valid
measurements. Figure 5.3 shows the results.

The two WLAN systems used for measurement included Alix boards communicating
over a distance of approximately 2.7 km via WLAN IEEE 802.11 compliant devices op-
erating in the 5 GHz range. One of the endpoints were located at Inffeldgasse and other
at Observatorium Lustbuehel. The two WLAN interfaces were configured to act in WDS
mode that allows a transparent communication for layer 2 of OSI model. The measured
throughput values were considered valid if these values lie between 15 Mbps and 50 Mbps.
Figure 5.4 shows the results.
The combined usage of both systems showed the enhancement in bandwidth. The WLAN

system was used in managed mode in combined setup. Figure 5.5 shows the results.
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Figure 5.3: Measured FSO bandwidth.
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Figure 5.4: Measured WLAN bandwidth.

5.2 Forward Prediction of attenuation as a solution to avoid link loss

The tracking of terrestrial optical signal attenuation was analyzed for different weather
conditions of fog, snow and rain [73]. The LMS algorithm has been used for forward pre-
diction of the signal status. The Least Mean Square algorithm was introduced by Widrow
and Hoff in 1959 [103]. It is an adaptive algorithm that uses the estimates of the gradient
vector from the available data. It uses an iterative procedure that makes successive cor-
rections to the weight vector in the direction of the negative of the gradient vector which
eventually leads to the minimum mean square error. The LMS algorithm is most com-
monly used adaptive algorithm because of its simplicity and a reasonable performance.
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Figure 5.5: Measured Combined bandwidth.

Since it is an iterative algorithm it can be used in a highly time-varying signal environ-
ment. Keeping in view this feature of LMS algorithm, it has been used to track the signal
status of FSO link. If y(n) is the output at time instant n, x(n) is input at time instant n,
d(n) is the desired response at time instant n, e(n) is the error at time instant n, µ is the step
size and w(n) is the tap weight vector at time n, the LMS algorithm can be summarized by
the following equations.

y(n) = wh(n)x(n) (5.1)

e(n) = d(n)− y(n) (5.2)

w(n+1) = w(n)+ µx(n)e∗(n) (5.3)

The results are presented for the combination of all the fog events in Figure 5.6. The
tracking is done for future one minute signal value. Mean square error is mean square
value of the difference between actual attenuation and predicted attenuation.
As the Figure 5.6 does not show the time in which MSE has been reduced, the magnified

portion up to 500 seconds has been presented in Figure 5.7. This shows that this algorithm
tracks in 250 seconds to acceptable MSE and the tracking continues successfully up to the
end of measured approximately 35000 seconds. Moreover the one minute predicted value
seems to be quiet sufficient for switching to other link.

Figure 5.8 shows the actual tracking of the signal for one of the fog event. The solid
line is the actual attenuation whereas broken line shows the LMS algorithm tracking. As
indicated by MSE, the algorithm starts tracking the attenuation in relatively less time.
The similar analysis is also performed for snow event of November 2005. The tracking is

done for future one minute value. The results are presented in Figure 5.9. The magnified
view of this tracking is shown in Figure 5.10. It shows that the same algorithm takes more
time to track attenuation as compared to fog attenuation tracking. However once it reaches
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Figure 5.6: The tracking of all fog events [73].

Figure 5.7: The tracking of all fog events up to 500 seconds [73].

the minimum MSE, it continues to track the signal attenuation. This can greatly help in
switch over process.

The actual tracking of signal is presented in Figure 5.11. The solid line is the actual
attenuation whereas broken line shows the LMS algorithm tracking. As indicated by MSE,
the algorithm starts tracking the attenuation in relatively less time.
The tracking of rain event was also performed for the rain event of September 2007. The

results are presented in Figure 5.12.The tracking in Figure 5.12 was performed for future
signal value of one minute. The magnified view of this tracking is presented in Figure
5.13. It can be observed that tracking of rain attenuation is much better than fog and snow.
Figure 5.12 shows that MSE does not approach global minimum in this time. However,
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Figure 5.8: The actual tracking of optical signal attenuation for fog event [73].

Figure 5.9: The tracking of a snow event [73].

the MSE reaches to acceptable limit and switch over process can be performed efficiently.
The actual tracking of signal is presented in Figure 5.14. The solid line is the actual

attenuation whereas broken line shows the LMS algorithm tracking. As indicated by MSE,
the algorithm starts tracking the attenuation in relatively less time.

It was concluded that LMS algorithm reaches acceptable minimum MSE in less time
and starts predicting one minute forward value. Such a one minute forward prediction can
greatly enhance the performance of switch over used to switch between FSO and back
up RF link. The previous study shows that switch over takes some time to switch from
one link to other. This time can be compensated by forward prediction of the attenuated
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Figure 5.10: The tracking of snow event up to 2000 seconds [73].

Figure 5.11: The actual tracking of optical signal attenuation for snow event [73].

signal.

5.3 The comparison of Traffic data and availability data

Connecting different sites of campuses is a popular and widely used application sce-
nario [8, 90]. However, previous studies did not take traffic demands of the different sites
into account. Not only availability has to be maintained, but also bandwidth requirements
have to be considered. Since the availability issue was discussed in the previous sections
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Figure 5.12: The tracking of a rain event [73].

Figure 5.13: The tracking of rain event up to 50 seconds [73].

extensively and since one may state that this problem has been overcome to a certain de-
gree we now want to focus on bandwidth considerations. For this purpose traffic statistics
for the three main campuses of the Technical University of Graz were collected. Further-
more, relying on data from a measurement campaign from December 2000 we compare
these traffic requirements to FSO availability, which almost exclusively determines the
achievable bandwidth. The month of December was chosen because during that month the
FSO availability is lowest, as it can be seen in Figure 4.20 [62]. Moreover, it is obvious
that availability of the FSO link is especially high during the daytime, whereas link failure
is almost exclusively restricted to dusk, dawn and the nighttime. This may stem from the
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Figure 5.14: The actual tracking of optical signal attenuation for rain event [73].

fact that fog and haze, which have proven to be the most harmful conditions for the FSO
link occur at precisely these times of day. At least, one can assume that this holds for the
continental climate of Graz, which furthermore is influenced by the fact, that Graz is at the
bottom of a large valley.

5.3.1 Scenario and Link Description

In Figure 5.15 one can see the location of the main sites of the campus of the Technical Uni-
versity of Graz, which are known as “Alte Technik”, “Neue Technik” and “Inffeldgründe”.
The latter one of these campuses is the newest and most sophisticated one, bearing most of
the offices and computer rooms accessible for students. Therefore, one may assume that
this campus site has the highest traffic requirements.

In addition to that, one can see in Figure 5.15 that the distance between these sites is
smaller than 2 km, even if a direct link between “Alte Technik” and “Inffeldgründe” had
to be established, resulting in a mesh architecture.

The link itself should be built up with equipment already available, that is, using the Mul-
tiLink 155/2 FSO equipment and commercial IEEE 802.11a transceivers with high-gain
grid antennas for the WLAN link. As abovely mentioned, the MultiLink 155/2 is speci-
fied for distances up to 2 km and has proven to work for even larger distances [53]. The
specified distance of the WLAN link is strongly dependend on the antenna gain – in any
case, a distance of less than 2 km should be no problem for either the FSO or the WLAN
eqipment.
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Figure 5.15: Map of the campus of the Technical University of Graz [68].

A more complicated problem arises from the question if the link can be made operational.
That is, the line-of-sight has to be unobstructed for the FSO link, whereas at least the first
Fresnel zone has to be free for the WLAN link. For this study, we assume both require-
ments fulfilled, although there may arise difficulties depending on the actual geographics
of the campus.

5.3.2 Traffic Analysis

The traffic analysis results were presented in [68]. In order to make any comparison be-
tween bandwidth demands and available bandwidth possible, the recorded traffic data for
the whole campus was used. The following pictures were automatically generated by the
Multi-Router-Traffic-Grapher (MRTG), where green bars indicate incoming and blue lines
indicate outgoing traffic. The recordings were done during December 2008, and as an
example December 3rd was chosen. Figure 5.16 shows the overall internet traffic of the
whole university between the December 1st and 3rd 10 am. As it can be seen, the major
amount of traffic is caused between 10 am and 4 pm. Medium traffic occurred from 8
am to 10 am and from 4 pm to 7 pm, respectively. Comparably low traffic was recorded
during the night time, that is between 7 pm and 8 am. Obviously, the major traffic reqúire-
ments coincide with office and lecture hours. Figure 5.17 shows that these considerations
not only hold for one particular day. In fact, every workday shows the same behaviour in
terms of traffic requirements. Lower traffic was recorded on weekends, holidays, naturally.
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Figure 5.16: Internet traffic recorded for 48 hours (5 min average) [68].

Figure 5.17: Internet traffic recorded for 13 days (30 min average) [68].

Furthermore, during the summer and spring breaks, traffic is also reduced a bit, because
internet traffic caused by students is minimal during that time.

Furthermore, also the traffic between the main server of the Technical University of Graz
and the three main sites of the campus was recorded. Figure 5.18 shows the traffic for
campus “Inffeldgasse” as an example. In addition to the well-known average behaviour,
there are certain peaks of traffic load during the nighttime. These peaks are most likely
related to automatically performed client-server operations, such as automatic updates or
daily back-ups.

Figure 5.18: Traffic data recorded for “Inffeldgasse” [68].
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Figure 5.19: Traffic data recorded for
“Neue Technik” [68].

Figure 5.20: Traffic data recorded for
“Alte Technik” [68].
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Figure 5.21: Average required and achieved bandwidth [68].

5.3.3 Simulations and Results

Simulations were performed using a set of measurements of the years 2000 and 2001 [99].
In this measurement setup, the link distance of 2.7 km clearly exceeded the manufacturer’s
specifications. Therefore, this analysis presents some worst-case-scenario, where one can
assume that availability is increased for shorter link distances. Link bandwidth was set to
155 Mbps for FSO and to 15 Mbps for WLAN, respectively. The WLAN link was assumed
to be available all the time. Link loss time during switching operations could be neglected
in this discussion, since it affects average bandwidth only very little. Availability, on the
other hand, is not a major concern in this study, since the methods proposed earlier tend
to guarantee 99.999% availability throughout the year. For the whole month of Decem-
ber 2000 the average daily bandwidth was computed. Furthermore, relying on traffic data
recorded during workdays in December 2008 the average daily bandwidth requirement
was calculated as well. Bandwidth requirements were computed between each of the three
sites and the main server. Both incoming and outgoing traffic was taken into consideration.
Comparing Figure 5.21 with Figure 5.18, the diurnal changes in the traffic requirements
are reflected in the average as well. Furthermore, one can see from Figure 5.21 that the pro-
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posed hybrid FSO/WLAN switch-over system can satisfy traffic demands on average.

Still, obtaining these bandwidths on average may not be satisfactory for many applications.
That is, even if we guarantee availability, it can be seen that alone the site “Inffeldgasse”
exceeds the maximum available bandwidth from FSO from time to time (see Figure 5.18).
Furthermore, during times of heavy fog and subsequent FSO unavailability, the achieved
WLAN bandwidth of 15 Mbps does not even satisfy nighttime traffic for “Inffeldgasse”.

Still, there may be solutions for that problem. For one, a simultaneous use of multiple
FSO/WLAN hybrids could be employed, using a load sharing mechanism as it was intro-
duced in [69]. Moreover, other FSO equipment could be used which allows higher data
rates. Also the WLAN equipment could be modified so that it uses multiple channels
simultaneously. Furthermore, the WLAN link itself could be built up in a multiple-input
multiple-output (MIMO) manner, as it is suggested in the IEEE 802.11n draft. Studies will
show if this indoor short distance technology can be exploited for long range directional
links as well. Finally, automatic bandwidth consuming tasks could be timed properly in
order to reduce peak bandwidth requirements and spread resulting traffic over a certain
amount of time.

As a conclusion one can say that high bandwidth requirements coincide with times of FSO
availability, making an FSO/WLAN switch-over system a promising method to intercon-
nect different sites of a campus. Still, there are a few problems to be overcome, such as
peak bandwidths and proper load distribution.

5.4 Application of FSO/RF hybrid network for power consumption
optimisation of Wireless Sensor Network

Wireless sensor networks (WSN) are a technology suitable to monitor a wide range of
environmental parameters such as pressure, temperature, acceleration, chemical composi-
tion or any other parameter for which the sensors have been manufactured. The idea of
wireless sensor networks has been realized by integrating the functions of sensing, compu-
tation and communication, into smart sensor nodes. Wireless sensor networks are used for
battlefield surveillance, habitat monitoring, home automation and health-care applications
[14, 25, 95]. With the advent of robust distributed sensors, WSN can be deployed in inac-
cessible environments and harsh weather conditions [35, 19]. However, the rising demand
of WSN for physical environments monitoring has raised increased interest in long lasting
wireless sensor networks. In fact, long time period operation of a sensor has to rely on its
battery, which also limits the long lasting performance of the whole WSN. Therefore the
problem of efficient use of the energy budget of the sensors is a major issue. The battery
power is consumed by all the sensors’ activities: sensing, processing, storing and commu-
nication, however the optimization of the energy spent in the communications is one of
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the most important problems in energy efficiency [11], in fact, the radio consumes a sig-
nificant part of the energy budget of the sensors, furthermore the major energy savings are
achieved by turning off the radio, which however means disconnecting the sensors from
the rest of the WSN. Under this respect a promising approach is to base communications
on FSO links [106]. Hybrid WSN having both RF and FSO links for communications are
known to survive up to twice as long as WSN with only RF links in indoor environments
[98].
When used in outdoor WSN, the FSO links are however subject to some limitations. In fact
the weather can significantly affect optical wireless terrestrial communications. Among
different weather conditions, rain, fog, and snow are known as the most important attenu-
ating factors of optical communications. This motivates the need for including the effect
of such weather conditions on optical communication applied to long lasting, terrestrial
WSN applications. In [64] different weather effects on hybrid FSO/RF WSN were consid-
ered.In particular, considering a pair of sensors connected by both an RF and an FSO link,
[64] gives two main contributions: (i) it provides a scheme based on three thresholds for
switching among FSO and RF links for the communications (one to activate the RF link,
other one to switch from RF to FSO, and last one to switch from FSO to RF), and (ii) it
evaluates the performance in terms of energy efficiency of the proposed switching scheme,
by considering FSO links availability measurements obtained during long experiments in
Graz. The result is that the switching schema based on three thresholds reduces signifi-
cantly the use of the RF link, thus providing better performance than the case in which only
two thresholds (one to switch from FSO to RF and the other to switch from RF to FSO)
are used. Furthermore the proposed method doubles the sensors lifetime as compared to
the case where the sensors use only RF for communications.
A hybrid WSN was considered where the sensors are equipped with both RF and optical
interfaces. In particular, to the purpose of analysis of weather effects, a pair of nodes was
considered with the potential to communicate on both RF and FSO links. Regarding the
alignment and acceptable attenuation, the FSO links are assumed to have reasonable trans-
mission and receiver diameters. However, for the sake of simplicity, we also assume that
each sensor can communicate through line of sight FSO link with only one other sensor. In
our analysis and experiments we assume that the FSO links use transmission wavelength
of 850 nm. The motivations behind selecting this transmission length are readily commer-
cial availability of Vertical Cavity Surface Emitting Laser (VCSEL) and the high response
of silicon photodiodes at this wavelength [27]. The FSO link consists of VSCEL driver,
VCSEL Laser diode, PIN photodiode and corresponding Transimpedance and limiting am-
plifiers.
On the other hand it was assumed that the RF links are omni directional and based on
transceivers compliant with the standard IEEE 802.15.4. Thus all the nodes are assumed
to have RF communication capability with 2.4 GHz carrier frequency and data rate of 250
kbps. Finally, we assume to have a receiver sensitivity of -90 dBm as provided by some
commercially available WSN.
The sensor nodes can store small amount of energy due to their small size [93]. The energy
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per bit for FSO communications is set to 1.48x10-7 mJ/bit [27].
In the actual communications between a pair of nodes, the nodes use as long as possible the
FSO link (that ensures the highest energy savings), however waether dependent attenuation
requires switching back and forth to RF or FSO. A simple way of such switching consists
of using two thresholds on the FSO attenuation: one to switch from FSO to RF (once the
signal on the FSO links is close to the receiver sensitvity), and the other to switch from RF
to FSO (once the signal on the FSO is again strong enough). In order to avoid continuously
switching back and forth between FSO and RF, the two thresholds are kept separate, and
the second is higher than the first. This because switching off and on the RF link takes
time that may result in periods of link unavailability. However, to take into account this
fact, we introduce an additional intermediate threshold that is used to turn on the radio (to
keep it ready), but to continue to use the FSO link. Therefore our switching schema uses
three thresholds on the received signal strength of Free Space Optics link. At one threshold
level, called RF activation, the RF link is activated but the transmission continues on the
optical link. The criterion for selecting FSO link is that the received signal strength should
be 3 dB above the receiver sensitivity to ensure bit error rate 10−9[8]. The fog measure-
ments that we conducted in Graz (Austria) show that the specific attenuation of the optical
link changes at the rate of 10dB/km in one second [38] in the case of snow events. At the
second lower threshold level, called RF transmission, the transmission on the optical link
is stopped and the transmission on the RF link is started. The third threshold level called
FSO Switch back is used to deactivate the RF link and to restart the transmission on the
optical wireless link.
The PING replies over FSO link were recorded in 2003-2004 at Technical University Graz,
Austria for availability measurement. These PING replies have been used to simulate the
wireless sensor network behaviour for the measured availability of FSO link. This avail-
ability measurement shows the effects of all weather influences like fog, snow and rain.
Although the availability was measured for longer distance FSO link powered by 220 V ac
but it can be used as coarse estimate of battery powered short range FSO link availability.
Figure 5.22 shows the simulation of wireless sensor network behaviour for selecting FSO

or RF link for communication depending upon the one year measured availability of FSO.
The wireless sensor node selects either FSO or RF link depending upon the recorded ping
reply. If there is a recorded ping reply it selects FSO link otherwise it selects RF link for
communication. Link selection value of 1 indicates selection of FSO link for communica-
tion whereas value of 0 indicates selection of RF link for communication. The simulation
shows that FSO link can be used for 92.0995% of the time. The reduced availability is
consequence of fog, rain and snow attenuations.
The behaviour of wireless sensor network has been simulated for a measured snow event.
This event took place on 02.02.2009. The snow is assumed to be dry and the attenuation
of 2.5 GHz link is ignorable. That is why attenuation of 2.5 GHz link is not considered
in simulation for snow. On the other hand, wet snow attenuation for optical signal is not
significant and is not taken into account in simulations. Figure 5.23 shows snow event of
02.02.2009 and behaviour of wireless sensor network for selecting communication link.
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Figure 5.22: Behaviour of WSN for link selection for one year availability [64].

The received optical power of -21.5 dBm has been used as RF activation threshold and
it has been represented by a switch over value of 0.5 in simulation. The received opti-
cal power of -22 dBm has been used as RF transmission threshold and the corresponding
value of switch over is 0 in simulation. The value of 1 for switch over corresponds to either
normal operation on FSO or switch back to FSO from RF link on regaining the received
optical power of -21.4 dBm i.e. FSO switch back threshold. This simulation shows that by
using this switching scheme, FSO link can be used for 68.335% time of this snow event
whereas RF remains in active mode and transmission mode for 15.91% and 31.664% time
respectively. The RF active mode time percentage of 15.91% mean 2291 seconds for the
given event. It means the energy saving equal to difference of energy consumption be-
tween RF transmission mode and RF active mode for this time. It highlights the benefit
of using three thresholds, otherwise with two thresholds RF will be used 2291 seconds in
addition to 31.664% time use with three thresholds.
The behaviour of wireless sensor network has also been simulated for another measured

snow event. This event took place on 28.11.2005. Figure 5.24 shows the snow event of
28.11.2005 and behaviour of wireless sensor network for selecting communication link. In
order to show the effective switch over behaviour, this time the received optical power of
-24 dBm has been used as RF activation threshold and it has been represented by a switch
over value of 0.5 in simulation. The received optical power of -25 dBm has been used as
RF transmission threshold and the corresponding value of switch over is 0 in simulation.
The value of 1 for switch over corresponds to either normal operation on FSO or switch
back to FSO from RF link on regaining the received optical power of -23.9 dBm i.e. FSO
switch back threshold. This simulation shows that by using this switching scheme, FSO
link can be used for 73.52% time of this snow event whereas RF remains in active mode
and transmission mode for 0.9337% and 26.47% time respectively. The RF active mode
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Figure 5.23: Link selection behaviour of WSN for Feb. 09 snow event [64].

time percentage of 0.993% mean 2118 seconds for the given event. It means the energy
saving equal to difference of energy consumption between RF transmission mode and RF
active mode for this time. It highlights the benefit of using three thresholds, otherwise with
two thresholds RF will be used 2118 seconds in addition to 26.47% time use with three
thresholds.
The behaviour of wireless sensor network has also been simulated for another measured

Figure 5.24: Link selection behaviour of WSN for Nov. 05 snow event [64].

rain event in May 2002. Figure 5.25 shows the simulation of wireless sensor node be-
haviour for this rain event. The receiver sensitivity is assumed to be 20 dB and the specific
attenuation of 16 dB/km has been used as RF activation threshold and it has been rep-
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resented by a switch over value of 40.5 in simulation. The received optical power of 17
db/km has been used as RF transmission threshold and the corresponding value of switch
over is 40 in simulation. The value of 41 for switch over corresponds to either normal
operation on FSO or switch back to FSO from RF link on regaining the received optical
power of 15 dB/km i.e. FSO switch back threshold. This simulation shows that by using
this switching scheme, FSO link can be used for 94.28% time of this rain event whereas
RF remains in active mode and transmission mode for 2.8571% and 5.7143% time respec-
tively. The RF active mode time percentage of 2.8571% mean one minute for the given
event. It means the energy saving equal to difference of energy consumption between RF
transmission mode and RF active mode for this time. It highlights the benefit of using
three thresholds, otherwise with two thresholds RF will be used one minute in addition to
5.7143% time use with three thresholds. The behaviour of wireless sensor network has
also been simulated for another measured rain event of the whole year of 2002.

Figure 5.26 shows the simulation of wireless sensor node behaviour for the rain events

Figure 5.25: Link selection behaviour of WSN for May 02 rain event [64].

of the whole year of 2002.The receiver sensitivity, three thresholds and switch over rep-
resentation use the same values as in Figure 5.25. This simulation shows that by using
this switching scheme, FSO link can be used for 99.9735% time of all rain evens whereas
RF remains in active mode and transmission mode for 0.0133% and 0.0265% time respec-
tively. The RF active mode time percentage of 0.0133% means 360 second for the given
event. It means the energy saving equal to difference of energy consumption between RF
transmission mode and RF active mode for this time. It highlights the benefit of using
three thresholds, otherwise with two thresholds RF will be used 360 second in addition to
0.0265% time use with three thresholds.
As a result of different weather influences, the minimum measured availability was 80%.

The power consumption of wireless sensor with different duty cycles is also simulated for
RF only and both RF and FSO communication links setup with three thresholds. The worst



108 5 Implementation and applications

Figure 5.26: Link selection behaviour of WSN for 2002 rain events [64].

availability case of FSO i.e. 80% is used to simulate wireless sensor network using both
links.
Micaz specification was used for simulation. FSO power consumption is simulated through
values calculated in [27]. Figure 5.27 shows that power consumption improves twice even
for the worst case of FSO availability.
Battery Life Time of 250 mAhr capacity battery is also simulated for RF only and both

Figure 5.27: Power consumption of WSN using RF only and both RF and FSO [64].

RF and FSO links. Figure 5.28 shows the battery life time for both cases. The two times
improvement can be observed. Moreover it can be observed that with the increase of
throughput, improvement gets even better.
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It was included that the reduced link availability of FSO due to weather effects urges to

Figure 5.28: 250 mAhr WSN battery life time using RF only and both RF and FSO [64].

include the attenuation effects of rain and snow in analysis. Keeping in view the receiver
sensitivity and change in attenuation, the optimal usage of power efficient FSO link can be
achieved by using proper selection of threshold. The simulation results for recorded snow
and rain events show that power consumption saving on RF transmission can be as high
as 2291 seconds by using three threshold switching. An improvement of at least twice in
the power consumption over only RF link usage can be achieved for the harsh outdoor ter-
restrial environment. The effect of low energy consumption per bit by FSO link becomes
prominent with the increase of throughput.

5.5 Future applications of FSO/RF hybrid network in Satellites and
HAPS

FSO offer a possibility of enhanced high data rate communication between flying vehicles
and satellites due to their abundance of bandwidth. Optical communication terminals can
be used for high capacity links between satellites and communication links from optical
ground station to satellite. However the optical terminals are also suited for communica-
tion links between high altitude platforms. Within the General Studies Programme and
ARTES-5 studies it was concluded that future development has to cope with the impair-
ment by atmospheric effects to make the application of optical links an attractive alternative
to microwave technology. Figure 5.29 shows a general overview of applications that use
optical networking.
Among these applications hybrid network of FSO/RF can provide high availability while
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Figure 5.29: Optical Networking Applications [56].

exploiting the potentials of FSO. The main motivation for the potential use of optical com-
munication links is the fastly increased bandwidth of these links which can be explained
by the increase of the carrier frequency compared to todays state of the art RF links. Fur-
thermore the high directivity of optical antennas allows for communication over huge dis-
tances while the antennas high directivity results in immunity to multi-user interference
and therefore the absence of regulations for the electromagnetic spectrum at optical fre-
quencies. The drawback of optical communications through the atmosphere is of course
the atmospheric impairment of optical frequencies. For this reason tradeoffs of both tech-
nologies and possible hybrid RF/Optical solutions have to be carefully considered.
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Due to capability of providing high data rate, Free Space optics has the great potential
to grow out from a niche market. However, carrier class availability is the basic require-
ment of a communication link. This thesis analyses the availability of FSO and FSO/RF
hybrid networks for different weather conditions of fog, rain, snow and clouds. The dif-
ferent switch over algorithms are proposed that try to achieve maximum throughput while
maintaining the availability achieved by hybrid network.

6.1 Concluding summary

The analysis of different weather conditions of fog, snow and rain reveal that FSO 850 nm/
40 GHz achieve the availability of 100% despite the 0.51% availability of FSO link alone
for measured dense maritime fog event. Similarly for a measured snow event, addition of
back up link of 40 GHz increase the availability from 39.49% of FSO link alone to 100%.
However, for a rain event 40 GHz back up link does not help at all and the combined hy-
brid FSO 850nm/40 GHz link availability remains at 85.71% , the availability achieved
by FSO link alone. The comparative analysis of FSO 850 nm/ WLAN link shows that
this hybrid network achieves 100% availability not only for dense maritime fog and snow
events but also for rain events. This strongly advocates for the use of FSO 850 nm/WLAN
link if availability is the main concern. However, the use of WLAN link may be trade off
in terms of data rate. The analysis of 10 µm shows some interesting results with 100%
availability for dense maritime fog and rain events whereas 76.83% availability for snow
event. A hybrid combination of FSO 10 µm / 40 GHz link can be the optimum in this case
as we observe that 40 GHz link achieve 100% availability for snow event.
The use of FSO for satellite, intersatellite and High Altitude Platforms (HAP) links is
strongly prohibited by cloud attenuation. The comparative analysis of different optical
wavelengths exhibit that 10 µm perform better than other wavelengths. However, the ad-
dition of back up link can improve the situation. An alternate is to use the site diversity
to mitigate cloud attenuation. Another solution is to use the FSO/RF hybrid network and
utilize the RF bands when there is blockage of FSO link.Among different RF frequency
bands, the cloud attenuation is high for higher frequencies. However the difference of
specific attenuation is not as significant as in case of FSO wavelengths. This advocates
using high frequency RF bands along with large wavelength FSO link for high data rate
demanding applications.
The benefits of FSO motivate to use it as last mile access. However the deterioration
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of weather attenuation can be coped with backup link of comparable data rate. But use
of back up link as continuously transmitting redundant link is not a good solution. The
switch over can help to increase the usage of FSO link while maintaining availability. By
selecting one link, it avoids wastage of transmission for redundant MMW channel when
FSO link is available. The initial results showed that average usage of back up link for
maintaining the availability achieved by redundant link is 14.79%. It means switch over
can provide the same availability by avoiding back up link transmission more than 85%.
The results of switch over algorithm shows that the self synchronising switch-over sys-
tem increases availability as well as average bandwidth compared to a pure FSO system.
However, switching should be fast enough to avoid any loss of link availability. The key
to success is to reduce link loss time, a goal which can only be achieved by combining
optimal switching methods. Pure threshold comparison (TC) yields an increase in avail-
ability to 98.62% while achieving best bandwidth performance. However, to increase the
reliability of the overall link, pure TC cannot be used because of fluctuations causing too
many switching operations. The different proposed algorithms are optimized with respect
to maximum availability under the side constraint of limited FSO underutilization. This
way, minimum bandwidth efficiency could be guaranteed. Different methods have differ-
ent influence on availability and bandwidth. Filtering, as it turned out, yields only little
improvement compared to threshold comparison, whereas it even delivers worse results in
combination with either time or power hysteresis. The results show that time hysteresis
(TH) and combined time-power hysteresis (PT) perform best, with emphasis on the latter
one. PT even bears the possibility for carrier class availability of 99.999%.
The simulation results showed by performing load sharing, it avoids wastage of redundant
transmission bandwidth of mmW channel when FSO link is available. The simulations
showed that average redundant usage of back up link for maintaining the availability is re-
duced to less than 10% provided that switching is fast enough to avoid any link availability
reduction. The key to the success of switch-over is such implementation that must avoid
any reduction in link availability. Further results showed that the performance of switch
over increases significantly with the increases in difference of throughput of two links. If
there is a huge difference between, the throughput of two links, switch-over exhibits many
folds efficient bandwidth utilisation. The simulation showed that if both links provide
same throughput, the throughput of hybrid network with switch-over is 88% more than the
throughput without switch-over. If the throughput of FSO is 10 times the throughput of
mmW link, switch-over makes the throughput more than 10 times the throughput of hybrid
network without switch-over.
The use of back up link like unlicensed IEEE 802.11a has the potential of withstand-
ing weather effects specially fog. Due to unlicensed nature, it can suffer interference by
nearby users. However, the directional antenna can reduce this impact. This can improve
the overall availability of hybrid network. The prototype of load balancing switch over is
developed for hybrid wireless network. The performance of prototype has been evaluated
by Laboratory tests and analysed by simulating for more than one year measured data. The
simulation showed that switch over provides combined throughput of two links for more
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than 90% of the time while maintaining the availability measured by redundant transmis-
sion on both links. The fog event simulation also showed that switch over can adopt to the
real world fog event. However, the key to the success of switch-over is to reduce switch
over delay that must avoid any link availability loss.The actual bandwidth measurement
shows that FSO bandwidth was around 94 Mbps whereas bandwidth of WLAN for WDS
mode was around 30 Mbps .The loadsharing provided maximum bandwidth of 114 Mbps
with WLAN in managed mode.
The comparison of mutirouter traffic grapher (MRTG) traffic data at Graz University of
Technology and availability data showed that peaks in the bandwidth requirement coin-
cide with peaks of achievable bandwidths. Therefore, an FSO/WLAN switch-over system
can be seen as a successful way to provide internet access to office buildings and lecture
halls, since bandwidth is limited in times of little usage mainly. Availability, however, is
ensured almost throughout the whole time, and is only limited by the time required for
detecting an FSO failure and reacting on it.
The tracking of optical wireless signal attenuation was also analysed for fog, snow and
rain events. The tracking showed that LMS algorithm reaches acceptable minimum MSE
in less time and starts predicting one minute forward value. Such a one minute forward
prediction can greatly enhance the performance of switch over used to switch between
FSO and back up RF link. The earlier results showed that switch over takes some time to
switch from one link to other. This time can be compensated by forward prediction of the
attenuated signal.
The Wireless sensor network power consumption of hybrid FSO/RF network was analysed
for terrestrial environment of rain and snow. The reduced link availability of FSO due to
weather effects urges to include the attenuation effects of rain and snow in analysis. Keep-
ing in view the receiver sensitivity and change in attenuation, the optimal usage of power
efficient FSO link can be achieved by using proper selection of threshold. The simula-
tion results for recorded snow and rain events showed that power consumption saving on
RF transmission can be as high as 2291 seconds by using three threshold switching. An
improvement of at least twice in the power consumption over only RF link usage can be
achieved for the harsh outdoor terrestrial environment. The effect of low energy consump-
tion per bit by FSO link becomes prominent with the increase of throughput.

6.2 Future Work

The optical communication links are best served for short distance links in the troposphere
but are successfully tested for links involving very long distances like, for example, be-
tween optical ground stations (OGS) and un-manned aerial vehicles (UAVs), OGS in the
troposphere to the terminals in space like GEO/LEO satellites, and stratospheric or high al-
titude platforms (HAPs).The influences on hybrid network FSO/RF technologies for deep
space communication is within the scope of the future work. This can help for the analysis
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and link budget calculation for projects involving deep space communication.
The analysis of different coding schemes like Raptor Codes, LPDC and other coding
schemes for hybrid network of FSO and RF technologies can be helpful for efficient imple-
mentation of hybrid network. The design of optimal coding scheme for throughput highly
available hybrid network can be an area for future work.
The increased interest in long lasting wireless sensor networks motivates to use Free Space
Optics (FSO) link along with radio frequency (RF) link for communication. Earlier results
show that RF/FSO wireless sensor networks has life time twice as long as RF only wireless
sensor networks. The power consumption of hybrid network has been analysed for terres-
trial environment of rain and snow [64]. The practical implementation of wireless sensor
network employing hybrid FSO/RF network and analysis of the measured data is also an
area that can be explored.
The results show that switch over takes some time to switch from one link to other [66].
This time can be compensated by forward prediction of the attenuated signal. Such a
forward prediction can greatly enhance the performance of switch over used to switch
between FSO and back up RF link [73]. The implementation based on this idea and sub-
sequent analysis can be a direction that can be investigated.
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